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Abstract 

In a mobile environment. system and application performance is impacted by mobili ty 

factors such as varying bandwidt h. frequent disconnect ion, and changing locations. 

These factors make rnobility information more important in the design of distributed 

algorit hms. However, at present , no general mode1 exists for exploit ing the availabil- 

ity of mobility information. Focusing on this issue. this thesis investigates mobility 

environment modelling: especially the classification, representat ion. and utilisation 

of mobility factors. 

Based on the  concepts and met hods of modelling mobility factors proposed in this 

research, an  adaptive transaction scheduling (ATS) approach for mobile transaction 

processing. chosen as a particular application domain. is developed to demonstrate 

the feasibility of designing better distributed applications by making use of mobility 

information. The  ATS approach is designed to support autonomous operations during 

network disconnect ion and dynamicallÿ select the si t e  of transaction execir tion based 

on mobiIi ty information such as bandwidt h and disconnection ratio. 

The performance of the ATS approach is evaluated against fixed transaction pro- 

cessing policies by the means of simulation experiments. A queue simulation mode1 

is designed and implernented in discrete-event simulation language. The results of 

the simulation experiments show that  adaptive transaction processing produces bet- 

ter performance and confirms that the  design of applications in mobile environments 

can benefit from available mobili ty in format ion. 
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Chapter 1 

INTRODUCTION 

This chapter describes general concepts and issues of mobile comput ing. and presents 

the research hypothesis, goals and problems covered by t his thesis. The major work 

performed in this thesis is summarised as well. 

1.1 Mobile Comput ing 

Mobile computing is a computing paradigrn and is perceived as a natural evolution 

of the mired computing environment. .A wired network brings isolated cornputers to- 

get her, and provides users wit h resource-sharing and communication capability from 

pre-defined locations. In a mobile computing environment (LICE), wit h a wireless 

network. the fixed location assumption is removed, and end-users. freed from physical 

connect ion to the underlying network, are allowed to  access in format ion and share 

resources from anywhere, a t  any time. 

The  integration of persona1 computing with wireless networks will create an en- 

t,irely new class of applications. The applications in t he  mobile environment can be 

generally distinguished into two categories: data transmission applications and data 

management applications. The examples of data transmission applications include 

sending elect ronic mail, location-dependent or time-sensi t ive informat ion broadcast- 

ing, and document exchange. Data management applications access shared data 

resources that require maintenance of their consistency. These kiods of applications 
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have a large potential in some business areas that require field data  access and co- 

operative design. The requirements of field data access corne [rom positions such as 

automobile insurance salesperson [MHB97], marketing officer (e-g.. a wheat market- 

ing officer [YZWb, YZ94a], a financial investment manager). or  field worker (e.g.. a 

GIS scient ist [DBCF94] ). Examples of CO-operative design include CO-operat ive docu- 

ment authoring. CO-operative calendar managers. and CO-operative meeting schedulers 

[IiTWSïa. KTWS'ib] . 

The design of conventional distributed algorithms is based on a static mode1 

where a set of processes ron on stationary machines and communicate by means of 

message sending over point- to-point logical channels. The hosts a t  the endpoints 

of the channel d o  not change with time. The  network communication is considered 

reliable and a network partition is treated as a failure. Furthermore. network stations 

are considered t o  have sufficient computing resources and can communicate with the 

rest of the system with equal capability. 

Mobile computing is distinguished from the conventional clist ributed computing 

in several aspects. First, the connection of mobile computers to the rest of network 

is by wireless links. Compared to a wired network, wireless links are relatively unre- 

Iiable and have much lower bandwidth. Second. mobile computers may connect from 

different locations while retaining their connection to the network. This is known as 

roaming and causes the network system to  dynamically ce-configure communication 

so that messages are routed smoothly and without an interruption in service as a rno- 

bile unit changes location. Third. mobile computers suffer from limited computing 

resources such as short battery Me, small size of display, and small volume of storage. 

All t hese factors make the computing environment much more uncertain and in turn 

raise new technical issues and problems that  must be solved. 

1.2 Motivation 

The challenges of mobile computing stem from the dynamics of the  networking en- 

vironment, the flexibility of user movements, and the limitation of system resoiirces. 
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these factors make a cornputing system more cornplicated. some opportu- 

resource sharing, information access, and message routing are created in 

better distributed algorit hms. 

This research is motivated to capture mobility information in a mobile environ- 

ment t o  support the design and application of adaptive approaches in the data man- 

agement area with an emphasis on transaction processing. The hypothesis in this 

research is that  better performance of transaction processing in a mobile environment 

can be achieved if some information concerning the current environment status of a 

mobile host is available. Therefore. the goal is to explore the mechanisms that can 

improve the performance of transaction processing in a mobile environment. 

An adaptive approach is a strategy t hat allows a computing system to perform cer- 

tain actions based on its perception of the current system environment. For example, 

to deal wit h mobility. sorne techniques can be used t o  improve the quality of service 

in multimedia applications by capturing environment information [NPS9-5. .A BBC96]. 

Suppose an application wishes to view on-line images. If the bandwidth of the current 

communication network is diminishing, the application ma); switch from full-colour 

images t o  black and white images. Meanwhile. a different algorithm for image com- 

pression can be applied. 

Adaptive s t  rategies have drawn the attention of researchers in mobile corn put- 

ing because mobili ty implies dynamics and requires adaptation (Kat941. Adaptive 

approaches have been proposed uader different names from various perspectives in 

the literature. These include application-avare adaptation [NPS95] ? contezt-aurare 

applications [SAW94], adaptive services [DBCF94] and, adaptive protocols [.JM96]. 

The performance of transaction processing in mobile comput ing is impacted by 

varying communication conditions as well as available computing resources. We can- 

not assume the existence of a uniform computing environment for al1 the individual 

mobile hosts because each mobile host can have its own mobile behaviour and corn- 

puting condition. The computing condition of a mobile host can be reflected by 

various mobility factors, such as bandwidth, disconnection frequency, battery lije, and 
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rnovement pattern. Such mobility factors are of the utmost importance in the  de- 

sign of a distributed aigorithm. Furthermore, they are generally time and location 

dependent. 

In a mobile environment, it is typical for a mobile host to frequently disconnect 

from the rest of the network and encounter varying communication bandwidths as it 

moves to different locations. The  disconnection in a mobile environment can be dis- 

t inguished into p redictive and non-predictive. X predictive disconnect ion is performed 

cleliberstely by a user in some circurnstances to reduce energy and/or communication 

costs. An erplicit disconnection/reconnection protocol can be applied to  handle a 

predictive disconnection. .A non- predictive disconnec t ion can happen in several cir- 

cumstances. For example, when a mobile fiost moves out of a service area of wireless 

communication without prior announcement or the cornputer enters suspend mode 

because of a low battery condition. Therefore. non-predictive disconnection occiirs 

without prior intention by the user. 

Frequent disconnection of a mobile cornputer result ing from low bandwidt h. short 

battery life, and occasional movernent out of a service area can deteriorate the  per- 

formance of transaction processing. Hence, it has been identified as one of the sig- 

nificant issues in mobile distributed database management (AK93. DUCS-, MDC931. 

The approach in this thesis attempts to deal with the issue caused by non-predictive 

disconnection. 

1.3 Research Issues 

Most commercial distributed database systems are designed to support the  client- 

server computing mode. The execution of transactions submitted by a client is 

always CO-ordinated by a database server. Transaction processing algorithms in a 

conventional distributed environment assume that the network environment is reli- 

able. Thus, the  disconnection of a client is treated as a failure and handled by a 

recovery procedure. Therefore, traditional transaction management does not have 

to  consider the  operations performed by a mobile host during its time of disconnec- 



tion. Moreover, due to  network stability and adequate computing resources. it is not 

necessary to monitor connectivity conditions and change the processing procedures 

dy namically. 

In mobile computing. the mobility of end-users implies that a mobile user does 

not have to submit the  operations of a transaction to distributed d a t a  servers from 

a fixed location. The limited local computing resources on a mobile host. especially 

short battery life and its flexible movement capability. allow it to disconnect from 

time to time. In such a dynamic environment, it poses new challenges to increase 

conciirrency, reduce the  transmission of messages amoog the hos ts' main tain the 

consistency of the database, and balance the utilisation of computing resources. 

The  intention of this research is to develop an adaptive approach to support 

transaction processing in a mobile environment. This requires a dynamic select ion 

of an  optimal action from a specified set of alternatives. Generally, the  execution 

of a transaction follows one of t hree policies in a conventional distri butecl database 

environment. These are known as : ( i )  data requesl shipping,  (ii) function request 

shipping, and ( i i i )  I/O request shippi i ig  [JKTSa, Tho961. Each policy has its oivn 

merits linder appropriate com puting conditions. 

The  communication band widt h in a convent ional distri buted environment is as- 

sumed to be constant and highly reliable. Therefore, the performance of a transaction 

execution policy in terms of response time is a proportion to the data volume of trans- 

mission. Hotvever, in a mobile environmerit, due to  varying network conditions and 

host movement, this is no longer the case. It is necessary to  exploit the  advantages 

of clifferent data accessing policies under specified application objectives and given 

corn put ing condit ions. This suggests t hat mobile transaction processing should not 

be  restricted to  a fixed policy. Instead, dynamic decision-making should be applied. 

Selecting an optimal action dynamically requires an evaluation of the  potential 

benefit for a given policy according to the current observable computing environment. 

Consequently, the knowledge of the environment status is required. If information 

about a mobile environment can be captured, a proper strategy of transaction pro- 
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cessing can be applied so that the overall performance of data management can be 

improved. To reach this goal, the following two specific issues are investigated in this 

t hesis: 

1. Model l ing of t h e  mobile envi ronment :  

(1) investigate the environment features essential to the design of effective 

adaptive approaches: 

(2) explore the represent at  ion and measurement of rnobility informat ion: 

2. Application of mobili ty in format ion  in  t ransac t ion  processing: 

(1) design a transaction processing mode1 that  can take into account mobility 

informat ion; 

(2) st udy the impact of mobility information on transaction processing; 

1.4 Overview of Thesis 

The work in this thesis does not locus on technique implementation. but rather on 

concepts and theoretical ideas. Following the research hypothesis that a n  adaptive 

approach can improve performance of mobile computing, this thesis presents the  

research results on rnodelling mobility and the application of mobility information in 

transaction processing. 

First, the design space of mobile networking systerns is investigated. The struc- 

ture complexity as well âs environment complexity of potential mobile computing 

systems are addressed. Second, to describe environment complexity of a mobile 

systern, the issue of modelling environment mobility is studied. The  concepts and 

measuring methods concerning the mobility of a mobile host, i.e. unit mobility is 

proposed. The unit mobility as a general-purpose mode1 is intended to combine 

multiple mobile factors together and offers more accurate information to support the 

better design of distributed applications in mobile computing. Third, to demonstrate 
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the utilisation of mobility information, a particular application model. i.e. -4daptiue 

Transaction Scheduling (ATS) in data management area. has been developed. The 

design of the ATS approach explores the availability of mobility information and aims 

at improving the performance of transaction processing with the existence of network 

disconnection. Finally. to evaluate the impact of utilising mobili ty information on the 

performance of transaction processing in a mobile environment, a simulation model 

has been created and implemented. The performance of the ATS approach has been 

compared with two other approaches. i.e. fixed data shipping approach and fixed 

transaction shipping approach. The results of simulation experiments show t hat the 

ATS approach in general produces better performance in terms of overall response 

time. elapsed processing time on a mobile host, and total number of transaction 

t hroitghputs. This confirms the hypothesis of the  thesis research. 

1.5 Organisation of Thesis 

The remainder of the thesis is organised as follows. Chapter 2 discusses the issue of 

modelling the mobile environment and stresses the  importance of capt uring mobility 

information. In t his chapter. the classification, representat ion and utilisation of mo- 

bility factors are investigated. The concepts of unit rnobility and its measurement 

are defined. 

Chapter 3 focuses on the development of a transaction processing model. In 

t his chapter. the limitation of existing transaction models and the characteristics 

of mobile transaction processing are discussed. Alter ident ifying possible t ransac- 

tion processing policies, an adaptive transaction scheduling approach is proposed. 

The  approach allows a mobile transaction to be locally committed when temporary 

disconnect ion occurs and also dynamically selects the transaction processing site. 

It serves as a particular application model to demonstrate the benefit of available 

mobili ty  information. 

To evaluate the performance of adaptive transaction scheduling approach, a queue 

simulation model is developed. The design of a simulation model is described in 
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Chapter 4. The methods and results of simulation experiments are reported in t his 

chapter as well. 

Chapter 5 reviews the related work. As the research in this t hesis falls into the  

category of adaptive approaches. existing adaptive approaches at  different system 

levels are described. Focusing on the data management area. typical mobile t ransac- 

tion processing approaches appearing in current Iiterature are  summarised. Finally. 

conclusions and future work are presented in Chapter 6. 



Chapter 2 

MODELLING MOBILITY 

In a mobile environment, system and application performance is impacted by mobility 

factors. The mobility information is of the utmost importance in the  design of a 

distributed algorithm. However. at present. no general model exists for exploiting 

the  nature of mobility. In this chapter. lrom a system viewpoint? the issue concerning 

modelling mobili ty wit h a focus on the classification. representat ion and u t  iIisat ion 

of mobility information is investigated. 

2.1 A Classification of Mobile Computing Sys- 

tems 

At present, mobile computing has not had a commonly accepted system model. To 

prepare the groundwork for this research, the chapter begins with a classification of 

potential mobile computing systems. 

.A mobile cornputing system can be viewed as an extension of a traditional dis- 

tri bu ted system, characterised by two types of system architectural components: 

mobile computers and wireless communication facilities. A mobile computer. also 

termed an mobile unit, equipped with a wireless communication interface can main- 

tain network connection while moving. It is easy to understand t hat wi t h more mobile 

computers in a system, the resource control and management become more difficult. 

According to its role, a mobile computer con be further distinguished into mobile 
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Figure 2.1: A classification of mobile network systems 

client or mobile server. .A mobile client is a cornputer that changes its locations. but 

only plays a role of resource consumer and provides no service for ot hers. Conversel-. 

a mobile semer or mobile host is a computer that changes its locations as well as 

provides sps tem services or shared resources. 

PVireIess communication facilities establish the network connection between corn- 

piiters in a mobile cornputing system. CVi t hout wireless communication, the topology 

of network is stable and the mobility of computers in a system is limited to location 

changes at discrete time points. However. with the introduction of wireless com- 

munication facilities, the mobility of computers goes from discrete time feature to  

continuous time feature. That is, the location change of a mobile cornputer can take 

place at any moment. This certainly increases the Rexibility of end-user movement. 

From the viewpoint of system architecture. it can be claimed that the structure 

cornplexity of a mobile computing systern is dependent on the proportion of wireless 

communication, the number of mobile clients, and the number of mobile servers in 

the system. Thus, the design space of a mobile computing system is constrained by 

these factors. A mobile computing system can be in any position of its design space 

as illustrated by Figure 2.1. 
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In the design space there are three specific surfaces corresponding to three levels 

of complexity of mobile computing systems. They are generally named as tethered 

mobile system level, pnrtially tethered mobile systen leuel, and untethered mobile 

.syste.m leuel. 

At a tethered mobile system level. al1 the computers are networked by physical 

lines. but they may change their locations. For instance. laptops can be transported 

and connected to the network at  different locations. Some work stations may also 

be relocated. but t his is not likely because of the physical characteristics. It can he 

seen that a traditional distributed system is just a special case of tethered mobile 

system. in which both the number of mobile clients and the number of mobile servers 

are zero. In other words. al1 the computers are fixed. A fixed computer is called a 

Jiced unit or a Jized host. It does not change its location and is always connected by 

physical lines. 

.-" mobile computing system at the partially tethered Ievel means that some com- 

puters are connected by the tvireless network and some are connected by the wirecl 

network. In other words, a system includes both wired and wireless networks. Due to 

wireless networking, retaining communication while moving is feasible. The simplest 

case of a partially tethered computing system is that no cornputers are moving, even 

though some are using wireless communication. Its most complicated case is when 

both clients and servers are allowed to move to different locations. 

The untethered mobile system level denotes that al1 the computers in the system 

are wirelessly networked, or, there is no fixed network. At this level, similarly, its 

simplest case is that no computers change locations. The mobility only reflects the 

iincertainty of wireless'network connections, such as varying bandwidths and discon- 

nection/reconnections. If al1 the computers are allowed to change t heir locations, i t 

becomes the most complicated case in mobile computing. This is usually known as 

an ad hoc mobile system in the current literature [JM96]. 

The classification presented here describes a general design space of a mobile 

computing system and provides a more concrete description about a given system. 
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In fact, relative to the  environment complexity of a mobile computer (captured by the 

unit mobility), structure complexity of a mobile computing system can be viewed as 

the mobility at  the system level, or system mobility. Higher system mobility implies 

a more iinstable network topology. more varying system resource status. and higher 

user Bexibilit. As we can see from the classification. such system mobility increases 

from tethered system level to untethered system level. At a given level. the mobility 

changes frorn point to point. For instance, the complexity of a system a t  vertex 6 is 

greater than vertex 7 because the former one only involves mobile clients and al1 the 

hosts are fixed. Similarly with the classification9 an ad hoc system can be further 

clistinguished into more specific cases. like the systems a t  the vertices 10, 11 and 12 

in Figure 2.1. In current literature. they are generally treated as one type of system. 

2.2 Introduction to Unit Mobility 

The classification of mobile network systems above offers general information about 

the structure complexity of mobile computing systems. However, it does not reveal 

the environment complexity faced by individual computers within a given systern. 

This issue is addressed in the rest of the chapter. 

The  environment complexity of a mobile computer roughly reflects the degree of 

instability of its external computing resources associated with other computers. The 

degree of instability of computing resources of a mobile computer is referred to as 

the mobili ty of the mobile unit or unit mobility for short (a forma1 definition is given 

in section 2.5). 

The  unit mobility is impacted by the  mobile behaviour of a computer (e.g., phys- 

ical rnovements, disconnection) as well as  the stat us of available comput ing resources 

(e.g., communication bandwidt h, residual bat tery life). Conversely. the changes of 

unit mobility describe the availability of its resources for the  other systems in a 

current environment. It would be more beneficial to t he  design and application of 

mobile systems if unit mobility information is available. For esample, if a mobile 

unit disconnects frequently, it will be difficult for other computers to share the data 



on the mobile unit. Thus, a different replication scheme may be required. 

Researchers in the mobile computing area are aware of the importance of captur- 

ing mobility information of mobile units. The efforts have been made from different 

research dimensions. For example. the work in [Lin94. LM951 pays attention to  lo- 

cation changes. It is believed that if  the next location where a mobile unit moves 

to  can be predicted, required computing resources can be scheduled in advance and 

better system services can be provided. The work reported in [kIES95] models com- 

munication resources. Focusing on network bandwidth. the network connectivity 

of a mobile unit is distinguished from three status identifiers: strongly-connected. 

weakly-connected, or disconnected. An appropriate system reaction can be taken, 

say. changing the time-out parameter for a remote system call, if the status of network 

connectivity of a mobile unit is detected. 

hforrnation captured based on a particular factor is useful, but inadequate in 

terms of modelling rnobility. Mobili ty is at tributed to multiple factors. Information 

derived from a factor is just from one dimension. For instance. given two mobile units 

that have the same network bandwidth, it is more difficult to access the resources 

on a freyuently-moving unit rather than a stable one. Thus, they display different 

mobility. Similarly, a frequent ly disconnected unit is more mobile t han a constant 1y 

connected one. This suggests that it would be necessary to explore an integrated 

scheme to reflect the general mobile status of a mobile unit. Severtheless. little 

research concerning this issue has been done. 

In this thesis, the concept of unit mobility is proposed and viewed as an integration 

of multiple mobile factors. If the unit mobility of a computer is high. it means that 

the computer results in a more unstable computing environment for others and, on 

the other hand, a computer can observe its cornputing environment by receiving 

the mobility information from the ot her computers. A strongly-connected condition 

plus less movement, less disconnection. and sufficient power may be considered as low 

rnobility. Conversely, if a mobile unit has a low bandwidth, frequent location changes, 

constant disconnection, and a low power level, it would be considered highly mobile. 
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The unit mobility is intended to offer more information. With more accurate 

information. a better decision can be made for better utilisation of system resources. 

For instance. in the data management area. when the mobility of a mobile unit is 

low. strict data consistency criteria can be applied because modification on a data 

item can be immediately propagated to other copies. On the other hand. when 

unit mobility remains high, a system can srvitch to a weak data consistency criteria 

(i.e. inconsistency is allowed during a specified time interval) so as to improve the 

performance of concurrent access. 

It would be ideal i f  the unit mobility can be quantified. because then the corn- 

plexity of mobile environments can be better compared. The following sections of 

this chapter will present the primary results in this research towards this goal. 

2.3 Environment Feat ure Classifications 

It should be noted that the term rnobility in this thesis implies a broad meaning 

rat her t han just physical movements of a cornputer. The unit rnobility is described 

by t,he behaviour of a mobile unit and its available system resources. 

Mobile behaviour of a cornputer is controlled by its user. called mobile user. Two 

types of factors can affect the behaviour of a mobile unit: intangible /adors  and 

tangible factors. The former one includes working style and psychological role of a 

mobile user. These types of factors will not be considered in this research. The 

tangible factors, such as location change, disconnection and moving velocity. are 

measurable and taken into account in modelling mobility. 

Unlike the mobile behaviour, system resources are less controlled by a mobile 

user. There are many types of system resources, like residual battery life. storage 

volume, communication bandwidth and so on. The change in either mobile behaviour 

or system resources causes the changes in the environment of a mobile unit. There- 

fore, mobile behaviour and available system resources toget her form a part icular 

environment of a mobile unit. 

The salient features t hat descri be such environments, called enuironment feahres. 
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must be identified in order to quantify the  unit mobility. At present. it is not clear 

what types of features are essential to support the design of adaptive applications. 

Different ieatures are chosen for different purposes in existing research. For example. 

a communication feature (Le.. bandwidth) is identified as a major feature to support 

multimedia applications [JM96. D BCF941. In [NPS95] the  aut  hors are interested 

in device features for providing a general system support of mobility. The query 

optimisation approach in [GA931 relies on residual battery life and workload of system 

server as major system resource features. 

The significance of certain Features is dependent upon the  objectives and nature 

of a particular application. The design space of features is potentially very large if 

possible applications are taken into consideration. As the authors in [NPS95] point 

out, to utilise mobility information, the mechanism describing mobile environment 

features should be simple and extensible. Rather than serving a specific applicat ion, 

developing a general scheme for ident ifying and representing relevant feat ures would 

be useful. -4iming a t  this goal, the first step is to classify potential features under 

some criteria. 

Environment features can be classified in different ways. The  aut hors in [NPS95] 

separate possible feat ures into two categories. called ge ~ e 7 - i ~  and type-specific. t hough 

the author has no explicit intention of feature classification. A generic feature has 

system-wide meaning and can impact al1 the users in a system; whereas a type-specific 

feature is associated with a particular user and has limited effect on applications. For 

example. the bandwidth is considered as  a generic feature because it is a computing 

resource for al1 applications. A file reference number is however a specific feature 

and accessed by relevant applications. It is no longer available once it  reaches to its 

maximum value. Some of the instances of these features and t heir classifications are 

shown in Figure 2.2. 

I t  can be seen that this classification is based on the visibility of features. The 

environment features can also be grouped under the system components because a 

system can be viewed from different dimensions. Possible system components include 
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hardware device component. network communication component. information organ- 

isation component, and so on. The environment features are identified and associated 

with relevant components. For instance, CPU is a device-relevant feature: whereas 

the bandwidth is network-relevant feature. Figure 2.3 shows a possible classification 

structure basecl on this criterion. 

Third way of classifying environment features is based on the stability of a katcire. 

If a feature is time independent. it is stable (or static); otherwise it is unstable (or 

dynamic). For example, the storage volume of a mobile unit is relativeiy stable 

and will not change with tirne. Thiis? it is a static feature. On the other hand. the 

bandwidth. hand-off frequency. and disconnection frequency are examples of dynamic 

features. From this perspective, the structure of t his classification is shown in Figure 

Among the three classifications. the visibility-based one is bound up with ap- 

plications. That  is, a feature is viewed from the perspective of an application. In 

fact, type-specific features are also application-specific features. Regardless of these 

feat ures, al1 the environment features are in one category. Therefore, the  classifica- 

tion does not reveal the information about the difference between features. With the 

system element-based classification, the difference between features is highlighted. 

However. it does not identify the commoo property of features. The stability-based 

classification is more suitable for design adaptive applications. It separates those 
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static features from dynamic ones. In a mobile environment. it is dynamic features 

t hat provide run- t ime informat ion. Therefore, dynamic feat ures are more signifi- 

cant. The attention in this work is focused on such features, which are referred to as 

mobilitg featu res. 

2.4 The Concept of Unit Mobility 

In this section, the definitions with respect to  unit mobility are presentecl. The first 

one identifies features t hat contribute to mobiiity. 

Definition 2.1. klobility Feature: An environment feat ure is defined 

as a mobility feature if the following conditions hold: 

(1) its state is measurable; 

(2) its state value may varx continuously with time: and 

(3) its state change affects computing conditions of other comptiters. 

Residual bat tery li fe, disconnect ion frequency, and location change frequency of 

a mobile unit are al1 examples of mobility features. In this research. it is assumed 

that there exist ways for a mobile unit to be able to capture the information of a 

rnobility feature. Practically. it may require different techniques for different features. 

For example, for the bandwidth feature, monitoring the data flow of communication 

ports on a network adapter can be a way to achieve this information [P095]. Certain 

disconnection events can be detected by changes in the signal strength. by predicting 

battery lifetime, or by utilising knowledge of the bandwidth distribution [PB94]. The 

disconnection frequency may be tracked in software that implements a disconnection 

counter. To capture the residual battery life, one possible way is to estimate the 

voltage levels of the battery. The following two definitions build the concept of 

quantifying the mobility of a computer system (mobile unit): 

Definition 2.2. Mobile Status: Let C =< Ci, C2, . . . , Ck > be a finite 

set of mobility features with respect to a computer system S. The value 



vector !Cf; =< c1,cz.. . . . c i  > where c, E Ci( l  5 i 5 k) is defined as the 

mobile status of S a t  t ime t .  We Say tha t  Ch- = Cl x Cî x . . . x Ck is the 

domain of !CI;. 

Definition 2.3. Unit klobility: Let Mi be  a mobile s tatus of a particu- 

lar mobile unit S. Then A = F(iC1;) is defined as the unit mobility (PM) 

of S .  where F ( )  is a mapping frorn CK t o  [O, 11. i.e. F : CK -r [O. 11. The  

inverse function of F(  ) exists and is denoted by FI() .  

T h e  unit rnobility can be viewed as an inherent attribute of a mobile unit. The  

value of this attribute is visible to other mobile units in a system. It is assurnecl that 

each mobile unit in the system is constantly publishing its own rnobility information. 

This  will allow a particular unit to find oiit its environment complexity so that  a 

proper action can be taken. 

2.5 Representations of Unit Mobility 

Suppose al1 reqiiired niobili ty feat ures are  known t hrough measurement or  predict ion 

rnethocis. The unit mobility can be expressed in two ways: a uecfor representation 

or a single-ualued representation. This section compares the merits and drawbacks of 

t hese two representat ions, and discusses the  requirement s for a good representat ion. 

A vector representation of unit mobility organises available features into a number 

of < fenture.ualue> pairs. T h e  method used in [NPS95] can be viewed as a n  example 

of vector representation. With  this representation, each component in the  vector is 

independent of others. Al1 the individual features together reflect t h e  s t a t u  of a 

mobile unit. In this way, the  organisation of information is relatively simple and easy 

t o  extend. More importantly, because each individual feature is available, it is able 

to  make use of specific information captured by a particular feature. Therefore. if 

the design of an application is only interested in the  bandwidth feature, it can focus 

just on  this feature. 
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Hoivever, the vector representation is not well suited for the implementation of 

communication protocols because of variable sized da ta  structures. From the  view- 

point of information transmission. mobility information is generally captured from 

a lower Iayer of the network protocol stack and passed up to the application layer 

to  support adapt ive applications. Because exist ing communication protocols en  force 

a limi ted space for control information, over-sized rnobility information may not be 

acceptable. Even if possible. expanding the size of the  control information can result 

in extra overhead. Taking basic Mobile IP protocol as an example [.JbI96]. 8 or 12 

bytes are added to each existing packet to form a new IP header. A shorter header 

is genernlly preferred for packet transmission efficiency. 

A single-valued representation takes the values of al1 the rnobility features as input 

and produces a numeric data value as output that denotes a general mobile status. 

An example of this representation can be found in [PO95]. The follorving is one of 

the  sugges ted funct ions: 

3 - i/;s 1 ,c - -50 
mobi l i t y  = hl . [ l  - -u tan( - ) ]  . [-dan(-) + P2] 

A 10 K 10 

where the k1 and k2 are coefficient. The ,i3 and E are two measurable mobile factors. 

.As we can see, given the parameters, the  function produces a single value. This 

value is iised to represent the mobile environment a t  the  time when the parameter 

values are captured. Because a single value can be expressed in a fixed size. it would 

be easier to  incorporate mobility information into an existing protocol. 

The implementat ion of single-valued representat ion requires a Iiinct ion or map- 

ping that  takes a number of mobility features as input and produces a single value 

as output. Generally, two types of mapping methods can be formed: non-reversible 

mapping or reversible rnapping. 

The  mappings proposed in [PO951 are non-reversi ble ones. They are constructed 

t o  maintain proportionality of mobility measurement, i.e., the greater the  value. t h e  

greater t h e  mobility. Therefore, such mappings can be considered as semantics- 

preserving. However, in general. for a mapping to  hold this property, it must rely on 

a n  intricate analysis of the involved mobile features. I t  would be difficult to  design 
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such a mapping without in-dept h understanding of t he  correlation among individual 

feat ures, especially when the number of mobility feat ures increases. 

With a non-reversible mapping rnethod, the mapping can provide a general im- 

age of the current mobile status and make the mobile status comparable. However. 

this method is more strict in the sense that its output  must have a meaningful in- 

terpretation that is consistent ivi t h  commonly used mobility concepts. For instance. 

considering bandwidth and disconnection frequency. i f  the bandwidth remains un- 

changed. the mobility of a mobile unit with less disconnection should be defined as 

smaller than the one with more disconnection because only such an interpretation is 

meaningful. 

This mapping method is difficult to extend once the  model is created. The biggest 

drawback with this method is that it can only provide an  overall image of a mobile 

status. Because of i ts non-reversib te characteristic, information about individual 

features is hidden wit hin the model. This con result in difficulties for a recipient of 

rnobility information to make use of specific information about a particular leatiire. 

In some circumstances one feature may be more significant than another. such as 

bandwidth or location change frequency. For instance' if the performance of an 

application is highly de pend en^ on the quality of communication. it may be only 

interested in the network bandwidth, instead of the overall mobility. 

To overcome the drawback of the semantics-preserving method. a reversible map- 

ping met hod attempts to make information of individual features available. There- 

fore, this method involves an one-to-one mapping that  simply transforms a mobile 

status in a multi-dimensional space into one-dimensional scalar space and vice versa. 

This mapping rnethod leaves the use and interpretation of a mobile status to the 

recipient of information. Thus, in general, it does not stress the preservation of 

proportionality of mobility, although it also generates a single-valued output. 

In summary, vector represent ation and single-valued representation of mobile sta- 

tus both have merits and shortcomings. As a good representation method, it  should 

be general enough to include more possible mobility features. It should also take 
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limited space and be able to incorporate into existing protocols. More iniportantly. 

it should be flexible enough to provide specific mobility information that an appli- 

cation requires. In short. to exploit the advantages from each method. a combined 

scheme is required. This scheme should hold the following properties: 

(1) efficiency for transmission: 

(2) extensibility in structure: and 

(3) visibility of individual features. 

Generally. a single-valued representation with a reversible mapping technique can 

meet these requirements. In the next section, such a mapping scheme is presented. 

2.6 The Mapping of Unit Mobility 

The goal of constructing a mapping function for unit mobility is two fold. First, it 

must combine individual mobility information for efficient transmission. and second. 

it must determine information contributed by each mobility feature when combined 

information is received. This means t hat a reversible mapping is needed. 

The mapping method is based on the conversion of numeric systems. Let k be the 

number of mobility features. First. the numeric domain of each mobility feature is 

s e~a ra t ed  into r su b-ranges according to the application requirements. The variable 

r is referred to as an acc-uracy factor of mobile status measurement. Since a given 

valire of each mobility feature must fa11 in one of the sub-ranges, then a scalecl vector 

< uo. V I -  . . . . ~ k - ~  > can be obtained, where ui stands for the  corresponding number 

of sub-range of the i th  mobility feature. 

The variable r is used as the base of a numeric system so that a one-to-one 

mapping from an r-based system to a 10-based system can be implemented. The 

unit mobility. thus, can be computed with the following formula: 
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To illustrate the mapping method and process. an example is given below to 

explain both the concept of unit mobility and the mapping process. 

Suppose that captured mobility information cornes from a few measurable mo- 

bility features: bandwidth( B). disconnection ratio(D) and residual battery liEe( R). 

Thus. the vector < B.D. R > describes the mobile status of a mobile unit. 

'letwork bandwidth is measured in bits per second (bps). Greater bandwidth in- 

dicates faster data- transfer capability. .\ discoonection ratio describes the behaviour 

of a mobile unit with respect to its disconnection history. In this work. it is defined 

as an average proportion of disconnection duration in a specified time interval. Let 

m be the total number of disconnection in a time interval t 1  - to and di the discon- 
m 

nection duration a t  the ith disconnection. Then D = u. The  residual battery 
t l  -to 

Life is estimated with the voltage levels of the battery. 

Let the domains of bandwidth, disconnection ratio, and residual battery life be 

O - 10001\'6ps, O -- 1, O -- 12. respectively. To do the mapping, the domains are 

first divided into small segments. Here let's choose an accuracy control factor r to be 

100 provided that this makes a sub-range small enough to distinguish two different 

status values. Therefore, each domain has 100 sub-ranges. which are labelled with 

sequent ial numbers (see Figure 2 .5 ) .  

Note that the order of the sequential numbers of sub-ranges for each mobility 

feature in Figure 2.5. To preserve the semantics of mobility, a greater number should 

denote a greater mobility. Taking bandwidth as an example, a higher bandwidth 

generally means stronger network connect ivity and hence less mobility. Conversely, 

a lower bandwidth means higher mobility. Therefore, in the example, the  order of 

numbers of sub-ranges is changed to reflect this fact. 

Suppose a t  a particular time point, a mobile unit detects that  the current band- 

width is 64Kbps, disconnection ratio is 0.3. and residual battery life is 10. Then 

a numeric vector <64,0.3,10> reflects the mobile status of the  mobile unit at this 

specific point. 

Looking at Figure 2.5, it can be seen that 64Kbps falls into 93'd sub-range in 



Figure 2.5: The example of context feature mapping 

bandwidth dimension. Similarly. 0.3 falls into 2 g t h  sub-range of disconnection ratio 

dimension and 10 falls into the 1'' sub-range of battery life dimension. respectively. 

Thus. we have a scaled vector, or scnled mobile status as follows: 

< UO. ~ 1 ,  ~2 >=< 93,29,1 >, 

Using the mapping function. we have a combined representation of mobile status: 

As descri bed early, the mapping result generally does not require a meaningful 

interpretation. However, for a small number of mobility features. it is possible to 

preserve proportionality of mobility with a deliberate design. A deliberate design 

means a proper-scaled vector of mobile status plus the proper order of vector ele- 

rnents. For instance, in the above example, the order of mobility features in a mobile 

status vector is deliberately arranged. The order acts as a weight for the significance 

of each feature. In the example, the order of significance of the elements in the vector 

is from left to right in the formula (top to bottom in Figure 2.5) .  In other words, 

bandwidt h is viewed as the most significant factor, while residual battery life as the 

least one. However, other applications could define a different order based on the 

significance of the parameters. 

if a single value produced from the mapping maintains the proportionality of 
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mobility, it describes the general mobility of a mobile unit. If a user is not interested 

in individual features. then this value still gives some useful information. For instance. 

if the bandwidth goes up, then the general mobility drops accordingly. 

With the mapping method above. the accuracy factor r is a system-wide pa- 

rameter and must be pre-determined. Since the definition of F ( )  is a one-to-one 

mapping based on numeric system conversion and its reversi ble mapping F'( ) exists. 

rvith knowledge of r. mobility information derived from each individual feature can 

be restored. 

One implication with this method is that if both r and k are large. it can result 

in a large intermediate computing result. Nevertheless. in practice the number of 

mobility features supporting adaptive applications is expected to be small. If this is 

not triie, a multi-level mapping may be applied. 

2.7 Unit Relative Mobility 

The information derived from unit mobility can be used for different purposes. An 

application can react to its environment changes directly based on available mobility 

information. It can also be used to support more complicated mobile applications. 

For instance. in an ad hoc mobile networli environment, ail the compiiters can be 

mobile. Therefore, a communication route must be dynamically established. One 

of the techniques suggested in [ABB+96] is to partition the network into several 

clusters. In each cluster, a unit with the lowest ID is elected as a cluster head based 

on periodicaily published ID information. Alternatively, if mobility information is 

available, it can be used to cluster the mobile units where the unit with the lowest 

mobility may be selected as the router, because it is more likely to stay active. In 

t his section, the measure of relative mobility is addressed. 

Suppose unit mobility can be published by a mobile unit and the other units 

can receive such information. Then a unit can use the information to determine its 

mobility relation to  others. In general, let CI = {ui, u2,. . . , un) be n mobile units in a 

mobile distributed system. The event that u; receives the unit mobility published by 
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uj is denoted by < Ui, u; >. In this case, t r i  is called an obser~~er .  and u j  a publisher. 

Each of them maintains its own unit mobilit- or A value. An observer u; combines 

its 1 with its publisher's to corne up with a relative mobility rneasure between them. 

Definition 2.4. Unit Relative Mobility: Let i f ;  be an observer and 

uj its publisher, where Ai and 1, are their unit mobilities. respectivel. 

hi, = G ( F f ( A ; ) .  F f ( A j ) )  (6ij  < - 1 ) is defined as the unit relative rnobility 

( URM) between ui and iij ,  where G( ) is given by 

obtain the unit relative mobility. For example, suppose F'(Ai) =< 89.1.13 > and 

F f ( A j )  =< 80.2, IO >, and assume r = 100. then: 

Theorem 2.1. Unit relative mobility holds the  properties of reflesivity. 

symmetry, and transitivity. That is. 

Proof: The correctness of the first two properties can be seen directly from the 

definit ion of unit relative mobility. The third property is straightforward because bij, 

b,,, and 6,, are numeric data  items between O and 1. 

If bij = O, it rneans that  the rnobility status of two mobile units are very close 

( the  closeness is dependent on the selection of the accuracy control factor r ) .  Fol- 

lowing the previous example, an intuitive interpretation for given mobility features is 
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that  the observer and its publisher have similar communication bandwidth. similar 

disconnection ratio, and similar residual battery life. 

However, it should be noted that equal unit relative rnobility does not mean 

that  the unit mobility of mobile units are identical. For example. suppose that 

< .50.:3.10 > and < 40.1.5 > are the scaled mobile status vectors for two mobile 

units at  time to. At t ime t t .  their scaled mobile status vectors change to < 30.4. 11 > 

and < 20.2.6 >. respectively- By Definition 2.4, the unit relative mobility of the two 

mobile units are identical. Hotvever. it can be seen that at time t 1 the environment 

of the units are less mobile than at to. 

In fact, unit mobility can be viewed as a special case of unit relative mobility. 

That  is. an observer always takes a fixed computer as its publisher. h fixed computer 

is assumed to have a unit rnobility of zero. From this perspective. unit mobility 

measures the mobile s ta tus  of a mobile unit relative to a fixed system. 

The concept of unit relative mobility can be further e'ttencled to measiire the 

mobile status of a unit relative to a group of mobile units. In general. a n x n 

matr is  for a system with n mobile units can be generated that describes the  mobile 

relationship between any two units. 

Each row in the matrix is a notion of mobile environment perceived lrom a par- 

ticular mobile unit (observer). Therefore, given a vector < bii ,  bi2,. . . . sin >, an 

integrated measure, called enuironment mobility, can be defined for an observer 21;. 

Definition 2.5. Environment Mobility: Suppose that LI = {ul,  2 ~ 2 , .  . . , II,) 

are n mobile units in a system. Accordingly, the unit relative mobility 



t o  any unit u; is given by 5; = { b i i ,  bi2, . . . . hi , } .  Environment mobili t y  

perceived by u;. denoted by 6;, is defined as 

.As an example. suppose ul is an observer, and 

Then. 

Groiip relative mobility measures average mobility of a (sub)system from the 

viewpoint of a particular mobile unit. The  definition of groiip relative mobility is 

consistent to  the unit relative mobility. It can be seen that  if al1 the publishers in a 

system are fixed. the group relative mobility of a n  observer becomes its unit mobiiity 

becaiise the unit relative mobility between the observer and any ptiblisher is eclual 

t o  the  unit mobility of tha t  observer. 

.As mentioned earlier, mobility information may  be used for different application 

piirposes. In this research, we focus its application on database management. The  

issue of optimising mobile transaction processing wit h unit mobility inforrnat ion is 

studied in the following chapters. 



Chapter 3 

AN ADAPTIVE 

TRANSACTION SCHEDULING 

APPROACH 

Mobile transaction processing is more complicated than transaction processing in a 

traditional computing environment because it must take into account the additional 

characteristics of a computing environment with low bandwidth, unreliable commu- 

nicat ion. frequent disconnect ion. varying locations, Iimi ted services. and heteroge- 

neous networks. At present, no research has been done to use rnobility information 

to improve the performance of transaction management. This chapter presents the 

primary research results in this direction. 

3.1 Problem Analysis 

3.1.1 Existing Transaction Processing Models 

To illustrate the mode1 presented in t his t hesis, this section begins by examining 

transaction processing in a tradi tional distributed database system. 

Informally, a transaction can be defined as a sequence of read/wn'te operations 

on one or more data  items in a database system that potentially change the state 

of the  database system and transform the database from one consistent s tate to 

29 
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anot her. In a tradi tional distributed database environment a transaction is a basic 

unit of consistent and reliable corn puting and characterised by atomicity, consistency. 

isolation, and dwability. i-e. ACID properties [OVS 11. 

The ACID properties ensure that. firstly. a transaction either carries out al1 of its 

operations or none at all. When an error occurs. a transaction is a basic unit of error 

recovery. Secondly, the  completion of each transaction (commit or abort) must leave 

the database in a consistent state. That is. a11 the replicated data  keeps identical. 

and meets pre-defined consistency constraints. Thirdl- alt hough i t is possible t hat 

during the execut ion of a transaction t here exis ts temporary data  inconsistency. t his 

temporary inconsistency should not be visible to ot her transactions. Finaily. once a 

transaction is 

failures. 

Figure :3.1: 

committed. its effect must be permaneotly recorded and survive any 

Major software components of distributed transaction processing 

The goal of transaction processing is to keep the database in a consistent state 

even when concurrent access and failures occur. The execution of a transaction 

in a dist ributed environment is a CO-operat ive process among software component s: 

namely, transaction manager(TM), transaction scheduler(TS), and da ta  manager(DEv1). 

A T M  is responsible for CO-ordinating the execution of the transaction operations 
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on behalf of an application. As a CO-ordinator. it receives transaction operation 

requests from a user process and monitors the operating status performed by the 

other components that  are running on the other computers (Le. participants). .A 

TS takes the responsibility for the implementation of a specific concurrency control 

algorithm for synchronising access to the database. .A D M  runs on a host where 

shared data is stored and performs actual readlwrite operations on its portion of the 

database. The relat ionship among t hese components is illust rated in Figure 3.1. 

If t here is no replication of data. the standard process of distributed transaction 

processing works as follows [CL91]: upon receiving a transaction request the TM 

acting as a CO-ordinator directs the operations to involved participants, which own 

the  TS and DM components on the other sites. When a participant finishes executing 

its operations on a local workspace, it sends an execution complete message to the co- 

ordinator. When the co-ordinator has received t his message from al1 the  participants. 

it starts a two-phase commit (Pr) protocol by sending prepare messages to al1 

participants. If a participant is ready to commit. it sends a prepared message back 

to the  CO-ordinator. After receiving prepared messages frorn al1 participants. the co- 

ordinator sends a commit message to each participant and thus initiates the  second 

phase of the protocol. Upon receipt of this message, each participant makes its 

operations on the local workspace permanent and sends a committed message back 

to  t h e  CO-ordinator. The transaction is successfuIly cornmittecl after the  CO-ordinator 

has received the committed message from al1 the participants. If any participants 

cannot commit, it will send an abort message to the CO-ordinator in the  first phase of 

the  protocol. This rnakes the  CO-ordinator in the second phase send an abort message 

instead of commit message to al1 the participants. Hence, the entire transaction is 

aborted. 

In a distributed environment, multiple users access a database simultaneously. To 

prevent interference among users and enhance the  performance of transaction pro- 

cessing, concurrent accesses must be synchronised to ensure database consistency. 

Concurrency control algorithms follow a specified correctness criterion. The  most 
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widely used correctness criterion is conflict serializability. It says that the interleav- 

ing execution of two transactions should be equivalent to t heir sequential execution in 

some order. According to the time point of synchronisation in the process of transac- 

t ion execut ion. concurrency cont rol algori t hms can be distinguis hed into pessimist ic 

and optimistic ones. 

A pessimistic algorit hm ensures t here are no conflict ing operat ions before using 

the data and performs data consistency validation first. By conflicting operations i t 

means that two operations act on the same data item and one of them is a write 

operat ion. Typical pessimistic algori thms are based on two-phase locking (-PL) syn- 

chronisation technique [StoS-l]. CVit h the P L  technique, before reading a data  item. 

a transaction must 6 ~ ~ n ' '  a readlock on that item and before writing into a data 

item, it must "own" a writelock on that item. Whether a readlock or writelock can 

be granted is governed by specified rules. If there are multiple copies of a data  item. 

to read the data it suffices to  set a read lock on any copy of the item: to update an 

item. wri te locks are required on al1 copies. If the requested lock cannot be granted. 

the transaction is blocked on a write request and the operation is placed on a queue 

waiting for al1 the copies of the desired data item to be unlocked. 

I t  can be seen that pessimistic synchronisation techniques aim at  maintaining 

strict data consistency, but they can reduce concurrency if  a lock cannot be released 

quickly. In contrast, an optirnistic algori t hm for concurrency control uses the data 

first wit hoiit co-ordination and delays the validation until the update of data  occurs. 

At this point, if  a conflict is discovered, previous operations rnust be rolled back and 

the transaction is aborted and possibly restarted. 

Optirnistic two-phase locking (OZPL) is an example of an optimist ic algori t hm 

[CL91]. This algorithm is designed to reduce the message communication between 

a co-ordinator and involved participants when the replication of data items exist. 

Without replication, 02PL and 2PL are in Fact identical. However, i f  replication is 

present, a write lock in 02PL  is immediately granted on the local copy of the item, 

but the lock requests on remote copies are deferred until the beginning of the  commit 
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phase. In con t ra t .  2PL rnust ask for the write l o c h  on  al1 the copies of a d a t a  item. 

Thus. communication with remote computers is reduced. When a transaction reaches 

a commit point, the write lock requests on remote copies are combined into the 

message of the  commit protocol. At this time point, t he  consistency of replica must 

be verified. If a11 the da ta  items are valid, the transaction can commit: otherwise. 

the  transaction is aborted- 

3.1.2 Limitation of Conventional Transaction Mode1 

One limitation of the existing transaction mode1 is t h a t  it lacks the satisfactory ability 

to  handle weak connections and support autonomous operations when the  communi- 

cation of a mobile unit on the  wireless network is unstable. A utonomous operation is 

a mode of operation in which a mobile unit continues to  use available (maybe stale) 

da ta  to perform transaction processing during the  tirne interval of a disconnection. 

Sopporting autonornous operation is desired in a mobile environment [PB95. WC951. 

The benefits supporting autonomous operations are recognised in [PB94. PB951. and 

relate to  techniques such as extending battery life by avoiding wireless transmission. 

reducing net work charges, and maint aining radio silence for securi ty reasons. Since 

weak disconnection or total disconnection are common occurrences in a mobile en- 

vironrnent it is not appropriate to  simply treat these events as abnorrnal conditions 

like they are in the conventional distributed environment. 

An example below is used to  illustrate the limitation of existing transaction mod- 

els. 11 is assumed that  a distributed database system is partitioned into four nodes 

in a network: A,B,C and D, shown as Figure 3.2. Node A is further assumed t o  be 

the  transaction starting node. 

To manage distributed transactions, a CO-ordinator is required. In our  example. 

the  CO-ordinator can be designated as either A or B. In a traditional (non-mobile) 

environment, the selection of A or B as a CO-ordinator does not make much difference 

in terms of d a t a  consistency control. Since the network between A and t h e  rest of the 

network is always connected and the  bandwidth between two nodes is relatively high, 



Figure 3.2: An example of t raditional distri buted database systems 

the messages that control transaction execution can be sent back and forth between 

a CO-ordinator and a participant within an expected tirne interval. If the connection 

is broken, the underlying assumption is violated and a communication failure occurs. 

However. this scenario is no longer valid in a mobile environment. Now suppose 

that .A is a mobile unit and that the communication between A and B is through 

a wireless network. The  bandividth between them is likely varying. In the worst 

case, it can be zero, i.e., clisconnectecl. In such an environment. no matter which 

node is çelected to be a CO-ordinator. no optimal system performance nor can data 

consistency be guaranteed. 

Let us iurther look into this case. Suppose that the fixed node B is clesignated 

to be a CO-ordinator, and that A,C and D are participants for a given transaction. 

Assuming that initially A is connected to the network. a mobile transaction is started 

by A and submitted t o  a CO-ordinator, i.e., node B. Then B has to contact each node, 

including A, where required data is stored. To manage concurrency and maintain 

strict consistency, the  data  items accessed by the transaction must be locked. .4t 

this time. if the bandwidth between A and B is very low, the communication will 

suffer from a long delay. If the network is disconnected, the l och  cannot be released 

so that those data items are not available for other transactions. This does not only 

affect the response t ime of current transactions, but also the throughput of the entire 

system. 
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Now let us consider if the mobile unit .A is designated to be a CO-ordinator. When 

a mobile transaction is initiatecl by A. as a CO-ordinator, it has to  contact al1 the 

participants. Suppose. a t  this tirne, A is connected. If the bandwidth wi1l remain 

high. t hen t here would be no serious problem applying the tradi tional processing 

met hod. However, if  the  bandwidt h deteriorates after the transaction is started. the 

same problems as the scheme with a fixed CO-ordinator B occurs. 

In short. under the existence of network disconnection, no matter  which computer 

serves as a CO-ordinator. once the connection is broken, the computation process with 

t raditional schemes can no longer carry on. 

3.1.3 Requirements of Mobile Transaction Processing 

Varying bandwidth, short battery life. and frequent relocation of mobile units are 

three novel factors introduced by the mobile environment. In such an environment, 

the task of achieving the required performance and ensuring the consistency of shared 

data becomes more difficult than in a traditional environment. 

Mobile database applications usually take place in the contest of a larger en- 

terprise. Mobile risers will desire access to private (local) or enterprise (global) 

databases. However, they often deliberately avoid the use of the network resources 

to reduce cost or power consumption, or simply because no networking capability is 

available a t  their current location. As mentioned in Chapter 1. t here are two types 

of disconnection: predictable and non-predictable. -4 predictable disconnection is 

planned by a user ahead of time and thus an explicit disconnection protocol can be 

conducted before the disconnection takes place. On the other hand, a non-predictable 

disconnection may be out of the awareness of a user and cannot be distinguished from 

a long-lived transaction [EJB95]. 

It is possible that the  part of a computation executing on a mobile unit may 

continue executing while the mobile unit is not connected to the  network. To sup- 

port this type of computing requirement, disconnection must be handled elegantly 

and cannot simply be treated as a failure [WC95, PB931 as it is in the conventional 
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dist ri buted database environment. To handle disconnection, a general st rategy is to  

increase resource availability by the replication of data  at multiple sites. However. 

replication requires more sophisticated data consistency control methods. Since the 

effect of local updates during disconnection cannot be reflected irnmediately on repli- 

cated copies, strict data consistency criteria that require al1 replicas to be identical 

a t  any given time are not suitable. Thus. some weak data consistenc? ( i.e.. some 

replicas may be inconsistent a t  a certain tirne interval) must be tolerated in a mobile 

environment. 

In summary. a practical scheme for mobile transaction processing should meet 

the following requiremeots: 

(1) supporting the autonomous operations of mobile units during disconnection 

[PB94. PB951, and 

(2 )  maintaining data consistency under expected performance criteria. 

It is difficult to meet these two requirements because they are fundamentally con- 

flicting. For exarnple. increased autonomy of mobile units requires more independent 

operations on a mobile unit, but t his results in more difficult data consistency control 

and in turn reduces system performance. Therefore, a balance must be  niade in the 

design of a mobile transaction management approach. 

An important issue in a mobileenvironment is that mobile units can be in varying 

states. A uniform strategy of transaction management is not appropriate to  al1 mobile 

units. Mobility requires adaptive procedures for individual mobile units. In some 

mobile computing areas, like network protocols [JEv196, DBCF94: Yua931, file systems 

[MES95], information systems [Kat94, PB94, IV941, and multimedia applications 

[ABB+96. DBCF941, the design of system procedures has already taken into account 

specific mobility information, such as network bandwidth, residual battery life, and 

message arriva1 frequency to improve overall system performance. 

As a major computing area, transaction processing in database management may 

benefit from captured mobility information as well. The approach presented in the 



following sections can be considered as the first step towards t his direct ion. 

3.2 Pot ent ial Policies of Transaction Execut ion 

The enample in Section 3.1.2 shows that weak disconnection or total disconnection 

m a h s  tradi t ional transaction management schemes unsuitable for mobile t ransac- 

tion processing. The major problem results from the need to maintain interactions 

between a CO-ordinator and the transaction participants during the process of trans- 

action execu t ion. 

As pointed out early. if the network is partitioned. a fundamental technique for 

non-disruption of transaction processing is to make the data available locally. Fol- 

lowing the previous example, if a mobile transaction needs both local data (mobile 

data)  and remote data (fixed data) ,  two basic policies can be used t o  carry out data 

replicat ion. 

The first policy is called transaction shipping policy (TSP) .  or uploading poficg. 

That is. for a given transaction recluest, the transaction with a copy of required data 

on the mobile unit is transferred to the fixed host. The fixed host CO-ordinates the 

esecution of the transaction on behalf of the mobile unit and returns the final results 

to the mobile unit. In this case. a mobile transaction can be processed just like a 

traditional distributed transaction. The only difference is that the propagation of 

modifications and the return of results to  a mobile unit may be delayed until the 

mobile unit is reconnected a t  a desired bandwidth. 

The transaction shipping policy is relatively simple. Its main advantages are : 

( 1 )  maintaining strict data consistency because an entire transaction is managed and 

executed on fixed cornputers, tradit ional transaction schemes can be applied. 

( 2 )  reducing battery consumption because the operations are shifted to the fixed 

network, computation tasks on a mobile unit are avoided. 

( 3 )  increasing the opportunities of concurrent access because long delays from poor 

communication is avoided, more access on a data item is allowed. 
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However. a shortcoming of transaction shipping policy is that no autonomous 

operations are allowed dunng the disconnection of a mobile unit because required 

data on the other nodes is not available. This policy is suitable when the entire 

database is allocated on the fixed machines. In other words. a mobile unit only 

plays the role of a client, or as a remote terminal [Nar94]. In fact. this specific 

processing mode1 has been taken as a underlying assumption by some researchers 

[YZS-Lb. YZ94aI. 

To allow continuous computation when a disconnection occurs. the data stored a t  

the fixed hosts can be duplicated on a mobile unit rather than moving data to a fixed 

host. Instead of making a full replication on a local disk, using cached copies is a 

common technique to support aotonomous operations and minimise network access. 

This approach downloads data from the fixed cornputers to the mobile unit and is 

called data shipping policy (DSP) or dounloading policg. 

Since data involved in a mobile transaction is always locally available. t his policy 

allows transaction processing i ndependent of fixed data services. Hence, the au- 

tonomous operations can be carried out at the mobile unit. In addition, this policy 

uses Iess battery power comparecl to the TSP policy with respect to data trans- 

mission because the network connection between a mobile unit and a fixed host is 

asymmetric. A fixed host typically has a stronger transmitter and unlimitecl power. 

Tlierefore? transporting data from a fixed host to a mobile unit is likely to be more 

efficient t han transporting data in the opposi te direction. 

However, the data shipping policy implies two issues. The first one is how to 

download required data. Replication can be created in a planned mode. That is. 

required data is transferred from fixed hosts to a mobile unit before a disconnection 

occurs. This mode requires that a disconnection protocol knows what data will be 

used in the near future. Conversely. replication can also be created in a non-planned 

mode. That is, data is downloaded based on current transaction requirements and 

network conditions. For instance, if a transaction uses data items X and Y, and 

at this time point the bandwidth is high, then the data will be transferred to the 
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mobile unit. Considering two types of disconnection. the  first mode is more suitable 

for predictable disconnection: while the second one is suitable for non-predictable 

disconnection. 

Xnother issue is how to maintain data consistency Replicated data on a mo- 

bile unit raises resource availability, but at the price of a more complicated data 

consistency protocol. This issue will be further addressed in the following sections. 

In summary, due to  disconnection, a mobile transaction scheme that relies on 

constant network communication is no longer appropriate. A transaction shipping 

or data shipping policy becornes a good candidate for mobile transaction processing, 

although each one has its own advantages and shortcomings. 

3.3 Adaptive Transaction Scheduling 

3.3.1 Architecture and Assumptions about Mobile Database 

As discussed in Chapter 3. there can be different models for mobile computing sys- 

tems. Xmong them, one mode1 is most likely to be targeted as a computing en- 

vironment for mobile database systems. Its position in the design space of mobile 

computing systerns is illustrated in Figure 3 . 3 .  

The position means that  the entire computing system consists of hoth wired and 

wireless networks. In the system, some computers are fixed and some are mobile. 

Arnong the mobile computers, some play the role of mobile client and some the role 

of mobile host. 

This architecture is rvidely accepted in exist ing research for mobile database ap- 

plications [EJB95, WC95, IB93, MHB97, MDC931, where a global database is dis- 

tributed among the fixed network nodes. An exampleof such an architecture is shown 

Figure 3.4. 

In this system architecture, al1 the network nodes in the wired part are fixed 

units. Mobile units retain communication through the wireless links. Some fixed 

units, called base stations or mobile support stations, have special functionality with 
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Figure 3.3: .A network mode1 targeted by mobile database systems 

a wireless interface to communicate with mobile units. Each mobile station provides 

networking services for al1 the mobile units wit hin a given geographic area. known as 

a cell. In other words, each cell has a base station and mobile units within t hat ce11 

access data on remote nodes through the local base station. 

From the standpoint of a base station. the entire system can be viewed as an 

integration of two sub-systems. The first is a sub-system between mobile units and 

a base station called the mobile sub-system. The  second is a sub-systern between a 

base station and the fixed hosts, called the fied sub-system. The computers in the  

fixed sub-system are connected with physical lines al1 the time; while the computers 

in the mobile sub-system are often disconnected lrom the network. Figure 3.5 shows 

the components of two sub-systems and their relationships. 

The two sub-systems perspective of mobile databases is used to  describe the  

Adaptive Transaction Scheduling ( ATS) approach developed in this thesis. Unlike 

existing research, it is assumed in this work that a global database is distributed 
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Figure 3.4: Architecture of mobile database systems 

both on the fixed network nodes and on some mobile computers that play the  role 

of mobile hosts. A more precise description is given below. 

A global database (GDB) is defined as a finite set of da ta  items. .A GDB is 

partitioned among fixed hosts as well as mobile hosts. The da ta  items on fixed hosts 

make up the fixed database ( F D B )  of the GDB and the data items on mobile hosts 

make up  the mobile datnbase (MDB) of the GDB. kIoreover, the data items on a 

single mobile host are called a mobile part of the MDB. Accordingly, a data item in 

the FDB is referred to as a Jized data  i t e m  and a data item in the MDB is referred to 

as a mobile data item. Furthermore, each data item has one primary copy and thus 

one owner. Only its owner can update the primary copy of a data item. A data item 

in the MDB is owned by a mobile host and a data item in the FDB is owned by a 

fixed host. 

A mobile transaction hos t  is a mobile host that initiates a mobile transaction. A 

mobile t ransact ion  is informally defined as a set of database operations that access 
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Figure 3.5: The view of two sub-systems of a mobile database 

the data items in the FDB andfor the MDB. 

In this work. a mobile host is assumed to have local storage and computing 

capability, and is able to capture and publish mobility information about itself. The 

fixed data items are replicated by caching on a mobile host, whereas the mobile data 

items have a full replication on a fixed host. Moreover, a mobile transact i m  does not 

access the data on other mobile units. That is, it is restricted to access only local 

mobile data items and fixed data items. 

Concerning the architecture of the mobile dâtabase system. each base station is 

assumed to have an attached database server, named a Global Transaction Scheduler 

(GTS) (see Figure 3.5). I t  can receive transaction requests, make decisions, t ransfer 

data, and communicate with a conventional transaction manager that  CO-ordinates 

the execution of a transaction on the fixed sub-system. 



3.3.2 Approach Description 

In Section 3.2, two policies were ident ified as candidates for mobile transaction pro- 

cessing that avoid performance penalties due to weak network connection or discon- 

nection. If a mobile transaction is always processed wit h a data shipping policy. it is 

known as a jized data shipping (FDSJ approach. Conversely. i f  a mobile transaction is 

always processed with a transaction shipping policy, it is known as a f i ied transncfion 

shipping (FTS) approach. 

The cliscussion in Section 3.2 shows that  neither FDS nor FTS on its own can 

procloce better performance in terms of system throughput and batte- consump- 

tion in al1 situations. Since mobile transaction processing is a process of dynamic 

decision-making, rather than using a fixed transaction processing approach. an adap- 

tive approach to control the  execution of a transaction is introduced. That is. taking 

the data shipping and transaction shipping policies as two basic options. a decision 

is made for a given transaction request based on available mobility information to 

select a transaction processing policy optimal t o  the current computing environment. 

CVith the adaptive approach. a mobile transaction can be scheduled mith a data 

shipping policy or a transaction shipping policy. If a mobile transaction is scheduled 

with a data shipping policy, it is called a data shipping Iransaetion. or DS IrnnsacLion. 

Similarly. if a mobile transaction is scheduled with a transaction shipping policy, it 

is called a transaction shipping transaction. or TS transaction. The basic concepts 

of the ATS approach are illustrated in Figure 3.6. 

.A mobile transaction M T  (DS transaction or  TS transaction) in the ATS ap- 

proach is decomposed into two sub-transact ions: namely, a mnster sub-transaction 

Tmosle, and a slave sub-transaclion TsIaue. Corresponding to two sob- t ransact ions. 

there are two commit points: local commit and global commit, respectively. A local 

commit records the status of a rnaster sub-transaction processing tentatively when 

the processing of a master sub-transaction is done, but a slave sub-transaction can- 

not be issued due to  network disconnection a t  this time. A global commit implies 

that  a slave sub-transaction has been executed and modified data has been prop- 
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Figure 3.6: Two-p hase mobile transaction processing 

agated to its master copy. Global commit can happen only when the  network is 

connected. Successful commitment of a mobile transaction occurs if and only if its 

two sub- t ransact ions are  successfully committed. 

The processing of a mobile transaction consists of two phases. denotecl by MT = 

TmaJcer -> Tsiaue. A master sub-transaction executes in the  first phase of mobile 

transaction processing. Major transaction operations are performed in t his phase. 

However. a master sub-transaction is considered tentative in tha t  its commitment 

cannot make the effect of updates durable (i.e. permanent) d u e  t o  either some stale 

d a t a  or  network disconnection. A slave sub-transaction, derived from a master sub- 

transaction. occurs in t h e  second phase of mobile transaction processing and its 

execution takes place when the  da ta  items on both the fixed part and mobile part 

a re  connected. A slave sub-transaction largely performs updates on the  da ta  items 

tha t  are modified by a master sub-transaction and its commitment will make the 

effect of a mobile transaction durable. 

In terms of two sub-systems, the place where a master sub-transaction executes 

is always opposite to  the  one where its slave sub-transaction does. T h e  master sub- 

transaction of a DS transaction, or DSma,t,, sub-transaction, is processed on  a mobile 
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transaction host with cached data [rom the fixed part. The corresponding slave sub- 

transaction. DSSi,,. sub-transaction, is processed on a fixed host . Conversely, the 

master sub-t ransact ion of a TS transaction. or TSmaSt,, sub-transaction.  is processed 

on a fixed host with the replication of the data items from the mobile host. The 

matching slave sub-transaction. TSSr... sub-t ransaction. is processed on the mobile 

host. In this way, the effect of data modification can be propagatecl t o  its master 

copy. 

When a mobile transaction is issued from a mobile host. its master sub-transaction 

is processed with cached data  if network connectivity between the mobile transaction 

host and i ts local base station is unsatisfactory ( i.e., poor bandwidt h or disconnected). 

If required data is not available. the transaction is aborted: otherwise. after a tenta- 

t ive commit. a slave sub-transaction is issued and put into a queue. When the  mobile 

transaction host restores its connection. the queued slave transactions are  first sub- 

mitted through a base station to a fired host with a transaction CO-ordinator. If a 

slave sub- transaction fails, the entire mobile transaction is aborted: ot herwise the 

original transaction is commit ted. 

If network connectivity is strong d e n  a mobile transaction is started. the  location 

where its master sub-transaction is processed depends on a scheduling decision. If 

the decision is made to use a data shipping policy, the fixed data  items required 

bu the transaction are downloaded from the FDB (the size of downloaded data is 

determined by the amount of valid data  in the cache of the mobile transaction host). 

After this, the process of mobile transaction processing is similar to  the one above 

when network connectivity is poor. 

On the other hand, if the  decision is made to use a transaction shipping policy. the 

mobile data  items required hy the transaction are uploaded from a mobile part owned 

by the mobile transaction host, to a fixed host, where the master sub-transaction 

is processed and a tentative commit is made. Similarly, a t  this time, if network 

connectivity between the mobile transaction host and its local base station is below 

some threshold, the slave sub-t ransaction will be queued and executed later when 
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network connectivity is improved. If network connectivity remains strong, the slave 

sub-transaction that performs updates of mobile data items on the mobile transaction 

host can be issued as soon as the master sub-transaction is completed. 

To maint ain global data consistency, each mas ter sub- t ransaction has i t s slave sub- 

transaction perform the updates. Becaiise a master sub-transaction and a slave siib- 

transaction is separated, the effect of data modification is propagated asynchronously. 

This approach is like a modified l a q  master replication [CLSL]. An analysis shows 

it is suitable for mobile computing environments. The data consistency issue will be 

fiirther discussed in Section 3.4. 

To summarise, the ATS approach has the following characteristics: 

1) A mobile transaction can be tentatively committed based on locally cached data 

and other transactions can be submitted during disconnection so that au- 

tonornous operations can be supported: 

2)  .A mobile transaction can be either executed on a mobile host or  a Fixed host 

based on a run-time decision; 

3) The execution of a mobile transaction is two-phased. .A transaction becomes 

durable when the sub-transaction in each phase is successfully committed. 

A mobile transaction is simply a dist ributed transaction in a mobile environment. 

Some parts of the computation are performed on mobile hosts and some parts on fixed 

hosts [PB94]. The problem is t hat no general method exists to determine what part 

of a transaction should be executed on a mobile host and what part on a fixed host. 

With the  -4TS approach, rather than splitting a transaction into different parts, a 

transaction as a unit is scheduled and executed entirely on either a mobile host or a 

fixed host based on status information about the current computing environment. 

3.3.3 Decision Objectives and Criteria 

T h e  run-time decision-making based on mobility information is the key of the ATS 

approach. In this section, a description of the decision problem and objectives are 



given. followed by the developrnent of detailed decision criteria. 

Decision Problem and Objectives 

With the ..\TS approach, a mobile host always submits transaction requests to the 

GTS if the network condition is satisfactory; otherwise it will be processed locally 

with cached data. A transaction request ( T R J  is a mobile transaction plus the re- 

qiiired control information. In this work. a transaction request consists of a set of 

database operations (Top) ,  a set of data items on which the operations are per- 

formed, i.e. its base set (TBs) ,  the cache status (Tcs) of the data items in the 

base set. the mobility status (Tbrs) of the mobile host. and user specified appli- 

cation information (Te4[). Thus, a transaction request is identified by the 5-tuple 

T R  = (TOP? TBS, TCSI fils,  T - ~ I  ) -  

The cache s t a t u ~  of data items is given by a set of cache timestamps. It includes 

two types of cache timestamps. One is the timestamp of the fixed data items cached 

bu the mobile host and another is the timestamp of the mobile data items that 

are owned by the mobile host (i.e. primary copies). Details of the cache status 

information are provided in Section 3.4. 

The user specified application information may include the significance of data 

items to support autonomous operations and sorne tentative commit criteria when 

disconnection occurs. In this work. only the information about the significance of 

data items is considered. Each data item has an attached number that indicates a 

user's preference for caching the data. This information can be collected in different 

ways. including some statistical met hods, a system default, or individual user profiles. 

The assumption is that the greater the value, the higher priority for caching. The 

average preference of data items in the base set of a mobile transaction is defined as 

a cache priority of the mobile transaction, denoted by f i .  

The rnobility status TIbfs is determined by several rnobility factors. Its forma1 

definition is presented in Chapter 2. TlWs could be represented as a vector or a 

single value. In the following work, the vector representation is used. Regarding 
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the mobility factors, of particular interest in this work is the network bandwidth. 

disconnection ratios. and residual battery life of a mobile host. In general. let Ti be 

a mobile transaction request submitted by a mobile host hi ( i  = 1.2.. . . , m j a t  a 

particular time point. Let the tuple < Bi. Di, Ei > be the mobile status vector a t  

this time, where Bi? Di and E; are the bandwidth, disconnection ratio, and residual 

battery life of the mobile host. respectively. With these parameters. the decision 

problem is stated as follows: given a mobile transaction request. how should its 

execution should be scheduled? More generally. given a set of mobile transaction 

requests. can this set be partitioned into DS transactions and TS transactions so 

that better execution strategy is employed. 

The solution to this problem depends on the  desired decision objectives. In this 

research? they are stated as follows: 

1) support independent autonomous computation on a mobile host during its dis- 

connect ion; and 

2) have maximum system throughput and better response time. 

The first objective simply means that a mobile host should be allowed to con- 

tinue its transaction processing during disconnect ion. Thus, required data should be 

transferred to the host and cached so that the mobile host can use it after discon- 

nection. The second objective impiies that the  overall system performance should 

be halanced. Overall system performance should not be sacrificed to support au- 

tonornous operations of a single mobile host. For instance, if  a pessimistic locking 

scheme is used autonomous operations can be performed for a disconnected mobile 

host, but it is not a good strategy because the locked data items may not be available 

for a long time. 

The transaction processing cluring a disconnection can only use local resources 

of a mobile host. However, in a normal condition the transaction processing should 

make better use of the system resources available on a fixed network. This means 

t hat if  the network connection is stable, transaction processing should be similar to 
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the  traditional approach. When the network connection is poor, processing should 

be locally dominated. As we can see. these two objectives depend much on the  

computing environment of a mobile host. Therefore, a dynamic and adaptive run- 

t ime assessrnent is necessary. 

Decision Criteria 

Bearing in mind the objectives introduced above, the  decision criteria t o  select a 

transaction processing policy for a given mobile transaction Ti is specified in this 

section. To simplify the description. the notations used in the following section are  

first introduced. Given a Ti (accordingly a transaction request TRi) .  let Ti, and Ti, 

denote the  time of downloading da ta  and the t ime of uploading da ta ,  respectively. 

Let Ti, be the patience t ime of a mobile user for tha t  transaction. kloreover. let Bi 

and Ei be the current bandwidth and the residual battery life. The  schedule(T,. x)  

is used to  represent scheduling T, as an  x transaction, where x E {DS. T S } .  

T h e  basic idea of selecting a transaction processing policy is tha t  given a mobile 

transaction request, if the comput ing condition is normal (strong connect ivi ty  and no 

special application or resotrrce constraints), i t should be treated in the  s a m e  manner 

as  a conventional environment. That  is, submit the  transaction to a fised host and 

let it run from there. If t he  computing environment suffers from low bandwidt h t hat 

is below a specified level, then the  transaction will be  processed locally by the  mobile 

host. 

With  the information provided by a transaction request such as mobile s t a t~ i s .  

cache status and user specified application information, two decision criteria are as 

follows. First, if the residual battery energy is below a specified level, then the  

transaction should be executed on a fixed host. Second, if the network bandwidth 

is weak, i.e. below a specified level, it is treated like a disconnection and  so  the  

mobile transaction request will not go to the GTS and  instead is scheduled as a DS 

transaction. These two simple cases can be expressed in the following heuristic rules: 

(1) IF Ei < He THEN schedule(Ti,TS) 



(2)  IF Bi < Hb THEX s c h e d ~ l e ( T ~ ,  DS)  

Other criteria to determine where to execute the transaction can depend on the 

amount of required data transmission as well as the user's application requirements. 

When the network bandwidth is above a specified level. regardless of application 

requirements of a mobile user. the decision will be made based on the time of down- 

loading/uploading, which is the  function of the size of dou-nloading/upIoading and 

current network ba~dwidth. Upon t h e  receipt of a transaction request. the CTS can 

determine the amount of data to download/upload from the cache status information. 

This amount gives the size of stale data  cached on the mobile/fixed host. If cached 

data for a current transaction is valid. no data will be transported. Therefore. i f  the 

size of downloading data from the fixed part to the mobile host is smaller than the 

size of uploading data from the mobile host to the fixed part. then the transaction is 

schedded as a DS transaction; othertvise it is scheduled as a TS transaction. This is 

expressed as the following rule: 

( 3 )  IF Tt, < Ti, THEN schedule(T,.  DS )  ELSE schedule(Ti.  TC.') 

Example 3.1: 

Suppose a given mobile transaction request is required to download 5OK 

i f  i t is processed on the mobile host and to upload 35K if it is processed 

on the fixed host. At the  time of transaction submission. the network 

bandwidth is 3Xbps. Then the tirne of downloading/uploading chta 

is L2.50/8.75 seconds, respectively. Because the uploading data takes a 

shorter time than downloading , a transaction request may be scheduled 

as a TS transaction. 

The assessrnent based on the time of downloading/uploading data is just one 

piece of the overall picture. In some cases, even though the time of downloading 

data is Longer than uploading, a mobile user wants to transfer the data to  the mobile 

host because the data is required during disconnection, especially for predictable 

disconnection. This application requirement is reflected by a patience time of a 
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mobile user. The patience time from the viewpoint of a mobile user indicates the 

significance of required data items and the data transmission delay it can tolerate. 

Before giving the 4t h decision rule. the concept of patience time is first disctissed. 

Modelling user patience in mobile environments is proposed in  the Coda system 

[MESSSj. The purpose is to improve usability by reducing the frequency of user 

interaction. User patience refers to the amount of time a mobile user is willing to 

spencl receiving required data before it becornes disconnecteci. In [MES95], a model 

to estimate user patience T is suggested, i.e. 

Ln the formula, a;( i = 1.2.3) are scaling factors, and .Y is an integer ranging from 

O to 1000. which describes the importance of a data item from the user's perspective. 

In t his work. the user patience model is extended. Disconnection factor is incor- 

porated as an additional component of the formula. Moreover, instead of rneasuring 

the importance of a single data item. the cache priority is used to reflect the overall 

significance of al1 the data items appeitring in a mobile transaction. 

Observation and intuition shows that with more frequent disconnection of a mobile 

host. the user displays less patience. Therefore. a modified formula for the patience 

of a mobile host is given as follows: 

In the extended formula. P stands for the cache priority and D for the disconnec- 

tion ratio (the definitions for these are given in the Section 2.6). One extreme case of 

the formula is that if the  disconnection ratio of the mobile host is 0, the patience time 

is entirely determined by the cache priority which is the same as the original form. 

Conversely, if the disconnection ratio is 1, the patience time becornes a constant (ai ), 

i.e. a minimum patience tirne. 

Example 3.2: 



Following the Example 3.1. suppose the required data of the mobile trans- 

action involves four data items. Let their individual cache preferences 

be 500: -100: 650. and 200. respectively. Thus, the cache priority is 

(.500+400+650+200)/4. approximately 438. Moreover, let the discon- 

nection ratio of the  mobile host in any given time interval be 0.45 and 

the scaling factor cri = 2 .  na2 = 1 and a3 = 0.01. Then the estimated 

patience time of the  mobile host with the extended formula is given as 

follows: 

Thus. given a mobile transaction request. if the patience time is larger than the 

time of data downloading, then the transaction is scheduled w a DS transaction. 

That becomes the 4t h decision rule. 

(4) IF Ti, > Ti, T H E N  schedule(Ti, LIS) 

Exarnple 3.3: 

Following the Example 3.1. based on user specified application informa- 

tion in the transaction request. suppose the patience time of the user is 

45.69 seconds. Then the transaction will be scheduled as a DS transaction 

because the data items used in the current transaction is significant (with 

a large cache priority) to  support autonomous operations during the nest 

disconnect ion. 

Combining these two cases together, we Say that a processing policy of a mobile 

transaction is first determined by user's patience time, then it is determined by the 

time of data transmission. However, in the latter case, the patience time will be 

used to determine whether the data will be really transferred or not. For instance, 

if  a transaction is scheduled as a TS transaction based on the time of download- 

ing/uploading data, but the  patience time is srnalier than the time of uploading 

data, then the data is not physically moved due to  short patience time. Therefore. 

the cached data will be used. 



Example 3.4: 

Following the Example 3.1. based on user specified application informa- 

tion in the transaction request. suppose the patience time of the user is 

6.60 seconds. Then the transaction will be scheduled as a TS transaction 

because data items used in the current transaction is not significant ( with 

a small cache priority) to  support autonomous operations. and the time 

of uploading data is less than the time of downloading. However, since 

the patience time is shorter than  the time of uploading data, no data  will 

be physically moved from the mobile host to a fixed host. Instead, cached 

data will be used. 

I I I ?  

T i d  >Till -G- 

Figure 3.7: The decision ffow of mobile transaction scheduling 

In summary, the above description can be expressed as a decision flow. shown 

in Figure 3.7. In the figure, H, and Hb are two thresholds and indicate satisfactory 

battery and bandwidth levels, respectively. They can be specified at  the time when 

a mobile host registers, and can be moclified by a mobile user through a negotiation 

with the system. 

3.4 Cache Consistency Control 

The support of disconnection, bandwidth savings, and reduced response time are ma- 

jor benefits of executing a mobile transaction on a mobile host. However, availability 
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is a trade-off for consistency. Since the network may become partitioned, the  control 

of data  consistency becomes more complicated and more difficult. 

CVith the ATS approach in this work. a GDB is fundamentally separated into two 

parts: fixed part and mobile part. hccordingly, the mobile transactions are separated 

into two groups: DS transactions and TS transactions. When a netrvork partition 

occurs. the transactions in each group can be processed independent of one another 

with cached data. However, in the  previous description of the ATS approach. the  

da ta  consistency between a cached copy and its primary copy is not fully discussed. 

This issue is addressed in this section. 

Cache consistency control in the  ATS approach is largely based on a t ime cert i- 

fication based scheme that is proposed in [Nie95]. With t his scheme. it is assumed 

that  a da ta  item is cached in a page. A cache status is expressed as a tuple with 

seven elements: ( D N ,  P#, UT. CT. CF,  CTB, UTB).  The first twvo elements. da ta  

item name ( D N )  and page number ( P # )  uniquely identifies a cache unit (i.e. a 

page) of a da t a  item. The elements (UT) and (CT) stand for the latest modifica- 

tion time of the primary copy of a data item and the time when a cached copy is 

invalidated. respectively. The fifth elernent (CF) is a consistency flag to indicate if 

the  cached copy is consistent with its primary copy a t  the  time of comparison. The 

last two elements, (CTB) and ( l fTB) .  are consistency t ime bound and modification 

time bound. respectively. These two elements are user controllable and reflect the 

degree of consistency requirements. For instance, a large C'T B value (relative to  the  

C T )  represents a more optimistic view of consistency t han a small value, whereas 

the  smallest (identical to the CT) represents strict consistency. 

Regarding cache invalidation, the  basic idea of the scheme is that if the CT of a 

cached copy is within the CTB bound, the cached data is considered valid. Similarlyo 

regarding cache modification, the lrTB indicates the  maximum time for a cached copy 

t o  be temporarily modified. Beyond this time, local modification of a cached copy 

must be reflected on its primary copy. This requires the establishment of a network 

connection and a write to  the primary copy. A t  this time, if the network connection 



fails. the effect of the write must be reversed to a previously consistent state. 

In addition to the time points for the cache invalidation and modification indi- 

cated by CTB and UTB,  the ATS approach can verify the cache consistency at  the  

submission time of a transaction request. At this time, the network connection is 

established. The cached copy and primary copy of a data  item is made consistent. 

If the  verification of cache status takes place only at the submission time of a trans- 

action request, t his becomes a highly optimistic scheme. X highly optimistic scheme 

assumes that cached data is valid during t h e  time between two transaction requests. 

This scheme may result in a high chance of abort if  the t ime interval between two 

transaction requests is large or the modification of primary copies is frequent. Since a 

mobile computing environment is varying, it is desirable to  have consistency control 

be able to adapt to  the environment and application requirements. Hence. ~tsing the  

time bound parameters CTB and l J T B  to control cache consistency is necessar. 

For instance, i f  network condition is always strong, both parameters can be set to  

zero so that a strict consistency is maintained; obherwise weak consistency criterion 

may be applied based on network condition. 

The effectiveness of the time certification based scheme depends on the correct 

estimation of CTB and UTB.  They rely on the access pattern to a primary copy of 

data. the nature of an application. and the network conditions. How to determine 

these two parameters is an open question. In fact, it is possible to take mobility 

information into account to determine the time bound dynamically. However. this is 

open for future investigation. 

3.5 An Illustrative Example 

An example is presented in this section to  illustrate the process of transaction pro- 

cessing with the ATS approach. To simplify the description, it  is assumed that only 

one mobile host is in the system and the bandwidth is above a certain threshold. 

The system consists of three cells Ci ,C2, and C3. Accordingly, the system has three 

base stations. Each one is responsible for a cell. 
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Suppose the mobile host issues four transactions Ti.T2.T3. and Tt from cell CZoC3.C2 

and Ci. respective13 when the mobile host is moving. (Note that the notation Ti 

here varies slightly from that used in Section 3.3.3). The battery power level and  the 

bancltvidth are assumed to be over the specified thresholds when the transactions are 

submitted. Figure 3.S shows the system architecture in this example. Table 3.1 lists 

the information derived from a transaction request. For instance. at t he  t ime when 

the first transaction request is submitted. the disconnection ratio ( D). the bandwidt h 

(B )  and the cache priority (P)  are 0.1, 9.6Kbps, and 250. respectively. Based on the 

cache status. the size of required data to download ( R d )  and uploacl (Ru) are LOOk 

and 5Ok. respectively. 

Figure 3.8: The system architecture in the example 

Using the decision rule developed in Section 3.3.3, we have the result as shown in 

Table 3.2. It shows that  the transaction Tl and T3 are scheduled as TS transactions 

and T2 and T4 are scheduled as DS transactions. 

For the transaction requests Tl and T3, because the application requirements of 

the user are not dominating, the decision (i.e., box 4 in Figure 3.7) is made based on 



Table 3.1 : The decision information of transaction reques ts 

Table 3.2: The scheduling result of transaction requests 

No* 

Tl 
T2 
T3 
T4 

the size of data to downIoad/upload and the bandwidth at that time. Nevertheless. 

for the first transaction request. since the patience time is shorter than the time of 

data uploading, the data  transmission may not physically take place. In this case. 

the replica on the fixed host is used. For the third transaction request. the data is 

transported to the fixed host because the transport time is sufficient. 

For the second transaction request. because the patience time of the user is higher 

than the time for downloading data. it is scheduled as a DS transaction and the 

required data is physically moved to the mobile host. The fourth transaction is also 

scheduled as a DS transaction. However, the difference between these two decisions 

is that the second one is scheduled due to a higher patience tirne (see box 3 in Figure 

3.7): whereas the fourth one is due to a small amount of data to download (see box 

5 in Figure 3.7). 

If the data is not highly desired for autonomous operations, the communication 

cost is always lowest with the ATS approach. However, in general, this does not 

hold because supporting autonomous operations may require a longer time be spent 

downloading data. Nevertheless, the price paid for this is expected t o  enhance the 

D B P 
0.1 9.6Kbps 250 
0.6 lMbps 200 
0.2 9.6Iibps 450 
0.4 64tibps .50 

No. 
Tl 
T2 
T3 
Ta 

Rn R u  
lOOk 50 k 
50k 30 k 
95k 40 k 
30 k 3.5 k 

Td Tu r~ 
8.3.33s 4L.67~ 12.96s 
0.30s 0.24s 4.96s 
79.17s 33.33s 74.0 1s 

:3.75s 4.38s 2.99s 

decision 
TS 
DS 
TS 
DS 
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overall systern performance in terms of t hroughput and bat tery energy consumpt ion 

provided frequent disconnection exists. 

The above example is a simplified illustration of how a decision is made to  sched- 

ule a particular transaction request. tn this euample. in terms of the  t ime of da ta  

transmission, if t he  fixed transaction shipping (FTS) policy is used, the  four transac- 

tions take 89.63 seconds. If the ftxed d a t a  shipping (FDS) policy is used. they take 

116.65 seconds. With the adaptive shipping (AS) policy. they take 79-15 seconds. 

For t his pârticular case. t he  performance irnprovement wit h the  ATS approach is 

not significant. This is not surprising because the  ATS approach cloes not guarantee 

the  best in al1 the  circumstances. In fact. the ATS approach seeks For the  tracle-off 

of overall system performance. Its performance depends on  the  network connectivity 

and transaction condition. When the network connectivity deteriorates. the ATS 

becornes superior t o  the other two approaches. This claim is proved by the  simulation 

esperiments.  T h e  simulation mode1 and results are described in the  next chapter. 



Chapter 4 

SIMULATION MODEL AND 

EXPERIMENT 

The performance of the . U S  approach is evaluated by the means of simulation. In 

t his chapter. the design and implementation of a simulation mode1 are descri bed. 

Furt her, the results of the simulation experiments are reported and discussed. 

4.1 Simulation Objectives 

The goals of t his simulation are twofold. First , i t explores the performance of the ATS 

transaction approach with mobility information relative to the ttvo fixed transaction 

processing approaches (Le. FDS and FTS). Second, it reveals the effect of network 

connect ivi ty on transaction processing performance. More specifically. the following 

sis measurements are gat hered and analysed: 

1. The total response time to process a given number of transactions for each ap- 

proach under a given inter-event time of bandwidth changes with different dis- 

connection ratios; 

2. The total response time to process a given number of transactions for each ap- 

proach under a given disconnection ratio with varying inter-event time of band- 

width changes; 
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3. The total processing time on a mobile host to  serve a given number of transactions 

for each approach under a given inter-event time of bandwidth changes with 

different disconnection ratios; 

4. The total processing time on a mobile host to serve a given number of transactions 

for each approach under a given disconnection ratio with varying bandwidth 

changes: 

5. The system throughput during a given time interval for each approach under a 

given inter-event time of bandwidth changes with different disconnection ratios: 

6. The system throughput during a given time interval for each approach under a 

given disconnection ratio with different inter-event t imes of bandwidt h changes. 

These six performance measures are designed for different purposes. The first 

two aim at  comparing the response time among the three approaches. The third 

and foiirt h measure the t ime spent on a mobile host and can be iised to estimate the 

energy consumption of different approaches. The last two investigate the performance 

based on system throughput. The experiments are therefore designed to reveal the 

effect of the bandwidth change and network disconnection on response tirne. mobile 

host 's processing t ime. and system t hroughput. 

4.2 Mode1 Structure Description 

This simulation experiment focuses on a single mobile host in a cell. The mobile 

system is abstracted as  a queuing model. Its general structure is shown in Figure 4.1. 

The model consists of three servers (in the terminology of queuing theory) labelled 

Se, S M ,  and SF. The  server SB stands for the GTS related services. Normally, a 

mobile transaction request gets this service first. A mobile transaction is scheduled 

as a DS or TS transaction based on available mobility information. The  server S,M 

represents the services provided by a mobile transaction host and the server SF the 

services provided by a fixed host where transaction CO-ordination takes place. In 



Figure 4.1: The queuing model overview of ATS approach 

general, the SLcI and SF each have three queues. If a transaction is scheduled as a 

DS transaction, it goes into queue Qml; otherwise into QIi. 

According to the ATS approach. for a DS transaction. alter its master sub- 

transaction is processed. its slave sub-transaction is put into the queue Qm2. If 

the network is connected, a DS slave sub-transaction is subrnitted to a fixed host for 

processing and enters Qls; otherwise it has to wait in Qm2 for network re-connection. 

If a DS slave sub-transaction is successfully committed. the original mobile transac- 

tion is completed; ot herwise, t h e  transaction fails. After a DS slave sub- transaction 

is finished. the  entire transaction is completed. For a TS transaction. this process is 

identical. but with the different notations of Figure 4.1. 

The ATS approach can be viewed as a combination of the two basic approaches 

FDS and FTS. For the FDS approach, a mobile transaction goes through four 

processing steps: data downloading, master su b- transact ion processing, slave sub- 

transaction subrnission, and slave sub-transaction processing. Thus, t here are four 

simple services. 

Similarly, the FTS approach has four simple services as well. The difference 

between the FTS model and FDS model is that the data required by a mobile trans- 

action is uploaded from the mobile host to a fixed host. Besides, the first three 

simple services, i .e. data uploading, master sub-t ransaction processing and slave 
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su b-t ransact ion submission, are implemented on a fixed host . whereas slave su b- 

transaction processing is performed by the mobile host t hat issues the transaction. 

Transaction scheduling (i.e. S B )  has no elapsed service time and physically such 

a service cannot be reached during disconnection. Technically. it is not suitable 

to considering it as a service centre. Hoivever. in this simulation model. the GTS 

processing is immediately followed by data downloading/uploadi ng. There fore. the 

GTS service and data transmission are combined together and treated as a single 

service centre. 

According to the ATS approach. when a mobile host is disconnected a transaction 

is treated as a DS transaction and has no data transmission. If the network is 

connected. the data will be uploaded or downloaded based on current scheduling 

decision. Therefore. the SB is included in the simulation model and it is assumed 

t hat this service is always available. 

1 st phase 2nd phase 

Figure 4.2: A specific queuing model of ATS approach. 

Figure 4.2 illustrates the model structure by splitting the service centres into 

simple service centres. In Figure 4.2 the G'TS provides transaction scheduling plus 

data transmission service. The DS.M/TS.M, DS.C/TS.C, and DS.S/TS.S provide 

master processing, slave sub-transaction communication, and slave sub-transaction 



processing services for DS / TS transactions. respectively. 

It can be seen that the CTS links the  two basic models together and the entire 

model has a symmetric structure. The upper part of the model is for a mobile host 

and the  lower part is for a fixed part. The execution of a mobile transaction goes 

through from the first phase ( the  left par t )  to the second one (the right part). 

4.3 Experiment Assumpt ions 

Performing experiments with the above general mode1 can be cornplex without certain 

restrictions on transaction submission. If transaction requests cannot be processed 

quickly. they wait in one of the queues. For read-only transactions this is not a 

problem. However, if update transactions are allowed? a transaction failure can result 

in cascade abort of the following transactions. This requires extra modelling effort to 

reflect this reality. Since this simulation explores the relative performance of various 

approaches. the mode1 is simplified wi t h the following assumpt ions: 

1. In the normal condition of a iiilly connected network a transaction request from a 

mobile host is not issued until the  previous one is completed. If a transaction 

is blocked due to disconnection. or  has completed, a new transaction request is 

su b n i  t ted. 

2. Cascade abort is not rnodelled. Tha t  is, we assume that a transaction abort does 

not affect the subsequent transactions. 

3. A mobile transaction performs a fixed nurnber of operations on a fixed number of 

da ta  items and each operation takes a fixed amount of time. 

4. The  arriva1 of network bandwidth change is subject to a Poisson distribution. 

5. T h e  messages about success or failure of a slave sub-transaction are assumed to  

be transmitted in broadcast mode, and the effect of such message processing 

delay is ignored. 
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Figure 4.3: T h e  simulation logic of ATS approach 

T h e  simulation logic of the ATS approach is specified in Figure 4.3. The figure 

shows t hat transactions queue up only afttr the execution of a master sub-transaction. 

In fact. the  first assumption ensures that the four queues: Qmi .Qm3.Qrl. and Qls 

in Figure 4.2 can be elirninated. The reason for this is clear if  the network is Fully 

connected only one transaction is submitted and processed a t  a t ime so no queues 

are necessary. However, if the  network is not fully connected, t h e  queues Qm2 ancl 

Q J Î  are  necessary even if only one transaction request is allowed to enter the  systern. 

Network bandwidth change takes place randomly or in a specified pattern. Once the 

band widt h is above a pre-defined t hreshold, a transaction request is decpeued before 

another can be submitted. 

Generally, the simulation is conducted for the  three poiicies separatelÿ. If the 

policy is FTS, transaction requests are always scheduled as TS transactions. If the 

network is disconnected when a request arrives, this request must give up because 

its first phase cannot be carried out. After the completion of the first phase, if  the 

network is not connected a t  this time, the slave sub-transaction cannot be submitted 

ancl rnust wait in the queue. Unlike the FTS approach, the FDS policy usually does 

not discard a transaction request . Instead, the first phase of transaction processing 
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is performed by using cached data. even if the network is disconnected. However. if 

the network is disconnected after this phase. the request must be queued for later 

processing. For the .4TS policy. when the network is disconnected, it fimctions in the 

FDS approach; otherwise. it functions as a mixture of the FTS and FDS. 

According to the network connection states. the data may or may not be trans- 

ported during the f int  phase of a DS transaction. Moreover, a slave sub-transaction 

may or may not be blocked. The network connectivity directly impacts t h e  perfor- 

mance of transaction processing. To reflect this. the time spent on the cornmitment 

of a DS transaction can be distinguished into four cases. These will be specified in 

Section 4.4.4. 

4.4 Mode1 Parameters 

In t his work the discrete event-driven simulation technique is used. The  parameters 

that  characterise the simulation mode1 are distinguished into three categories: euent 

parameters, service parameters, and performance parameters. Their notations and 

meaning are presented in t his section. The functions used to determine the service 

times in the simulation are discussed as well. 

4.4.1 Event Parameters 

The  change of network bandwidth, transaction data communication? master sub- 

transaction execution, slave sub- transact ion submission and execution are rnodelled 

as events. Among them, according to the assumptions, only bandwidth change is 

an independent event. The  other events are triggered by related events. The  event 

parameters of interest are listed in Table 4.1. 

The mean inter-event t ime (mean.BbV.change) of bandwidth change is a random 

variable and subject to exponential distribution. For the simulation, the whole range 

of bandwidth is separated into a number of intervals, and each interval has a fixed 

bandwidth (BW-1evel.ITV). At a particular time, the bandwidth is specified by 



Table 4.1: Major event parameters of simulation mode1 

No. event param. 
mean. BCV-change 
B liV-level 
BW-level. i T V  
BW.threshold 
MT.DS. D I.number 
MT. DS.OP.n,urnber 
:blT.DS.ST.size 
rblT.TS.Di.number 
rklT.TS.0 Pmrmber 
M T.TS.ST.size 
MT.C P 
MT- type  
policy 

Note 
average inter-evcnt t irne o f  bandwid th  change ( r a n d o r n  ) 

the nurnber chat tndicates curcent bandwid th  level  

the bandwid th  i n t e r v d  

pre-defined bandwid th  t h r c ~ h o l d  

the nurnber o f  d a t a  i tems accersed by a DS transaction ( r i n d o m )  

the number  o f  operatroua of a Ds' tran,action ( r a n d o m )  

the  jrze of  d a t a  for a DS slave dub-trsndaction I r a n d o m )  

the numbcr  o f  da ta  i tems acccrred by a T3 transaction ( random ) 

the number  o f  operations of 3 TS transaction i randorn)  

the r ize o f  d a t a  for a T S  slave sub-transaction ( r s n d o m )  

cache pr io r i t y  ( r s n d o m )  

transaction type 

transaction ichcdu l ing  policy 

( BI+--1evel). For instance. let the maximum bandwidth be lOOOKbps and let it be 

separated into 10 intervals. Then BCV-level.ïTV will be 100Khps. If BCV-leuel = 

13. it means that current network bandwidth is 3 x lOOIibps = SOOfibps. In the 

simulation. a parameter B W .  t hres hold is used to indicate a sat isfactory bandwidt h 

level from the  perspective of applications. If the current bandwidth is below this 

t hreshold. the network is t reated as disconnected. 

As mentioned in Section 4.3. a transaction is assumed to access a nurnber of data  

items and perform some operations. These parameters are represented in transac- 

tions by :\lT.zx.DI.number and i\.IT.xr.OP.number (where xx can be DS or TS). 

respectively. They are treated as random variables that are subject to a uniiorrn 

distribution. The size of a slave siib-transaction is denoted by il.IT.xx.ST.size. The 

cache priority (MT.CP)  for a given transaction is treated as a random variable as 

ive11 and assumed to be subject to normal distribution. Besides, in this simulation, 

the disconnection ratio of a mobile host is determined by the average disconnection 

duration over the simulation tirne interval. The disconnection duration is controlled 

by adjusting the bandwidt h t hreshold ( B  W.t hreshold). 

A mobile transaction is modelled as a temporary entity and distinguished into four 
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types (denoted by iCIT.type): CC.CD.DC. and DD. based on the network connectivity 

in the life cycle of a transaction execution. A CC-type transaction indicates that the 

network is connected at the time of the data transmission and the time of slave sub- 

transaction submission. A CC- type transaction is just like a normal transaction t hat 

the network is in a fully connected condition. The other three types of transactions 

indicate that at least one of two communication steps is broken (denoted hy the D). 

The performance of these four types of transaction can be different. The functions 

to determine the execution time will be discussed in the next sub-section. 

To perform experiments on different approaches, the model introduces a param- 

eter ( p o l i c y  ). This parameter is simply a constant ( 1 for FDS.2 for FTS. and 3 for 

ATS) that allows the simulation to switch from one a~proach  to another. 

4.4.2 Service Parameters 

Table 4.2: Major service parameters of simulation mode1 
No. I service ~a ra rn .  I Note 

dat a.dnloading.time 
DS.MT.exe.tirne 
DS-ST-corn-time 
DS.ST.exe.time 
data.up1oading. t irne 
TS.MT.exe.tirne 
TS.ST.com.time 
TS.ST.exe. time 

data downloading time 
execution time of a DS master sub-transaction 
communication t irne of a DS slave su b- t ransaction 
execution time of a TS slave su b-transaction 
data uploading time 
execution tirne of a TS master su b- t ransaction 
communication t ime of a TS slave su b- t ransact ion 
execution time of a DS slave sub-transaction 

There are seven servers in the simulation model, Each one has its own service 

time. The parameters representing these service time are listed in Table 4.2. The data 

downloading or uploading is a mutually exclusive operation performed based on the 

decision made by the GTS server. For a transaction scheduled as a DS transaction, 

the execution time of the master sub- transaction is denoted by DS.MT.exe. time: 

the communication time spent on subrnitting a slave sub-transaction is denoted by 

DS.ST.com.time; and the DS.ST.execution.tirne represents the execution tirne of a 

slave sub-transaction including the final commitment time of a mobile transaction. 
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There are similar parameters for a transaction that  is scheduled as a Tç transaction. 

but with TS as the prefix. The functions used to deterrnine these service times are 

explained in Section 4.4.4. 

4.4.3 Performance Parameters 

According to the experiment goals. the response time (RP-time). the service time of 

each type of transaction (DS.service.time. TS.service.time) and throughputs of the 

system (DS.number.TS.number) at a given time interval (c1ose.time) are considered 

as t h e  performance parameters monitored in the simulation. These parameters are 

listecl in Table 4.n. 

Table 4.3: iMajor performance parameters of simulation mode1 

No. 1 performance  aram m. 1 Note 
1 1 RP-time 1 response time 

The parameter RP-lime records the total response time (from transaction sub- 

mision to cornmitment) for a given number of transactions. In each experiment. 

the nrimber of transactions scheduled as DS transactions and the number of ones 

scheduled as TS transaction are given by DS-number and TS-nzimber, respectively. 

When simulation time (close.time) is specified, the total number of transactions 

( DS.number + TS-number) is used to show the system throughput. The DS.seruice.(ime 

and TS.service.time give the time spent on DS and TS transaction processing on a 

mobile host. These two parameters are used as an estimation of battery consumption 

for each approach. 

2 
3 
3 
4 
6 

DS.number 
TS.number 
DS.ser vice.time 
TS.service.tirne 
close.time 

the number of scheduled as DS transaction 
the number of scheduled as TS transaction 
the time spent on DS transaction processing on a M H  
the time spent on TS transaction processing on a MH 
time duration of simulation 



4.4.4 Service Time Functions 

Corresponding to the eight parameters listed in Section 4.4.2, Table 4.4 gives the 

formulae used to determine the service time of the servers in the  simulation rnodel. 

Table 4.4: The functions that determine service time 

No. 1 service time 1 function 

DS.ST.exe. time 
DS.ST.exe.time 
DS.ST.exe. time 

MT.DS.ST. , tze  x UNIT.OP.  time + CD C O M M I T . t i m c )  

LIT.DS.ST i i ze  x UNIT.OP u m e  + D C . C O M M I T . L , ~ ~ )  

M T . D S . S T . s i r e  x UNIT.OP. t ime  + DD.COMM[T. t i m e )  

data-uploading 
TS.MT.exe. tirne 

The service time of a service centre is basically determined by its service type 

C+WT UP..,Z. . ~ , / w v J . v ~ ~ ~ M H ,  . B W - ~ . V ~ ~ . I T W  

MT =S.OP number x M T . T S . D [ . ~ ~ ~ ~ ~ ~  x U N I T . O P  t imc  

TS.ST.com. time 
TS.ST.exe.time 

and the amount of involved data. There are roughly two types of services. One is 

communication oriented (i-e. No. 1.3.5 and 7 in Table 4.4) and the other is processing 

c+c s r T  TS.ST.r ize  x ~ ) / [ B W - L C ~ - ~ ~ ( % I H )  x B W J ~ V ~ I . I T V )  

MT TS 3T.s tze  x UNIT.OP ttme + CC COMMIT cime 

oriented (i.e. No. 2,4.6 and 8 in Table 4.4). For a communication oriented service. 

the service time consists of a constant communication overbead ( c )  and the data 

transport time, which is determined by the size of data and the  bandwidth nt the 

time point when the data  is transmitted. In the formulae the il1 T. DN.si,-e and 

MT.LfP.size are the amount of data to be downloaded or u~ loaded ,  respect ively. The 

MT.DS.ST.size and iV1T.TS.ST.size are the amount of data to be transmitted for a 

DS or TS slave sub-transaction, respectively. Taking the first formula as an example. 

let c = 10 and MT.DN.size = 240Ii. Suppose a t  a given t ime BWlevel = 4 and 

BCV-1evel.iTV = 1001ibps. Then the service time for data downloading becomes 

c+(MT.DN.size x 8)/(BWlevel(EvlH) x BWlevel-ITV 

=10+(240 x 8)/(4 x 100) 

=14.5 (seconds). 
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For a processing oriented service, the service time is basically determined bu 

the number of accessed data items (!VT.xx.OP.number) and the average number of 

operations on these items (!CIT.xx.D I.number). It is assumed that  each operation 

takes a fixed amoont of time (LLVIT.0 P.tirne). A typical esample is the service time 

for a DS master sub-transaction. i.e.. 

The function to determine the service time of a TS rnaster sub-transaction execution 

has a similar structure. However. to determine the service t imes of su b- t ransact ion 

processing extra factors must be taken into account because such services depend 

on network connection condit ions. Generally, the longer a transaction processing is 

delayed due to network partition, the more time it will take for the reconciliation a t  a 

later stage. As rnentioned in Section 4.4.1. the DS transactions are distinguished into 

four types. Each type has its own service time to execute a slave sub-transaction. 

Therefore. the service time for a DS slave sub-transaction (DS.ST.exe.time) in Table 

-1.4 has four forrns. Each one has its own C'OMMIT.time to reflect the efFect of the 

network connectivi ty. 

4.5 Experiment Results and Discussion 

The simulation mode1 is implemented in SIMSCRIPT II. a general-purpose simula- 

tion language [KMVSi]? on SparclUnix platform. A lew typical results are illustrated 

and discussed here, though many experiments with different control parameters were 

conducted. The experiment results are presented in four groups in this section. Each 

group includes t hree figures that has a relatively uniform investigation goal. More- 

over. each figure is accompanied with a table that shows the data used for the figure 

and ot her relevant information. 



The 1st Group Experiments and Results 

Figures 4.4 to 4.6 are in the first group and show the impact of network condition 

( bandwidt h )  change on performance (i.e. response time) of transaction processing 

under a given disconnection ratio. In each experiment, 1000 transaction recluests are 

issued. The mean inter-event time of bandwidth change varies from O to LOO seconds. 

The figures in this group give the results when disconnection ratio goes from low to 

high. 

Table 4.5: The data for Figu 
1 P ~ G  

Figure 4.4: Response time vs. mean inter-event time of bandwidth change 

Figure 4.4 shows the results when a mobile host has no disconnection ( B  W-threshold 

= O). It can be seen that among three approaches, the FTS demonstrates the best 

performance; whereas the FDS is the worst. This is largely because generally a DS 
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Table 4.6: The data for Figure 4.5 (BW.threshold=.j t 

Figure 4.5: Response time vs. mean inter-event t ime of bandwidth change 

.ansactions= 1000) 
ATS 

transaction needs more data transmission than a TS transaction. hforeover. a DS 

m c r n  RT 
1735.93 
1759.08 
1744.18 
1753.74 
1142.32 
1811.51 
1838.33 
1907 27 
1892.67 
1835 

P D 9  

transaction takes a longer time for global commitrnent. The  ATS approach demon- 

strates the better outcome than the FDS approach, but worse than the FTS. The 

performance of ATS approach is in fact close to the FTS approach. It means that  

mcsn RT 
2038.53 
1907.59 
2006.19 
1971.4 
1990.72 
1943.88 
1864.07 
1333.01 
1914.83 
191S.04 

FTS 

the majority of the issued transactions are scheduled as TS transactions. This can be 

verified from Table 4.5 that lists the data used for Figure 4.4. It should be stressed 

that  even though the network is fully connected, the performance of the ATS may 

not match the one of the FTS. This is because the network connectivity, Le. band- 

width, is not a single factor affecting the decision of t he  ATS. When the network 

mean RT 
1941.53 
1354.62 
1334.34 
2012.64 
1957.53 
2043.03 
2100.84 
2021.53 
2043.35 
2086.22 

r t d . d c v  
35 
63.34 
46.7 
20.62 
13.23 
50.7 
32.13 
69.37 
36.78 
30.33 

is strongly connected, where a transaction is executed also depends on the volume 

of da ta  transportation, which in turn relies on the cache status. For instance, if 

, id-dcv 
18.89 
58 34 
51.92 
43.4 
16.14 
24.71 
77.57 
33.01 
8 25 
8.23 

DS# 1 
61 1 
652 
677 
641 
651 
666 
661 
686 
653 
668 

std.dcv 
41.27 
20.42 
33.89 
42.54 
10.41 
9.52 
32.31 
32.99 
51.32 
28.19 

DS# 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 

TS# 
O 
O 
O 
O 
O 
O 
O 
O 
O 
O 

DS# 
O 
O 
O 
O 
O 
O 
O 
O 
O 
O 

TS# 
1000 
1000 
1 O00 
1 O00 
1 O00 
1000 
1000 
1000 
1000 
1000 
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the cache status indicates that cached data for a transaction is valid, the transac- 

tion may be also scheduled as  a DS transaction. though the network is connected. 

T herefore. unlike the FTS approach, some transactions are generally scheduled by 

the ATS as DS transactions and some are TS transactions. From the figure it can 

also be seen that the frequency of network connection change has little impact on 

system performance as the network is enforced to be fully connected. 

Table 4.7: The data  for Figure 4.6 (BW.threshold=g transactions= 1000) 
I FDS I FTS 1 ATS 1 -. . - 

DS# ) TS# ( rnean RT 1 std.dcv 1 DS# 1 TS# 1 mcrn RT ] jtd.dcv 
1000 1 O 1 7182.29 1 107 60 1 O 1 IO00 1 6236.68 1 75 01 

Figure 4.6: Response time vs. mean inter-event time of bandwidth change 

Figure 4.5 shows the result that a mobile host has medium disconnection, i.e. dis- 

connection ratio around 0.5. It can be seen that response tirne increases for al1 three 

approaches. However, because of increasing disconnection ratio, the performance of 

the FTS approach in general gets worse and the ATS approach is improved. The 
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reason is t hat when the network disconnection ratio increases, more transactions are 

scheduled as DS transactions that can be processed dunng disconnection. This is 

revealed by the data in Table 4.6. Figure 4.5 also demonstrates t hat the  inter-event 

time of bandwidth change impacts the performance, but not in a consistent pattern. 

The  effect of network disconnection on transaction processing response time in 

Figure 4.6 is more obvious than Figure 45 .  In Figure 4.6- the disconnection ratio is 

high. Thus- with the FTS approach the chance of discarding an arrived transaction 

increases. On the other hand. with FDS and ATS approaches. again as cached 

data is used. the response tirne of these two approaches decrease substantially when 

compared to the FTS approach. From Table 4.7' it can be seen that  for the =\TS 

approach more transactions turn out as DS transactions. Figure 4.6 also shows that 

when the network disconnection is high. the increase of bandwidt h inter-event t,irne 

results in an increase in response time. 

The 2nd Group Experiments and Results 

Figures 4.7 to 4.9 are in the second group and show the performance (i.e. response 

time) of system over the network disconnection ratio. Sirnilarly. a fixed number of 

transaction recluests are issued. In each experiment. a mean inter-event tirne is given 

and the network disconnection likelihood is varying. 

Figure 4.7 displays the systern performances for the three approaches provided 

t hat changes in the network connectivity take place frequently ( the  inter-event time 

of bandwidth change is 10). It can be seen that when the network is strongly con- 

nected (BW.threshold 5 3 in Figure -L.C), the FTS and ATS dernonstrate better 

performance than the FDS. However. with the increase of the network disconnection 

the response time of the FTS increases quicker than the other two approaches. It 

can also be seen from Figure 4.7 that the ATS approach is generally the  best when 

the network disconnection is getting high. Nevertheless, the figure shows that the 

performance between the FDS and ATS has no significant difference a t  high network 

disconnection. The reason for this is largely because the inter-event t ime of the net- 



rvork connection change is short. It can result in a short duration of the  network 

connection. In the worst case. the network is partitioned for most of the time. Since 

the chance is very small for the ATS approach to schedule a transaction as a TS 

transactions, almost al1 the transactions are treated as the DS transactions (see Ta- 

ble 4.8). Therefore. the performance for the two approaches is very close when the 

network disconnection is high. This further suggests t hat when the network is nearly 

in a constant disconnection condition. the performance of the ATS should approach 

the performance of the FDS. 

Table 4.8: The data for Figure 4.7 (rnean BW.change=lO transactions=1000) 
F U S  

B W  thrcshold mcan RT 1 sid.dev 1 DS# 1 TS# 
O 1528.48 1 26.05 1 LOO0 1 O 

mcsn RT 1 rtd.dev 1 DS# 1 Ti# 
476.38 1 12.98 1 O 1 1000 

-FOS --- n S  - - - - -  
- - - - - - - - - - - - -- - - - - - -- - - - - - - A - - - ATS - - - - . . - . - - .  

Figure 4.7: Response time vs. disconnection ratio 

Figure 4.8 shows the effect of increasing inter-event time of bandwidth change on 

the response tirne of three approaches (mean.BW.change from 10 to 50). Increasing 

inter-event tirne of bandwidth change means that a state of the bandwidth remains 



Table 4.9: The data  for Figure 4.8 (mean BW.change=SO transactions= L000) 
I FDS I FTS I A T S  i 

Figure 4.S: Response t ime vs. disconnection ratio 

for a longer time before changing to another state. As we can see. similarly. 

when the network connectivity is strong, the FTS demonstrates the best perfor- 

mance, wliereas the FDS demonstrates the worst. However, in t his experirnent. 

s t  rongly-connected network condition shifts up to B W. threshold=5 compared to 

B W. t hreshold=3 in Figure 4.7. This illustrates that the communication bandwidt h 

remains a t  a higher level before that point. This result somehow depends on the 

pattern of bandwidth change. In this simulation we assume that it  has a uniforrn 

distribution. If the distribution differs, the outcome may difer. An extreme case 

can help to understand this. Suppose the  bandwidth happens to change to a high 

level and such changes will never take place again, then the network remains well 

connected. Therefore, the  bandwidth threshold has little impact on the  system per- 
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formance, On the other hand. if  the bandwidth remains at a lower lever. the  network 

has a longer partition time. 

Due to a longer inter-event time of bandwidth change. the duration that the 

network remains in connection increases once the  bandwidth changes into a high 

level. Thus. even if the  disconnection ratio is high. there still exists some chance 

for a transaction to be scheduled as a TS transaction. This is unlike the FDS as it 

does not rely on the processing of a fixed host even though the network is strongly 

connectecl. That explains that the performance of the ATS approach has a bigger 

clifference than the one of the FDS at  a high network disconnection status. 

- - -  
DS# 1 TS# mesn RT [ std.dev 
1000 1 O 1 476.51 1 10.84 

Table 4.10: The data  for Figure 4.9 (rnean B W.change=LOO transactions= 1000) 

Figure 4.9: Response time vs. disconnection ratio 

B W  threshold 
O 

The explanation is further confirmed by Figure 4.9. For the same reason, the ATS 

FDS 1 FTS I I 
mesn RT 1 std.dev 1 
1512.41 1 16.13 1 
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dernonstrates a more significant performance difference from the FDS approach when 

the  disconnection ratio is high. In short. from the  figures in this group, it can be 

seen that the three approaches roughly demonstrate identical performance patterns. 

That  is. response time increases with the increase of the network disconnection ratio. 

Moreover. when the network disconnection chance is lower. the FTS performance is 

superior to the other turo approaches. When the network disconnection chance is 

higher, the FTS performance deteriorates. These results are consistent wit h the ones 

produced in the first group. 

The 3rd Group Experiments and Results 

Table 4.11: The data  for Figure 4.10 ( 

B W  c h a n ~ e  ) rnesn PT 1 ~cd.dcv 
1 O 1288.22 1 9 . 3 6  

1 rnesn P T  
29.02 

Figure 4.10: Processing time vs. mean inter-event time of bûndwidth change 



The battery energy consurnption is a big concern in designing mobile transaction 

schernes. Generally. the bat t e r -  consumption is a direct proportion to  the process- 

ing time spent on a mobile host. Experiments in the third group are conducted to 

compare this time with different approaches. Figures 4.10 to 4.12 show the simula- 

tion results for a given network disconnection ratio i.e. BW threshold=O. 5 .  and 9' 

respect ive l -  

Table 4.12: The data for Figure 4.11 ( BW.threshoId=.? transactions= 1000) 
I FDS 1 FTS I A T 3  

Figure 4.1 1: processing time vs. mean inter-event time of bandwidt h change 

Among the three approaches, the FTS takes significantly shorter t ime as it per- 

forms al1 processing on a fixed host. As a result, the figures only show results for 

the FDS and .4TS approaches. It can be seen frorn Figure 4.10 to 4.1% that  the FDS 

approach generally takes more processing time on the mobile host side than ATS. 



Figure 4-10 shows that when the network is strongly connecteci. the FDS approach 

takes more processing time on a mobile host t han the . U S  approach. This is because 

in this condition, with the ATS approach, sorne transactions are scheduled as TS 

transactions so that the t ime spent on a mobile host is reduced. It can be seen from 

the  figure that the  inter-event time of bandwidth change has certain effect on the 

processing time. but this simulation experiment does not produce an obviotis pattern. 

Figure 4.12: Processing time vs. mean inter-event time of bandwidth change 

Table -1.13: The data for Figure 4.12 (BW.threshold=g transactions= 1000) 

When the network disconnection occurs (see Figure 4. I l ) ,  the ATS approach still 

takes less transaction processing time on a mobile host than the FDS. However, the 

time for the  two approaches converge as mean inter-event time of bandwidth change 

increases. As we can see from Table 4.12, with the ATS approach more transactions 

B W  chanite 
10 

F D S  
mean P T  1 std.dev 1 DS# 1 TS# 
289.69 1 2 . 0 7  1 1 0 0 0  1 O  

F T S  
mean PT 1 ,td.dev 1 DS# 1 TS# 
54.04 1 1 . 3 8  I O  1 1000 

AT5 
mean P T  1 4 t d . d ~  [ D S #  
281.38 1 2.36 1 745 
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are scheduled as DS transactions. Hence. it is natural for the ATS to have an increase 

in processing time. This can be more clearly viewed frorn Figure 4.12. 

Table 4.14: The data for Figure 4.13 (mean BW.change=30 BW.threshold=O) 

simulation time 
LOO 
200 
no0 
400 
500 
600 
700 
800 
900 
1000 

FDS FTS AT S 

700 . 
œ 

600 
r 

500 . 
e 400 - C 

300 . 
--4 
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----*--- 
_____-_c-------- 
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time 

-FDS -a- n s  --*-- 
-- - - -- .- -- ATS 

Figure 4.13: System throughput vs. sirnulat ion time 

Figure 4.12 gives the outcome when the network disconnection is high. With the 

ATS approach, a high disconnection results in more transactions that are scheduled 

as DS transactions (see Table 4.13). This t herefore raises the transaction processing 



5'2 

time on a mobile host. It can be stated that when the network disconnection ratio is 

very high. with the ATS approach the processing tirneon a mobile host is approaching 

the processing time of the FDS approach as few transactions are scheduled as TS 

transactions. 

The 4th Group Experiments and Results 

Table 4-13: The da ta  for Figure 4.14 I BW.threshold=O simulation time=1000) 
V 

FDS FTS 

BW.threshold=O simulation tirne=l000 

1400 1 

Figure 4.14: System throughput vs. mean inter-event time of bandwidth change 
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The final group includes Figures 4.13 to 4.15. They show the experiment results 

for system throughputs in terms of the number of completed transactions. The first 

experiment investigates the t hroughput versus simulation time in the condition t hat 

both the inter-event time of bandwidth change and the network disconnection ratio 

are fixed. 

Table 4.16: The data for Figure 4.15 (BW.threshold=S simulation tirne= 1000) 

1 1 FDS 1 FTS ATS 

Figure 4.15: System throughput vs. mean inter-event time of bandwidth change 

Figure 4.13 presents the result when the disconnection ratio is high (B W.t hreshold=9). 
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The purpose of this experiment is twofold. The  first one is to  evaluate the correct- 

ness of the simulation model. Theoritically, given a transaction processing policy. its 

performance in terms of throughput should be opposite to its response time with the 

same condition. This can be verified compared to the result shown in Figure 4.6. The 

second purpose of this experiment shows that when the network connection is weak. 

wit h the  increase of sirnuiation t ime. the ATS approach consistently dernonstrates a 

better performance than other two approaches. 

However. as shown in Figure 4.15. when disconnection exists. the  ATS can produce 

better t hroughput over the ot her two approaches because the FTS is unable to accept 

more transaction requests during network disconnection. Although the FDS can carry 

on transaction processing wit h cached data, it ignores the fact that  the network may 

get connected occasionally. Figure 4.15 shows a sharp performance drop after the 

inter-event time of bandwidth changes from 70 and on. This implies that the network 

has a high disconnection. This can happen when the initial bandwidth level is low 

and then rernains there for a long time. In Figure 4.15, this means that  when the 

BW.change is greater than 70' the bandwidth happens to be initially lower than 5 

and then without much changes during the pre-defined simulation time interval. This 

again has something to do with the distribution of bandwidth change (or a longer 

simulation time shouId be applied), and is left for future investigation. 

Figure 4.14 and 4.15 show the throughputs of the systern for given simulation time 

interval (close. tirne= 1000), but with different network disconnection ratios, respec- 

tively. Figure 4-14 illustrates that without disconnection, the FTS approach has the 

highest throughput, while the FDS the lowest and the ATS approach is in between 

the two. This result is consistent with the result shown in Figure 4.4 as an approach 

with a lower throughput can have a longer response time. 

To summarise, the  simulation experirnents performed in this research investigate 

the performance of t hree transaction processing policies under the assumption t hat 

network disconnection occurs. The experiments are conducted from several perspec- 

tives by adjusting model parameters, such as, average inter-event time of bandwidth 
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change and disconnection ratio. The simulation results show that if  there is Iittle or  

no network disconnection. the FTS has the  shortest response time and the highest 

system throughput. This is not surprising because the system operates at or  near 

the tradit ional fixed network environment. However, as network connect ivity deteri- 

orates, the FDS produces better systern throughput and response time than the FTS. 

In general. the ATS approach proposed in this research produces better performance 

in terms of overall response t ime, elapsed processing t ime of a mobile host . and total 

number of transactions cornpleted by the system. 



Chapter 5 

RELATED WORK 

5.1 Adaptive Approaches in Mobile Computing 

As rnentioned in Chapter  1. an adaptive approach is a strategy that allows a comput- 

ing system to perform certain actions based on its perception of the current system 

environment. Researchers working ivith this type of approach have a common belief 

that  i f  protocols and applications are designed to be aware of changes in the envi- 

ronment, such as network connection quality and mobile patterns. they may be able 

to  adapt their performance to the new conditions. Nevertheless. under the heading 

of adapt ive a ~ p r o a c h ,  the  research objectives and target application domains are di- 

verse. in general, t h e  research interests in current projects cover three levels in terms 

of a computing system hierarchy which are: ( i )  network message transportation level. 

(ii) operating system level, and (iii) application level. 

5.1.1 Network Message Routing Level 

With the introduction of wireless communication and mobile units, as it pointed out 

in [Ach95], a pre-defined hierarchical addressing scheme in existing internetworking 

protocols cannot support mobile computing efficiently 

.4n initial response is to extend existing protocols so that  mobility can be taken 

into account and backward compatibility with the  existing network infrastructure is 

maintained. 
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Message routing under the mobile internetworking protocol called Mobile IP 

[.JM96] uses an "IP rvithin IP" mechanism. With this mechanism [RB95]. each mo- 

bile host can have different Internet addresses that  are used when the mobile host 

changes locations. There is a single address, called the home address. that is perma- 

nent and designated by its home network router. known as the home agent. When a 

mobile host moves to a new network. it must apply for a temporary address. called 

the foreign address. from a local network router, known as the Ioreign agent. 

To support transparent movement of mobile units throughout the Internet. mes- 

sages to a mobile unit are always routed to its home agent. This is referred to as the 

basic triangle rouling method. Upon arriva1 of a message at a home agent. the home 

agent adds the foreign address of a mobile unit to its home address package so that 

message sent to the mobile unit can be forwarded to  its current location. 

The basic triangle routing method can be considered as a static routing method 

because messages are always routed through the home agent of a mobile unit. This 

method uses a fixed routing strategy and does not exploit current environment in- 

formation. For instance. suppose trvo mobile units are far aivay from their home 

locations. even t hough t hey are p hysically close to each other, the messages bet ween 

t hem have to be sent back to t heir home agents. The  research in [.JiL196. Yua931 made 

efforts to  develop adaptive mobile IP communication protocols. The adaptive mobile 

IP communication protocols focus on the dynamic optimisation of message routing 

based on historical routing information. 

The  approach in [JM96] explores the reuse of the  routing information stored in 

the caches of routers. If route information previously used for a mobile unit is still 

available, messages to a mobile unit will not go through its home agent? instead a 

short-cut may be applied. 

The  packet routing scheme in [Yua93] is concerned about efficient propagation 

of routing information. The network is dist inguished into two parts: namely, friend 

network and non-friend network. A friend network is the one that has substantial 

traffic to  and from the mobile unit. The routing information is only propagated to 
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friend networks. Therefore. traffic from a friend network can achieve optimal routing. 

while others need to be forwarded to the mobile unit by its home agent. In this way. 

the  network bandwidth used for the routing information update is expected to be 

greatly reduced. Nevertheless. the determination of friend networks is a key point in 

the  design and success of the scheme. It relies on dynamic traffic pattern analysis. 

For each traffic pattern. there will be an optimal routing scheme t hat adapts to the 

corresponding t raffic pattern. 

In [RB961 a dynamic routing method. called adaptioe enhanced triangle routing. 

is proposed. Unlike the approach in [YuaSS] that separates network into two parts. 

this routing method dynamically breaks mobile units into two groups based on a 

piece of mobility information, called the calling/mobilitg ratio. 

The mobile units in a group are considered as active partners of a given mobile 

unit i f  their calling/rnobility ratios are higher than a pre-defined threshoid. The 

separat ion of mobile units makes the optimisation of overall message routing perfor- 

mance possible. The idea is that each time when a mobile unit changes its location. 

i ts partners are inforrned. In t his way. messages from a partner of a mobile unit can 

directly be routed to the mobile unit. For a non-partner it must resort to the basic 

triangle routing method. which travels via the home agent of a mobile unit and takes 

more t ime. 

Adaptive communication protocols are also investigated in the CVAMIS project 

[..ZBB+96]. This project focuses on ad hoc mobile environments where al1 the units 

in the system are mobile. The target application is multimedia information services. 

Because there is no fixed network, message routing links must be dynamically es- 

tablished. The applications running under such environments where the quality of 

network services is constantly fluctuating, must be adaptive. In this project, a group 

of wireless sub-network control algorithms are implemented. The  application algo- 

rithms for voice and video source coding are rate-adaptive, i.e. they select proper 

compression rates based on currently available bandwidth captured by a underlying 

networking module. 



5.1.2 Operating System(0S) Level 

Some researchers believe t hat adaptation involves the  CO-operat ion bet ween the OS 

and applications. Even t hough the experimental platforms are different. the ideas 

behind the  research in [DBCFS-L. NPS95, MES951 are similar to each other. That  is. 

the  OS provides mobile users with a set of Application Program Interfaces (APIS) 

and t akes the responsi bility for monitoring the availability of system resources upon 

a user's request and notifying the user if  a change takes place. 

To irnplement this approach, functionality of operating systems m u t  b e  extended. 

On the other hand. an  application rnust determine required system resources and 

define the tolerable ranges of resource variation in advance. 

The authors in [DBCF94] develop a set of control API  based on a specific network. 

The environment factor monitored by the server is the bandwidth of the  network. 

The authors investigate the effect of a varying envirooment on the performance of 

image retrieval and demonstrate the feasibility of their adaptive method. 

In [NPS95], the factors considered in the system environment are more general 

than in [DBCF94]. A system environment is modelled as a set of resources available 

for applications. Each resource is measured by a scalar value. A user can specify 

interested resources and the tolerance range t hrough a set of APIS. .A server inforrns 

the user if the availability of the required resources are out of range. üpon  receiving 

notification, the application may change its performance level by invoking pre-defined 

procedures. 

The work reported in [MES951 is based on the  Coda file systern. To support 

varying degrees of network connectivity in a mobile computing environment, many 

system aspects, including communication, cache validation, update propagation and 

cache miss handling are modified. 

[SAW94] reports a scheme supporting adaptive applications that are aware of their 

environment context such as locations, available resources and network connectivitÿ. 

The  approach assumes that  a mobile unit can periodically send an identifying packet 

that  permits accurate location monitoring. The system captures mobility information 
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about physical movement of a mobile unit. which serves as a *context reminder". 

This notifies applications of location changes and in turn triggers context-dependent 

actions. The pre-defined actions are represented like IF-THEN rules that  specify how 

5.1.3 Application Level 

Some methods can be  considered as high-laj 

new context, 

Ter. or applicat ion-le1 

an application should be reacted to within a 

;el adaptation. be- 

cause they concentrate on proper design of applications by making use of dynamic 

information rat her t han modifying the underlying sys tem functions. The research 

reported in [VB94. AIB941 are examples of application level adaptation. The ap- 

plication domain is Web document retrievai. The concepts about Web documents 

and üniform Resource Locators ( URLs) are extended. Information is first organised 

as a set of pages. which includes location-dependent control inforrnat.ion. A URL is 

then treated as a kind of location variable. It is instantiated each time when a client 

request is issued at  a particular location. A Web server checks the current value of a 

location variable and delivers only t hose documents relevant to the user's location. 

Moreover, [Kat94, IV941 describe adaptive concepts and met hods frorn the  view- 

point of developing wireless informat ion systems. Katz [Kat941 stresses the impor- 

tance of adaptability in mobile computing. A number of common uses for adaptabil- 

ity. including adaptive power control. adaptive channel allocation. adaptable netwvork 

topology and adaptive bandwidth. are addressed. The aut hor claims that mobility 

requires adaptability and describes the infrastructure of a wireless information sys- 

tems. an  implementat ion met hodology, and the engineering technology to  support i ts 

operat ion. 

The  system reported in [IV941 is more specific. It assumes that  a mobile unit can 

work in active mode and doze mode. Doze mode is a low energy consumption mode 

that still allows a mobile computer to listen to broadcast messages on the netrvork. 

Information services can be provided in publishing mode and on-demand mode. [t 

certain information is becoming "hot", it can be  published [rom a wireless channel; 
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otherwise it will be provided upon request. The fundamental technique of adaptive 

access protocols is to schedule information services dynamically based on statistics 

gat hered from user service requests. 

To summarise, we can see that an adaptive approach has attracted the attention 

of many researchers in the  mobile cornputing area. The approach can be applied 

to tackle the issues of mobile computing in many respects. In general. three major 

tasks have to be performed in developing an adaptive application. The  first one is 

to collect environment information. Environment information can be captured in 

different ways. a t  different system levels, and for different purposes. As information 

is captured at lower levels (e-g. OS1 networks) a wider range of applications can be 

supported. In the long run. as these layers are redeveloped to better support mobile 

environments, the ability to  capture mobile information can be taken into accoiint 

as part of the design objectives. The second task is to identify potential actions for 

different conditions. Adaptation can only occur if some options exist. T h e  t hird task 

is to develop a decision-making model. Potential actions can be assessed based on 

the model and available information so that an optimal action can be selected. The 

research presented in t his t hesis follows t his met hodology. 

5.2 Mobile Transaction Processing 

In general. research on mobile computing is still in its early stages. As a resiilt. 

a common model for mobile distributed transaction processing has not yet evolved. 

Current research in t his area is mostly focused on unit disconnection and data  consis- 

tency issues. The major approaches dealing wi th  the  issues of transaction processing 

in mobile environments are reviewed below. 

5.2.1 Yeo & Zaslavsky Approach (YZA) 

Yeo and Zaslavsky [Y Z94a, Y Z94bI propose a mobile transaction processing scheme 

from the  perspective of distributed multidatabases. The scheme assumes t hat a 
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shared global database is distributed on stationary machines. A mobile transaction 

is considered as a transaction that only accesses the global database. 

A mobile transaction initiated by a mobile unit is always submitted to a station- 

ary machine with required control information. The stationary machine serves as an 

agent (CO-ordinator) on behalf of the mobile unit to schedule and execute the trans- 

actions. The result or an acknowledgement message will be returned to the mobile 

unit after the transaction is committed or aborted. 

This approach considers mobile transaction processing as a remote procedure cal1 

(RPC).  The advantage is that once a transaction is submitted. a mobile unit does 

not have to wait for the  completion of the transaction before it moves away from 

its current location or becomes disconnected. However. this approach is not appro- 

priate to a more general mobile clatabase environment whew part of the data is on 

the mobile unit and part of the data is on the fixed hosts. In such an environment. 

because of autonomous operations on the mobile unit during disconnection, main- 

taining data consistency and system performance becomes crucial. With the YZA 

approach. however, this issue is not addressed. 

5.2.2 Pitoura & Bhargava Approach (PBA) 

The work reported in [PB94. PB951 allows transactions to  operate on both local data 

stored a t  the user's computer and remote data. The  approach largely investigates 

the issue of data consistency in a mobile environment. To handle data consistency. a 

database is dynamically grouped into clusters. Each cluster is a unit maintaining full 

data consistency. In this way, data consistency can be distinguished from different 

levels. 

Fundamentally, data consistency can be measured in two aspects: intra-cluster 

consistency and inter-cluster consistency. The data in a single cluster must be consis- 

tent at  any time; while replicated data of inter-clusters may be inconsistent at  some 

time. Therefore, the data in a cluster is strict consistent; whereas the data between 

clusters may be weak consistent. 
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.;\ccordingly, the transactions are of two types: weak and strict. A weak transac- 

tion only accesses data within a cluster, while a strict one accesses globally consistent 

data. Weak transactions can be performed locally and have two commit points. a 

local commit when network communication is poor and a global commit after cluster 

merging. 

To cont rol concurrent access, a pessiniistic algorithm is applied to  a int ra-cluster 

scope because a weak-write that updates the data in a cluster is assumed to be 

performed in a normal network condition; whereas an optimistic algorit hm is used 

for a inter-cluster scope. i.e.. the validation of the updates is delayed until clusters 

are connected and merged. Therefore. E'rom the perspective of tradit ional dist ri buted 

database management, the concurrency control mechanism used in this work can be 

viewed as an integration of pessirnistic and optimistic algorithms. 

5.2.3 Narasayya Approach (NA) 

Narasayya [Nar94] points out that a mobile unit can play three roles: a dumb ter- 

minal. a full-fledged station. or a pre-processing front-end. He believes that the 

placement of data in a mobile distributed environment is important because wireless 

communication costs becomes a dominant factor in the overall performance of mobile 

transaction processing. After analysing two extreme situations. t hat is. a mobile unit 

as a dumb terminal or a full-fledged workstation, the author claims that both of them 

can suffer from the penalty caused by low bandwidth wireless communication. From 

this perspective. an approach called batched transaction method(BTM) is proposed. 

The BTM rnethod assumes that a mobile unit has computing resources that are 

in between a dumb terminal and a full-fledged workstation, and therefore plays the 

role of a pre-processor. Rather than executing a mobile transaction entirely on a 

mobile unit or on a fixed machine, as a compromise, a mobile unit takes part of 

the responsibility. With the BTM method, the readlwrite operations of a mobile 

transaction are executed on a mobile unit using cached copies of the data, whereas 

the commit operation is performed by a fixed host. When a transaction reaches its 
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commit point. the "entire transaction- is sent to a fixed database server and the 

server attempts to commit the transaction. 

As we can see, although the BTM uses cached data for transaction processing. it 

does not allow local commitment. Only one-level commi tment , i-e. global commit- 

ment is applied. Moreover. the method requires an optimistic concurrency control 

algorit hm to maintain database consistency. Opt imist ic concurrency cont rol favours 

frequent disconnection and reduces the number of messages sent between the mo- 

bile unit and the fixed network. However. the approach can benefit only when the 

read/write ratio of database operations is high. Otherwise. restarting transactions 

due to a high probability of using stale data  will offset the benefit. In the cvorst case. 

transaction commit ment may never succeed. The aut hor notes t hat there is no upper 

bound for a successful commit. 

5.2.4 Elmagarmid, Jing & Bukhres Approach (EJBA) 

The work reported in [EJF94. EJB95. JBE951 assumes that a transaction can be 

submitted interactively to multiple servers rather than a single server. ünder t his 

assumption, the authors investigate how to use replicated data  to reduce the number 

of messages among multiple servers while a mobile unit is moving. 

A transaction can involve multiple co-ordinators during i ts lifet irne while it is 

moving. As a result, read locks con be granted from different data server sites. Thus. 

additional messages have to be sent to those sites in the transaction commit phase 

to release the Iocks. To reduce locking messages for the global commit of a mobile 

transaction, the traditional optimistic Two Phase Locking (3PL) algorithm [CL9 11 

is extended for replicated mobile database environments. 

Fundamentally, the goal is to minimise the numben of locking messages among 

servers by exploiting the commutative semantics of operations in particular applica- 

tion domains, such as the problem of resource allocation and inventory applications. 

To reduce messages, the algorit hm requires the transmission of log information from 

a mobile unit to its current CO-ordinator through a wireless channel when the unit 



95 

decides to commit a transaction. Moreover, the replicated database must meet spec- 

ified commutative properties. That is, the operations performed at  one site can be 

carried out a t  another site without the violation of overall data integrity. .A typical 

example of resource allocation problems and relevant commutative operations can be 

found in [EJF94]. 

5.2.5 Walborn & Chrysant his Approach (WCA) 

Like the NA approach, the WC.4 approach requircs the data items be downloaded 

from a global database and cached locally by a mobile unit. To support autonomous 

processing and commit on the mobile uni ts despite temporary disconnection, the 

authors in [ChrSS, WCSS] investigate the issues of concurrency and cache coherency 

problems in a mobile environment. 

When a mobile unit accesses an item, a cache request is sent to the database 

server by explicitly specifying a selection criteria and consistency conditions. The 

selection criteria indicates the object to  be cached and the size of the cached data. 

while consistency conditions are similar to traditional integrity const raints t hat need 

to be satisfied to maintain the consistency of the entire object. 

The objective is to make transaction processing independent of the rest of the 

system as much as possible so that computations can be carried out on a mobile 

unit during a period of disconnection. This is achieved by making use of semantic 

information of transaction applications and projecting the  data items necessary for 

the operations in a transaction. The met hod requires a unit as a client to take the 

responsibility for specifying a cached object and its size. 

The fundamental idea of this approach is to narrow the size of cached data items 

by splitting large and complex data into small pieces; treating cached data items 

as the unit of reconciliation of updates; and supporting unilateral commitment of 

a transaction executing on a mobile unit. The approach states that a cached data 

ob ject is logically removed from the database and, t herefore, no longer accessible a t  

the server until it is released. Thus, the maintenance of data consistency can be 



equated to a a traditional locking mechanism. 

5.2.6 Ganguly & Alonso Approach (GAA) 

Ganguly and Alonso [GA931 deal with read-only transaction (Le.. query). -4iming at 

que- optimisation, the approach introduces a new optimisation criterion to minimise 

the resource utilisation on the server as well as the energy consumption on a mobile 

client. 

A nurnber of transaction strategies. or que- plans, are generated at compile- 

time. The best plan is selected based on the current client/server system condition. 

.A query can be processed either on the server side or client side based on the server's 

workload and the level II energy on the mobile client. The approach attempts to 

make an adaptation to varying connect ivi ty condit ions and exploits the resources on 

bot h the server and client sides. Concurrency control issues in t his approach are not 

addressed because the transactions are read-only. 

5.2.7 Coda Approach (CA) 

Coda [TvIESSS] is a distributed file system with the intention to support mobile units 

across varying network connectivity The use of a client cache is a major component of 

the approach. In normal conditions. a working set of files is prepared for autonomous 

processing during disconnection. A user always uses a local copy as long as t h e  

cached data are validated. Although it does not deal with database issues directly. 

the  underlying techniques, especially the cache management scheme. can provide 

significant contributions to mobile transaction processing. 

A caching scheme has to deal with t hree comrnon issues: modijcation propagation, 

cache validation and cache misses. Coda deals with modification propagation by so- 

called tRckle reintegration, which is an asynchronous write-back mechanism. The 

write-back of modified data  on a client cache can defer for many minutes or hours. 

To deal with stale data, Coda uses two methods. If the network connect ion is normal, 

a server call-back mechanism is used. That is, if a primary copy on the server has 
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been changed, the server sends a message t hat cached data is no longer valid to the 

clients. During a disconnection period, cached data is used. When switching from 

disconnection to reconnection. a client initiated approach is used. that is. the mobile 

host sends a query to invalidate al1 cached items before using them. 

Coda uses a hierarchical method to invalidate cached items. The invalidation is 

performed from top to bottom. If the data  a t  a upper Ievel has not been modified. it 

is not necessary to go through the rest of the levels. ln this way. much work is saved. 

The  processing of cache misses is complicated by the instability of wireless network 

connectivity. The transmission of requested data can suffer from long delays on 

weakly-connected links. A choice must be made as to whether the server should 

automatically transfer a full-sized file or let the user make the decision. Based on the 

importance of requested data. a user may be willing to wait for a long time. However. 

if  each time a server has to consult the user, the server and the client will have to 

interact frequently. Therefore, in Coda the knowledge of user patience is required. 

Although the formula presented in Coda system research is extended in t his thesis 

based on available rnobility information. current modelling of user patience does not 

yet have a sound solution [kf ESS.51. 

In summary, the issues of mobile transaction processing are  attackecl from dif- 

ferent dimensions such as the mobile unit's role, replica and concurrency control. 

cache management, and resource optimisation. Fundamentally, efforts are made to 

balance three major aspects, i.e. network connectivityo resource availability. and data 

consistency. Nevertheless, the research in this area largely focuses attention on data 

management itself and does not exploit the benefits of rnobility information. In con- 

trast,  the  work in this thesis takes a broader viewpoint and at tempts to incorporate 

mobili ty informat ion into the design of applications. 



Chapter 6 

CONCLUSIONS 

This chapter highlights the major contributions achieved by this work and describes 

the  future directions for this research. 

In this work two types of problems have been examined: mobile en,uironment 

modelling and mobile transaction processing. The research in t his t hesis represents a 

substantial effort, t hough the result is still prirnary. 

in order to  better support mobile computing, the  ability t o  capture ancl transmit 

mobile information should be taken into account as part of the design objectives 

in the next generation of networking a n d  operating systems. The concept and rep- 

resentation of rnobility developed in this thesis offers the  groundwork leading t o  a 

t heoretical foundation. 

Meanwhile, alt hough the effect of mobility of computers on transaction processing 

has been recognised, t h e  work presented in this thesis has made a first a t tempt  to  

apply mobility information to this domain. By viewing a mobile host and a fixed 

host as two relat ively independent corn put  ing stations. the  approach proposed in t his 

thesis can support autonomous operat ions wi t h bet ter system performance. 

6.1 Major Contributions 

The major contributions of this work a r e  as follows: 

1. Classi/ication of Environment Factors: 
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Although environment factors are. important in developing adaptive applica- 

tions, no systematic investigation has been reported. In t his work. some envi- 

ronment factors are identified and a prirnary classification is present ed. Based 

on the classification, the concept of mobility feat ure is defined. 

2 .  Mobility Injonnation Measurement and Transjonation: 

The utilisation of mobility informat ion relies on the quant isation of mobility 

features. In order to support decision-making in a mobile environment, an 

integrated mobility representing model. called unit mobility and unit relative 

mobility. is proposed. It provides a general way for efficient transmission. rep- 

resentation and transformation of mobility information. 

3. .4 General-purpose Adaptiue Transaction Schedvling A pproach: 

Alt hough the issues of transaction management in mobile computing have been 

recognised, the knowlcdge of mobility has not been explicitly applied to trans- 

action processing in the data management area. To support autonomous pro- 

cessing with the existence of disconnection. a scheme characterised by a cen- 

tralised transaction schedule and two-phases transaction commit is proposed. 

It presumes that mobility information with respect to disconnection ratio and 

bandwidth is available. 

4. Quant $ed Sit e/Polic y Selection Cn'te Bon: 

The kernel of the adapt ive transaction scheduling approach is a decision-making 

criterion that allows the model to select the transaction processing policies/sites 

dynamically. This quantified criterion is not only assessing the performance of 

transaction processing in terms of communication cost, but also measuring 

the tolerance degree of a mobile user by utilising the concept of the patience 

time introduced in [MES95]. The measurement method of patience time is 

generalised in this work by introducing extra rnobility factors. 

5 .  Simulation Mode1 and Eualuntion: 
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The performance of proposed transaction scheduling approach is evaluated by 

the means of simulation. -4 queue model is designed and implemented in 

discrete-event simulation language ( SIMSCRIPT). The cornparisons between 

fired policies and the proposed adaptive one are performed. The results of 

simulation have shown that the adaptive approach in general produces bet- 

ter performance. and confirms t hat niobility information is useful in designing 

bet ter algori t hms in a mobile dist ributed environment. 

6.2 Future Directions 

Since research and application in mobile computing are still in the early stages of de- 

velopment. many questions remain unanswered. Some directions t hat can be furt her 

erplored include the following: 

1. Enhunce the simulation rnodel to reflect more realistic computing models. In the 

current implementation of the simulation model. the effect of deadlock and 

cascade abort is not rnodelled. Moreover. the model does not fully reveal the 

impact of a client cache on data transmission, which is instead reflected wit h a 

random variable. Although reasonable data are used in the simulation exper- 

iments, they are not from practical applications. Therefore. it is desirable to  

collect more practical data to evaluate and irnprove the model. 

2. Studg more eficient schemes O/ cache management. As mentioned in the de- 

scription of the ATS approach, how to estimate the readlwrite time bound for 

cached data is an open question. A decision making criterion should be devel- 

oped in order to meet varying data consistency requirements. As a conjecture: 

mobility information may be useful t o  determine such a time bound. 

3. Explore the utilisation of mobility information in other application domains. In 

t his research, transaction processing is selected to be a part icular domain for 

designing adaptive applications. Nevertheless, the utilisation of mobility in- 

formation can be wider than this. Multimedia applications, for instance, in a 
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mobile environment can be another good candidate to benefit from mobility 

in format ion. 

4. Investigate the methods o/ mobility data acquisition. This research assumes t hat. 

for a given mobile factor. its data can be quantified and physically obtained in 

some way. For example. it is assumed that current bandwidth of network can 

be obtained by monitoring the  communication port. However. it is unknown 

whether this is a feasible way for engineering implernentation. To use mobility 

information in an actual system. this assumption must be validated. Thetefore, 

more work s hould be clone in t his direction. probably joined wi t h the researchers 

in engineering areas. 
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