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Abstract 

This thesis presents a novel technique for prediction of the transient stability status of a 

power system following a large disturbance such as a fault, and application of the tech-

nique for subsequent emergency control. The prediction is made based on the synchro-

nously measured samples of the magnitudes of fundamental frequency voltage phasors at 

major generation/load centers. The voltage samples are taken immediately after a fault is 

cleared and used as inputs to a binary classifier based on support vector machines to iden-

tify the transient stability condition. The classifier is trained using examples of the post-

fault recovery voltages (inputs) obtained through simulations and the corresponding sta-

bility status (output) determined using a power angle-based stability index. Studies with 

the New England 39-bus test system indicate that the proposed algorithm can correctly 

recognize when the power system is approaching transient instability. The proposed sys-

tem is then applied to Venezuelan power system and Manitoba Hydro power grid to 

demonstrate the applicability for large practical power systems. Performance of the pro-

posed transient stability prediction scheme under the presence of asymmetrical faults, 

voltage sensitive loads, unlearned network topologies and measurement noise was found 

to be satisfactory.  

Once an impending transient instability situation has been detected, appropriate emer-

gency control strategies are triggered to minimize the impact of this on the safe operation 

of the network and reduce the possibility of a blackout. This thesis examines two differ-



ent emergency control schemes: a) A fuzzy logic based emergency load and generator 

shedding scheme and b) A high voltage direct current (HVdc) power order reduction 

scheme based on synchronized phasors measurements. These strategies were developed 

for two power systems with contrasting characteristics: one for the Venezuelan power 

system which is a conventional power system completely based on alternating current 

(AC) transmission, and the other for the Manitoba Hydro network which heavily depend 

on long HVdc transmission for power transfer. The proposed wide area control systems 

demonstrated good performance on the Venezuelan and Manitoba Hydro power grids. 
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Chapter 1   

Introduction 

This chapter presents the background, motivation, and objectives of the research. A short 

review of the concepts of power systems stability, operating states and the wide area 

measurement is also included to reinforce the background necessary to formulate the the-

sis objectives.  The chapter ends with a short introduction to the organization of thesis. 

1.1 Background 

Power systems are designed to be able to adjust to various disturbances such as faults, 

sudden and large changes in loads or loss of generation, and continue to operate satisfac-

torily within the desired bounds of voltage and frequency. However, unexpected events 

can happen in the system leading to rotor angle, frequency or voltage instability [1]. Eco-

nomic incentives and other factors have led to increased electric transmission system us-

age, power transfer, and changes in historic usage patterns, both among regions and 

within individual utilities. New transmission construction has often lagged behind these 

changes, resulting in lower operating margins, increasing the probability of system-wide 

instabilities [2]. 
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Among the measures that can be undertaken to minimize the impact of such system-wide 

instabilities include the implementation of Remedial Action Schemes (RAS), also known 

as Special Protection Systems (SPS) or System Integrity Protection Systems (SIPS). 

These schemes have become more common primarily because they are less costly and 

quicker to permit, design, and build than other alternatives such as constructing major 

transmission lines and power plants[3]. Equipment-specific protection schemes that are 

traditionally present in power systems are not adequate for providing solutions to system-

wide problems, and remedial action schemes usually require system wide measurements 

[4]. Modern technologies such as synchronized phasor measurement and fast and secure 

telecommunication capabilities allow the development of hitherto unexplored solutions 

against voltage, frequency or angular instability due to these large disturbances. 

1.2 Power system stability 

Power System Stability is defined as the ability of the system to regain an equilibrium 

state after being subjected to a physical disturbance. Power system stability can be di-

vided into:  

a) rotor (or power) angle stability;  

b) frequency stability; and  

c) voltage stability [5].  

This classification is presented in Figure 1.1. Power systems are nonlinear dynamic sys-

tems. Thus the stability of a power system depends on the size of the disturbance as well 

as the initial conditions. As a consequence, rotor angle and voltage stability can be di-

vided into two subcategories: small- and large-disturbance stability. 
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The stability of a power system is mainly related to the electromechanical phenomena of 

the elements interacting in the system, being also affected by the fast electromagnetic and 

slow thermodynamic phenomena. Therefore, depending of the phenomena being studied, 

the stability could be referred to as short-term stability and long-term stability.  

This thesis studies the large disturbance rotor angle stability phenomena and proposes 

monitoring and control strategies to mitigate the consequences of large disturbances. The 

large disturbance rotor angle stability is also commonly referred to as the transient sta-

bility, and in this thesis, both these terms are used. 

 

Figure 1.1 Stability classification [5]. 

1.3 Power system operating states 

Clear definition of the power system operating states helps understanding the objectives 

of transient stability prediction and control schemes developed later in this thesis. A con-

ceptual classification of different states of operation was first proposed by DyLiacco [6] 

in 1967. DyLiacco classified operating states into three categories as normal, emergency 
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and restorative states. This classification was extended by Fink and Carlsen [7] in 1978 

using five states, namely: normal, alert, emergency, in extremis, and restorative. Figure 

1.2, from reference [8], shows these operating states and how the transition from one 

state to other can take place.  

In general, a power system can be represented using a set of differential equations that 

describe the system dynamics, a set of equality constraints that describe the power bal-

ances (noted as E in Figure 1.2), and a set of inequality constraints that describe the 

equipment capacity limits and acceptable ranges of variables such as bus voltages (noted 

as I in Figure 1.2). In the normal operating state, all system variables are within the nor-

mal range and both the equality and inequality constraints are satisfied. Normally, a 

power system operates with an adequate security margin and is able to withstand the im-

pact of a single contingency without violating system constraints. The security margin in 

the above sentence generally means a measure of the distance to an event that may cause 

the system to become unstable, and it is also referred to as the stability margin [9]. 

A power system enters to the alert state when the level of adequacy of the system secu-

rity margin has decreased but the system is still not violating the constraints. When a 

power system is in alert state, an occurrence of another disturbance might lead to over-

loading of equipment taking the system to the emergency state or the in extremis state 

depending on the severity of the disturbance. 
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Figure 1.2 Classification of the power systems states [8] 

When in the alert state, the power system can be restored to the normal state by taking 

preventive control actions like generation rescheduling. This action will redistribute the 

power flow to prevent overloading of equipment under certain contingencies. In cases 

where the generation reserve is not enough to take preventive control action, the system 

will remain in alert state until the condition that promotes the risk of failure disappears, 

for example due to improved weather or completion of some special maintenance. 

When the voltage levels decrease below the minimum permissible limit for safe operation 

and/or some equipment are overloaded, the system is considered to be in emergency 

state. During this condition emergency control actions like load/generation rejection, 

HVdc supplementary control, dynamic braking, fast-valving, among others needs to be 

engaged. If appropriate control actions are not taken, then the system will move to the in 

extremis state where partial or total blackout will occur. 

The restorative state comprises of the moment when control actions or sequence of ac-

tions are taken to re-establish the energy supply to the loads across the system. 
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The focus of this research work is on the early detection of the occurrence of an emer-

gency state, and fast activation of suitable emergency control measures to restore the 

normal operation of the grid after critical disturbances. 

1.4 Wide area measurement technology 

Modern power systems are complex and spread over a large geographical area. There-

fore, effective monitoring requires measurements at different locations and communica-

tion of the measurements to a central location. The correct time alignment of the meas-

urements taken at different locations was always a challenge. Proper time alignment is 

particularly important when performing post-mortem analysis after a severe disturbance, 

validating simulation models or in real time monitoring, protection and control.  The re-

cent advent of the wide-area measurements technology based on synchronized phasor 

measurements has provided a solution to this problem [4].  

Synchronized phasor measurement provides voltage and current phasors synchronized 

with high precision to a common time reference. This is achieved by time synchronizing 

the sampling of signals and time tagging the phasors using the global positioning system 

(GPS) [10]. Time synchronized phasors, referred to as Synchrophasors, together with 

modern communication and computation technology facilitate the monitoring of the state 

of a power system, including the phase angles of bus voltages and line currents.  

A generic representation of a wide area measurement system is shown in Figure 1.3. 

Measurements provided by the Phasor Measurement Units (PMU’s) are usually collected 

by a local computer and transmitted at a high speed over a local-area communication 

network to a host computer known as Phasor Data Concentrator (PDC) [10]. The function 
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of PDC is to gather the data from several PMUs installed in different geographical loca-

tions of the network, verify its integrity, and create a coherent stream of simultaneously 

recorded data for utilization in different applications. 

 

Figure 1.3 Wide area measurement technology 

1.4.1 Phasors 

A phasor represents a periodic waveform as a rotating vector in a complex plane. An Al-

ternating Current (AC) waveform can be mathematically represented as: 

                 (1.1)  
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In phasor notation, this signal is typically represented as in (1.2). 

         (1.2)  

where    is the magnitude of the phasor, and   is the position of rotating phasor against 

the real axis    as illustrated in Figure 1.4. 

 

 

 

 

 

 

 
Figure 1.4 Illustration of a rotating phasor 

 

Since the correlation with the equivalent RMS quantity is desired in the synchrophasor 

definition, a scale factor of       must be applied to the magnitude. The resulting phasor 

representation is: 

   
  

  
    

(1.3)  

IEEE Standard C37.118-2005 [11] defines synchrophasor as the magnitude and angle of 

a cosine signal as referenced to an absolute point in time and provides other details such 

as accuracy limits and format for presenting synchrophasor data. 

1.4.2 Phasor measurement unit (PMU) 

A Phasor Measurement Unit is a device that computes the voltage and current phasors us-

ing the analogue signals from the system. Voltage and current waveforms for which the 

phasors are to be determined are measured using current and voltage transformers and de-

livered to the PMU as three-phase analogue signals. Each signal is filtered using an anti-

aliasing filter and sent to an analogue-to-digital converter (ADC) where the signal is 

Re Im 
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sampled. The sampling instances are synchronized with the GPS clock to an accuracy of 

less than 1µs. This is achieved using an oscillator phase-locked with the one pulse per 

second signal received from a GPS receiver. Then, the orthogonal components of each 

phasor are computed, typically using the Discrete Fourier Transform (DFT). Finally, a 

time stamp that defines the boundary of the power frequency period is attached to the 

phasor. The functional diagram of a PMU is presented in Figure 1.5. 

 

Figure 1.5 Functional diagram of a PMU 
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the other hand, an increase in the transmission network capacity alone does not inherently 

enhance the security of the power system nor eliminate the probability of blackouts [12]. 

As stated in the previous section, special protection systems provide less costly and faster 

to implement solutions to minimize the impact of rare disturbances that could lead to 

blackouts or partial collapses. Fast recognition of evolving transient instability conditions 

is very crucial to allow effective control and protection actions [13]. A typical power sys-

tem could exhibit transient instability within a period as short as one second after a severe 

disturbance despite the large inertia of the synchronous generators connected to it. Thus 

any emergency control system designed to prevent transient instability should respond 

within a few hundreds of milliseconds. Although several attempts have been made to de-

velop methods for detecting transient instabilities in near real-time (within several tens of 

milliseconds) [10, 13-15], more research is needed to develop practically applicable 

methods that can be used in emergency control systems. The possibility of monitoring the 

entire power system is indispensable for successfully predicting the transient stability be-

haviour. Availability of Phasor Measurement Units and the related communication infra-

structure enable near real-time measurement of the essential variables of a power system 

spread on a wide geographic area. The Synchronized Measurement Technology (SMT) 

based on the Phasor Measurement Units (PMUs), telecommunication technology, and the 

capability of computers to process a large amount of real-time data are approaching a 

level that is acceptable for implementing response-based protection and control against 

transient instability [10]. Furthermore, the recent advances in machine learning tech-

niques such as Artificial Neural Networks (ANN), Decision Trees (DT), Kernel Regres-

sion (KR) and Support Vector Machines (SVM) [16-23]  have opened up new avenues 
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for developing more sophisticated and intelligent solutions to difficult problems such as 

early prediction of impending instabilities in a power system. These factors motivated the 

exploration of machine learning-based methods to predict the transient stability states of a 

power system using wide area phasor measurements and use such early predictions to de-

termine and activate appropriate emergency control actions. Although there are some 

previous attempts [13-15] to develop similar emergency control algorithms, most of them 

are demonstrated on small test systems. However, testing of such methods on large-scale 

(> 1000 buses) real power systems is imperative to comprehend the practicality of apply-

ing sophisticated control algorithms on real power systems.  

1.6 Research objective and contributions 

The main goal of this research was to investigate techniques for quick determination of 

the transient stability state of a power system after subjecting it to a large disturbance 

such as a fault. The underlying hypothesis of the investigation is that the measurements 

obtained through phasor measurements units installed at different locations of the power 

system provides sufficient information to ascertain the transient stability status. The re-

search also investigated how early prediction of stability status can be used to design 

emergency control against transient instability. During the course of the research, the fol-

lowing contributions were made.   

Literature pertaining to previous research which investigated the problem of predicting 

the transient stability status of a power system was reviewed. These methods were stud-

ied in detail categorizing them based on the approach used. The suitability of each ap-



1.6 Research objective and contributions  12 

 

proach for near real-time applications was evaluated based on information available. The 

results of this literature review are presented in Chapter 2.   

A new method that utilizes the post-disturbance measurements to predict the system tran-

sient stability status was proposed. The method involves use of a Support Vector Ma-

chine (SVM) classifier to determine the future stability status based on the wide area syn-

chronized phasor measurements obtained immediately after a disturbance. The transient 

stability status prediction referred to in this thesis is different from the well known and 

widely investigated online dynamic security assessment where a stability margin is calcu-

lated for an anticipated set of credible contingencies (usually pre-defined) starting from a 

known operating point (usually obtained through supervisory control and data acquisition 

(SCADA) system) [24]. The aim of online dynamic security assessment is preventive 

control, if the stability margin is unacceptable for a specific contingency. In contrast, the 

aim of the transient stability status prediction method developed in this is to trigger emer-

gency control after occurrence of a severe disturbance if an impending instability is de-

tected through measurements; as such it is fundamentally different in its potential appli-

cation. Furthermore, no prior knowledge of the nature of the actual contingency is as-

sumed in predicting the transient stability status. 

There are a number of different measurable power system variables such as frequency, 

voltage magnitudes, and voltage phase angles which can be used as primary inputs for 

predicting the transient stability status. The research investigated the effectiveness of 

these variables as predictors of the transient stability status, as well as indicators of the 

required for emergency control actions. One major contribution of this research was the 

identification of the importance of synchronously measured voltage phasor magnitudes, 
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which are directly available from phasor measurement units, as an early indicator of the 

transient instability.   

The method of designing the transient stability prediction scheme and its applicability 

was demonstrated using a number of test power systems. The concept was first proved 

using a 39-bus power system, and then applied to two real power systems: the Manitoba 

Hydro power system and the Venezuelan power system. The accuracy of prediction and 

its sensitivity to different factors such as the operating point, nature of loads, noisy data, 

and the network topology changes were studied.  

The possibility of detecting impending transient instability conditions at early stage al-

lows designing appropriate emergency control schemes focused on preserving the tran-

sient stability and the integrity of the power system. Emergency control actions are usu-

ally system dependent and make use of specific characteristics of the particular power 

system. Thus the emergency control systems investigated in this thesis used the Manitoba 

Hydro power system and the Venezuelan power system as examples. The two systems 

have contrasting characteristics: Manitoba Hydro system is characterized by its high volt-

age direct current (HVdc) transmission system whereas the Venezuelan power grid is 

characterized by its 765 kV ac transmission system. The thesis develops a fuzzy logic 

based approach for designing an emergency load and generator shedding scheme for the 

Venezuelan power system, and a rule-based approach for designing an emergency HVdc 

power order control scheme for the Manitoba Hydro power system. The performance of 

the developed emergency control schemes were demonstrated using simulations.   
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1.7 Thesis overview 

The thesis is organized as follows. In Chapter 2, the results of the survey of transient sta-

bility analysis methods commonly found in the literature are presented. The review in-

cludes examination of the suitability of various transient stability analysis methods for 

near real-time applications.  

The concept of the transient stability status prediction scheme proposed in this thesis is 

introduced in Chapter 3. The algorithm as well as a brief explanation of the machine 

learning technique used in the algorithm, Support Vector Machine (SVM), is presented. 

Chapter 3 also includes a comparison of the performance of various transient stability 

status predictors.   

In Chapter 4, the proposed transient stability status prediction algorithm is applied to two 

real power system networks, the Venezuelan power grid and Manitoba Hydro power 

network. Detailed results of the prediction accuracy tests and the sensitivity studies are 

presented. 

Application of the transient stability status prediction for initiating emergency control ac-

tions to mitigate transient instability is presented in Chapter 5. In this chapter, the devel-

opment and testing of two example SPSs are presented. The first SPS is based on a fuzzy 

logic based controller to minimize the consequences of harmful disturbances in conven-

tional ac power system. The second SPS is a rule based scheme for HVdc power order 

reduction to stabilize the system once a transient instability condition is detected.  

Chapter 6 presents the major conclusions, highlights the main contributions, and makes 

several suggestions for future research in the area of power systems transient stability 

prediction and emergency control using synchrophasors. 



 

 

Chapter 2   

Transient stability of power systems 

2.1 Introduction 

The objective of this chapter is to introduce the essential background information and re-

view the existing work related to the research. The existing transient stability assessment 

methods and their suitability for real-time applications based on synchronized phasor 

measurement technology are reviewed. The advantages and drawbacks of each method 

are discussed. Finally, the performance expected from the phasor measurement units as 

specified in the relevant standards are briefly examined.  

2.2 Power system stability 

2.2.1 Stability theory 

A power system, as any dynamic system, is represented by a set of differential and alge-

braic equations. These equations have the general structure given by: 

                 (2.1)  

             (2.2)  
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where x is the vector of state variables. The power system has an equilibrium point    at 

time     if            for all      . After subjecting to a disturbance, if the trajectory 

of x remains in the vicinity of the equilibrium point as      then the system is referred 

as stable. The system is referred as asymptotically stable if the trajectory returns to an 

equilibrium point as     .  

The set of equations represented by (2.1) comprises the differential equations that model 

the generators, motors, including their control schemes, and all other devices whose dy-

namics are considered in the stability analysis [9]. The state vector      typically include 

generator rotor angles, angular speeds, field voltages, damping winding currents, and the 

state variables associated with controllers and other equipment such as FACTS devices. 

A power network has much faster response compared to the electrical machines and con-

trollers connected to it, and therefore, the network response is assumed instantaneous.  

Thus, the network and the static loads are represented using set of algebraic equations as 

in (2.2).   

The system is initially assumed to be at a pre-disturbance steady-state condition governed 

by the equations 

                                      (2.3)  

The superscript      indicates predistubance. At this condition the system is at equilib-

rium, and the initial conditions are obtained from the classical power flow solution. At 

     the fault or the disturbance in the systems is initiated. At this point the conditions 

of the system change and therefore, the dynamics of the power system is represented by: 

                                     (2.4)  
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In (2.4) the superscript   highlights the faulty condition or the period of time when the 

disturbance is present in the system.  This fault or disturbance is eventually removed by 

the protection devices at time    , known as the clearing time. The removal of the faulted 

path of the system results in a topology change, and consequently the right hand side of 

the initial differential equation (2.1) is altered. Finally, the post disturbance dynamics is 

expressed as: 

                                        (2.5)  

The stability analysis usually takes place during the post disturbance period. 

2.2.2 Transient stability: time domain approach 

In large disturbance rotor angle stability or the transient stability, variations of the syn-

chronous machine rotor angles are the main focus. Time domain simulation (TDS) ap-

proach solves the Differential and Algebraic Equations (DAE) given by and (2.1) and 

(2.2) using step-by-step numerical integration, and obtains the machine rotor angle varia-

tion along the time. The application of this approach to assess the transient stability of an 

electric power system has been extensively reported in the literature [8, 9, 25].  Initially, 

it was restricted to systems with small number of generators due to the complexity in-

volved in solving the set of differential equations that represents the dynamic of the elec-

tric machines. The enormous evolution of the digital computers made possible the utiliza-

tion of time domain simulation as a tool to analyze the transient stability of a large power 

system. The modern commercial transient stability simulation software programs not 

only handle power systems with a large number of generators, but also use sophisticated 
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models to represent the power system elements, enabling accurate transient stability as-

sessment [26, 27]. 

During the assessment of the stability of the system, the differential and algebraic equa-

tions are solved separately. First the algebraic equations (2.2) are solved following a dis-

turbance to calculate the bus voltages, bus current injections, and the remaining non-state 

variables. Once this initial step is achieved, the time dependant variables given by (2.1), 

are calculated using the known values of state variables obtained in the initial stage. Fi-

nally, an explicit integration method is used to calculate the values of state variables for 

the next time step [8, 25]. 

Integration methods as predictor-corrector, Runge-Kutta are known as explicit methods. 

They use the dependent variable values computed in the previous step to obtain the next 

step values. These methods are easy to implement even when a complex set of system 

state equations need to be solved [8]. In order to capture the proper dynamics and pre-

serve the simulation stability it is necessary to keep the integration time-step smaller than 

the lowest time constant of the system. On the other hand, there are integration methods 

known as implicit integration methods. The classical and simplest is the trapezoidal rule. 

This method is based on the linear interpolation and uses trapezoids to obtain the area 

under the curve. 

The simultaneous solution schemes that use implicit integration methods transform the 

differential equations (2.1) into a set of state variables equations (x) and bus voltages (V) 

for the current and following time step. These sets of state variables equations are solved 

together with the algebraic equations representing the electrical network to obtain the 

values of the state variables and other non-state variables at the next time step. 
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Time domain simulation programs use a single line representation of a balanced three 

phase network. Unbalanced networks caused by unbalanced faults are simulated by com-

bining balanced sequence networks derived by symmetrical components analysis [28]. 

Although, time domain simulation programs provide accurate and reliable assessment of 

system information following a disturbance, it can only be used to numerically calculate 

the time evolution of power system variables following a known disturbance for a given 

pre-disturbance operating condition.  

2.2.3 Equal-Area criterion and its extensions 

The Equal-Area criterion (EAC) is a graphical method used to assess the transient stabil-

ity of an electric power system. The origin of the method is not well known yet but some 

publications explaining this technique has been presented, specially analyzing one-

machine connected to an infinite bus [8, 9, 25]. The principle of EAC is developed con-

sidering a single-machine connected to an infinite bus through a transmission network. 

The electromechanical behaviour of such a single machine infinite bus (SMIB) power 

system could be represented using the motion or swing equation: 

 
   

   
          (2.6)  

Where 

M = Inertia coefficient of the machine 

  = Angle between the machine’s rotor and the infinite bus system  

   = Mechanical power input to the machine 

   = Electric power output from the machine 
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   = Accelerating power 

Multiplication of both sides of the swing equation by      ) and integration gives 

 
  

  
 
 

  
         

 
  

 

  

   (2.7)  

where    is the rotor angle before the start of disturbance. The process that happens after 

a network fault on this system can be illustrated on a     diagram as shown in Figure 

2.1.  At the initial operating point,        , and the corresponding power angle is   . 

The relationships between the electric power output     and the power angle   before the 

fault, during the fault, and after clearing the fault are shown in the red, green and blue 

curves.  When a fault occurs, the electric power output of the generator almost instanta-

neously drops to a point       on the blue curve. Due to the slow electromechanical re-

sponse of the generator, the rotor cannot accelerate instantaneously, but gradually traces 

the blue curve up to point      due to increase of rotor speed beyond the synchronous 

speed. At point     , the fault is removed and the electrical power jumps to point     on 

the green curve, making         . Thus the rotor starts to decelerate, but   keeps in-

creasing until reaching a maximum value       . After that, the rotor angle should start to 

return, otherwise the generator will be moving to loss of synchronism [9]. In Figure 2.1, 

   represents the accelerating area and shows the net kinetic energy gained during the 

fault-on period and    represents the decelerating area showing the potential energy ab-

sorbed by the system.   
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Figure 2.1 Power–angle curve showing the areas defined in the Equal Area Criterion 

 

At the initial point,  
  

  
  , and after the disturbance 

  

  
 become positive and   increases. 

As mentioned earlier, if the system is stable, the rotor angle   should change the direction 

after reaching      and, thus 
  

  
 should become zero again when          [29]. There-

fore, the stability criterion could be written as: 

 
  

  
 
 

  
         

 
  

    

  

     (2.8)  

The integral in (2.8) represents the difference between the areas            in Figure 2.2 

[29], where two cases are compared in terms of their power-angle curve. Both cases were 

generated considering a three-phase fault in the system with only difference being the 

fault clearing times. The curve on the left corresponds to a stable case and if carefully 

analysed, it is possible to observe that       . This means that the energy gained dur-

ing the rotor acceleration is equal to the energy absorbed during the deceleration area. On 
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the other hand, for the unstable case (presented on the right) the accelerating area is much 

bigger than decelerating area         , meaning that the energy gained during the rotor 

acceleration is greater than the energy absorbed during the deceleration area. Thus no 

feasible      and the generator looses synchronism. 

 

 

Figure 2.2 Rotor response (defined by the swing equation) superimposed on the power–angle curve for a 

stable case (left) and an unstable case (right) [29]  

The disadvantage of this approach is the simplicity of the models used to assess the sta-

bility. The generator is represented by the classical model and the speed governor and ex-

citation controller effects are neglected [30].  

The applicability of the original version of Equal Area Criterion is limited to the ideal 

case of a single machine interconnected to an infinite-bus. The concept of EAC was ex-

tended to multi-machine power systems in the late eighties by two separate research 

groups led by Rahimi [31] , and Xue [32] through the introduction of the Extended Equal 

Area Criterion (EEAC).  

The EEAC is based on the principle that transient instability is a result of the separation 

of generator rotor angles into two clusters after being subjected to a severe transient dis-
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turbance. These two groups of generators are called the critical cluster and the remaining 

cluster of machines. Each group of machines is replaced by an equivalent machine reduc-

ing the multi-machine system to a two machines system. One of the two equivalent ma-

chines represents the dynamic behaviour associated with the critical cluster of machines 

promoting the instability of the system. The other equivalent machine represents the dy-

namics of the remaining cluster of machines. 

Finally, the equivalent two-machine system is further reduced to a one machine  con-

nected to an infinite bus (OMIB) system for which the conventional  EAC can be applied 

to estimate the transient stability margin [33]. The main assumption in the EEAC is that 

during the study period, the rotor angles of each cluster are represented by the center of 

angles is calculated just before the fault occurs. The centre of angles or centre of inertia 

angle for each cluster is given by: 

     
     
 
   

  
 (2.9)  

where     and    are the generator rotor angle and inertia constant of the i
th

 generator and 

  is the number of generators in the cluster. Similar to the EAC, the EEAC formulation 

also uses the classical model of generator representing the mechanical dynamics of the 

generators. Thus errors due to ignoring the electrical dynamics of the rotor circuit and the 

controllers are still present.   

2.2.4 Transient energy based methods 

Energy criterion for transient stability analysis was the earliest of all direct methods of 

multi-machine power system transient stability assessment. These techniques were exten-
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sions of the equal area criterion to power systems with more than two generators repre-

sented by the classical model [34].  

A typical analogy used to explain this method is the kinetic and potential energy associ-

ated with a ball rolling in a bowl. Once a disturbance occurs, the power system gains ki-

netic and potential energy that makes the system move away from the initial equilibrium 

point [8]. After removing the fault, the kinetic energy is converted into potential energy 

and the power system tries to absorb this energy to bring the system back to a new equi-

librium point. The amount of power that the system is able to absorb depends on the post-

disturbance network configuration. In Figure 2.3, the energy-angle relationship is pre-

sented. At δ0, the system is in equilibrium. After the disturbance, the system gains kinetic 

and potential energy until the disturbance is removed at δc. After this, the kinetic energy 

transform into potential energy which should be absorbed afterwards to prevent this en-

ergy level reaching the critical energy level where the loss of synchronism is imminent.  

 

Figure 2.3 Energy-angle relationship to illustrate the transient energy method 
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2.2.5 Hybrid methods 

Transient stability assessment techniques that combine time domain simulations with 

transient energy based methods have also been proposed. These methods are less accurate 

than the original time domain simulations. However, the hybrid methods gain a signifi-

cant reduction of the computational requirement and extract important information such 

as stability margins from time domain simulations [30]. Computation of a stability mar-

gin allows determination of whether the system is moving toward instability or not. Some 

of these techniques have been used for dynamic security assessment. The most relevant 

hybrid transient stability assessment methods are explained briefly in the following sec-

tions. 

2.2.5.1. Time domain transient energy function methods 

Time domain transient energy function methods determine the stability of a power system 

without solving the differential equations that governs the dynamic behaviour of the sys-

tem. This method is based on the Lyapunov’s second method or Lyapunov’s direct 

method.  The avoidance of solving the differential equations is translated as ignoring the 

effects of the excitation system and controllers, as well the governing systems. The tran-

sient stability analysis is calculated by ignoring the slow transient and representing the 

generators using the classical model [8]. During the analysis, all the formulations are 

done relative to the center of inertia (COI) angle [8, 9, 25].  

If the admittance matrix of the system is given by: 

       (2.10)  

The transient energy function is expressed as 
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(2.11)  

Where            

           Generator angle respect to COI angle 

     Indices for generators; 

   Indicates the reference; 

    Angular speed of generator rotor with respect to the COI 

            ; 

            ; 

    Constant voltage behind the direct axis reactance of the generator i; 

    Inertia constant of generator   ; 

     Transfer susceptance between generators i and j in the bus admittance matrix 

     Transfer conductance between generators i and j in the bus admittance matrix 

The transient energy level of the system is the sum of the kinetic energy gained by the 

generators during the disturbance       and the potential energy       absorbed by the 

electric system to keep the generator inside the stability region. 

                 (2.12)  



2.2 Power system stability  27 

 

The transient energy present during the post-disturbance period       is compared 

against a transient energy threshold or reference value     .  

If         , the system is assessed as stable. When         , the system is consid-

ered as unstable. The sensitivity is analyzed by computing the energy margin    ob-

tained by 

       
  

 (2.13)  

A detailed explanation of the method and its computation steps can be found in [8, 9, 25]. 

The values of phase angles and generator speeds required to calculate the kinetic and po-

tential energy functions can be obtained from phasor measurements, but knowledge of 

the post disturbance system topology and accurate system impedance parameters are still 

required to calculate the transfer admittances.   

2.2.5.2.  SIME (Single Machine Equivalent) method 

This method successfully combines the computational efficiency of the direct methods 

and the modeling accuracy of time-domain simulation [35].  The concept is based on the 

ideas used in the extended equal area criterion. The generators are divided into two co-

herent groups called the critical group and the remaining group. The group of generators 

that have rotor angles with larger deviation from the COI angle are the critical cluster. 

The rest of the generators form the remaining group. Proper identification of these two 

coherent groups allows reducing the multi-machine power system to an equivalent one-

machine infinite bus (OMIB) system as pointed out earlier. The equal area criterion is 

then applied by comparing the accelerating and decelerating areas to obtain a stability 

status [30].  
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Time-domain simulation is used in this method to classify machines into two groups. 

During the simulation, the rotor angles are compared and organized in the decreasing or-

der of the deviation of rotor angles from their adjacent machines. The machines with the 

largest deviations are considered as candidate critical machines.  

Once, the critical group is identified, the corresponding OMIB parameters are computed 

using the procedure described below: 

1. Transform the two clusters previously identified into two equivalent machines, us-

ing their partial centre of angles.  

                   
                 

            

 

             

            

 

                     
                 

             

 

              

             

 

(2.14)  

where    is the inertia coefficient of the k
th

 machine. 

2. Reduce this two machine system into an equivalent OMIB whose rotor angle and 

mechanical power are given by:  

                                (2.15)  
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(2.16)  

where M is the equivalent OMIB inertia coefficient. This methods is explain in further 

detail in the literature [30]. 

Finally, a stability margin is obtained using the classical equal area criterion, where: 

            (2.17)  

 

For a given scenario the, the system is unstable if     and it is stable when     . The 

condition where     is considered the boundary. Moreover, two stability margins (un-

stable margin and stable margin) are computed.  

    
 

 
   

  (2.18)  

           
  

  

 (2.19) 

Where     and    are the unstable and stable stability margins respectively.    and    are 

the clearing and instability angles. This method has been applied mainly for contingency 

filtering in transient stability assessment to minimize time domain simulation efforts. 
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2.2.6 Machine learning based methods 

Machine learning and intelligent techniques have made rapid progress in the recent dec-

ades. The potential of artificial intelligence techniques such as Artificial Neural Networks 

(ANN), Fuzzy Systems, Decision Trees (DT), Kernel Regression and Support Vector 

Machines  for application in solving difficult power system problems has been well rec-

ognized [16-23].  

ANNs can be used for function approximation as well as for classification problems. One 

of the relevant early application of ANNs was for regression in transient stability assess-

ment [22]. In this work, an ANN was trained to calculate the critical clearing time for dif-

ferent loading conditions in a small power system. After the initial success, the focus of 

the research shifted to the development of online applications [18] such as online dy-

namic security assessment.  

Those ANN implementations used off-line generated transient stability data for the pur-

poses such as input feature selection, training of ANN, and finally for performance eval-

uation tests. One of the limitations that researchers faced when using ANN based me-

thods was the possibility of having many local solutions and the slow rate of convergence 

during the training [36]. 

Decision trees (DT) have also been applied to assess the transient stability condition of 

power systems [17, 19]. DT obtains a linear mapping function after splitting the training 

data in a sequential manner. The training or the building of decision rules involves de-

termining a threshold margin that accomplishes certain criteria [37].  DT is considerably 

easy and fast to implement [38] and especially suitable for classification problems. They 
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work best for the applications that require a small number of outputs. The main drawback 

is the lack of accuracy due to the non-optimized methods used for training the classifiers. 

In 1995, a new classification method known as Support Vector Machine (SVM) was pro-

posed [39]. The advantage of this new approach over traditional ANNs is the calculation 

of a globally optimum solution. Some applications of SVM for transient stability assess-

ment is reported in [21, 23] and shown to provide high accuracy and smaller training time 

compared to conventional ANN and other machine learning based methods. However, 

the studies reported in [21, 23] required a large number of inputs to achieve sufficient 

classification accuracy. 

Most of the methods described above were developed to compute some form of stability 

margin for a known contingency. This is the main objective of dynamic security assess-

ment, which could be performed offline or online. The research reported in this thesis in-

vestigates a slightly different problem, which is to predict the transient stability status af-

ter a disturbance using the post-fault measurements. No knowledge of the contingency is 

assumed. Thus many of the transient stability assessment methods found in the literature 

cannot be directly applied.  

2.3 Special protection systems against transient instabil-

ity 

Special Protection Systems (SPS) are specialized schemes designed to detect a particular 

conditions in the power systems that may cause unusual  stress to the power system, and 
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subsequently trigger particular actions to counteract the observed condition in  a con-

trolled manner [40].   

In some cases, SPSs are designed to detect a system condition that is known to cause in-

stability, overload, or voltage collapse.  The  actions to improve the condition of the sys-

tem may require the  opening of  one or more lines,  tripping  of  generators, control of 

the HVdc power  transfers,  intentional  shedding  of  load, or  other measures that will  

alleviate  the problem of  concern.   

2.3.1 Examples of existing SPS  

In one of the earliest schemes of wide area out-of-step protection, Tokyo Electric Power 

Co. (TEPCO) used the measured phase angle difference between two groups of genera-

tors to predict the future phase angle difference. If a prescribed angle difference threshold 

is exceeded, a controlled system separation scheme is implemented [41]. The Western 

Area stability and voltage Control System (WACS) implemented on the Bonneville 

Power Administration (BPA) system uses the time integral of the weighted average of 12 

voltage magnitude measurements on the 500 kV network as a measure of instability. 

Control actions such as capacitor or reactor bank switching and generator tripping are 

taken when this integral exceeds certain preset thresholds [42]. An alternative algorithm 

of the same system uses generator reactive power measurements as additional inputs to 

the controller and uses a fuzzy logic system to determine final control actions [42]. 

Another algorithm is suggested in[43], which does not require knowledge of the system 

and uses only the on-line measurements of generator’s rotor angles and power mis-

matches to predict the  transient angular stability of the generator. It implies that there 
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would not be any need for tuning/adaptation procedure when applied this method on an-

other power system. The valve affecting the mechanical input of a generator is controlled 

in order to stabilize the generator. 

A general separation scheme was proposed in [44]; the authors apply the Normal Form 

method to the Manitoba-Hydro power system to determine groups of machines that swing 

coherently against each other following a small perturbation. The boundaries separating 

coherent generator groups are identified and tripped to form islands [44]. If these islands 

are deemed to be not stable, then various techniques such as load shedding, generation 

curtailment, relay tripping, are implemented. 

In summary, special protection schemes installed so far by many utilities are costly and 

require the implementation of complex schemes for the near real-time enhancement of 

the transient stability of the grid. Consequently, there is a need for the development of 

simpler and more effective methods based on the current technology such as PMU meas-

urements. Therefore, the research work presented in this thesis focuses in presenting 

novel wide area control schemes to improve the transient stability condition of the system 

after being subjected to a critical disturbance. 

2.3.2 Proposals in literature 

Use of machine learning techniques to predict the transient stability status of a power sys-

tem after a fault has been previously studied in [45-47]. The measured resistance based 

method in [47] only aims to predict the out of step conditions in a tie line. The decision 

tree/rule based method in [45] is able to predict the system wide stability status but re-

quires 1-2 sec after fault clearance to make accurate predictions. In [48] an array of neu-
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ral networks (NNs) has been used to predict unstable oscillations between two groups of 

generators. These NNs take phase angle difference between the two generator buses and 

its rate of change as inputs. The outputs of the NNs are processed through a voting pro-

cedure to determine the transient stability status of the system. The method requires train-

ing of a large number of NNs depending on the number of generators in the system. In 

the approach propose in [49], oscillations after the clearance of a sever fault are modeled 

using an autoregressive (AR) model for which the input is the voltage phase differences 

between the substations. The stability of the system is determined by analyzing the roots 

of the pulse transfer function of the AR model. 

Reference [46] proposed a SVM classifier and a set of pre-identified voltage variation 

trajectory templates to predict the transient stability status. The measured bus voltages are 

compared with the templates to evaluate a fuzzy membership that indicate the similarity 

between the measured voltage variations and the templates. The similarity values are in-

put to the trained SVM make the classification. Investigations made during this research 

found that identification of smooth voltage trajectory templates as used in [46] becomes 

difficult for some cases due to characteristics specific the given power systems.  

In reference [50], Kernel Ridge Regression, which is somewhat similar to SVM has been 

used to estimate a transient stability boundary (TSB) as a nonlinear function of power 

system variables. This work could be classified in the broad area of dynamic security as-

sessment and has applications in other areas such as dynamic security constrained opti-

mal power flow and re-dispatch of generation for preventive control.    
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2.3.3 Event based SPSs vs response based SPSs   

Most special protection systems that control power grids are event based systems that ac-

tivate in response to a selected set of contingencies. These event based systems continu-

ously monitor the status signals from various elements in the power system via telecom-

munication links. A change in the status signals would indicate a contingency and the 

SPS logic is programmed to take a pre-determined remedial action based on the particular 

combination of status signals. Although such event based protection systems are ex-

tremely fast their complexity grows as the system changes  [51]. Another concern with 

the event based systems is the response to unforeseen situations.  

Alternative to event based special protection systems are the response based special pro-

tection systems. These systems rather than responding to specific events, take actions in 

response to abnormal situations detected through system variables such as voltages and 

power flows [52]. It is well known that abnormal situations could lead to transient insta-

bility within a few seconds [9]. For this reason, the speed of gathering the data is critical 

in the response based special protection systems to enhance the transient stability. Fur-

thermore, effective monitoring requires measurements at the different geographical loca-

tions [53] and communication of the measurements to a central location. The correct 

alignment of these measurements in time is particularly important in real-time stability 

assessment for emergency control after a severe disturbance. The wide-area measure-

ments technology based on synchronized phasor measurements provides a potential solu-

tion to this problem [4].  



2.4 Synchrophasors performance criteria  36 

 

2.4 Synchrophasors performance criteria  

The constant development PMUs technology is allowing higher measurement accuracy 

and time resolution, increasing the capability of perceiving different phenomena in the 

power system. The accuracy of the phasors computed by a PMU is affected during the 

transients due to deviations in the frequency and the distortion of waveform. The phasor 

is concept defined for a particular frequency, and assuming perfectly sinusoidal wave-

form. But in practice the frequency deviations are unavoidable. Algorithms have being 

developed for applying corrections during off-nominal frequencies. However, in control 

and protection applications, the accuracy of measurement matters most in when there is a 

disturbance in the system. The problem investigated in this thesis, that is early prediction 

of transient stability status after a disturbance and emergency control requires measure-

ments taken during transient periods where it is susceptible to the errors emanating from 

the off-nominal frequency and waveform distortion. The IEEE Standard C37.118-2005 

on Synchrophasors [11] defines PMU performance under steady conditions. A new IEEE 

Synchrophasors standard is being developed where the PMU performance under transient 

conditions is addressed [54]. Some of the important considerations relevant to the appli-

cation of synchrophasor technology are discussed in the following subsections. 

2.4.1 Measurement accuracy 

The accuracy of a synchrophasor depends both on the accuracy of the phase and the 

magnitude over a range of operating conditions. Thus the accuracy of a synchrophasor is 

measured by a quantity defined as "Total Vector Error (TVE)". TVE is defined as [11]: 



2.4 Synchrophasors performance criteria  37 

 

      
                       

  
    

       

(2.20)  

where    and    represents the real and imaginary components of the theoretical exact 

synchrophasor and       and       represent the components of the estimated synchro-

phasor. 

 In the most demanding accuracy class (Level 1), the PMU must maintain less than 1% 

TVE under conditions of ±5 Hz of off-nominal frequency, according to the Synchro-

phasor standard [11]. A TVE of 1% amounts to maximum of 1% error in the magnitude 

with zero error in phase, or 0.573
o
 error in phase with zero error in the magnitude. 

A PMU also measures the frequency (and the rate of change of frequency), however a 

frequency measurement accuracy is not specified in the standard. Nevertheless, it has 

documented in the literature that PMUs are among the best frequency transducers avail-

able, delivering accuracy of a few millihertz (typically 1–3 mHz) [11] . 

2.4.2 Synchrophasors during transients  

It is known that power system voltage and current waveforms are not steady state sinu-

soids, particularly during system disturbances. They frequently contain sustained har-

monic and non-harmonic components. In addition, because of faults and other switching 

transients, there may be step changes in the magnitude and phase angles of the wave-

forms. Other disturbances result in relatively slow changes in phase angles and magni-

tudes due to electromechanical oscillations of machine rotors. Anti-aliasing filters used in 

the PMUs attenuate the high frequency signals to insignificant values [4].  
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The estimation of phasors is typically performed over one period of the nominal system 

frequency. During this transient period, there are changes in the magnitude and phase of 

the waveforms. Generally, the phasor computations can be accurately estimated within a 

range of ± 5Hz around the nominal frequency. Step changes in the input signals due to 

electromagnetic transients may occur within the data window, in which case, one needs 

to consider whether the phasor estimate obtained in that window is valid [4]. 

Some effective techniques (“Transient Monitors”) to verify the validity of the computed 

phasors has been developed and are being used in the commercially available PMUs [55].  

More detailed specifications and testing methods to evaluate PMU performance under 

transient conditions will be included in the new version of the standard under develop-

ment [56].  

2.4.3 Communication of PMU data  

The communication facilities are a key element to the phasors data acquisition and appli-

cation, especially for transient stability prediction and control which require fast detection 

and remedial actions. There are two key elements to be considered during the design 

process of a wide area based application: the channel capacity and the latency. The 

amount of data generated by a PMU will depend on the resolution required (number of 

phasor per second) for a specific application. But it is considered not a limitation for the 

conventional communication infrastructure available in most utilities due to the modest 

amount of data transmitted by a PMU. 

On the other hand, the latency will rely on the type of communication infrastructure be-

ing used. Leased telephone circuits were among the first communication media used for 
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PMU data acquisition. They can still be used for post-disturbance analysis, system 

benchmarking or other applications where latency is not of importance.  

Currently, most of the utilities use microwave links but shifting towards the fiber-optic 

cables when the communication links are upgraded. Fiber-optic links allow faster data 

transfer rates that require for the protection and control applications. In early applications 

the phasor measurements are communicated to the control center data concentrator over 

analog microwave links and modems, but currently the digital fiber-optics is the most 

preferred media [57]. 

The latency of fiber optic digital communication is around 20-50 ms, while latency using 

modems over analog microwave channels is over 80 ms [58]. Depending on the commu-

nication infrastructure used for an application, these time delays plus an additional time 

delay due to the phasor-data correlation carried out in the PDC should be taken into con-

sideration. 

Other important issues that need to be addressed during the development and implemen-

tation of Wide Area application is the consideration of the case of missing PMUs or erro-

neous data. The reliability of the deployed applications will rely on the quality of the 

communication platform as well as the measurement devices. The redundancy in the 

communication links will increase the cost of the implementation considerably. An alter-

native to tackle this situation is placing PMUs in different buses inside the same coherent 

area. Some buses are electrically close and they respond similarly under contingencies in 

the grid. They capture almost the same dynamic behaviour of that particular section of 

the grid. In case of losing the measurement of one of those PMUs, the remaining unit 

continues to monitor that section of the grid and the application could continue in service. 
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In the case of erroneous data, this could be detected by comparing subsequent measure-

ments. The Phasor Data Concentrator (PDC) detects late data arrival or lost packets and 

requests a new packet to the PMU. This may add an additional delay in the measurement. 

In cases where the PDC is not able to detect erroneous measurements, some interpolation 

techniques could be implemented to replace the missing measurement.  

2.5 Concluding remarks 

The main aim of this research is the system protection against large disturbance rotor an-

gle instability, which is also commonly referred to as the transient instability. In the case 

of a disturbance leading to transient instability, fast recognition of the potentially danger-

ous conditions is very crucial for allowing sufficient time to take control actions [14].  

This chapter presented a short survey of early transient stability assessment methods 

which are predominantly developed for dynamic security assessment, their advantages 

and limitations in near real-time applications based on the wide area measurement tech-

nology. Recently published research related to predicting the transient stability based on 

measurements was reviewed. Many of these methods apply machine learning techniques 

for learning complex relationships between the measured power system variables and the 

transient stability. Accuracy of phasor measurements as well as the speed and reliability 

of telecommunication infrastructure are important preconditions required for implement-

ing wide area measurement based control and protections schemes.  



 

 

Chapter 3   

Early prediction of transient stability 

status  

3.1 Introduction 

The basic framework of the transient stability status prediction scheme proposed in this 

thesis is presented in this chapter. The generic structure of the proposed scheme consists 

of a classifier which uses system measurements taken after a disturbance as inputs to 

classify the future transient stability status as stable or unstable. The performance of the 

proposed scheme was systematically evaluated with different candidate predictor sets to 

select the most suitable inputs. The tests were carried out using a test power system that 

is commonly used for power systems dynamic research.  

3.2 Definition of transient stability status prediction and 

its objectives 

In this thesis, the term transient stability status prediction means progressive monitoring 

of power system variables after a disturbance and determining whether the transient 
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swings arising from the disturbance are stable or not. The aim of such exercise is to acti-

vate suitable emergency control actions such as system separation, generation shedding, 

load shedding, dynamic breaking, generator fast valving, and HVdc terminal control, if 

an instability condition is detected. Since the time frame associated with transient stabil-

ity phenomena is in the order of a second, the prediction of transient stability status has to 

be extremely fast, in order to allow sufficient time for taking a remedial action. Transient 

stability status prediction explored in this thesis differs from the online dynamic security 

assessment which usually focuses on the determination of a stability margin such as the 

critical clearing time (CCT) in response to a given contingency. In contrast to dynamic 

security assessment, transient stability prediction does not focus on a particular fault or 

disturbance, and primarily involves monitoring of the post disturbance period. 

Generator rotor angles and speeds are directly affected by the electromechanical changes 

that occur during an external disturbance. The transient instability generally manifests as 

separation of generator rotor angles. Thus the most direct indicators of the transient sta-

bility status are the generator rotor angles. Deviation of the generator rotor angles from 

their pre-fault steady state values is a result of the acceleration or deceleration of the ro-

tors due to transient imbalance between the mechanical power and the electrical power 

output. Therefore, the rate of change of rotor angles or the frequency deviations are an-

other potential set of indicators. However, generator voltages are also indirectly affected 

as the electrical power output of the generators could vary during the post-fault period. 

Figure 3.1 shows an example of the typical variations of the voltage magnitudes, rotor 

angles and the speeds of the generators in a power system after being subjected to a three 

phase short circuit. These waveforms are obtained by simulating a fault in the 39-bus test 
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system [34]. The fault is applied at 0.1 seconds and cleared after 5 cycles. The plotted 

curves are the voltage magnitudes, rotor angles and the rotor speeds of the 10 generators 

connected to the test network. This fault leads to a transient instability which is clearly 

indicated by the separating generator rotor angles. 

 

Figure 3.1 Variations of the voltage magnitudes, rotor angles and generator speeds during a contingency 

leading to instability 

In Figure 3.2, the variations of the voltage magnitudes, rotor angles and generator speed 

corresponding to a case of fault that is not leading to transient instability is presented. The 

contingency applied is similar to the previous case, but at a different location on the 39 

bus New England test system. The same variables corresponding to the 10 generators are 

shown in the graphs. 
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Figure 3.2 Variations of the voltage magnitudes, rotor angles and generator speeds during a contingency 

not leading to instability 

During and after clearing the fault, all three variables (voltage magnitude, rotor angle and 

rotor speed) show some change and those changes are somewhat different for the stable 

and unstable cases. The proposed investigation is based on the hypothesis that subtle dif-

ferences existing in the trajectories of these variables following the clearing of a fault can 

indicate whether the system is going to be transient stable after the disturbance or not. For 

example, the generator voltage variations shown on the two graphs in Figure 3.3 have 

some subtle differences during the interested period shown in boxes. The top graph corre-

sponds to a case where the system is stable after a fault and the bottom graph is for a fault 

that leads to system instability. Such differences should help predicting the stability status 

0 0.5 1 1.5 2

0.4

0.6

0.8

1

Time (Sec)

V
o
lt
a
g
e
 M

a
g
 (

p
.u

.)

0 0.5 1 1.5 2
-100

-50

0

50

100

Time (Sec)

R
o
to

r 
A

n
g
le

s
 (

D
e
g
)

0 0.5 1 1.5 2
59.5

60

60.5

61

Time (Sec)

G
e
n
e
ra

to
r 

S
p
e
e
d
 (

H
z
)



3.3 Approach for transient stability status prediction  45 

 

after a fault. Based on the hypothesis stated above, we must be able to find a relationship 

between the observed variations in the rotor angle, frequency or voltages and the transient 

stability status. However, for a multi-machine system this relationship is not straightfor-

ward, but can be learned from examples using a machine learning technique.  

 
Figure 3.3 Variations of the generator voltages following a fault that is not leading transient instability (top) 

and a fault that is leading to transient instability (bottom) 

3.3 Approach for transient stability status prediction 

The problem of predicting the future transient stability status based on the present meas-

urements can be formulated as a classification problem as shown in Figure 3.4. The in-

puts to the classifier, xi(k), are the sampled values of the predictor variables, which could 
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be the generator rotor angles, speeds or the voltage magnitudes, while the output, y(k),  is 

the stability status with k being the sample number and i being the measurement point. 

The complex relationship between the post-fault variations of the power system variables 

and the system stability status is learned by the classifier during the training process. 

 
Figure 3.4 Arrangement of the transient stability prediction scheme 

 

It is assumed that all input variables, for example the voltages of different generators 

which could be located geographically far from each other, are sampled simultaneously 

as shown in Figure 3.5. This type of synchronized sampling can be achieved using phasor 

measurement units. The sampled values of the different variables need to be communi-

cated to a central location where the transient stability status prediction is performed. 

Thus this thesis assumes availability of suitable wide area measurement infrastructure. 

The performance requirements expected from the wide area measurement infrastructure 

was briefly discussed in Chapter 2.   
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Figure 3.5 Synchronized sampling of two signals 

 

The general procedure for designing the classifier of the proposed transient stability 

status prediction scheme is illustrated in Figure 3.6. The classifier needs to be trained us-

ing example data. The training data are generated through simulation of various credible 

contingencies in the considered power system. Then the features for the classification are 

extracted from the simulation outputs and a class label is attached to each set of inputs 

features depending on the stability status observed after the contingency. A part of this 

database is then used for training the classifier. The rest is used for verification of the 

trained classifier.   

Two important factors for the success of this scheme are the selection of appropriate set 

of inputs (or predictors), and the accuracy of classification. After a careful review of 

various techniques, Support Vector Machines (SVMs) was selected for implementation 

of the classifier. The technique is described in Section 3.4. The procedure used for the se-

lection of predictors and the results of this investigation are presented in Section 3.5. 

V
o

lt
ag

e 
(p

.u
.)

Time (Sec)

x1(k)

x1(k+1)

x1(k+d)

x2(k) x2(k+1) x2(k+d)

V1

V2



3.4 Support Vector Machine (SVM) classification  48 

 

 

Figure 3.6 Process of designing the transient stability prediction scheme 

3.4 Support Vector Machine (SVM) classification 

The Support Vector Machines are a general method to solve classification, regression and 

estimation problems. Given a set of input-output (possibly noisy) examples, training of an 

SVM classifier involves finding an optimal decision function f (x) that accurately predicts 

unseen data into different classes and minimizes the classification error [39]. Given a set 

of training data                    , where      
  are the input vectors and 

           are the corresponding class labels, an SVM seeks to construct a hyperplane 

that separates the data with the maximum margin of separability [38]. N is the number of 

observations, and D is the dimension of the input vectors.  

Traditional neural network and other machine learning approaches have suffered difficul-

ties with generalization, producing models that can over-fit the used data. The reason for 
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this effect is the type of optimization algorithms used during the parameter selection 

stage and the statistical principles used to obtain the best possible model [39]. In 1995 

Vapnik proposed the foundation of what is known as Support Vector Machines (SVM). 

Since then, this technique has been used to solve different problems due to its attractive 

features and promising empirical performance [37]. The main attractive feature of SVM 

is the generalization capability which is less affected by the number of input features. The 

SVM classifiers keep a high performance under changes in the input signals due to varia-

tions in the system analyzed. This is a key factor in power system applications due to 

wide range of operating conditions and topology changes undergoing in a power grid. It 

is also less affected by variations in the input signals due to noisy measurements.  

The problem formulation relies on the Structural Risk Minimization (SRM) principle, 

which has been shown to be superior to traditional Empirical Risk Minimization (ERM) 

principle employed by the conventional neural networks.  

The decision function of a SVM binary classifier can be written as 

                
  

   

   

          
        (3.1)  

Where    
   are the support vectors,       is a nonlinear vector function that maps the in-

put vector onto a higher dimensional feature space [38],    
   is the label corresponding to 

the j
th

 support vector, N
sv

  is the number of support vectors, b is a bias term, and αj are the 

Lagrange multipliers obtained from solving the dual optimization problem that minimizes 

the objective function 
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 (3.2)  

subject to 

                       
(3.3)  

                

          

(3.4)  

This optimization is the process that trains the SVM by selecting the support vectors from 

the training data set. The parameter C(>0) in the objective function given in (3.2) is a fac-

tor that controls the trade-off between the separation margin and training errors,     is 

the norm of a vector perpendicular to the separation hyperplane and    are the slack vari-

ables which measure degree of misclassification [38]. The inner product       

    
    

 
is called the kernel function and denoted by       

   . In Figure 3.7, the proc-

ess of mapping the input vector onto the higher dimensional space is shown.  Among, the 

common kernel functions are the polynomials, radial basis functions and sigmoid func-

tions. The kernel function used in this thesis is the radial basis function (3.5). This is most 

widely used function due to its outstanding performance for most scientific applications 

and overcomes the drawback of polynomial functions which requires the selection of the 

optimal order of the function that maximizes the classification accuracy for the stability 

prediction.  

      
     

    
     

   

   
 

 
(3.5)  
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where  is the width of the Gaussian. This was selected because it gave the most satisfac-

tory results when compared to the other alternative such as linear and polynomial func-

tions. 

 
Figure 3.7 Nonlinear SVM classification by mapping the input vector into a high dimensional feature space  

3.5 Comparison of different transient stability status pre-

dictors  

As discussed in Section 3.2, transient instability of a power system is directly related to 

the angular separation between generators, and therefore, the generator rotor angles or the 

terminal voltage phase angles have been used for deriving indicators of transient instabil-

ity. Most of the previously reported transient instability assessment and prediction algo-

rithms use measured rotor angles (or voltage phase angels) as the inputs [8, 9, 25, 30, 34].  

Nevertheless, to observe an angular separation that is large enough to assess the system 

stability, a considerable window of time needs to be passed after the fault. Additionally, 

in order to be meaningful, the rotor angle measurements should be expressed relative to a 

common reference frame called the centre of angles. The reference or the centre of angles 
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is not a constant and it has to be evaluated for each time instant considering the rotor an-

gles of all the generators connected to the system as that instant using (2.1). Computation 

of the reference and expressing all angles relative to it involves an extra processing step 

that should be taken into consideration [8, 9, 25].  

Although the transient stability is a phenomenon associated with rotor angles, variations 

of the rotor speed (as indicated by the frequency) and the voltage magnitudes after a fault 

can provide some useful information about the subsequent stability status of the system. 

For example, the Bonneville Power Administration’s (BPA) Wide Area Stability and 

Voltage Control System (WACS) uses voltage magnitudes as measurement inputs [42]. 

In this research, use of two alternatives, namely (i) the generator speeds and (ii) the ter-

minal voltage magnitudes, for predicting the transient stability of the system are exam-

ined. All three quantities can be easily obtained through a PMU based Wide Area Meas-

urement System. 

3.5.1 Test system 

The IEEE 39-bus system (New England power system) was used as a test system to gen-

erate the data required for training and evaluating the performance of the proposed tran-

sient stability status prediction scheme. This test system comprises 39 buses, 10 generat-

ing units, 19 loads, and 46 transmissions lines [34]. The System is shown in Figure 3.8. 

This system has been popularly used for testing stability enhancement applications [34]. 
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3.5.2 Training data generation 

Data required for training the classifier were generated through  off-line dynamic simula-

tions [59].  The commercial software Transient Stability Assessment Tool (TSAT) was 

used for this purpose.  The contingencies considered were three-phase to ground faults on 

each bus and three locations (at 25%, 50% and 75% of the length) on each transmission 

line. A standard clearing time of 5 cycles was assumed for all the contingencies. The 

above contingencies were repeated at four different operating levels (base case, base load 

plus 5%, 7% and 10 % increase). A total of 492 simulation cases were generated and for 

each case, the post-contingency variations of generator voltage magnitudes, speeds and 

rotor angles were recorded.  

  

Figure 3.8 IEEE-39 bus test power system 
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A class label was assigned to each simulation case based on a transient stability index 

calculated based on generator rotor angles. This index is calculated after the time-domain 

simulation in TSAT [26]. The index is computed for each island in system, if the system 

is separated into independent power islands as a result of the contingency. The index is 

defined as  

  
            
            

 
(3.6)  

 

Where         is the absolute value of the maximum angle of separation between any 

two generators during the post-fault period. When the transient stability index     the 

system is considered as stable and the class label of “1” is assigned for the simulation 

case; otherwise the system is transiently unstable and the class label of “-1” is assigned.  

3.5.3 Cross validation 

Generally, design of a classifier using machine learning requires two data sets, a learning 

set and a testing set. The leaning data set is used to train the classifier and the testing data 

set is used to evaluate the classifier accuracy for unseen cases [60]. The method used for 

partitioning the simulation database into training and testing sets is called K-fold cross-

validation. In this method data is split into K partitions of approximately equal size. One 

partition is reserved for testing, and the rest of the data are used for training the classifier. 

This process is repeated, each time selecting a different partition for testing, until all K 

partitions have been used as a test set. Finally, the average of these errors is taken as the 

expected prediction error. The steps followed for evaluating the classifier using cross-

validation are: 
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 Divide the data set into K partitions. In this case, K has been selected as 4.  

 Leave out one of the partitions for testing the classifier. 

 Use the remaining K-1 data groups for building the binary classifier. 

 Use the test set in the classifier and determine the error between the observed and 

predicted labels. 

 Repeat step 2 through 4 until all the partitions have been evaluated by the classifier. 

3.5.4 Comparison of predictors 

A systematic investigation to compare the prediction accuracy with different inputs was 

carried out and the results are presented in Figure 3.9, where the accuracy of the classifier 

is plotted against the number of consecutive samples of a given variable used to create 

the input vector (d) for the classification. The performance of the classifier with the three 

different input variables considered (voltage phasor magnitudes at the fundamental fre-

quency, rotor angles and generator speeds) are compared in the graph. According to the 

results obtained, the best accuracy was always obtained with the classifier which used 

voltage magnitudes as inputs. Furthermore, this classifier was able to achieve over 98% 

accuracy just with four consecutive samples of each generator bus voltage. The maxi-

mum prediction accuracy achieved using the rotor angles was 94.1%, but that required 

using 12 samples of each generator rotor angle. These results confirm the observation 

made in [46], that is voltage magnitudes can more accurately predict the transient stabil-

ity of a power system within a shorter time period when compared to conventionally used 

rotor angles. 
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Figure 3.9 Variation of prediction accuracy with the number of samples of the input variable 

 

The results in Figure 3.9 also indicate that the generator speeds (frequencies) are also a 

good predictor of transient stability. However, in order to achieve the prediction accuracy 

comparable to that achieved with generator voltage magnitudes, use of 12 consecutive 

samples of each generator speed was required. The sooner the prediction is completed the 

longer the time available to take control actions to avoid a possible system collapse. The 

response of generator speed and the rotor angle to a fault are considerably slower than 

that of the voltage magnitudes which has a quasi-instantaneous change after the distur-

bance.  

Due to inertia, the generator rotor speeds and the rotor angles require longer periods of 

time to show a considerable deviation from their pre-fault steady state values. Use of 

combinations of inputs consisting of rotor angles and voltage magnitudes or generator 

speeds and voltage magnitudes was not much effective as a longer time window is re-
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quired to observe significant improvement in the accuracy of prediction. This also leads 

to increase the number of inputs to the SVM rapidly without significant gain in accuracy. 

Based on the above observations, the stability prediction scheme that uses only four con-

secutive samples of voltages magnitudes as inputs was selected for further analysis in the 

next chapter of this thesis.   

3.6 Concluding remarks 

In this chapter, the framework of the new transient stability prediction scheme, which 

features a Support Vector Machine binary classifier, was introduced. The chapter also 

compared the effectiveness of three possible transient stability status predictors: sampled 

values of the (i) bus voltage magnitudes, (ii) generator speeds and (iii) the rotor angles, 

taken immediately after the fault clearance. This study, carried out using the IEEE-39 bus 

test system, showed that bus voltage magnitudes result in the most accurate and the fast-

est predictions. The other variables required a longer period of time to reliably declare the 

impending transient instabilities.   



 

 

Chapter 4   

Prediction of transient stability with volt-

age magnitudes 

4.1 Introduction 

In Chapter 3, a novel approach for fast prediction of the transient stability status of a 

multi-machine power system was formally presented. The novelty of the proposed ap-

proach lies in use of post-disturbance voltage magnitudes as predictors of transient stabil-

ity status and application of Support Vector Machine classification theory for prediction. 

After evaluating the classification performance with three different input variables 

namely the generator rotor angles, generator speeds and the generator voltage magni-

tudes,  it was found that voltage magnitudes is the most promising indicator for predict-

ing the transient stability status of the system after a large disturbance. In this chapter, the 

performance of the transient stability status prediction system which takes the generator 

voltage magnitudes as inputs is thoroughly tested using simulations models of different 

test systems including large actual power systems. 
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4.2 Voltage magnitudes as transient stability predictors 

When a fault occurs, the bus voltages in the system dip. Once the fault is cleared, the bus 

voltages attempt to recover to normal limits. The rate of recovery however, differs based 

on the severity of the fault. Examination of many simulation cases showed that in the 

case of a fault that would lead to transient instability, this rate of recovery of voltages is 

somewhat slower than the case of a fault that does not lead to transient instability. This 

difference helps the classifier to predict any impending transient instability at a very early 

stage.  

When using the rotor angle based algorithms, the rotor angles need to be referred to the 

Center of Inertia (COI) angle to be meaningful. Calculation of the COI angle requires the 

inertia values of all connected generators. Furthermore, COI angle needs to be updated in 

real-time using the measurements. However, use of voltage magnitudes, which does not 

need such referencing except for normalizing using fixed, known base values, simplifies 

the required real-time processing.  

In the proposed algorithm, it is assumed that a signal can be generated to trigger the tran-

sient stability status prediction algorithm using either tripping signal(s) issued by the lo-

cal protection or by observing the transient dips in the voltage magnitudes due to the 

fault. Generation of the trigger signal will be described later in the thesis. This trigger al-

lows identifying the instance when the fault is cleared and starting of collecting the sam-

ples of the input variables to construct the classifier input vector (x). The version of clas-

sifier chosen for further studies takes four consecutive synchronously measured samples 

of each generator bus voltage magnitude to form the input vector for the classifier. These 

sampled points are very close to each other in magnitude and discrimination between sta-
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ble and unstable cases is not straightforward. However, in the SVM classifier, these in-

puts are mapped to a higher dimensional space using radial basis kernel functions making 

the classification achievable using a linear hyper plane.  

4.3 Detailed testing on 39-Bus test system  

4.3.1 Accuracy of predicting transient stability status after symmetri-

cal faults 

The training and testing data used in the investigation carried out in Chapter 3 were gen-

erated using the conventional dynamic simulation package (TSAT) [26]. These simula-

tions provide the positive sequence voltage phasors of bus voltages and very accurate for 

symmetrical faults. These types of disturbances are characterized by a prominent voltage 

dip during the fault. In this test, the same simulation database generated in Section 3.4.4 

of the previous chapter will be used.  

About 75 % of the generated data was used for training the classifier and the remaining 

25 % was utilized for testing the performance. During the training process the support 

vectors are calculated which are the parameters that define the optimal separating hyper-

plane. The regularization parameter C and the parameter γ associated to the RBF kernel 

were optimized through a grid search during the K-folded cross validation process ex-

plained previously. 

After training the classifier, the classification accuracy for unseen cases was tested. The 

details of the results obtained are presented in Table 4.1. The classifier demonstrated a 

perfect accuracy in predicting the stability status for the contingencies that do not lead to 
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instability. For the cases where the contingency results in transient instability, the predic-

tion accuracy was 95.45%, which corresponds to 45 out of 47 cases. The overall predic-

tion accuracy is 126 out of 128 cases, or 98.4%. 

 

Table 4.1 Prediction accuracy for symmetrical faults 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100 %    (81/81) 0%      (0/81) 

Unstable Case 
4.5%     (2/47) 95.4%    (45/47) 

 

4.3.2  Accuracy of predicting transient stability status after asymmet-

rical faults 

The proposed transient stability prediction technique showed good performance under 

symmetrical faults. Although less severe in nature, most of the faults in power systems 

are asymmetrical faults, and therefore it is important to ensure that the proposed system 

works well even under asymmetrical faults. Not only the unstable conditions should be 

predicted accurately, but also the stable conditions should be predicted as accurate as 

possible to avoid unnecessary control actions.    

Stability programs use sequence impedance data to simulate asymmetrical faults but out-

put only the positive sequence voltages. Initial investigations showed that positive se-

quence voltages alone do not contain sufficient information to successfully predict the 

post-contingency stability status under all types of faults. Beside that the post-fault bus 

voltages calculated in these stability programs under unbalanced conditions are only ap-
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proximate. Therefore, in order to accurately test the performance under unbalanced con-

ditions, the power system was simulated in an electromagnetic transient (EMTP) simula-

tion program. The 39-bus New England test system was implemented in 

PSCAD/EMTDC. The PSCAD simulation model was cross-validated against the phasor 

domain model [61]. This type of simulations requires much longer computational time 

compared to the dynamic simulations carried out in stability programs such as TSAT. 

4.3.2.1. Generation of simulation database 

The model of the IEEE 39 bus test system in PSCAD/EMTDC was used to simulate vari-

ous asymmetrical and symmetrical faults. The fault types simulated were: single-line to 

ground, line-to-line, and line-to-line to ground as well as three-phase-to ground faults. 

The faults were created on all transmission lines at different locations (25%, 50% and 

75% of the line length). The faults were cleared at different clearing times in the range of 

5 to 10 cycles. These simulations were repeated at different loading conditions ranging 

from 95% to 112% of the base case load. In total 8,355 simulation cases were generated 

to use as training and testing data.  

PSCAD/EMTDC simulations produce time domains waveforms. The voltage phasors 

were extracted from these waveforms using Fast Fourier Transform (FFT) component 

available in the software program. In order to emulate the function of a PMU, output of 

the FFT was sampled at a rate of one sample per cycle. Phasor values of all three phase 

voltages were recorded. This is an additional step required in extracting the voltage 

phasor magnitude data when compared with TSAT simulation program which directly 
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gives positive sequence voltage phasors. This process extracting phasor magnitudes is il-

lustrated in Figure 4.1. 

Input Vector

 (x1C, x2C,…,,xnC)

t

Fast 

Fourier 

Transform

V
PSCAD SIMULATION

(Time Domain 

Signals)

PMU EMULATION SAMPLING

Figure 4.1 Pre-processing of PSCAD generated simulation data 

4.3.2.2. Modified transient stability status prediction scheme   

The structure of the transient stability prediction system was modified to accommodate 

asymmetrical faults. Since all three phase voltages are used, three classifiers, one per 

each phase, were trained using voltage magnitudes. If any one of the classifiers predicted 

the system to be unstable, the system is considered unstable. Thus the outputs of the three 

classifiers were combined using an OR logic. A modified transient status prediction 

scheme is shown in Figure 4.2.  

The general process of developing the SVM classifier for the transient stability prediction 

scheme was presented in Figure 3.6.  Note that if significant changes occur in the net-

work or new disturbances need to be considered, the SVM must be retrained after modi-

fying the simulation database accordingly. Initially, the training process comprises the 

calculation of the kernel parameters: γ and 2 , the regularization parameter and the 

bandwidth respectively. This is achieved using a grid search method and it is the most 

time consuming stage of the classifier implementation. This is illustrated by the training 
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time required for this process when used 75% of the full database. The time required to 

run the SVM training program coded in MATLAB on a personal computer with an Intel 

Core 2 Duo @ 2.33 GHz processor and 3 GB of RAM memory was 51480.0 seconds (14 

hours and 18 minutes approximately). Once, the optimal kernel parameters are obtained 

the support vectors that will hold the separating hyperplane need to be computed. The 

elapsed time for this computation was 48.0 seconds. This timing was obtained using a 

function available in Matlab programming language. Therefore, the total training time is 

approximately 51,528.0 seconds.   

 

Figure 4.2 Modified transient stability status prediction scheme  

4.3.2.3. Prediction results and performance  

The performance of the proposed transient stability status prediction algorithm is evalu-

ated by using the trained classifiers to predict stability status of the unseen cases in the 
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test data set. In this analysis, ten folds cross validation was applied. The optimal settings 

for the Gaussian Radial Basis Function kernel found through a grid search was 2 0.1   

and the optimal value of the penalty parameter C=33.3. In order to analyze the perform-

ance, the test data was separated according to the type of fault. This allows observing 

how the classifier is performing under each type of faults. The results are summarized in 

Tables 4.2 to 4.6.  

When all types of faults are considered, the stable cases were predicted as stable with 

100% accuracy. In predicting the stability status of unstable cases, the highest accuracy 

was obtained in predicting the stability condition after single-phase to ground faults.  An 

accuracy of 100% was obtained in this type of faults. The prediction accuracy decreased 

to 94.87% and 97.73% during the classification of phase-to-phase and phase-to-phase-to-

ground faults respectively. For the case of three-phase to ground faults, the accuracy in-

creased to 98.24%. Careful analysis of the misclassified cases showed that they were the 

marginally unstable cases and therefore misclassified as stable.  

 

Table 4.2 Transient stability status prediction accuracy for single-phase to ground faults 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100%  (219/219) 0 %  (0/219) 

Unstable Case 
0% (0/36) 100%  (36/36) 
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Table 4.3 Transient stability status prediction accuracy for phase-to-phase faults 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100%   (173/173) 0%  (0/173) 

Unstable Case 
5.13%  (2/39) 94.87%   (37/39) 

 

Table 4.4 Transient stability status prediction accuracy for phase-to-phase–to-ground faults 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100%   (137/137) 0%  (0/137) 

Unstable Case 
2.27%  (1/44) 97.73%   (43/44) 

 

Table 4.5 Transient stability status prediction accuracy for 3-phase–to-ground faults 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100%   (103/103) 0%   (0/103) 

Unstable Case 
1.75%   (1/57) 98.24%   (56/57) 

 

 

Table 4.6 Transient stability status prediction accuracy for the entire database  

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100 %   (660/660) 0 %    (0/660) 

Unstable Case 
2.84 %   (5/176) 97.16 %   (171/176) 
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4.3.3 Prediction accuracy and speed  

The transient stability status prediction results presented so far indicate that overall accu-

racy is above 95%. Further analysis of the results show that predictions are 100% accu-

rate when the system remains stable after the disturbance, that the scheme is very secure. 

When predicting the stability status after contingencies that cause transient instability, the 

accuracy is slightly lower, and there are few unstable cases that are incorrectly predicted. 

This could be due to smaller number of unstable patterns in the training database.   

Since the transient stability is a very fast phenomenon that demands a corrective action 

within short period of time (< 1s) [30], fast detection of instability is essential. The time 

before loss of synchronism is dependent on the system inertia, damping and the severity 

of the disturbance. The frequency of a swing can vary from a few tenths of a Hz to 2 Hz 

[62]. If a maximum swing frequency of 1 Hz is considered, about 0.5 sec is available to 

predict the stability status and deliver control decision to actuators within the first swing. 

Observation time required in the proposed method is 0.067 ms (4 cycles) and that allows 

over 400 ms for measurement, telecommunication and processing delays.  

Once the data (the vector of voltage magnitudes collected from 10 generator HV side 

terminals) is provided, the time required to classify a given unseen case was 0.034 s when 

used a MATLAB program on a computer with an Intel Core 2 Duo @ 2.33 GHz proces-

sor and 3 GB of RAM memory. In a real power system, monitoring of more voltages may 

be required depending on the system characteristics. The algorithm should be coded in a 

lower level programming language to increase the computational performance. 
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4.3.4 Effect of voltage dependent loads  

As mentioned previously, prediction of transient stability status was possible due to dif-

ferences in the rate of recovery of the voltage following clearing of a fault. This rate of 

recovery could be affected by the type of loads connected to the system, specially the 

voltage dependent loads. It is well known that the presence of induction motors adversely 

affects the transient stability of power systems. Reference [63] which discusses the dis-

advantages of using constant impedance representation of loads in stability studies points 

out that higher initial fault recovery voltages is one of the factors that could contribute to 

erroneous results. The voltage depressions resulting from the faults may cause tripping or 

change of control modes in certain loads such as induction motors and HVDC converters. 

When the bus voltages recover after fault clearance, these load components attempt to re-

store their power within the time period considered in transient stability. For this reason, 

it is considered that use of an appropriate load model is important in the analysis of tran-

sient stability of a power system [64]. 

In order to evaluate the effect of voltage dependent loads on the proposed algorithm, the 

constant power loads considered in the 39-bus test system were replaced by a composite 

load. To represent this type of load, a CLOD model available in the commercial software 

Power System Simulator (PSS/E) [27] was imported to TSAT model of the 39-bus test 

system. The reason for adopting this load model was the requirement of the simulation 

tool (TSAT) to have consistency in all dynamic models of the system under the same 

simulation platform which was PSS/E format. This load representation takes into account 

the effect of large and small induction machines connected to the network, as well as 
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fluorescent lighting, constant current and constant power loads [27]. In Figure 4.3, the 

main elements considered in this load representation are illustrated.  
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Figure 4.3 Scheme of the components considered in the dynamic model of the load 

 

Simulations were carried out with different load compositions; the percentage of induc-

tion motor component in the load was varied from 10 to 60 %, which is considered as the 

range of induction motor component in typical HV substation load [64]. Figure 4.4 illus-

trate the effect of induction motor composition on the post-fault voltage trajectory of bus-

30 of the test system after being subjected to a 3-phase to ground fault on the line con-

necting buses 4 and 14.  The curves in Figure 4.4 clearly show that the higher the per-

centage of induction motor composition, the slower the recovery rate of the bus voltage 

magnitude. The test results presented in Table 4.7 show that this effect makes it easier to 

discriminate contingencies that lead to transient instability.  

In Table 4.7, the overall accuracy of predicting transient stability status under different 

load compositions is presented. During the simulations, the percentages of discharge 

lighting and small induction motors were kept constant at 20% of the total load while the 

large induction motor composition was varied from 10 to 60% as shown in Table 4.7. 
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Figure 4.4 Voltage trajectories for different percentage of induction motor composition in the load 

 

It was assumed that large induction motors are disconnected when the bus voltages drop 

below 0.8 p.u. and they get reconnected when the bus voltages climb back to 0.9 p.u.. 

The same composition was applied to all loads in the 39-bus test system. The contingen-

cies applied were three-phase to ground faults at various locations and a typical clearing 

time of 5 cycles was assumed. The number of contingencies considered at a given load 

composition was 92. This gives a total of 552 cases when the six induction motor compo-

sition levels are considered. These new cases were not used for training the classifier. Pa-

rameters determined from the previous database (used in Section 4.3.1) were used to 

identify the stability status under these changes in the load composition. The accuracy of 

the classifier improved as the percentage of large induction motor was increased. When 

the composition of large induction motors was 10 and 20% the prediction accuracies 

were 98.52% and 99.23 % respectively. When the composition of induction motors is 

30% or higher, the transient stability status prediction was 100% accurate.  
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Table 4.7 Effect of the load composition on the classification accuracy 

Load Composition Overall  Accuracy  

of Classifier  

(%) 

Large Induction 

 Machines (%) 

Small Induction  

Machines (%) 

Discharge 

 Lighting (%) 

Constant  

Power (%) 

10 20 20 50 98.519 

20 20 20 40 99.259 

30 20 20 30 100.0 

40 20 20 20 100.0 

50 20 20 10 100.0 

60 20 20 0 100.0 

4.3.5 Impact of the network topology changes 

Topology of a transmission network can be subjected to changes during the operation for 

various reasons such as equipment outages, scheduled maintenance, and other technical 

and economic reasons. In general, when designing the classifier different configurations 

should be taken into account. However, it is infeasible to consider all possibilities when 

generating the training data. The transient stability status prediction scheme should be 

able to work even with small changes to the network topology. To verify the robustness 

of the approach, the transient stability prediction method was tested under some topology 

changes. Three different scenarios were evaluated independently:  

a) Generator 37 and the transmission line interconnecting Buses 25 and 26 in the 

test system were taken out of service,  

b) The transmission line interconnecting Bus 5 and Bus 8 out of service, and  

c) The transmission line interconnecting Bus 22 and Bus 23 out of service.  
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Such network changes are common in the day to day operation of power systems to ac-

commodate maintenance or operational requirements. This topology change altered the 

pre-fault power flow and the voltage profile of the network. This also provides a new re-

covery characteristic after the system is subjected to a fault. The classifier trained with 

the original test system (the classifier used in Section 4.4.3) was used to predict the tran-

sient stability of the altered network. The contingencies considered were single-line-to-

ground transmission line faults (applied at 25%, 50% and 75% of length). This type of 

fault was selected for representing the most common type in power network. The fault 

clearance times were ranged from 5-10 cycles. A total of 558 cases were generated for 

each scenario studied. All these cases were used as unseen cases to the prediction algo-

rithm. The classification results are summarized in Table 4.8.  

Table 4.8 Transient stability prediction under network topology changes 

Scenario 

Prediction Accuracy on Testing Data 

 

 

Classified as Stable 

(%) 

Classified as Unstable 

(%) 

-Generator 37 out 

-Line between  Bus 

25 and Bus 26 out 

Stable Case 
99.76%   (430/431) 0.23 %    (1/431) 

Unstable Case 
3.15%   (4/127) 96.85%    (123/127) 

-Line between  Bus 5 

and Bus 8 out 

Stable Case 
100%   (446/446) 0 %    (0/446) 

Unstable Case 
3.57%   (4/112) 96.42%    (108/112) 

-Line between   Bus 

22 and Bus 23 out 

Stable Case 
100%   (454/454) 0 %    (0/454) 

Unstable Case 
3.84%   (4/104) 96.15%    (100/104) 
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According to the results, the proposed algorithm managed to predict the transient stability 

with reasonable accuracy, even when the network topology was changed. 

4.3.6 Effect of measurement errors  

The IEEE Standard for Synchrophasors for Power Systems stipulates that PMUs with 

Level 1 compliance have to have a total vector error less than 1% [11]. Thus when using 

such PMUs to measure the bus voltages, the expected maximum magnitude error is 1% 

(in the case of total error is due to error in phasor magnitude). 

In order to test the prediction performance under measurement errors, a random error be-

tween 0 and 1% was added to all the bus voltage measurements before using them as in-

puts to the binary classifier. The complete database which was used in Section 4.3.3 was 

used for this test. Initially, the algorithm was tested without using this new noisy data to 

train the classifier. The performance was very poor, as could be observed in Table 4.9. 

This test demonstrates that noisy measurements can seriously affect the prediction accu-

racy. 

 

Table 4.9 Transient stability prediction accuracy with noisy inputs (using the classifier trained with training 

data without noise)  

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
72.046%   (866/1202) 27.954 %    (336/1202) 

Unstable Case 
30.975%   (197/636) 69.025 %   (439/636) 
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In investigating the ways to improve classification performance under noisy inputs, the 

classifier was re-trained with noisy input data before testing. Once the classifier is trained 

with noisy input data, the situation improved. The results presented in Table 4.10 shows a 

slight degradation of performance compared to the case of without noise, but it was able 

to predict the transient stability status with an overall accuracy of 95.83%, even when the 

random measurement errors are present in input signals. 

 

 

Table 4.10 Transient stability prediction accuracy with noisy inputs (using the classifier trained with noisy 

training data) 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
98.41 %   (1189/1202) 1.58 %    (13/1202) 

Unstable Case 
4.12%   (43/636) 93.24 %   (593/636) 

 

4.4 Application to a power system with multiple DC in-

feeds 

In this section, the performance of the classifier on a power system with multiple DC In-

feeds is evaluated. For testing the algorithm a modified version of the New England 39-

bus test network was used. The details of the modifications are presented in [61]. This 

new network contains two DC-links as shown in the single line diagram shown in Figure 

4.5. For data generation and management, the same methodology described in Section 

4.3.2.1 was used. The database of simulations was separated into training and testing data 
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with 75% of the cases allocated for training while the rest is reserved for testing the clas-

sification accuracy. The fault types simulated included single-line to ground, line-to-line, 

and line-to-line to ground as well as three-phase-to ground faults. The faults were created 

on all transmission lines at different locations (25%, 50% and 75% of the line length) for 

the base loading case. The clearing times were varied between 5 to 10 cycles.   

A total of 2,137 cases were simulated using the Power System simulation tool PSCAD. 

As mentioned in the previous chapter, the training data set was selected by using the 

cross validation method. The total population was approximately divided into 4 groups of 

equal composition of stable and unstable cases. Three of these groups were which repre-

sents 75% of the population used to train the classifier and the remaining was used as test 

dataset. This process is repeated until all groups have been used as test dataset. The clas-

sification error was obtained as the average of all individual errors.  The results are sum-

marized in Table 4.11.  

Table 4.11 Classifier performance for power networks with multiple HVdc-infeeds 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100 %   (406/406) 0 %    (0/406) 

Unstable Case 
3.75%   (2/41) 96.25 %   (39/41) 

 

The overall accuracy is 99.55% (445 out of 447). Two out of the 41 unstable cases were 

wrongly classified as stable cases. Careful examination showed that these two cases are 

marginally unstable cases. This demonstrates that the proposed algorithm could also be 

used to predict the stability status in the network with multiple HVdc links.  
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Figure 4.5 IEEE-39 bus test power system after adding multiple HVdc infeeds 

4.5 Application to the Venezuelan power system 

In this section, the proposed transient stability status prediction algorithm is tested on a 

model of the Venezuelan Power Electric Network, which is a practical example of a 

large AC power system. An up to date dynamic model of the Venezuelan power system 

was available in PSS/E format for this study. The dynamic model of the Venezuelan 

Electric System used for this study included all components in the power system from 

4.16 kV distribution level to 765 kV extra high voltage transmission level. The PPS/E 

model included protection associated with generators and large motors, out-of-step trip-

ping and load shedding schemes. However, line distance protection was not modeled. 
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The PPS/E model of the power system was imported to TSAT software program to per-

form the simulations due to flexibility of TSAT when generating a diverse set of training 

and testing scenarios in somewhat automated manner.  

4.5.1 Main features of the Venezuelan power system 

The Venezuelan power system is a highly interconnected grid with a total power genera-

tion of approximately 15,700 MW. Generation is predominantly (70%) hydro based and 

is located mostly in the southern region of the country along the Caroni River. The load 

centres are concentrated in the central and northern regions and therefore energy is trans-

ported via long transmission lines at voltages of 765 kV, 400kV and 230 kV. The mod-

elled system comprises of 1140 major buses, out of which 7 are at 765 kV level, 28 are at 

400 kV level, and 74 are 230 kV level. The rest of the buses are at subtransmission and 

primary distribution levels. Some of the buses are provided with static reactive power 

compensation (SVC) and a few transmission lines are series compensated. The Venezue-

lan system is also interconnected to the northern Brazilian and Colombian grids through 

230 kV ac tie lines.  

The main characteristics of the Venezuelan systems are summarized in Table 4.12. A 

simplified diagram of the Venezuela Power System is presented in Figure 4.6. Each re-

gion includes the sub transmission system below 230 kV and small generation plants. The 

main synchronized measurement points used to predict the transient stability are also in-

dicated on the diagram. 
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Table 4.12 Salient features of the Venezuelan power system  

Number of Buses 1140 

Number of lines 914 

Transformers 567 

Number of Generators 91 

Induction Motors (Large) 56 

Static Voltage Compensators 2 

Constant Current Loads 356 

Constant MVA Loads 56 

Total Power 15759 MW 

 

 

 

Figure 4.6 Simplified single line diagram of the Venezuelan power system 
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4.5.2 PMU location 

In a large power system there is a large number of generators and it is neither economical 

nor required to monitor all of them. In this study, 15 PMUs were placed on the high volt-

age (230 kV, 400 kV and 765 kV) buses close to large generation/load centers. The spe-

cific locations of the PMUs were selected partly based on the familiarity of the system 

and the knowledge gained through stability studies. It will be shown later in this chapter 

that the 15 PMU locations chosen are sufficient for effective prediction of the system sta-

bility status after being subjected to a disturbance. The number and the placement of 

PMUs, shown on the simplified network diagram in Figure 4.6, can however be opti-

mized using a techniques such as the one presented in [65, 66]. As indicated in [65] it 

may be required to incorporate expert knowledge to PMU location selection process. 

Some simulation examples are discussed below.  

Figure 4.7 and Figure 4.8 show the voltage magnitude and rotor angle trajectories respec-

tively for a 3 phase-to-ground fault on a transmission line interconnecting two 230 kV 

substations. Clearing of the fault by removing the line after 5 cycles causes transmission 

capacity loss of 175 MW. The fault does not cause a transient stability problem, and the 

voltage recovers after the fault. In Figure 4.8, which shows rotor angles of all generators 

in the system, it is also possible to observe that the rotor angles find a new stabilization 

point after the oscillations are damped out after about 3.2 sec. 
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Figure 4.7 Voltage trajectories during a disturbance not leading to transient instability 

 

 

Figure 4.8 Rotor angles during a disturbance not leading to transient instability 
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In contrast, Figure 4.9 and Figure 4.10 show the waveforms corresponding to a different 

3-phase-to-ground fault on a transmission line interconnecting two 765 kV substations 

Guri and Malena.  This disturbance resulted in a loss of 1898.9 MW of transmission ca-

pacity. This scenario corresponds to a high loading condition with a large generation-load 

imbalance. This transmission line interconnects a large generation conglomerate in the 

Southern region with the largest states and industrial centres located in the Central region 

of the country. This fault is a very severe contingency and led to a condition of instabil-

ity. 

In Figure 4.9, a poor voltage recovery after the disturbance can be observed. Voltage 

magnitudes of some of the monitored buses stay below 0.6 p.u. during the post-fault pe-

riod. On the other hand, the rotor angles of some critical machines accelerate against the 

rest of the system. These are the very small generators which range from 10-20 MW of 

capacity with a very small inertia in comparison to the large generators connected to the 

network. 

 

Figure 4.9 Voltage trajectories during a disturbance leading to transient instability 
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Figure 4.10 Rotor angles during a disturbance leading to transient instability 

4.5.3 Design of the SVM classifier 

As mentioned earlier, it was assumed that only 15 Synchronized Measurement Points are 

available. The selected locations include large generation centres that respond to power 

imbalances originated by severe contingencies. Thus the resulting SVM classifier has 60 

inputs (15 buses x 4 consecutive samples). Since the system is simulated in TSAT, only 

the positive sequence phasors can be obtained. Thus only one classifier is needed to be 

trained. 

In order to train the classifier simulation database was created. For each simulation case, 

variations of the voltage magnitudes at the synchronized measurement points (15 buses) 

were recorded, and at the end of the simulation, observed stability status was noted as the 

class label. Contingencies simulated were three-phase to ground faults on all transmission 

lines at 400 kV and 765 kV level. The fault clearing times were varied between 5-10 cy-

Generator relativ e angle (deg) : Reference Generator = 1711 [GURI 11 18.0] ' 1'

Time (sec)

1.56 2.95 4.34 5.73 7.12
 -230

 -146

 -63

 20

 104

 187

 

Critical Machines 



4.5 Application to the Venezuelan power system  83 

 

cles, to obtain a total of 402 contingencies. Similar to the methodology used for testing 

the transient stability predictor with the IEEE 39-bus test network, the contingencies gen-

erated in the Venezuelan System were also split into two groups. The training data set 

contained70% of the simulation cases representing 282 cases, and the testing data con-

tained the remaining 120 cases, which amount to 30% of the total number of cases. 

4.5.4 Prediction results and performance 

The performance of the proposed transient stability status prediction algorithm is evalu-

ated by using the trained classifiers to predict stability status of the unseen cases in the 

test data set. The results of the classifier performance are summarized in Table 4.13. 

All stable and unstable cases considered in the test data set were predicted with 100% ac-

curacy. This encouraging results show that the algorithm can effectively predict the first-

swing stability status soon after a fault has been removed (approximately 4 cycles 

(66.667 milliseconds) plus communication delays). 

Table 4.13 Transient stability status prediction performance on Venezuelan system  

(Only the 3-phase-to-ground faults on 400 and 765 kV transmission lines are considered) 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100 %   (89/89) 0 %    (0/89) 

Unstable Case 
0 %   (0/31) 100 %   (31/31) 

 

As described in Section 4.5.3, in generation of the training data, faults were applied only 

on the 765 kV and 400 kV transmission lines. The classifier trained with these data was 

tested for three-phase-to-ground faults on 230 kV transmission lines. A new test database 
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was created by applying faults on all 230 kV transmission lines.  For the classifier, all 

152 contingencies in the new test data set are unseen cases. Since the contingencies on 

230 kV lines are not severe, the system was stable after all of the contingencies. Even 

though samples of these types of contingencies were not included in the training set, the 

classifier demonstrated 100% accuracy in predicting the stability status as seen in Table 

4.14. This is possible due to the generalization capability SVM based classification. The 

ability of a hypothesis to correctly classify data not in the training set is known as its gen-

eralization. This is the outstanding feature that makes SVM a better machine learning 

technique over the classical ANN and DT.  

Table 4.14 Transient stability status prediction performance on Venezuelan system 

(3-phase–to-ground faults on 230 kV transmission lines) 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 100 %   (152/152) 0 %    (0/152) 

Unstable Case 0 %   (0/0) 100 %   (0/0) 

 

This indicates the possibility of designing the transient classification system only consid-

ering the most important parts of the network (usually the higher voltage levels). This is a 

very important observation, because when implementing the prediction system on a per 

phase basis to handle the unbalanced faults, it is required to perform full three-phase 

simulations of the power system using a software tool such as PSCAD. It is not possible 

to handle thousands of nodes in EMTP type simulations. However, if it is possible to de-

sign the transient stability prediction system based on a reduced system model (which in-
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cludes only the most important sections of the network), this restriction can be sur-

mounted.     

The results presented in this section prove that the proposed algorithm is applicable to a 

real systems and it was able to predict the possible transient instabilities in the Venezue-

lan power system after being subjected to a severe disturbance. The proposed method is 

fast, and can be implemented using only a limited set of synchronized measurements of 

voltage magnitudes close to generation/load centres.   

4.6 Prediction of transient stability in the Manitoba Hy-

dro power system 

In this section, the accuracy of the proposed algorithm is also tested on the model of a 

practical example of a large power system with multiple HVdc links. This extends the ex-

tensive tests carried out on the modified IEEE 39-bus test system after the inclusion of 

two HVdc links. The power system considered is the Manitoba Hydro power network. 

Similar to the case of the Venezuelan power system, detailed dynamic models of all ele-

ments of the Manitoba Hydro power system were also available in PSS/E format. The 

disturbances applied to generate the training and testing database were generated using 

batch simulations in PSS/E. In this case, the simulations were carried out directly in 

PSS/E due to the complexity involved in importing numerous user customized HVdc 

models available in the Midcontinent Area Power Pool (MAPP) simulation case into 

TSAT software. This system base case model represented the Manitoba and Saskatche-
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wan power transmission networks together with the interconnections to the USA and On-

tario.  

A simplified diagram of the Manitoba Hydro power system is shown in Figure 4.11. Most 

of the generation is from the hydro power plants located in the northern part of the prov-

ince. Three large generating stations located on the Nelson River (Kettle, Long Spruce 

and Limestone) contribute about 70% of the total generation in Manitoba. The electricity 

generated by these power stations is transmitted to the load center located about 900 km 

south using two HVdc transmission lines (450 kV and 500 kV). For this reason, these 

three large generating stations are normally operated separated from the main ac grid and 

referred to as the Northern Collector System (NCS).  

The remaining generation in the northern area, located at Kelsey, Jenpeg, and Grand Rap-

ids, is used to serve northern loads. The excess power from these stations is transmitted 

south via 230 kV and 138 kV transmission lines running parallel to the HVdc transmis-

sion lines. This part of the network is referred to as the Northern AC System and operates 

synchronously with the main grid. There are several small hydro generating station lo-

cated on the Winnipeg river in the southern part of the province close to Winnipeg. They 

are connected to the grid through 115 kV ac lines.  

HVdc transmission lines are terminated at the converters (Bi-Pole 1 and Bi-pole2) located 

at Dorsey station close to Winnipeg. Manitoba Hydro system is interconnected through 

230 kV transmission lines to the neighbouring Canadian provinces of Saskatchewan and 

Ontario. It is also interconnected to Midcontinent Area Power Pool (MAPP), USA, in the 

south through 500 kV and 230 kV tie lines.  
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Since the NCS is isolated from the main ac grid, the inertia of large generators in NCS is 

not available to stabilize the system after a large disturbance. However, since these ma-

chines are isolated and do not serve any ac loads, they are allowed to operate within a 

wider frequency range. Therefore, the generators in the NCS can tolerate sudden changes 

in the HVdc link power. The generators located on the Winnipeg river have small inertia. 

There are a number of synchronous condensers installed at the Dorsey converter station 

to provide reactive power support to HVdc converters and inertia to the system. 

A new HVdc transmission line that links the Northern collector system to a new inverter 

station (Bi-pole 3) to be located at Riel, Winnipeg, is planned for improving the reliabil-

ity. This new HVdc transmission system will also be used to transmit the power from 

several new generating plants, which are in the planning stage. The Manitoba Hydro grid 

is generally a very stable system. However, simulations show that with the addition of 

new generation on HVdc loading, prolonged faults on tie lines (when operating in power 

export mode) can potentially result in the hydro generators on Winnipeg river to lose the 

synchronism, if implemented with inadequate mitigation measures.  

4.6.1 PMU placement 

An approach similar to the methodology followed for the Venezuela Power grid, was 

used to specify the locations of the PMUs. Based on the consultations with the planning 

engineers at Manitoba Hydro and the knowledge gained through stability studies, 14 lo-

cations were selected for monitoring using PMUs. These PMUs were placed on the 230 

kV and 500 kV buses close large generation and load centers. Also the locations that are 

connected to important tie lines were also included so that the effect of tie line transfers 
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can be monitored. Again, there is a possibility for optimizing the placement of PMUs us-

ing techniques such as the one presented in [65, 66], but that was beyond the scope of this 

study.  The final locations determined are given in Table 4.15.  

 

Figure 4.11 Geographical layout of Manitoba Hydro power grid 

4.6.2 Design of the SVM classifier 

The voltage magnitudes obtained from the 14 synchronized measurement points selected 

in the previous section are input to the classifier. Thus the classifier has to have 56 inputs 

(14 monitored buses × 4 consecutive voltage samples). In order to generate data for train-

ing and testing the classifier, simulation were carried out in PSS/E. In Manitoba Hydro 

network, transient stability problems are not visible for faults that are cleared by primary 

protection (cleared within 5-6 cycles). Transient instabilities were observed only for the 
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prolonged faults, which can occur due to failure of primary protection or stuck breakers. 

Typical unstable cases included three-phase faults on the 230 kV lines, which are cleared 

only after a duration of 20 cycles. In Figure 4.12, the voltage magnitude trajectories of 

the 14 monitored buses after being subjected to such a prolonged disturbance are shown. 

The particular case shown in Figure 4.12 leads to transient instability. The dashed box 

represents the time window where the measurement to be used in the prediction are 

taken. 

Table 4.15 PMU locations on the Manitoba Hydro network 

Location Bus Voltage Remarks 

Dorsey 500 kV HVdc converter station, PUM already in service 

Roblin 

230 kV 

 

Monitors oscillations and imbalances between Mani-

toba and Saskatchewan networks 

Whiteshell 
Monitors the interactions between Manitoba and On-

tario power networks 

Ridgeway Monitors the eastern area of Manitoba 

Laverendrye Tie lines monitoring 

Lettelier Tie lines monitoring 

Ashern Tie lines monitoring 

Jenpeg Winnipeg river power plant 

Riel Future HVdc converter station  

Kelsey Monitors northern generation power plants 

Grand Rapids Monitors northern generation power plants 

Dorsey Tie lines monitoring 

Forbes 
500 kV Tie lines monitoring 

Chisago 
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A simulation database consisting of 192 cases were generated. As in the previous cases, 

variations of the bus voltages were recorded together with the final stability status after 

the simulation. About 70% of the data, 134 out of 192 cases were used for training the 

SVM classifier. The remaining 30% of the data, 58 out of 192 were saved for testing the 

performance. 

 

Figure 4.12 Voltage trajectories on the Manitoba Hydro system after a fault 

 

4.6.3 Prediction results and performance 

The results are summarized in Table 4.16. As observed in the previous test cases, when 

the system is transient stable after the fault, prediction accuracy is 100%. The slightly 

lower prediction accuracy (93.3%) observed for unstable cases in the Manitoba Hydro 

power system is somewhat misleading due to relatively small number of unstable test 

cases. Only one out of 15 unstable cases was incorrectly classified.   
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Table 4.16 Transient stability status prediction performance on Manitoba Hydro system 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100 %   (43/43) 0 %    (0/43) 

Unstable Case 
6.66 %   (1/15) 93.33 %   (14/15) 

 

The results presented in Table 4.16 confirm that the proposed transient stability status 

prediction algorithm is applicable to real power systems with HVdc links. It was also 

possible to predict the possible transient instabilities in the Manitoba Hydro power sys-

tem only using few PMU measurements. Additionally, the measurement points are not 

necessarily to be placed on generator buses. They should be placed in locations where the 

imbalance generation-load can be identified. 

4.7 Concluding remarks 

In this chapter, the transient stability status prediction scheme proposed in Chapter 3 was 

tested on several different power systems with different characteristics. Synchronously 

measured bus voltage magnitudes obtained from PMUs were input to a SVM classifier. 

The classifier needed to be trained with examples generated through simulations. It was 

shown that the method can be successfully applied under both symmetrical and asymmet-

rical faults: studies carried out for the IEEE 39-bus test system showed over 97% overall 

prediction accuracy under all types of faults. The proposed method was also shown to be 

robust under the presence of random measurement errors and network topology changes. 

The method performs well even for the power systems with HVdc transmission links as 
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found from the testing on the modified IEEE 39-bus test system with two HVdc links. 

Then the proposed method was tested on two real power systems; the Venezuelan and 

Manitoba Hydro power grids. Those tests showed that the proposed method can be im-

plemented on real power systems using relatively few PMUs placed at strategic locations. 

 

 



 

 

Chapter 5   

Emergency control strategies using wide 

area synchronized measurements 

5.1 Introduction 

In this chapter, application of the transient stability status prediction scheme developed in 

Chapters 3 and 4 for initiating emergency control actions against transient instability is 

explored. Rather than proposing a generic scheme, emergency control actions were de-

sign for two specific power systems with vastly different characteristics. This allows ex-

ploiting control variables unique to the power system for dealing with the transient stabil-

ity problems which are also largely related to characteristics of the particular system. The 

first example is an emergency load and generator shedding scheme for the Venezuelan 

power system, which is a completely ac grid. The second example is an emergency HVdc 

power control scheme for the Manitoba Hydro grid, which is characterized by its high re-

liance on HVdc transmission.  
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5.2 Emergency control  

Special protection systems should initiate appropriate control actions when an impending 

transient instability is predicted. When the transient stability status prediction scheme in-

dicates that the system is unstable, the power system is either operating in or soon mov-

ing into the emergency state, referred to in Figure 1.2.  The system will become unstable 

and move into an in extremis state unless appropriate control actions are triggered, forc-

ing the system to return to the alert state. 

Different philosophies of power system emergency control are illustrated in Figure 5.1. 

Continuous control where the control actions are of continuous nature is applied for deal-

ing with issues such as small disturbance rotor angle stability (steady state or small signal 

stability). The small disturbance rotor angle stability is usually maintained through con-

tinuous adjustment of control variables, for example excitation current of a generator or 

output of a FACTS device, using an appropriate feedback controller. Unlike the small 

disturbance rotor angle stability, the transient stability is a function of the disturbance [9]. 

Improvement of transient stability requires use of control actions which are large sudden 

changes such as shedding loads, switching of reactive power sources, system separation 

or tripping of generators, but of temporary in nature. Such actions are termed as discon-

tinuous control. Most special protection systems are discontinuous controllers. Some 

SPSs are designed to respond to a particular conditions in the power grid, and usually 

known as event-based control systems. These systems monitor the power system vari-

ables and various status signals through supervisory control and data acquisition 

(SCADA) systems or dedicated teleprotection signals. 
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On the other hand, emergency control systems generally referred to as wide area control 

systems or WACS monitor a power system using wide area measurement technology, 

which includes synchrophasors obtained from PMUs. These systems detect abnormal 

conditions from the changes in the monitored power systems variables, and take control 

actions that are of discontinuous nature. They are therefore known as response based con-

trollers.  The emergency control proposed in this chapter belongs to this last category. 

 

Figure 5.1 Power system stability controls (adapted from [42]) 

These emergency control solutions are system-dependant because they will be developed 

based on the available infrastructure such as HVdc links, FACTs devices, and braking re-

sistors among others. In this chapter, two response based discontinuous emergency con-

trol strategies are presented. The first technique is designed for grids principally depend-

ent on ac transmission. This is the case for most of the electric power grids around the 

world. This strategy uses fuzzy logic system to perform load shedding and generation 

tripping following a critical disturbance. The proposed emergency control scheme was 

tested on the Venezuelan power system. 
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5.3 Generator and load shedding scheme for the Vene-

zuelan power system 

The transient stability status prediction scheme presented earlier in Chapters 3 and 4 can 

determine after a fault, whether the system is going to lose the synchronism due to the 

disturbance. Once an imminent instability condition is predicted, some emergency actions 

needed to be taken to preserve the stability of the grid. If no further action is taken, then 

the system may break apart due to uncontrolled tripping of generators (from out of step 

protection) and formation of islands which are unstable. 

Two of the most effective control actions that could be undertaken to reduce the kinetic 

energy gained during the disturbance are: (i) the tripping of generation in areas where 

there is a surplus of power and (ii) the shedding of loads in areas where a deficit of power 

exists. Generator tripping and load shedding are the fastest actions that can be taken to 

reduce a major power imbalance resulting from a disturbance, although these actions 

should be taken only as the last resort to prevent further damage. The selective tripping of 

generators for transmission line outages has been used extensively to improve stability 

[67]. The other forms of power control include generator fast valving and dynamic brak-

ing and have an effect similar to the generation tripping for stability enhancement. 

The action of the WACS against transient instability requires a response within fraction 

of a second, thus there is no time for human operators to intervene [68].  Design of auto-

matic control against large disturbances such as faults using conventional linear control 

approaches is difficult due to nonlinear nature of the power system. Fuzzy logic control 

offers a way of dealing with modeling problems and uncertainty by implementing lin-
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guistic, informally expressed control laws derived from expert knowledge. This control 

theory has demonstrated to be an effective control means in a broad range of applications. 

Thus a fuzzy logic based approach is used for the design of the proposed emergency con-

trol scheme.  

5.3.1 Structure of the control system 

The complete WACS proposed is summarized in Figure 5.2. The scheme consists of 

three stages: (i) a disturbance detecting trigger mechanism, (ii) a stability prediction 

scheme and (ii) a discontinuous emergency control strategy. The near real-time meas-

urements of the system are obtained using conventional measurement transformers and 

the waveforms are sampled in a PMU where the phasors of the voltages and the currents 

as well as the local frequency are computed. These phasor measurements are transmitted 

to a phasor data concentrator (PDC). It was assumed that measurements are taken at a 

rate of 60 phasors/second.  Applications such as the proposed WACS get the required 

data from the PDC. A disturbance detector is employed to detect the occurrence of a fault 

and the instant of its clearing to initiate preparing input feature vectors for predicting the 

transient stability status. If the predictor indicates a transient instability, the fuzzy logic 

based emergency controller chooses the suitable actions and gives commands to relevant 

actuators.   
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Figure 5.2 Overall structure of the wide area control system 

5.3.2 Disturbance detection 

Although the proposed control system monitors the power system continuously, the tran-

sient stability status prediction is activated only after detecting a major fault. Once, a ma-

jor fault happens, the voltage magnitudes measured at the buses close to the fault depress. 

This can be used to detect the occurrence of a major fault in the system. In the distur-

bance detection system used in this research, shown in Figure 5.3, if the voltage magni-

tude in any of the monitored bus drops below 0.7 pu (Vdip = 0.7 pu), for more than 4 con-

secutives measurements (four cycles), a fault is assumed. Once the faulty element is iso-

lated by the action of local protection, the voltage starts to recover. The fault is assumed 

cleared, if the voltage dip starts to recover at a rate faster than 40% (k=0.6) per measure-

ment period at the bus where the minimum voltage was observed. When this condition is 

satisfied, construction of the input feature vector to be used for the SVM binary classifier 
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is initiated. These thresholds and time delays were determined through a trial and error 

approach using numerous simulation data. The thresholds found in this study should be 

applicable to most power systems, although slight adjustments may be necessary depend-

ing on the exact nature of the system and types of control devices (FACTS devices, syn-

chronous condensers, among others) in the system.. 

 

Figure 5.3 Disturbance detection logic 
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is used to trigger the control schemes developed for both the Venezuelan and Manitoba 

Hydro power systems. 

5.3.3 Fuzzy logic based emergency control  

As mentioned previously, voltage magnitudes, voltage phase angles, and bus frequency 

all undergo changes during a disturbance leading to transient instability, and therefore are 

indicators that can be used as inputs of an emergency controller. PMUs can provide accu-

rate and time tagged measurements of all these quantities. The same 15 PMUs locations 

determined during the testing of the transient stability status prediction stage were used in 

the emergency control as well [69]. The measurements at these locations demonstrated 

good overview of the grid and the instability conditions could be predicted with accuracy 

over 95%. These 15 PMUs were placed on the high voltage (230 kV, 400 kV and 765 

kV) buses close large generation or load centers. Placements of PMUs are shown on the 

simplified network diagram in Figure 4.6. 

The voltage phase angles can indicate the stress at various localities in the system. For 

example, in Figure 5.4(a), the phase angles monitored at several locations in the Vene-

zuelan grid under normal operation is plotted on a vector graph. A snap shot of the phase 

angles of the same buses monitored during a contingency leading to transient instability 

are presented in Figure 5.4(b). It is possible to see the phase angles in the southern region 

are advancing after the disturbance indicating a possible excess of power generation in 

the southern area.  Although phase angles are a key variable for identifying the areas 

where generation need to be reduced, they are slow varying compared to the voltage 

magnitudes and the frequency, as observed in Chapter 3. Also in case of identifying 
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where the load has to be reduced, the voltage phase angles are less effective. Frequency is 

almost always used as an indicator of stress in load shedding schemes. Deviations in the 

frequency      indicate the condition of unbalance of real power generation and load at 

the measurement point.  Voltage magnitudes vary considerably and rapidly during the 

initial part of the disturbance can also indicate deficit of generation, although the low 

voltages could also mean deficit of reactive power or voltage stability problems. For ex-

ample, Figure 5.4(b) shows that the magnitudes of the vectors are decreased during the 

disturbance in the Western region, where the majority of the loads are located. Consider-

ing mainly the speed requirements, the emergency control strategy proposed here relies 

only on the voltage magnitudes and bus frequencies. Even though the rate of change of 

frequency is also commonly used in load shedding schemes, this was not considered here 

since the selected input variables (frequency and voltage magnitude) combined with the 

fuzzy logic control give a simple but effective solution. 

  

(a) (b) 

Figure 5.4 a) Normal angular differences in the Venezuelan power grid, b) Angular differences during a 

disturbance leading to transient instability 
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The proposed load shedding and generator tripping scheme shown in Figure 5.5 utilizes a 

fuzzy inference system to determine the required emergency control actions. A separate 

fuzzy system is employed for each monitored area (all of them are implemented on one 

centrally located controller). The frequency and voltage magnitudes at that given area are 

acquired through wide area PMU measurements and the corresponding fuzzy values are 

computed. Using a fuzzy rule base, three fuzzy measures indicating the requirement for 

load shedding (LS), requirement for generator tripping (GT) and the requirement for no 

action (NA),  are computed for each area.  

The load shedding requirement (LS values) obtained for each monitoring point are com-

pared and the area with the highest LS value, where load shedding is most needed, is se-

lected for load shedding. Similarly, the area with the maximum generator tripping re-

quirement is chosen for tripping generators. The requirement for no action (NA) is used 

as a restrain against load shedding or generator rejection.  In this study, it was not at-

tempted to optimally determine the exact location of load shedding in the selected area, 

but was depended on the existing area separation guidelines provided by the grid operator 

(Centro Nacional de Gestion del Sistema Eléctrico). The grid’s operator provided a 

ranked list of circuits within the control area.  These circuits have been pre-selected and a 

priority order has been assigned after multiple stability studies taking into account the 

importance of the loads served by each of the circuits. The exact load served by the cir-

cuits at time of load shedding was not considered in selection of the circuit, but multiple 

consecutive load shedding in stages is allowed until the system stabilizes.   
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Figure 5.5 Proposed fuzzy based emergency control strategy 
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is used for generator rejection as well. The proposed philosophy does not allow simulta-

neous load shedding and generation tripping within the same area. 

5.3.4 Fuzzy logic system for evaluating control actions 

The input signals (voltage magnitudes and bus frequency) are first characterized by lin-

guistic variables using fuzzy set notations, through the fuzzification. The fuzzy rule base, 

which can be expressed using the fuzzy relation matrix or decision tables presented in 

Table 5.1 to Table 5.3 relate controller inputs and outputs. Usually, at a given instance, 

more than one fuzzy rule is applicable, and therefore, the final values of the fuzzy meas-

ures are computed by combining all applicable rules through a fuzzy inference method. 

This fuzzy logic controller was implemented in Matlab using Fuzzy Logic Toolbox. But 

it could be coded in a lower level language to improve the speed of computation in real-

time implementations. 

5.3.5 Fuzzification 

Fuzzification is the process where the crisp quantities, for example variables measured to 

control a certain process, are converted to fuzzy values by using fuzzy membership func-

tions [70]. Fuzzy membership functions recognize the uncertainties present in the crisp 

values. A membership function (MF) is a curve that defines how each point in the input 

space is mapped to a membership or fuzzy value (or degree of membership) between 0 

and 1 [70]. In Figure 5.6, the input membership functions, which were used in the tech-

nique proposed in this research work, are presented. The labels corresponding to the lin-
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guistic variables are: L=low, N=normal and H=high.  These linguistic variables are used 

to construct the fuzzy rules that describe the relationship between the inputs and outputs.   

  

Figure 5.6 Input membership functions used in the proposed scheme 
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The fuzzy memberships of the outputs, those of the three possible the control actions (LS, 

GT, NA), are presented in Figure 5.7. The labels corresponding to the linguistic variables 

are: Z= zero, L= low, and H= high. 

5.3.6 Fuzzy inference and defuzzification 
 

The fuzzy inference system (FIS) tries to formalize the reasoning process of human lan-

guage by means of fuzzy logic (that is, by building fuzzy IF-THEN rules). These rules 

will determine the output of the controller according to the fuzzified values measured in 

the input. The rules are of the following nature:  

IF the frequency (f) IS low (L) and the voltage magnitude (V) is low (L), THEN the 

load shedding requirement (LS) IS high (H). 

This type of rules can be presented in a compact form in a table such as Table 5.1.  A set 

of rules is required to relate reach of the outputs. The fuzzy rule tables for the generator 

tripping (GT), load shedding (LS) and no action (NA) requirements are presented in 

Table 5.1 to Table 5.3.  

Table 5.1 Fuzzy rule base for calculating the requirement for load shedding 

 

 

                 
L N H 

L H H L 

N L Z Z 

H Z Z Z 

 

Where: 

H = High Priority 

L = Low Priority 

Z= Zero Priority 
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Table 5.2 Fuzzy rule base for calculating the requirement for generator tripping 

 

 

                 
L N H 

L Z Z Z 

N Z Z L 

H L H H 

 

Where: 

H = High Priority 

L = Low Priority 

Z= Zero Priority 

 

Table 5.3 Fuzzy rule base for calculating the requirement for No-Action  

 

 

                 
L N H 

L Z Z Z 

N L H L 

H Z L Z 

 

Where: 

H = High Priority 

L = Low Priority 

Z= Zero Priority 

 

The product–sum type fuzzy inference, where various operations are interpreted as either 

product of the sum of membership function values, is used in this thesis [70]. The fuzzy 

operations are implemented as in Table 5.4:  

Table 5.4 Implementation of fuzzy operations  

Fuzzy operation Method 

AND Product 

OR Sum (Probabilistic Sum) 

Implication Product 

Aggregation Sum (Probabilistic Sum) 
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This method of fuzzy inference yields smoother output compared to min–max type infer-

ence method.  Several fuzzy rules leading to different consequent fuzzy sets can be acti-

vated under a given input condition. The process of obtaining a crisp value for the output, 

based on the membership values of all output fuzzy sets is called defuzzification. The 

most common defuzzification method is the centroid method or the center of area 

method. Based on the product–sum inference and centroid defuzzification, the output of 

the fuzzy control requirement is computed using: [71, 72] 

  
                      
 
   

                    
 
   

 (5.1)  

where M is the number of rules, and    is the centroid of the consequent fuzzy set of rule 

r                .      and      are the degree of membership of the input fuzzy sets 

for the frequency and voltage magnitude corresponding to rule r. In the notation used for 

membership functions, l stands for the linguistic label of the input membership function  

(l  {L, N, H}). The output z in this case is the requirement for load shedding (LS), the 

requirement for generator tripping (GT) or the requirement for no action (NA). The fuzzy 

system was implemented and evaluated using Matlab Fuzzy Logic Toolbox [72]. 

The voltage magnitudes and frequency are gathered from the PMUs at each control point 

[42]. According to the measured voltage magnitude and the frequency of a monitored 

bus, certain rules will be applied. Based on the applicable fuzzy rules, three outputs (LS, 

NA, GT) are produced. This is repeated for each monitored bus, as presented in Figure 

5.5.  In case of the Venezuelan power system, 15 monitoring points were used. 
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5.4 Results and controller performance 

In this section, the proposed fuzzy logic based emergency control strategy is tested on a 

dynamic simulation model of the Venezuelan Power Electric Network. As mentioned in 

the previous chapter, the PPS/E model of the Venezuelan power system was imported to 

the Transient Stability Assessment Tool (TSAT). In order to simulate the emergency con-

trol actions in runtime, a User Defined Model (UDM) was implemented in TSAT to per-

form the tripping of loads and/or generators. However, the fuzzy control system was im-

plemented outside of TSAT, using MATLAB Fuzzy Systems Toolbox. Thus, first the 

simulation was run without the control action, and variations of the frequency and the 

voltage were obtained. Then these variations are input to the controller implemented in 

MATLAB. The decision of the fuzzy controller is incorporated to a second simulation 

run through the UDM to obtain the results with emergency control action. 

The effectiveness of the emergency control strategy was validated considering a high 

power interchange scenario. A three-phase to ground fault was applied on a 765 kV 

transmission line carrying 1395.7 MW from the Southern generation centre (Guri Power 

Plant and Malena Station) to the northern load centers. After clearing the fault, the West-

ern region of the grid suffers a lack of generation to supply the local loads. Although 

there are few small generating plants in the Western region, the electrical power output 

that can be delivered by those generators is curtailed due to prevailing low voltages in the 

Western region. In order to prevent the loss of synchronism of some of the critical ma-

chines in the Western region, some load need to be shed. The rest of the system is able to 

redistribute the power flow to maintain a safe operation of the system.  
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The voltage magnitudes and bus frequencies corresponding to this contingency are pre-

sented in Figure 5.8 . Once the fault is cleared, the overloaded buses can be clearly identi-

fied. Those are the buses supplying the loads in the Western region. The synchronous 

machines located at Guri 765 kV generation station experience large frequency excur-

sions due to the export reduction originated by the lost of this important transmission 

line. The frequency in the Southern part reaches a maximum of 60.8 Hz before returning 

to the acceptable range during the subsequent oscillations. However, the frequency 

slowly increases.  

The curves in Figure 5.8 are corresponding to the 15 locations which are monitored using 

PMUs, and they do not directly show transient instability. However, the top graph in Fig-

ure 5.10  which shows the rotor angles of all the generators in the system indicate that 

there are two generators that loose the synchronism as a result of the fault. Although the 

phase angles of the monitored buses do not directly indicate this, the transient stability 

status prediction scheme could correctly predict using only the 15 monitored bus voltage 

magnitudes that this contingency is leading to loss of synchronism of some of the genera-

tors. The buses which show a prolong undervoltage condition in Figure 5.8 are in the 

same area as these two unstable generators are located.  

The power system was predicted to be unstable after taking four measurements since the 

clearance of the fault; however, about 100 ms delay was added to account for the com-

munication delays and PDC processing times. Therefore, it was assumed that system was 

declared unstable 0.176 s after clearing the fault. The requirements for different control 

actions under this faulty condition, as obtained from the fuzzy logic system, are summa-

rized in Table 5.5. These values correspond to measurements taken about 100 ms after 
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clearing the fault. Taking a control decision based on the measurement obtained immedi-

ately after clearing the fault is not appropriate, since the voltages are still recovering. 

Therefore, control decision was made based on the measurements gathered after about 

100 ms from the trigger signal. This requires addition of further 100 ms delay to represent 

the time taken by these measurements to reach the central controller.  

 

Figure 5.8 Voltage magnitude, frequency and voltage phase angles trajectories after a contingency leading 

to transient instability problems 
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all the buses. So generator tripping is not considered as an emergency control action for 

any area. Further time delay of 200 ms was added before actually shedding the loads, in 

order to account for the time required for conveying the control decision to the breakers 

that actually tripping the loads and operating time of the breakers. Thus a total time delay 

of 400 ms was assumed from the trigger signal to the time of execution of the control ac-

tion. 

  Table 5.5 Values of requirements for load shedding (   , generator tripping      and no action       

AREA # 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

   0.59 0.53 0.61 0.59 0.50 0.54 0.58 0.57 0.55 0.55 0.53 0.11 0.54 0.27 0.59 

   0.23 0.29 0.20 0.21 0.31 0.28 0.24 0.26 0.28 0.23 0.25 0.28 0.21 0.20 0.23 

   
0.35 0.37 0.37 0.38 0.39 0.36 0.34 0.33 0.33 0.40 0.42 0.77 0.44 0.73 0.35 

 

The effect of the control action on the system’s enhancement is illustrated in Figure 5.9. 

The two stages load rejection improved the voltage profile after the disturbance and the 

voltage phase angle returned to a new operating point.  

The plots of variations of the rotor angles of all the generators in the Venezuelan power 

system shown in Figure 5.10 illustrate the effect of emergency control action. The top 

graph represents the case when the controller was not enabled. Two small thermal gen-

erators located in the western region (noted as the critical machines) moves out of syn-

chronism. In the bottom plot which shows the case after emergency load shedding, these 

two generators stabilize after the initial oscillations. 
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Figure 5.9 Voltage magnitude, frequency and voltage phase angles trajectories executing load shedding in 

the system 

 

Figure 5.10 Rotor angles trajectories with and without emergency control schemes 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0

0.4

0.8

1.2

V
 m

a
g

 [
p

.u
.]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
59.5

60

60.5

61

F
re

q
 [
H

z
]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
-200

0

200

Time [sec]

V
 a

n
g

 [
d

e
g

]
Previosly overloaded buses

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
-200

-100

0

100

Time [sec]

R
o

to
r 

A
n

g
 [
d

e
g

]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
-200

-100

0

100

200

Time [sec]

R
o

to
r 

A
n

g
 [
d

e
g

]

Critical machines in

the Western Region

Critical machines in

the Western Region



5.4  Results and controller performance  114 

 

Variations of the values of the output fuzzy measures corresponding to bus # 3 are plotted 

in Figure 5.11. These correspond to the variations throughout the complete disturbance. 

After the fault that occurs at 0.1s, the value of the fuzzy requirement for load shedding, 

LS, increases above the restrain provided by the value of fuzzy requirement for no action, 

NA. Even though the restrain NA is overtaken by LS immediately after the fault, decision 

on the control action is made based on their values at a point 100 ms is after the fault 

clearing time. Furthermore, no action will be taken unless the stability status of the sys-

tem is predicted to be unstable. Once, the controller is enabled after receiving the tran-

sient instability status, the first stage of load rejection occurs at 0.5 seconds (after the 400 

ms time delay described previously). The controller continues to monitor the situation af-

ter the load has been shed. After the removal of the load with the highest load shedding 

priority, the load shedding requirement (LS) still remains higher than the no action (NA) 

signal. Consequently, a second load stage is shed at 0.9 s.  

 

Figure 5.11 Fuzzy output for control area associated to bus # 3 (Western region) 
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This corresponds to the North Ring (Anillo norte), specifically the load is located at 

Cuatricentenario 230 kV. Following this second load shedding action the system recovers 

and the restrain signal (NA) overtakes the load shedding (LS) requirement.   

The control requirements of area 14 for the same disturbance are presented in Figure 

5.12. According to the measurements, NA (no action) remains above LS (load shedding) 

and GT (generator tripping) requirements in this particular area, except for a very short 

period. Therefore, GT and LS actions are not triggered. Although the generator tripping 

requirements, GT, overtook the restraint, NA, approximately around 0.7s,.this condition 

lasted only for a period less than 250 ms and did not result in issuing a generator tripping 

signal. 

 

Figure 5.12 Fuzzy output for control area associated to bus # 14 (Southern region) 
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the first stage of load shedding has taken place in the required area, the priority list is fol-

lowed step by step. After shedding a load, the controller waits 0.3 s before shedding the 

next load, in order to allow for recalculation of fuzzy requirements to determine whether 

further reduction of load is necessary. In determining this delay, the 0.5 s waiting interval 

in the current event based system implemented in the Venezuelan grid was taken as guid-

ance.  

 

Figure 5.13 Detailed western region showing allowable load rejection areas 

According to the load shedding priority list, the Anillo oeste area (West ring) in violet 

color was tripped out 200 ms after the load shedding is enabled by the emergency con-

troller. This 200 ms time delay accounts for the communication and actuator delays. As 

discussed previously, this study scenario required two stages of load rejection. The 
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amount of the shed load in first stage was 79.56 MW and corresponded to the West ring. 

A second load rejection of 56.83 MW  was needed at 0.9 seconds because the generation 

available is still insufficient to supply the loads According to the priority list, the second 

block of loads to be shed is Anillo Norte (Northern ring) shown in red color. A total load 

rejection of 136.39 MW was sufficient to stabilize the grid after the disturbance. 

Furthermore, for this study case, generation tripping was not needed because the varia-

tions remained within the safe operation region of the machines (see Table 5.5). Once, 

the power was reduced, the critical machines in the Western region started swinging back 

to a new stability equilibrium point.  

The critical machines are located in the Western Region where the load shedding took 

place. The reason of the acceleration of these critical machines is the severe voltage de-

pression in the area (~ 0.7 p.u.). If conventional control actions were taken, these ma-

chines will be tripped worsening the condition. These facts demonstrate the effect of this 

control strategy in improving the operation of the grid and the prevention of uncontrolled 

operation.  

5.5 HVdc power order reduction scheme for the Mani-

toba Hydro grid 

High voltage direct current (HVdc) transmission is frequently applied for interconnecting  

asynchronous ac systems and transportation of electricity from remote generation re-

sources [73]. HVdc transmission is playing an increasing role in the modern power sys-

tems. Many new HVdc projects are being built/planned in various places including the 
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large scale projects in China, India and Brazil. The fast controllability of power flow in 

HVdc links can be advantageously utilized for stabilizing the interconnected ac power 

systems following a large disturbance in the ac system. However, under normal opera-

tion, HVdc schemes that use line commutated converters operate in power control or cur-

rent control mode. Such constant power operation is not the optimal way to support the ac 

network to recover from a disturbance. Some utilities with HVdc links employ special 

protection systems (SPS) that adjust the HVdc link power to support the ac network to 

overcome rotor angle and voltage stability problems [53]. In this section, application of 

HVdc control for enhancing the large disturbance rotor angle stability is explored. The 

proposed approach exploits the fast controllability of the HVdc power transmission and 

the near real-time measurement of the voltage and current phasors at the point where the 

PMUs are located. 

Most special protection systems that control HVdc power are event-based systems which 

activate in response to a selected set of contingencies. One example is the HVdc reduc-

tion scheme currently used in Manitoba Hydro power system. As mentioned earlier, one 

concerned with such event based protection systems is that their complexity grows as the 

system changes  [51]. Alternative to event-based special protection systems are the re-

sponse-based special protection systems which take actions in response to abnormal 

situations detected through system variables such as voltages and power flows [52]. This 

thesis pursues the latter approach. 

The emergency control approach proposed here has two stages. The first stage involves 

prediction of transient stability status after the disturbance based on wide area synchro-

nized measurements [69, 74] while the second stage is to take emergency control actions, 
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in this case control of HVdc power, to avoid loss of synchronism and equipment over-

loading. The proposed algorithm is applied to Manitoba Hydro’s power system which 

currently utilizes two long (~900 km) HVdc transmission lines to transport the electricity 

from hydropower stations located north of the province of Manitoba, Canada, to the main 

load center located in the south.   A third HVdc link will be added to the Manitoba Hydro 

system in the near future and studies have shown that prolonged faults on several impor-

tant tie lines could potentially lead to loss of synchronism of some generators, if imple-

mented without adequate remedial measures. 

5.5.1 HVdc power order control for improving transient stability 

The schematic of the proposed transient instability prediction and control scheme based 

on wide area synchronized phasors measurements is shown in Figure 5.14. The meas-

urements are obtained using PMUs located in different geographical areas of the grid. 

These phasor measurements are transmitted over telecommunication links to a PDC 

where they are accessed by the proposed WACS. The transient stability status prediction 

stage based on the support vector machine classifier will issue a permissive signal when 

an impending instability condition is detected [46, 69]. The transient stability status pre-

dictor has demonstrated high accuracy and very short detection time. Finally, the HVdc 

control stage will reduce the power injected by the link to preserve the transient stability 

of the system. An additional logic is included to prevent overloading of some critical 

elements in the system using the same measurements. These stages will be described in 

detail in the following subsections. 
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Figure 5.14 Proposed wide area control system (WACS) 
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grid through HVdc links. For this reason, it is imperative to mitigate the consequences of 

the disturbances as early as possible. Observation time required in the proposed method is 

0.067 ms (4 cycles) and that allows about 400 ms for measurement, telecommunication 

and processing delays. 

5.5.3 HVdc power order control  
 

Planning studies have indicated that transient instability conditions can arise in the Mani-

toba Hydro System after including the planned third HVdc link (bipole-3) due to pro-

longed faults (failure of primary protection) during high export scenarios. Most transient 

stability problems in Manitoba Hydro system originate as a result of a contingency that 

affects the tie lines exporting power to the neighbouring utilities, particularly to USA 

[75]. Therefore, when an impending transient instability condition is detected, the power 

transmitted across the HVdc transmission links can be quickly reduced to balance out the 

reduction in the power export. This is possible due to the unique features of the Manitoba 

Hydro power system. As described in Section 4.6, large generating stations at the sending 

end of the HVdc transmission system (collectively referred to as the Northern collector 

system) operate as an isolated gird, and are not used to serve any local loads. Therefore, 

the Northern collector system can withstand large transient frequency deviations up to 80 

Hz due to sudden reduction in the power HVdc transmission.  

Major function of the second stage of the emergency control scheme is to determine the 

total amount of reduction in the power transfer through HVdc links and distribute this re-

duction over the three HVdc links. It is possible to accurately estimate the power being 

transferred through a tie line using phasor measurements. If the phasors of the currents 

and voltages are provided at the measurement points, the complex power is readily ob-
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tained [3]. The advantage of phasor measurements over conventional Supervisory Con-

trol and Data Acquisition (SCADA) Systems is the availability of measurements at a 

faster rate (up to every cycle) and those measurements are time tagged. Figure 5.15 pre-

sent the scheme for active power computation using real-time PMU data.  

A line outage can be detected when the metered power goes below a threshold for a rea-

sonable period of time. In this thesis, when the power level goes below 0.1 MW for at 

least 10 consecutive cycles, it was considered a permanent change in the operation of the 

system. The thresholds is not assumed exactly zero to account for any noise in the power 

flow or inaccuracies in the measurement. This threshold is quite low in comparison to the 

power handled through the export tie lines. The scheme is inhibited when there is a 

scheduled change in the direction of the flow (change from export to import mode). This 

scheme avoids the need to monitoring the circuit breaker status signals, therefore, lower-

ing the number of signals to be monitored and handled and simplifying the complexity of 

the logic. 

 

 

Figure 5.15 Near real-time tie line active power measurements 

  

PMU 1

PMU 2

PMU n

HVdc PO
Controller

Near real-time Power 
Computation
P= Re {V*I*}



5.5  HVdc power order reduction scheme for the Manitoba Hydro grid  123 

 

The scheme used for determining the required reduction in the HVdc power order is 

shown in Figure 5.15. Once a line is removed due to a fault, the controller compares the 

actual power transported (near zero MW after the tripping) with a reference magnitude, 

which is computed as a moving average of the pre-contingency steady state power trans-

fer over a 500 ms time window. The power flow difference, denoted as   , has to be re-

duced from the HVdc link to establish the power balance. The actual amount of power 

that needs to be reduced at the rectifier end is estimated by increasing the value of    by 

15% to compensate the losses across the HVdc link. Finally, the total power reduction is 

proportionally allocated to each bipole using (5.2).   

           
                     

                                
 

(5.2)  

This is also the method employed in the existing event-based dc reduction controller of 

the Manitoba Hydro system for distributing the power reduction among bi-poles. 

Additional logic can be incorporated to determine the course of action when more than a 

tie line is lost. For example, the current event based SPS in operation allows reduction of 

HVdc power only once for a given event or series of event. This emergency control strat-

egy could be expanded to include emergency control against overload of key equipment 

such as power transformers. For example, the main interconnection between the Mani-

toba Hydro grid and the US utilities includes step-up transformers to increase the voltage 

level from 230 kV (common voltage level used for transmission in Manitoba) to 500 kV 

used in the interconnection.  
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Figure 5.16 Basic control logic for the HVdc power order reduction scheme 
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5.5.5 Simulation results of emergency control performance 

In this section, some examples demonstrating the operation of the proposed emergency 

control strategy during a sample of critical disturbances are presented. If no control ac-

tions are taken to enhance the transient stability of the grid, the synchronous generators 

located along the Winnipeg River tend to lose synchronism when a major tie line to USA 

is lost. These machines belong to the same coherent group. In Figure 5.17 the variations 

of phase angles at these power generating stations after a prolonged (18 cycles clearing 

time) three-phase-to ground fault on the Lettelier-Drayton 230 kV tie line is shown. It is 

clearly seen that the group is starting to split into 3 subgroups when the collapse starts to 

occur.  

 

Figure 5.17 Rotor angle trajectories for the power plants located on the Winnipeg River 
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The corresponding power flow variations across the tie lines are presented in Figure 5.18. 

The fault occurs at 0.2 second and it last for 18 cycles. Prior to the fault, the faulty tie line 

was carrying 426.69 MW. The voltage trajectories are presented in Figure 5.19.  

After clearing the fault, the input vector is constructed and used in the transient stability 

status prediction stage. Once, the system is predicted to be unstable, a trigger signal to 

take emergency control action is issued. This signal is the permissive signal to initiate the 

HVdc control scheme.  

 

Figure 5.18 Power flow on the tie lines without the HVdc reduction  

DC power reduction takes place to remove the surplus of energy that was promoting the 

instability. In Figure 5.20 the result of the HVdc power order reduction is presented. The 

disturbance applied on the given tie line causes a reduction of approximately 426.69 

MW, and this requires reduction of 426.69×1.15= 490.7 MW across all three bi-poles. 
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The power order of bipoles 1 and 2 were reduced from 1571.8 MW to 1381.5 MW, and 

the power of bipole-3 was reduced from 1640.6 MW to 1490.4 MW. 

 

 

Figure 5.19 Voltage trajectory and transients stability status prediction 

 

Figure 5.20 HVdc links power order reduction 
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The kinetic energy gained by the rotating masses of the synchronous machines is ab-

sorbed by the connected loads. The system stabilizes and settles at a new equilibrium 

point. The new rotor angle trajectories after enabling HVdc power order reduction are 

presented in Figure 5.21.The tie line power flows after reducing the HVdc Power order is 

shown in Figure 5.22.  

The second example presented in Figure 5.23 corresponds to a prolonged (18 cycles 

clearing time) three-phase-to ground fault on the 230 kV tie line between Glenboro and 

Rugby. The transmission line was exporting approximately 140 MW to the USA when 

the fault occurred and the 230 kV tie line is removed due to the action of backup protec-

tion scheme for the line. After the fault is removed, the system was predicted to be tran-

sient unstable due to the surplus of power resulting from sudden rejection of the export 

power. Similar to the previous case, the HVdc power order reduction scheme operates 

and decreases the power transmitted across the bipoles by 1.15×140=161 MW. 

 

Figure 5.21 Rotor angle variations of Winnipeg River power plants after performing HVdc power order re-

duction 
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Figure 5.22 Power flow on the tie lines after performing HVdc power order reduction 

 

Figure 5.23 Active power transmitted across the monitored tie lines during a fault on the line Glenboro-

Rugby 230 kV 
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Figure 5.24 Voltage trajectories for a fault on the tie line Glenboro-Rugby 230 kV 

 

Figure 5.25 Power order at the bipoles during HVdc reduction 
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Figure 5.26 Rotor angles after performing HVdc power order reduction 

5.6 Concluding remarks 
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Chapter 6   

Conclusions and Contributions 

This chapter presents the conclusions of the research, summarizes the main contributions, 

and suggestions directions for future research in the area of wide area measurement based 

transient stability control. 

6.1 Conclusions 

In this thesis, the problem of predicting the transient stability status of a power system af-

ter a major disturbance was investigated. Additionally, how these predictions can be util-

ized to develop emergency control against transient instability was explored. The main 

hypothesis behind the research was that variations of measurable power system variables 

immediately after a fault provide sufficient information to predict the transient stability 

status, as well as to determine the required emergency control actions. The research 

proved the hypothesis and showed that transient stability status can be predicted well be-

fore it becomes apparent from the divergence of the generator rotor angles, using the 

voltage magnitudes acquired through wide area synchronized measurements. This allows 

design of emergency controllers that can take remedial measures sufficiently early to pre-

vent system instabilities.    
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In Chapter 2 the literature on transient stability assessment methods widely used in dy-

namic security assessment was reviewed to decide whether these methods could be fur-

ther developed to predict the transient stability status in a near real-time environment. 

Time domain simulation, transient energy function based direct methods and hybrid 

methods as well as machine learning-based approaches were reviewed. It was concluded 

that approaches based on machine learning methods has the best potential for developing 

a solution for the problem considered. However, the powerful features of time domain 

simulation such as accuracy and modeling capabilities is essential for applying machine 

learning-based methods.  

A framework for predicting transient instability condition of a power system using syn-

chronized measurements provided by phasor measurements units (PMU) was proposed in 

Chapter 3. The proposed approach utilizes binary classifier trained using examples to dis-

tinguish the stable and unstable events based on the input features, which in this case are 

the measurements taken immediately after the disturbance. Support Vector Machines is a 

classification technique that works well for this application. After investigation of the 

performance with different predictor variables on a 39-bus test power system, it was 

shown that the magnitudes of the fundamental frequency voltage phasors are the best fea-

tures to predict the stability status of a power system after being subjected to a critical 

disturbance. Traditionally used indicators such as rotor angles require longer time to con-

firm a transient instability situation. System wide voltage magnitudes measurements can 

be used to accurately predict the transient stability status using a window of measurement 

as short as four cycles.  
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In order to determine the functional relationship between the transient stability status and 

the bus voltage magnitudes using support vector machine classifier, a transient stability 

database generated using time domain simulation was used. Preparation of a comprehen-

sive transient stability simulation database covering credible contingencies and loading 

conditions is a key requirement for the success. The assessment of the proposed tech-

nique using an extensive database generated using New England 39-bus test system 

showed that the proposed method is sufficiently fast and accurate to be implemented as a 

real-time application based on Wide Area Measurements: the proposed scheme could 

predict the system transient stability status after 4 cycles from the clearing of a fault, with 

over 97% accuracy. The developed algorithm demonstrated robust performance under 

presence of asymmetrical faults, voltage dependent loads as well as with small unseen 

changes in the network topology. The method can work satisfactorily with noisy input 

signals, if the classifier is trained using noisy signals. The proposed transient stability 

prediction scheme can be applied to power systems with different configurations as evi-

dent from its performance on the modified 39-bus power system with two HVdc infeeds.   

The proposed transient stability status prediction scheme can be designed and applied to 

large power systems.  This was verified applying the algorithm to two real power system 

networks, the Venezuelan and Manitoba Hydro power grids. The transient stability status 

prediction algorithm demonstrated high prediction accuracy and confirmed its suitability 

for real-time stability assessment in realistic power system.  

The purpose of the transient instability condition prediction is to enable activation of 

emergency control actions sufficiently at an early stage to prevent outages. The challenge 

is the selection of appropriate post-contingency corrective actions to avoid loss of syn-
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chronism, based on the wide area measurements made within few tens of milliseconds af-

ter the fault.  This is achievable as demonstrated by the two response based discontinuous 

control strategies were proposed in Chapter 5. The first scheme consists of a fuzzy logic 

based load shedding and generator tripping controller for the Venezuelan power system, 

which is a completely ac system dominated by 765 kV ac transmission system. The sec-

ond scheme designed for the Manitoba Hydro power system uses the fast controllability 

of HVdc link to rapidly control the power supplied by the HVdc link after loss of a tie 

line exporting a large amount of power. This action prevents critical machines from los-

ing synchronism in this low inertia system dominated by HVdc transmission. The sample 

simulation cases presented in the Chapter 5 demonstrated possibility of deploying re-

sponse based wide area control systems for preserving transient stability after a large dis-

turbance.  

6.2 Contributions 

The main contributions of the research work presented in this thesis are as following: 

 Ascertaining that the magnitudes of bus voltage phasors, taken immediately after 

clearing a fault can be used to predict the transient stability status after the fault. 

This finding is an alternative to the traditional approach of using generator rotor 

angles for determining transient instabilities.  

 Development of an algorithm for predicting the transient stability status of a 

power system after being subjected to a fault based on the SVM classification 

technique.  
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 Verification of the performance of the proposed transient stability prediction ap-

proach by applying it to various test systems, including two large power systems 

of contrasting characteristics.  

 Investigation of the sensitivity of the proposed transient stability prediction 

scheme to verity of conditions such as asymmetrical faults, voltage sensitive 

loads, network topology changes and measurement noise. 

 Development and demonstration of a novel wide area synchronized measurement 

based emergency control scheme to enhance the transient stability of the Vene-

zuelan power system under an impending transient instability condition. The pro-

posed fuzzy logic based load shedding and generator tripping scheme highlighted 

the importance of the transient stability status prediction as an early trigger for 

such emergency control. 

 Development and demonstration of a response based HVdc reduction scheme for 

enhancing the transient stability of the Manitoba Hydro power system after sub-

jecting to prolong fault affecting the tie line flows. The control actions are analo-

gous to the existing event based special protection scheme, but decisions are made 

based on the phasor measurements and triggered by the transient stability status 

prediction scheme.  

These contributions have led to the following publications in journals and confer-

ences: 

• F. R. Gomez, A. D. Rajapakse, U. Annakkage, and I.T. Fernando, “Support Vec-

tor Machine-Based Algorithm for Post-Fault Transient Stability Status Prediction 
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Using Synchronized Measurements”. IEEE Transactions on Power Systems, Nov. 

2010, Vol. 21, Pages 1856-1863.  

• A. D. Rajapakse, F. R. Gomez, K. Nanayakkara, P. A. Crossley, and V.T. 

Terzija, “Rotor angle instability prediction using post-disturbance voltage 

trajectories,” IEEE Transactions on Power Systems, vol. 25, no. 2, pp. 947–956, 

May 2010. 

• F. R. Gomez, A. D. Rajapakse and U. Annakkage, “Transient Stability Assess-

ment Algorithm based on Post-Fault Recovery Voltage Measurements”. IEEE 

Electrical Power and Energy Conference 2009, Montreal, Quebec, Canada, Octo-

ber 2009. 

• A. D. Rajapakse, F. R. Gomez, O.M.K.K. Nanayakkara, P.A. Crossley, and V.V. 

Terzija, “Rotor Angle Stability Prediction Using Post-Disturbance Voltage Tra-

jectory Patterns”, IEEE PES General Meeting, Calgary, Canada, July 26-30, 2009. 

The following publication is currently under preparation: 

• F. R. Gomez, A. D. Rajapakse, U. Annakkage, and I.T. Fernando, “Emergency 

Control Strategies for Transient Stability Enhancement based on Wide Area Syn-

chronized Measurements”, to be submitted to IEEE Transaction on Power Sys-

tems. 

6.3 Suggestions for future research 

The area of research presented in this thesis is still at infancy stage and there are a wide 

range of aspects that need to be further studied. 
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The application of this novel early transient stability prediction scheme relies on the syn-

chronized measurement of voltage magnitudes at different locations of the system for us-

ing as predictors to a SVM based binary classifier. The prediction accuracy depends on 

the integrity of the input data and development of methods to deal with missing and erro-

neous data is essential. Such developments can be incorporated to PDC technology. A 

possible next step for confirming the accuracy and performance of this SVM based tran-

sient stability status prediction algorithm is to test the application on a Real Time Digital 

Simulator (RTDS). The power system with wide area measurement can be simulated on 

the real-time simulator and the signals can be sampled from the I/O of RTDS and fed to 

the predictor to assess its performance. More advanced testing can be done by feeding the 

synthetic phasor data generated by real time power system simulator to PMUs connected 

though a communication network. This modeling requires the determination of dynamic 

system equivalents to reduce the power system under study so that it could be modeled 

using a reasonable number of real-time simulation racks. 

Additionally, to prevent the misclassification of marginally unstable cases and maximiz-

ing the accuracy of the proposed scheme, repeated predictions using an expanding data 

window could be implemented. This is on the assumption that use of more consecutive 

samples measured data for constructing the input vector results in more reliable predic-

tion. However, this need to be verified through further studies. 

In this thesis, load shedding, generation tripping and HVdc power reduction were em-

ployed as the emergency control strategies to improve the transient stability. In the case 

of the fuzzy logic based emergency control scheme, the simultaneous load shedding or 

generation tripping in different control areas of the system needs to be optimized. In case 
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of HVdc power control, instead of simply reducing, the HVdc power can be controlled in 

a manner helping to damp the power swings.  

Other options for emergency control such as use of FACTS devices and controlled sepa-

ration need to be investigated. It is interesting to perform an extensive study to compare 

and select the different emergency control strategies to secure the integrity of a power 

system after a catastrophic disturbance. 

 



 

 

Appendix A  

 Test system data: New England 39-bus system 
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i. Power flow data for the 39-bus test system  

 

Bus Type Voltage 
[PU] 

Load Generator 

P(MW) Q( MVAR) P (MW) Q (MVAR) 

1 PQ - 0.0 0.0 0.0 0.0 

2 PQ - 0.0 0.0 0.0 0.0 

3 PQ - 322.0 2.4 0.0 0.0 

4 PQ - 500.0 184.0 0.0 0.0 

5 PQ - 0.0 0.0 0.0 0.0 

6 PQ - 0.0 0.0 0.0 0.0 

7 PQ - 233.8 84.0 0.0 0.0 

8 PQ - 522.0 176.0 0.0 0.0 

9 PQ - 0.0 0.0 0.0 0.0 

10 PQ - 0.0 0.0 0.0 0.0 

11 PQ - 0.0 0.0 0.0 0.0 

12 PQ - 7.5 88.0 0.0 0.0 

13 PQ - 0.0 0.0 0.0 0.0 

14 PQ - 0.0 0.0 0.0 0.0 

15 PQ - 320.0 153.0 0.0 0.0 

16 PQ - 329.0 32.3 0.0 0.0 

17 PQ - 0.0 0.0 0.0 0.0 

18 PQ - 158.0 30.0 0.0 0.0 

19 PQ - 0.0 0.0 0.0 0.0 

20 PQ - 628.0 103.0 0.0 0.0 

21 PQ - 274.0 115.0 0.0 0.0 

22 PQ - 0.0 0.0 0.0 0.0 

23 PQ - 247.5 84.6 0.0 0.0 

24 PQ - 308.6 -92.0 0.0 0.0 

25 PQ - 224.0 47.2 0.0 0.0 

26 PQ - 139.0 17.0 0.0 0.0 

27 PQ - 281.0 75.5 0.0 0.0 

28 PQ - 206.0 27.6 0.0 0.0 

29 PQ - 283.5 26.9 0.0 0.0 

30 PV 1.0475 0.0 0.0 250.0 - 

31 PV 0.9820 9.2 4.6 521 - 

32 PV 0.9831 0.0 0.0 650.0 - 

33 PV 0.9972 0.0 0.0 632.0 - 

34 PV 1.0123 0.0 0.0 508.0 - 

35 PV 1.0493 0.0 0.0 650.0 - 

36 PV 1.0635 0.0 0.0 560.0 - 

37 PV 1.0278 0.0 0.0 540.0 - 

38 PV 1.0265 0.0 0.0 830.0 - 

39 PV 1.0300 1104.0 250.0 1000 - 



 

 

 

ii. Branch data for the 39-bus test system respect to a base of 100 

MVA 

From 

Bus 

To 

Bus 
R (PU) X (PU) B (PU) 

From 

Bus 

To 

Bus 
R (PU) X (PU) B (PU) 

1 2 0.0035 0.0411 0.6987 13 14 0.0009 0.0101 0.1723 

1 39 0.0010 0.0250 0.7500 14 15 0.0018 0.0217 0.3660 

2 3 0.0013 0.0151 0.2572 15 16 0.0009 0.0094 0.1710 

2 25 0.0070 0.0086 0.1460 16 17 0.0007 0.0089 0.1342 

3 4 0.0013 0.0213 0.2214 16 19 0.0016 0.0195 0.3040 

3 18 0.0011 0.0133 0.2138 16 21 0.0008 0.0135 0.2548 

4 5 0.0008 0.0128 0.1342 16 24 0.0003 0.0059 0.0680 

4 14 0.0008 0.0129 0.1382 17 18 0.0007 0.0082 0.1319 

5 6 0.0002 0.0026 0.0434 17 27 0.0013 0.0173 0.3216 

5 8 0.0008 0.0112 0.1476 21 22 0.0008 0.0140 0.2565 

6 7 0.0006 0.0092 0.1130 22 23 0.0006 0.0096 0.1846 

6 11 0.0007 0.0082 0.1389 23 24 0.0022 0.0350 0.3610 

7 8 0.0004 0.0046 0.0780 25 26 0.0032 0.0323 0.5130 

8 9 0.0023 0.0363 0.3804 26 27 0.0014 0.0147 0.2396 

9 39 0.0010 0.0250 1.2000 26 28 0.0043 0.0474 0.7802 

10 11 0.0004 0.0043 0.0729 26 29 0.0057 0.0625 1.0290 

10 13 0.0004 0.0043 0.0729 28 29 0.0014 0.0151 0.2490 

 

 

 

 



 

 

iii. Dynamic data 

Gen No T'do(s) T''do(s) T'qo(s) T''qo(s) H(s) Xd(PU) Xq(PU) X'd(PU) X'q(PU) X''d(PU) Xl(PU) 

30 10.2 0.05 1.5 0.06 42 0.1 0.069 0.031 0.008 0.025 0.0125 

31 6.56 0.05 1.5 0.06 30.2 0.295 0.282 0.0697 0.17 0.05 0.035 

32 5.7 0.05 1.5 0.06 35.8 0.2495 0.237 0.0531 0.0876 0.045 0.0304 

33 5.69 0.05 1.5 0.06 28.6 0.262 0.258 0.0436 0.166 0.035 0.0295 

34 5.4 0.05 0.44 0.06 26 0.67 0.62 0.132 0.166 0.05 0.054 

35 7.3 0.05 0.4 0.06 34.8 0.254 0.241 0.05 0.0814 0.04 0.0224 

36 5.66 0.05 1.5 0.06 26.4 0.295 0.292 0.049 0.186 0.04 0.0322 

37 6.7 0.05 0.41 0.06 24.3 0.29 0.28 0.057 0.0911 0.045 0.028 

38 4.79 0.05 1.96 0.06 34.5 0.2106 0.205 0.057 0.0587 0.045 0.0298 

 

BUS TR KA TA VRMAX VRMIN KE TE KF TF E1 SE(E1) E2 SE(E2) 

38 0 40 0.02 10.5 -10.5 1 1.4 0.03 1 4.257 0.62 5.676 0.85 

37 0 5 0.02 1 -1 0 0.528 0.085 1.26 3.191 0.072 4.255 0.282 

36 0 40 0.02 6.5 -6.5 1 0.73 0.03 1 2.8 0.53 3.8 0.74 

35 0 5 0.02 1 -1 0 0.471 0.075 1.2 3.587 0.064 4.782 0.251 

34 0 40 0.02 10 -10 1 0.785 0.03 1 3.927 0.07 5.236 0.91 

33 0 5 0.06 1 -1 0 0.5 0.08 1 2.868 0.08 3.824 0.314 

32 0 5 0.06 1 -1 0 0.5 0.08 1 2.342 0.13 3.123 0.34 

31 0 6.2 0.05 1 -1 0 0.405 0.057 0.5 3.036 0.66 4.049 0.88 

30 0 5 0.06 1 -1 0 0.25 0.04 1 3.54 0.08 4.728 0.26 
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