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Abstract

Several aspects of design of the Advanced Static VAR Compensator (ASVC), and design
of a control system for optimum performance of the ASVC at an ac/dc interconnection
are presented in the thesis.

One of the most important aspects of the designing process of the ASVC is reduction
of harmonic components in the ASVC output voltage. To meet a requirement regarding
the maximum contents of harmonics in the voltage a configuration of the ASVC and
the size of its components have to be properly selected. A method based on harmonic
analysis has been used to design the ASVC power circuit. The importance of such
analysis under both balanced and unbalanced conditions have been identified.

A new design methodology of control systems is proposed here. It relies on a com-
bination of advanced system simulator - EMTDCTM and genetic computation. In
contrast with standard approaches used in control systems design, this framework pro-
vides realistic full-scale modeling abilities accomplished via the simulator along with the
optimization versatility of Genetic Algorithms.

This new methodology has been used to design a control of the ASVC. Using ca-
pabilities of genetic computation for multiobjective and multivariable optimization a
structure of a control system has been designed and the values of control parameters
have been adjusted. A concept of switching control has also been investigated. A fuzzy
controlled switching between two sets of parameter values has been used to design an
ASVC control for the case of the inverter close-in single phase to ground fault. The
results show a better performance of the ASVC when compared to its performance with
a standard type of control. A control scheme using different sets of control parame-
ter values in a control procedure, depending on the state of a system, has been used
to investigate the performance of the ASVC at an ac/dc interconnection. Using this
approach the values of control parameters which are optimal for a given event are used.
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Chapter 1

Introduction

1.1 Motivation

The importance ascribed to HVdc transmission in recent years is the result of the tech-
nical properties and the economical advantages of HVdc links. Long-distance transmis-
sions, asynchronous ties and power links using long submarine cables are some of the
applications of HVdc systems.

It is a well known fact that HVdc converters consume reactive power in the range
of 50 to 60 per cent of the real power transmitted at full load. Any changes in the
reactive power demand, associated with the changes in dc power, have an effect on the
ac voltage at the converter site. An excess of reactive power leads to overvoltages at the
ac bus, while a deficit in reactive power leads to undervoltages. The variations in voltage
magnitude are more critical in those cases where HVdc links are connected to weak ac
systems!. The following aspects of ac/dc interactions then become more significant:
harmonic instability; transformer core saturation instability; power/voltage instability;
recovery from disturbances; overvoltages and harmonic resonances [11]. Some of the
difficulties of operation of an HVdc system with a weak ac system can be reduced by the
application of dynamic voltage control devices (VCD), such as synchronous condensers
or static var compensators (SVC).

In the mid-eighties, the Electric Power Research Institute introduced a concept called

1 A system is called a weak system when the short circuit ratio (SCR), defined as the ratio of system
short circuit level MVA to the dc power MW, is between 2.0 and 3.0 [12]; from the system impedance
point of view, SCR is defined as the ac system admittance expressed in per unit of dc power.
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Flexible AC Transmission Systems {FACTS). This concept represents a new approach to
increase utilization of existing electrical power systems and to an improvement in their
flexibility. Development of fast acting, thyristor controlled devices which allow high
speed control of system parameters is the subject of many projects within the FACTS
framework.

The Advanced SVC (ASVC) is one of the newly developed devices. It is built as a
voltage-source inverter with gate turn-off (GTO) thyristors. Compared to its conven-
tional counterpart which employs thyristor-switched capacitors and reactors, the ASVC
has several advantages. The most important advantages are related to its ability: to
adjust instantaneously the output of reactive power to compensate for voltage variation;
to maintain maximum capacitive output current even at greatly reduced system voltage;
and to withstand transient overcurrent in both the capacitive and inductive operating
regions.

An application of fast acting devices, such as FACTS components and HVdc links
in power systems has led to the increased importance of control design processes and
a need for electromagnetic control coordination [54]. The complexity and non-linear
characteristics of electrical power systems have resulted in the application of analog
and digital simulators to support the methods of control synthesis and control analysis.
At the same time, in order to design a control which gives behavior of a system close
to ideal, the design process should include methods of minimization of some measures
which represent a deviation from ideal behavior of the system. Such measures are usually
provided by performance indices, whose values indicate how well the actual performance
of the system matches the desired one. Design of a control which minimizes the values of
performance indices leads to the design of an optimal control. The choice of appropriate
performance indices and an optimization technique is an important part of the design
process.

Up to now, most of the research related to the Advanced SVC has been focused on
an application of the ASVC to improve the loadability of long transmission lines (e.g.
[10]). Only one paper [61] investigating the dynamic performance of the ASVC at the
HVdc converter station has been published so far with no information about an ASVC
control system. An application of the ASVC at an ac/dc interconnection means that
complex, non-linear, and fast acting devices — the ASVC and the HVdc converter, have
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to cooperate. For this reason, the design of the ASVC and its control system should be
carried out in such a way that the whole controlled system, represented as realistically
as possible, is considered. Such an approach can lead to the improved performance of
ac/dc system, even when an HVdc link is connected to a very weak (SCR< 2.0) receiving
ac system.

1.2 Scope of the Thesis

The investigaticr of dynamic behavior of the ASVC at an ac/dc interconnection and
design of an ASVC control are the two main objectives of this thesis. The results of the
research conducted are presented in the dissertation in this following order:

e a description of the Advanced Static VAR Compensator, its characteristic, features
and some elements of a design process are presented first, different approaches
to reduce harmonics generation are described, together with a harmonic-based
method for selecting the values of components of 12-pulse ASVC,;

e a new control design method for complex systems is presented next, the method
is based on the connection of an advanced system simulator (EMTDCTM) with
a new optimization tool - Genetic Algorithms;

e the design of an optimal control for the ASVC and an investigation of the dynamic
performance of the ASVC at an ac/dc interconnection under faulted conditions
and overvoltages are presented at the end.

All studies related to the application of the ASVC have been performed using the
electromagnetic transient program EMTDCTM [g].
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Description of Advanced Static
VAR Compensator (ASVC)

Static VAR Compensators (SVCs) were developed in the late 1960s to provide fast reac-
tive power (VAR) compensation for large, fluctuating industrial loads. They use either
thyristor-switched capacitors (TSCs) or a thyristor-controlled reactor (TCR) with fixed
capacitor. In the late 1970s, SVCs were successfully used in the dynamic compensa-
tion of power systems to provide voltage support, to increase transient stability, and
to improve damping. These SVCs require fully rated capacitors and reactors to gen-
erate or absorb reactive power, and an electronic switching circuit (thyristor valves).
For this reason, current SVCs are large systems which involve a number of major com-
ponents (transformer, capacitors, reactors, switchgear, thyristor valves) and require a
considerable size facility with significant labor installation.

Development of a new generation of thyristors called gate turn-off thyristors (GTO),
with power handling levels comparable to conventional thyristors [26], made it possible
to design a new type of static VAR compensator. GTO-based converters, which operate
as voltage or current sources and which produce reactive power essentially without
capacitors or reactors, by circulating energy among the phases of the ac system [18], are
basic components of this new device. The SVC, which uses this particular type of solid
statc switching converter, is called the Advanced Static VAR Compensator (ASVC).
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2.1 Basic Operating Principles

The Advanced Static VAR Compensator (ASVC) is a GTO-based power converter con-
nected to the ac system through a series inductance (the transformer leakage). A three-
phase output voltage, in phase with the system voltage, is produced by the inverter. By
varying the magnitude of this voltage, the reactive power exchange between the ASVC
and ac system can be controlled. When the magnitude of the converter output voltage
is greater than the system voltage, the ASVC generates reactive (capacitive) power for
the system; when the magnitude of the output voltage is lower than the ac system volt-
age, the ASVC absorbs reactive (inductive) power. When both voltages are equal, the
reactive power exchange is zero. Based on this description, it should be noted that the
characteristics of ASVC are very similar to those of a rotating synchronous condenser.
For this reason, the ASVC has also been named the STATic CONdenser (STATCON)
[18].

The basic building block for the ASVC is a voltage source inverter that converts
the dc voltage at its input terminals into a three-phase set of output voltages. In its
simplest form, it is composed of six GTOs, each of which is shunted by a reverse parallel
connected diode. The ASVC with the six-pulse voltage source inverter is illustrated in
Figure 2.1, together with a line-to-line output voltage waveform (in practice a waveform
such as this would produce unacceptable harmonics, methods of harmonics reduction
are presented in chapter 3, page 11). The operation of the ASVC can also be explained
by considering the relationship between the output and input powers of the inverter -
the net instantaneous power at the ac output terminals must always be equal to the net
instantaneous power at the dc input terminals (neglecting the losses in the semiconductor
switches). Since the inverter supplies only reactive power, the real input power provided
by the dc source (charged capacitor) must be zero. Furthermore, since reactive power on
the dc side is zero, the dc capacitor plays no role in the reactive power generation. One
could say that the inverter establishes a circulating power exchange among the phases.
The need for the dc storage capacity is due to equality of the instantaneous output and
input powers. A quasi-squarewave waveform of the output voltage causes fluctuations
in the net instantaneous output power, and in order not to violate the equality of the
instantaneous output and input powers, the inverter must draw a fluctuating (“ripple”)
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Figure 2.1: Six-pulse voltage source inverter and line-to-line output voltage.

current from the dc storage capacitor (a form of this current depends on the converter
output voltage waveform, section 3.3, page 18).

In a practical ASVC, the semiconductor switches of the inverter are not without loss.
To replenish these losses and to keep the capacitor voltage at the desired level the output
voltage has to lag the ac system voltage by a small angle. This allows the inverter to
absorb a small amount of real power from the system. The same mechanism is used to
increase or decrease the capacitor voltage, which resuits in changes of magnitude of the
inverter output voltage. In this way the var generation or absorption is controlled.

2.2 Operating Characteristic, Features

The nature of ASVC operation results in natural and instant adjustments of the reac-
tive power output to compensate for system voltage variations. The superior operating
characteristics of the ASVC are illustrated in the system voltage versus the reactive
output current (V-I) characteristic, Figure 2.2. In contrast to a conventional thyristor-
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Figure 2.2: V-I characteristic of (a) the advanced SVC and (b) its conventional coun-
terpart.

controlled compensator, the ASVC is capable of supplying full capacitive current under
reduced voltage conditions. It also has transient overload capability in both inductive
and capacitive regions. The maximum attainable transient over-current in the capacitive
region is determined by the maximum current turn-off capability of the GTO devices.
In the inductive region the GTOs are naturally commutated and the current can theo-
retically be raised above the GTO maximum turn-off level. In both cases, the overload
is dictated by the need to keep the junction temperatures of the power semiconductors
below their allowable limits.

In addition to superior controllability, the ASVC is able to store energy which gives
interesting opportunities for the improvement of system securities. Unbalanced control is
also possible — negative-sequence voltage can be produced with a controlled amplitude
and phase to achieve the desired performance objective. Harmonics of GTO-based
compensator are expected to be lower than for SVC of comparable ratings (method of
harmonics reduction are presented in chapter 3, page 11).

On the other hand, the ability to deliver rated current at off-nominal voltage is the
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primary feature which makes the ASVC similar to a synchronous condenser in perfor-
mance [26]. Creation of a controlled voltage with low distortion, the ability to obtain
an inertia-like response (inclusion of some energy storage with the ASVC), and overload
capability (although the synchronous condenser is generally superior in magnitude and
duration) are additional similarities between these two devices. In addition, the ASVC
possesses several advantages compared with a synchronous condenser: fast response,
lower fault current, the ability to store energy, the ability to provide an unbalanced
control (up to some degree), smaller size and lower maintenance and installation costs.

2.3 Elements of Design

In power system applications of the ASVC, the six-pulse voltage source inverter con-
sidered so far would not meet requirements for power rating, as well as for harmonics
contents either in the output voltage or the input capacitor current. To overcome these
drawbacks, some choices have to be made regarding the structure of the ASVC and
the size of its components. Problems and solutions of power rating requirement are
presented below, and approaches used for harmonics reduction are presented in detail
in chapter 3, page 11.

The ASVC with several voltage source inverters has to be used together with a series
connection of GTOs in the arms of inverters to obtain the power ratings typically re-
quired for high power applications. Simple inverters, such as the one presented in Figure
2.1, or complex ones, such as a multi-level inverter, can be used as the building blocks
of the ASVC. Application of multi-level inverter increases the power rating compared to
the simple (2-level) inverter. For example, a 3-level voltage source inverter allows the dc
voltage level to double and therefore doubles the power rating. A simple description of
a multi-level voltage source inverter and its benefits regarding harmonics reduction are
presented in chapter 3. In order to design the ASVC with few inverters using presently
available GTO thyristors of limited current rating, the inverters must be operated at
relatively high dc voltage. This necessitates the connection of a relatively large number
of GTO thyristors in series to form a valve for the inverter. For successful operation of a
GTO thyristor valve, the voltage distribution in the series stack must be maintained to
such a degree that the maximum instantaneous voltage across any single device does not
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exceed the rated voltage under any condition. The different transient voltage stresses
would occur due to the differences in the switching characteristics of individual GTO
thyristors. It is especially seen during the turn—off process. This process is characterized
by three times: storage time (the period during which the charge is being swept out of
the gate-cathode junction with no noticeable effect on the anode current); fall time (the
period during which the anode current decreases, very rapidly, to about 10 per cent of
its peak value); and tail time (the period during which the GTO thyristor is blocking
anode voltage with slowly decreasing anode current. due to recombination of trapped
charge in the device). Inequalities in these times (especially in storage time which is in
the range of 15-23 us) of the individual devices in the valve result in different voltage
stresses. Three different solutions are proposed to handle this problem — selection of
devices, intelligent turn-off control, and optimized gate-currents [56].

Some problems of ASVC design, such as power rating and harmonics reduction, can
be solved with the help of well-known methods used for solving similar problems in
related areas (e.g. application of thyristors in HVdc systems, motor drive application of
voltage source inverters). Ou the other hand, the ASVC is a new device and its behavior
in a power system environment needs further investigation, which may result in some
new solutions to the control and/or structure of ASVC.

One aspect which needs further research is a control algorithm. So far in most
cases (except [24] where PWM technique is used, see section 3.1, page 11), only one
control parameter is used to control the amount of reactive power the ASVC generates
or absorbs. It is the phase angle of the power inverter voltage in reference to the ac
system voltage. There are already two problems with the dynamic behavior of the
system, which do not seem to be sufficiently manageable with this control algorithm
(56]:

e the reactance on the ac side and the capacitor on the dc side give the system a low
damped resonance behavior; occurrence of fast events in the the power system,
e.g. load step, stimulate oscillations in line currents and dc voltage, which can
lead to overcurrent or overvoltage faults;

e asymmetry in the power system causes strongly asymmetrical line currents and
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because of the close coupling of the three phases through the dc circuit, it is not
possible to control the phase currents separately.

In consideration of these problems, a second control parameter seems desirable. While
the phase angle of output inverter voltage is well suited to control the power flow be-
tween the ac and dc sides, a variable modulation index (one of the parameters of PWM
operation mode of inverter, see section 3.1, page 11) would help react to variations of
amplitude and asymmetry.

A very interesting approach to extend a control of the ASVC is presented in [56]
where a 3-level voltage source inverter is used as a building block of the ASVC. The
parameter 3 (see section 3.2.1, page 14), which is normally used to minimize certain
harmonics, could represent the second control parameter to handle dynamic problems
of the ASVC. During periods of fast action in the power system, the § parameter could
be used to improve the dynamic behavior of the ASVC.

Another aspect of ASVC design which needs further investigation is related to the
selection process of the dc capacitor value. Besides such objectives as ripple in direct
voltage and performance requirements under unbalanced conditions (see section 3.3,
page 18), resonance behavior has to be taken into account [7].



Chapter 3

Harmonics Reduction Methods for
ASVC

Reduction of harmonic components in the output current and the dc voltage is one of
the most important aspects of ASVC design. To obtained a desired level of harmonics in
ac current and dc voltage three elements have to be considered in the designing process:

e the firing sequence of GTOs;
e the structure of a GTO-based power converter;
e the selection of power circuit components.

All three design aspects are presented in the sections which follow.

3.1 GTO Firing Sequence

The six-pulse voltage source inverter can produce a set of three quasi-square voltage
waveforms of a given frequency by connecting the capacitor sequentially to the three
output terminals via the appropriate inverter switches (GTOs). When considering the
switching frequency of GTO (that is the frequency of connecting the capacitor to the
output terminal), two modes of operation can be distinguished:

® Fundamental Frequency Modulation (FFM) - every GTO is turned on and off once
during each fundamental period;

11
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e Pulse Width Modulation (PWM) — GTOs are turned on and off several times during
each fundamental period !.

FFM mode means the lowest switching frequency and therefore losses in the voltage
source inverter with this switching are minimal. Unfortunately in the spectrum of output
voltage the low-order harmonics (5th, 7th, 11th, 13th,...) appear with large amplitudes.
To reduce harmonic contents other methods have to be used such as the selection of
ASVC configuration (section 3.2, page 13) or the choice of size of ASVC components
(section 3.3, page 18).

In the case of PWM technique the switching frequency is high. Application of this
mode in a power converter with high power GTOs, which have limitations in the switch-
ing frequency, causes increased losses in the GTO devices and their snubber circuits.
This mode, however, gives very good results in reducing low-order harmonics (PWM
“shifts” energy from the low to high frequency range — high-frequency harmonic com-
ponents are generated). There are many ways to generate the switching function. Some
of these are improved versions of the original sine PWM technique (e.g. the modi-
fied sine PWM, the third-harmonic injection PWM, the harmonic injection PWM [2]),
while other ones are called programmed PWM techniques [34], [35]. The latter are
recommended for reactive power compensation applications. They offer better volt-
age utilization, as well as lower switching frequencies. Using the programmed PWM
technique a selected number of harmonics can be eliminated.

1

PW)M technique means that a train of constant amplitude pulses is produced by switching the output
on and off rapidly a number of times during each half-period. Control of the amplitude of the inverter
output voltage, together with reduction in harmonics is obtained by varying the pulse widths in a
cyclic manner for a constant number of pulses per half-period. A proper switching sequence for all
GTOs in the inverter (the valves of the same phase operate in the complementary manner: the upper
is ON when the lower is OFF, and vice-versa) is obtained using different methods which are more or
less similar to the method used in the original Sinusoidal PWM technique. In the case of the original
PWM a sine wave of the same frequency as the inverter output - Sy, (t) (called a modulating signal)
is compared with a synchronized triangular carrier signal - S.(t). The triggering of the valves is based
on the relationship of these signals, and is described by the switching function — S,(t) which takes on
either of two values:

Ss(t) = +1 for  Sn(t) > S:(t) 3.1)

Ss(t) = -1 for  Sm(t) < Sc(t) (3.2)

The ratio of the amplitude of the modulating signal S,,(t) to the amplitude of the triangular carrier
signal S.(t) is defined as the modulation index.
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Despite the fact that large GTOs cause considerable switching losses, the application
of PWM strategy for inverters in a high-power area seems justifiable. Several approaches
have been proposed to reduce losses caused by the high frequency of switching: namely
the application of minimum-loss vector based PWM [51], the modification of the original
PWM [55], the special arrangement of inverters [58], [47], or specially designed snubber
circuits [1], [22]. Moreover, further developments in power electronics technology suggest
that PWM techniques may be within the range of high power applications.

A very interesting approach, which is worth mentioning at this point, is presented in
(58]. In this concept, a power converter acts as a special matrix of identical voltage source
inverters with the PWM technique. Then by phase-shifting of the switching instances of
the valves in the different inverters, the effect of very high frequency switching is created
even though the switching rate of the individual valve is low. The switching losses can
then be kept at a low level using presently available GTOs.

A dynamic behavior of the ASVC with the PWM technique is investigated in [25].
Using this technique, a static var compensator could be controlled very quickly without
any changes in the dc voltage.

A confirmation that the PWM technique will find its application in power systems is
a 50MVA Self-Commutated SVC developed by the Tokyo Electric Power Company and
Toshiba Corporation [24]. It uses the world’s largest GTOs (6kV, 2.5kA) and the PWM
technique. The switching frequency is 150Hz and the phases of the four voltage source
inverters (it is a multi-pulse configuration, see section 3.2.2, page 16), are displaced to
reduce harmonics.

3.2 Structure of GTO-based Power Converters

The output voltage and input current of the six-pulse voltage source inverter contain
harmonic components with frequencies of (6k £ 1)f and 6kf respectively (f is the
fundamental output frequency and k = 1,2,3,...). The ASVC with a single six-pulse
inverter as a power converter would produce the output voltage with an unacceptable
contents of harmonics. In order to eliminate and/or attenuate some of them, a special
connection of several inverters and/or different structure of the inverter has to be used.
In order to reduce harmonics contents a number of solutions are proposed.
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Figure 3.1: One phase of a multi-level GTO inverter.

3.2.1 Multi-level Inverter

14

One of the interesting approaches to reduction of harmonic components, which also

presents promising solutions for some control problems, is a multi-level inverter.

It

represents a special kind of series connection of devices. A generalized structure of one

phase of an n-level GTO inverter is shown in Figure 3.1, where n' = (n — 1)/2. The

advantage of this structure is that the GTOs have to block only the voltage of its own

level and not the full dc voltage.

The lower group of GTO thyristors requires the complementary gating pulses of the

upper group of the same number. That is, if Q; is on, then Q) must be off. It should

be mentioned that for each voltage step, only one thyristor needs to turn on and one
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Figure 3.2: 3-level inverter.

thyristor needs to turn off. For example, if Q, is off and @, @3, ... @n—; and Q] are on,
then the terminal +(n’ — 1) E is connected to the output terminal through DP;, Q,, Q3,
... @Qn—1. The correct switching logic is necessary in order to obtain the various output
voltage levels.

The advantages of the multi-level voltage source inverter can be illustrated by using
the relatively simple 3-level voltage source inverter shown in Figure 3.2. The clamping
diodes to the middle point of the dc-circuit guarantee that every GTO has to block
only half the dc voltage which doubles the power rating compared to a 2-level inverter.
Reduction of harmonics and the extended features for controlling the inverter voltage
make the 3-level inverter very attractive. Figure 3.3 shows that even with FFM, the
amplitude of voltage is variable without changing the dc voltage. During the interval
B the phase-voltage is connected to the middle point of the dc circuit. For symmetry
reasons all three inverter legs have to be run with the same 3. With increasing 3 the
fundamental component of voltage becomes smaller, harmonic components also depend

V2V

T

on the 3 value:

Va1 = cos(B) (3.3)

V2V
n

Vas1 = - cos(nf) n=25,7,11,13,... (3.4)

Full modulation (8 = 0) means identical waveforms and harmonics with a 2-level
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Figure 3.3: FFM with 3-level inverter.

(six-pulse)} voltage source inverter.
The parameter 3 can be used to counteract either one of two of the special problems:

e minimization of certain harmonics, in this case the value of 3 is chosen to reduce
specific harmonics and is kept the same all the time, for example 8 = 7/12 results
in reduction (to 25 per cent compared to full modulation) of the 5th and 7th
harmonics and the 17th and 19th, 29th and 31th etc. are minimized as well.

@ dynamic problems of ASVC: in this case 8 represents the desired second control

parameter (section 2.3, page 8).

3.2.2 Multi—pulse Converter

The most popular method of harmonic elimination is high-pulse operation of the ASVC.
This can be achieved by application of several voltage source inverters connected together
through a transformer with separated secondary windings. Any kind of voltage inverters,
2- or multi-level ones, with FFM or PWM techniques (see section 3.1, page 11), can be
used as the building blocks of such ASVC. In all practical realizations of the ASVC
described in the literature so far, 2-level (six-pulse) voltage source inverters with FFM
are used (for the only case of inverter with PWM see section 3.1). Application of multi-
level inverters is still considered to be at the theoretical level [56], [60].

In the case of a general P-pulse converter composed of n FFM inverters (P = 6n,n =
1,2,3,...), the frequencies of the harmonics present in the output voltage and input
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current are (Pk £ 1)f and Pkf respectively, that is the harmonic spectrum improves
with increasing pulse number. All n six-pulse inverters are operated from a common
dc source with a successive 27/6n phase-displacement. Each of the generated output
voltage waveforms is shifted by a transformer with an appropriate secondary winding
configuration to cancel the phase—displacement of the inverter. A somewhat different
secondary winding configuration is required for each inverter, which makes this solution
unattractive from both design and application viewpoints. The transformed outputs of
all inverters are summed by the series connection of all corresponding primary wirdings.
Several examples of ASVCs with multi-pulse converter can be found in the literature:

e a 36-pulse converter, with 10 degrees phase displacement between voltages, was
developed as the first ASVC [48];

e a 48-pulse converter system was developed in [32]; in this case, the phase-displacement
is 7.5 degrees, and a special multiple transformer was designed;

e an 18-pulse converter, 20 degrees of phase-displacement, was used in [52], the
secondary windings of the nine single-phase transformers were connected in a zig-
zag manner;

® a 12-pulse configuration with a displacement of 30 degrees was used in 1 MVA
ASVC prototype [6]; a phase-shifting transformer was used as an output trans-
former;

e a 48-pulse configuration is used in the first large ASVC in USA rated at 100MVA;
it was installed at the Tennessee Valley Authority [44], [45].

An interesting approach is presented in [18]. A “quasi” multi-pulse configuration using
transformers with customary wye to wye and wye to delta windings is proposed. In this
case, identical 12-pulse modules are used as building blocks. Each module incorporates
two six-pulse voltage source inverters, one operated from a wye to wye transformer, and
the other from a wye to delta transformer. The inverters in the 12-pulse module operate
with 7/6 phase-displacement. In general a quasi 12m-pulse arrangement can be built,
where m = 1,2,3, ... means a number of 12-pulse modules. In this case each 12-pulse
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module operates with a successive m/6m phase-displacement and the corresponding
primary windings of all transformers are connected in series.

3.3 Power Circuit Design

Harmonic distortions of dc voltage and output ac current depend on the values of the
dc capacitor and the leakage inductance of the coupled transformer. A proper selection
of these values can reduce harmonic components to the desired level. The method
developed by Moran [29] can be used to design ASVC components according to the
maximum possible contents of harmonics. The original version of the method can be
applied to design components of the ASVC which is built using a single 2-level voltage
source inverter with PWM or FFM switching technique. The extension of the method for
a twelve-pulse ASVC is proposed. The original method and its extension are presented
first, and the results of application of these methods are shown next.

3.3.1 Harmonic Based Method for Power Circuit Design

Determination of the values of inductance and capacitance is based on the requirement
that given maximum harmonic distortions of ac output current and of dc voltage will
not be exceeded. The following assumptions are made:

e that ac voltages are balanced,
e that switching elements are ideal,
e that dc voltage V. is ripple-free,

e that the phasc values of voltage — V;, and fundamental component of output
current — I,; are assumed as 1 p.u.

Design of X;

The total harmonic distortion in the output ac current - TDH; is given by:

THD — {Zk>Il k}2 (35)
al
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Figure 3.4: An analytical model of the ASVC and ac system for leading var compensation
(a) single phase equivalent at fundamental frequency and (b) single phase equivalent for
harmonics.

According to the equivalent circuit of the ASVC connected to the ac system for kth
harmonic, Figure 3.4, one can write:

Vsver
Iak —_— kX 3 (3-6)
and finally
stc;: 1
Xi= e D - {%jl( 3 (3.7)

Harmonic components of the inverter output voltage Vsy ¢ can be calculated using the
Fourier series expansion of switching function S(wt) of the inverter:

S(wt) = > Agsin(kwt), (3.8)
k=1
then
Vsver(wt) = S(wt) « Vg (3.9)
and v
Vsvor = —% A (3.10)

V2
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Now, the expression for X is:

Vdc —  A¢ 211
X = —_— 2, 3.11
‘= aTHD T =) .
The determination of X; should be done for the worst operating condition of the ASVC.
This occurs when the ASVC is supplying rated leading reactive power. Assuming o =0,
where o is the angle shift between V,,, and Vsy ¢, one can write:

‘/an V —‘/a.n ‘/an AV
Qusva, == ovar=Ten) _ Zon 27, (312

and the value of V. for the ASVC in leading operation condition is:

X
‘/dclead = \/i (V:m + QAS“//Clé :

i ). (3.13)

The final equation for X, calculation is presented below:

Van. {):2‘;1(%)2}% . (314)
A\ THD; Iy — 255 (50 (A)2}3

4Y[ =

Subtraction in the denominator of equation 3.14 means that there is a limit, for given
switching function, in the minimum value of harmonic distortion THD;. For the phase
values of voltage - V,, and the fundamental component of output current — I, equal to

1 p.u.:
oo (Ag\2 %

THD;
D; > A,

Design of X,

The value of X, can be evaluated based on the constraint that harmonic components of
dc voltage, ripple factor - K, will not exceed a given value. According to the expression:

K. = {Zzgl(v;ick)2}%
v Vie )

(3.16)
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where x
Viek = =5 L, (317

and Iy is the RMS value of k¢th harmonic current component through the dc capacitor,
the final expression for X, is:

Ky Ve

= : 3.18
{81 ()2} (319)

c

The calculation of X, should also be carried out for the worst operating condition of the
ASVC. This case occurs when the ASVC is in the operation of supplying the lagging

reactive power. The value of V. is then minimal. Finally, the formula for X, with the

V2 Qsve,, Xi

value of dV,. = can be rewritten in the form:

Ay Van
. K‘u (‘/dc - v Q-:ls‘(/f:o Xl) _ Kv Ailz (‘/an - QAS“,,:':O x‘) (3 19)
{(Z8. (1422} {(ER.(4%)%)2

The current across the dc capacitor I4.(wt) is given by equation:

Tic(wt) = I, (wt) S(wt) + Iy(wt) S(wt —120) + I (wt) S(wt + 120) (3.20)
where

I, (wt) = I, sin(wt — ¢) (3.21)
Iy(wt) = I sin(wt — 120° — ¢) (3.22)
I(wt) = I, sin(wt + 120° — @) (3.23)

The values of Iy can be obtained analytically by solving the above equation or using
computer-aided Fourier Analysis.
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3.3.2 Extensions to the Original Method

To use the method presented for design components of 12-pulse ASVC, some modi-
fications are needed in the equations for X; (equation 3.14) and X, (equation 3.19).
Application of two transformers, wye to wye and wye to delta rated Sr,_,,, ViL, .00 iD-
troduces some changes in the expressions for Vsycx and Iz, In this case the expression

for Vye,..4 1s given by:

1 Qasve,, X
Vacws = g7 (Ven + ———"s;a ¢ ), (3.24)
then
Van {T021(48)%}2
th"ul {2k>1( k ) } (3.25)

2 A\ THD; I, - 25¥5 (5o (A}

where X, is the leakage reactance of the fictitious “big” transformer (rated St ,
ViL,,)- The value of X, for each of the “small” transformers is:

X, Vi, ST,
X _ total big 2 small 3.26
lsmall 2 (VLL,mu ) ST,,ig ( )

The lower limit of the maximum harmonic distortion in the case of 12-pulse ASVC is:

o (Agy213
THD, > {z">21(;1) ;i (3.27)

The value of X, is evaluated using the expression:

Q X
x,= B Vo= ) (3.28)
) {ER,(1ex)2)

The values of I, are calculated from the equation:

Tie(wt) = I (wt) S(wt) + Iy(wt) S(wt — 120) + I (wt) S(wt + 120) +
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L(wt — 30) S(wt — 30) + Iy(wt — 30) S(wt — 150) + I.(wt — 30) S(wt +90)  (3.29)

where:
I (wt) = I, sin(wt — @) (3.30)
Ib(wt) = Ib sint(wt —-120° — ¢) (331)
I (wt) = I, sin(wt + 120° — @) (3.32)

3.3.3 Application of the Power Circuit Design Methods

The methods presented for calculating the capacitance and inductance values for dif-
ferent ASVCs (with PWM inverter, FFM inverter, and 12-pulse inverter) have been
implemented as computer programs. Computer-aided analysis is used for calculating
the harmonic components Vsycr and Iy (equations 3.9 and 3.20, 3.29 respectively).
It is done with an application of Discrete Fourier Transform (DFT) using the following
approach.

Having a switching function of the inverter S(wt) expressed in terms of its Fourier
series components, the Fourier series expression for the output voltage Vsyci(wt) is
calculated from the product:

Vsver(wt) = S(wt) * Ve, (3.33)

In the same way the Fourier series expression for the inverter input current g (wt) is

obtained:

Tk (wt) = S(wt) * I(wt). (3.34)

The formulas 3.14, 3.19, 3.25, 3.28 and the values of Vsycr and Itz are used to perform
the final calculations.

Two computer programs have been written: pwm_ffm - to calculate the values of
X and X, of the ASVC with one Sinusoidal PWM or FFM inverter, and mpulse - to
design the 12-pulse ASVC elements. Thc Sllowing data are needed for the programs:

e rated voltage — V1 rars;

e rated value of three phase reactive power of the ASVC - Q4svc,,;
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e ac frequency;

e carrier frequency ratio (only for pwm_ffm);

e modulation index (only for pwm_ffm);

e required maximum current harmonic distortion - THD;;

e required maximum dc voltage harmonic distortion — K.

The following resulting data are obtained:
e coupling transformer leakage reactance — Xj;
e reactance — X, and capacitance — C of dc capacitor;

e dc voltage across the capacitor when ASVC does not supply any reactive power —
Vie;

e change in dc voltage which occurs when ASVC supplies rated reactive power -
A

e data files which contain discrete values of line-to-line output voltage and inverter

input dc current.

The original and the modified methods for determination of ASVC components have
been verified. The models of three different ASVCs: with an FFM voltage source
inverter, with a PWM voltage source inverter, and with a 12-pulse ASVC, have been
developed with the EMTDC™ program. The simulation results confirm the analytical
approach to designing ASVC components according to the maximum possible contents
of harmonics in ac output current and dc voltage [40].

The programs presented can be used, after a few modification, to calculate the values
of ASVC power circuit components in the presence of unbalanced conditions. Assuming
unbalanced ac currents I,(wt), Iy(wt) and I.(wt) calculations of the capacitance value
C can be performed and discrete values of inverter input dc current can be obtained
using the current version of the programs. As an illustration of this analysis and the
influence of unbalanced condition on the size of the capacitance C, an investigation is
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carried out when one conductor of a three-phase line is open. The ac currents in each
phase are assumed as: I, = lp.u., I, = —I, and I. = 0. Analysis of the input dc
current under unbalanced conditions is performed for the ASVC with a PWM inverter
(ac frequency — 50Hz, modulation index - 1.0, carrier frequency ratio — 36 /switching
frequency — 1800Hz/) and the ASVC with a 12-pulse inverter structure. The results are
presented in Figures 3.5 and 3.6 respectively (it can be seen that ripples in the dc current
depend on the structure of the ASVC and a switching technique — section 2.1, page 5).
Both ASVCs are designed with required maximum harmonic distortions THD; = 0.05,
K, = 0.05. They are rated Qssvc,, = 100MV A and V1 rrms = 100kV. The following
data have been obtained:

with PWM inverter = with 12-pulse converter structure

Ve 163.37 kV 64.11 kV
dVye 59.22 kV 7.56 kV
Xi 0.36 pu 0.12 pu

In the case of capacitance values, the data are presented separately for balanced and

unbalanced conditions:

balanced conditions  unbalanced conditions
with PWM inverter 5.02 uF 108.39 pF
with 12-pulse converter 25.52 uF 487.82 uF'.

An analysis of the ASVC under unbalanced conditions is a very important part of the
design process. These conditions influence the behavior of the ASVC during ac system
faults [31], [56]. The unbalanced input current generates harmonic components in the
dc current. It can be seen in Figures 3.5 (e), (f) and 3.6 (e),(f). Based on the equation
for the dc current:

Lic(wt) = I sin(wt—¢a) + Y Agsin(kwt)

k=1
Iy sin(wt — 120° — @) + Y _ Agsin(kwt — 120)
k=1
I sin(wt +120° — ¢.) + 3 Agsin(kwt + 120). (3.35)

k=1
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Figure 3.5: ASVC with PWM inverter suppling leading reactive current: (a) switching
function phase waveform, (b) output line-to-line voltage waveform, (c) inverter input dc
current waveform, (d) inverter input dc current spectrum, (e) inverter input dc current
waveform under unbalanced conditions, (f) inverter input dc current spectrum under

unbalanced conditions.
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Figure 3.6: ASVC with 12-pulse inverter structure suppling leading reactive current:
(a) switching function phase waveform, (b) output line-to-line voltage waveform, {c)
inverter input dc current waveform, (d) inverter input dc current spectrum, (e) inverter
input dc current waveform under unbalanced conditions, (f) inverter input dc current
spectrum under unbalanced conditions.
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where }",_, Axsin(kwt) is the Fourier series expansion of switching function, the general
expression for the second harmonic component of the dc current is given by:

-1
Lic(2wt) = %Al cos(2wt — ¢,) +
_Ib—;ﬁ cos(2wt — 240° — ¢p) +
—I
———;—é cos(2wt + 240° — ¢.) + . (3.36)

The second harmonic is of concern because its low frequency and relatively large
amplitude can considerably increase ripples in the dc voltage. This in turn influences the
size of the dc capacitor. The second order harmonic is generated from the interaction of
the fundamental component of ac current with the fundamental component of switching
function. In this case the value of C has to become large to meet the requirements
of maximum harmonic distortion and dynamic behavior of the ASVC in the case of
unbalanced conditions. The limited size of C led to putting the 36-pulse ASVC out of
operation during ac faults, as is described in [48].



Chapter 4

Model of ac/dc Interconnection

A design process of an optimal control of a system means optimization of performance
indices defined in the domain of control parameters. An optimization process can be
carried out using conventional control design methods and state-space methods. In
general, however, minimization of performance indices can be achieved more easily by
using state-space techniques. For this reason an attempt to develop a state-variable
model of an ac/dc interconnection has been undertaken. Moreover, the attempt has
been actuated by the possibility of using a concept of fuzzy modeling (Appendix A)
where a non-linear model can be replaced by several “local” linear models, and the
output of the model is a weighted sum of the outputs of all linear models.

4.1 Derivation of Model

A model of an ac/dc interconnection for the normal operating condition has been derived
at the beginning. A system to be modeled, built on the basis of the CIGRE Benchmark
Model [3], is shown in Figure 4.1 where all underlined symbols represent state variables
of the derived model. Derivation of the model has been performcd with the assumption
that the only place where converter transformers are taken into account are dc equations
for rectifier and inverter currents. The transformers are represented by commutating
reactance X,.

Each part of the system is represented by one or two state variable equations. A set
of all symbols used in the chapter is included in Appendix B.

29
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Figure 4.1: ac/dc interconnection: system to be modeled.
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Figure 4.2: Rectifier: current control.

Rectifier

The rectifier current control, Figure 4.2, is represented by the following equation:

Be = krpIres — L) + kri / (Ie — L.)dt. (4.1)

Taking I and ; as the state variables, the following equation is obtained as description
of the rectifier in the model:

d; _ _, dl
dt P dt

+ kri(Irep — I). (4.2)

dc Link
A dc transmission line is represented by the T-model, Figure 4.3. The choice of I, I;
and V. as the state variables allows the derivation of the following set of equations:

dV, 1

= oo -1), (43)
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Figure 4.3: dc-link model.

dl R 2
?t': = —er + -E(Vdcr - V), (4.4)
di R 2 . .
== Thi+ 2 (Ve Vaa), (4)
where: Y X
Vier = %N‘rrvrcos(ﬂ' -B) - 3ﬂ_°I,, (4.6)
Viei = E)’-iiﬁvtcosﬂ; + 3ACI;, (4.7)
T T; ™

and N is a number of six-pulse bridges.

Inverter

Dynamics of the inverter, shown in Figure 4.4, are represented by the gamma control:

B = kip(7ref - ‘7) + ki /('}'ref - ’}’)dt (48)
Using the above equation and the equation for current at the inverter site:
VN
I = cosy — cosf3;l, 4.9
=75 ch-[ gl Bi (4.9)

the following equations are derived to represent the inverter in the state variable model:

V27X, 1 (i, — I; Vo) + kii(vrer — 7)sing;
' siny + kipsinf;

1= —N(sin’y + kipsinf;) V. V. (4.10)
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Figure 4.4: Inverter: gamma control.

Bi = "kip’y + kii(7ref - "/)- (4'11)

The angles v and §; are taken as the next two state variables.

ac System

To derive state variable equations of the receiving ac system, the HVdc link is represented
as a current source, Figure 4.5. The following equations are then derived:

dV tabc __ 1 . N
dt - C] (labc lSabc)v (412)
disabe 1 .
;;b = 'L—s(vtabc — Riisabe — sabc)- (4-13)

The subscripts o, mean that each of the above equations represents three equations for
three different phases. Using dq transformation the following equations are obtained:

dVea _ 1 d

i = C (ia —isa) + - Vea, (4.14)

D = -0 v @19
%:ﬁ = 21:(th ~ Rgisa — Ea) + %gisq, (4.16)
%tﬁ - ZI;(V“, — Ryisq— Esg) — -fgi&,, (4.17)
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Figure 4.5: ac system.

where @ is a synchronously rotating reference frame. Viq, Viq, isq and isq are the next

four state variables.
Finally, taking ac voltage V, at the inverter bus as the reference frame for dq trans-

formation the following set of equations is used to represent the state variable model of

an ac/dc interconnection:

i = _—L-I i 3‘/_Nrrvcos(7r - B) — 3Xe 1 - V) (4.18)
R 2.3 X,
B, = —krp {—ZI + — (~—\/-_-N'rrV cos(m — Be) — 3 I = Vo) } + krillrey — Ic) (4.19)
. 1
c = Ir — 4 .
V., Cdc( I;) (4.20)
. 23N 3X,
Ii = —%I; (V - %—-I—-thcosﬁ. 3X I,) (4.21)
V3rX, 1 . L. kii(Yrer = 7)sinGi
N — — i — _‘V 1\ /re 1 .
U N(siny + kipsinf;) Vg I Ve )+ siny + kipsing; (4.22)
Gi = —kipy + kii(Yres — ) (4.23)
. 1 . .
Viqa = C—(ld —isq) + wViq (4.24)
f
: 1 . .
igg = —I:-(th — Riigq — Esq) + wisq (4.25)

: 1 . .
Ilsq = Z:(ng - Rslsq - Esq) — Wlgd (4.26)
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where:
. 3‘/12NI- cosf; + cos'y.

A 2 (427)

4.2 Verification of Model

Verification of the model is performed for two types of events: a change of I, and a
drop of ac voltage at the inverter site. The events under investigation are chosen in such
a way that all the signals of the system are within the limits of the normal operating
condition of the system. The verification is performed with V., E4 and E4 considered
as inputs to the model (values of these voltages are obtained by EMT DCTM simulation
of the system).

A program with the Runge-Kutte integration method of fourth order is used to
perform simulations using the state-variable model. The results obtained with this model
are compared to the results obtained from EMTDCT™ simulations of the modified
CIGRE Benchmark Model. The following changes are made in the Benchmark: only the
gamma control is used in the inverter control loop, the block calculating the minimum
gamma angle over one cycle is removed from the gamma control loop and simplified
versions of the receiving system and ac filters are used.

The comparison is performed for very strong ac systems at both ends of the HVdc
link. The value of SCR at both ends is equal 16. A change in I,.; from 1.0 p.u. to
0.6 and to 0.8 p.u. is investigated first, and the results are presented in Figure 4.6. A
drop in the voltage at the inverter ac bus, represented by a change in F, is examined
next. The results of this examination are shown in Figure 4.7. It can be seen that
a fairly good match between the system responses obtained from the simulations using
state-variable model and the responses obtained from the EMTDCT™ simulations is
achieved.

As the next part of verification of the state-variable model, the simulations are
performed for the case when the ac system on the inverter site have a small value of
SCR (i.e. a weak system). In all the experiments carried out, there are differences
between corresponding signals of the system obtained in simulations with the state-
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variable model and simulations using EMTDCT™ . This suggests that an application
of this model to design a control system of the ASVC became questionable, particularly
in the case when the ac system at the inverter site is expected to be very weak. After
considering the fact that some modification would be necessary, not all state variables are
available at the inverter site without a delay, the approach to design an optimal control
using the state-variable model had to be left and a search for a different approach has

been initiated.



Chapter 5

Genetic Design of Control System

Complex and nonlinear characteristics of electrical power systems mean that derivation
of functions which describe relations between signals of a system is difficult (see chapter
4, page 29) and sometimes even impossible. Moreover, even when a model is derived,
its complexity limits the usefulness of most control design methods. Frequency and
time domain techniques, used in a process of power system control design, allow the
derivation of transfer functions, control design and analysis of power system dynamics
when simplified, medium-scale models linearized at equilibrium points are used. In
many cases methods of control synthesis and analysis are supported by use of analog
or digital simulators, for example electromagnetic transients (emt) programs which use
the theoretical basis described in Dommel’s classic paper [5]. Emt programs possess the
capability to model large, non-linear systems with exact representations of all system
components. On the other hand, fast acting devices such as static var compensators
(SVC), HVdc links and components of flexible ac transmission systems (FACTS), have
been introduced as the result of developments in power electronics. Their fast responses
to any changes in a system and simultaneous interaction of their control have led to
the increased importance of control design processes and to a need for electromagnetic
control coordination.

A new design methodology of control systems is presented here. It relies on a com-
bination of advanced system simulator - EMTDCTM and genetic computation. In
contrast with standard approaches used in control systems design, this framework pro-
vides realistic full-scale modeling abilities accomplished via the simulator along with the

38
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optimization versatility of Genetic Algorithms. In particular, Genetic Algorithms are
capable of handling high multivariable and multimodal optimization problems which
usually arise in the setting of a complex system.

5.1 Description of Genetic Algorithms

Genetic Algorithms (GAs) are effective search methods based on the principles of natural
selection and genetics. They were developed by John Holland to simulate some of the
processes observed in natural evolution. Their theoretical foundations are provided in
the book ’Adaptation in Natural and Artificial Systems’ [21]. Generally, a GA works
on a set of potential solutions to a specific problem encoded into chromosome-like data
structures. Some of these solutions, chosen on the basis of their performance in solving
the problem, are used to create a new set of potential solutions through the use of
operators. A GA uses this process repeatedly until a particular criterion is met.

GAs are often described in biological terms. Potential solutions are called chro-
mosomes and are represented by binary strings or floating point numbers. A set of
chromosomes is called a population and a problem to be solved is represented by a fit-
ness function. The choice of individuals to reproduce is performed in a process called
selection which is based on the fitness values assigned to chromosomes. Genetic oper-
ators such as crossover and mutation are operators used to create a new population.
Crossover permits the exchange of information among individuals in the population and
provides the innovative capability of a GA. Mutation ensures needed diversity.

An implementation of a standard GA starts with the creation of an initial population
which consists of randomly generated chromosomes. An evaluation of chromosomes is
next performed. Each chromosome string is broken into substrings which are used as
the inputs to a fitness function. The number of substrings depends on the problem to be
solved and is unlimited. On the basis of the value of the fitness function and with respect
to the other members of the population, the fitness value is assigned to each chromosome.
An intermediate population is created next. This population is the result of a selection
process which can be performed in a number of ways. One of them is a stochastic
sampling with replacement. In this method the population is mapped onto a roulette
wheel where each individual is represented by a space (on the wheel) that proportionally
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program GeneticAlgorithm

begin
Initialization {creation of initial population}
while (not done ) do
FEvaluation {fitness function performed on chromosomes

of initial/current population}
if (not termination_condition)

then
Selection {creation of intermediate population}
GeneticOperations {creation of next population}
else
done:=true
end
end

Figure 5.1: Flowchart of Genetic Algorithm.

corresponds to its fitness value. Individuals of intermediate population are chosen by
a repetitive spinning of the roulette wheel. Finally, the operations of crossover and
mutation are performed which leads to the creation of a nezt population. Crossover is
applied to the randomly paired chromosomes from the intermediate population with a
probability denoted as p.. The chromosomes of each pair are split into two parts at
the randomly generated crossover point and then recombined. In the case of mutation,
all bits in all substrings are altered with a probability p,. All steps described above
are repeated many times, with such a difference that the population being evaluated
is named a current population and is equal to the next population from the previous
iteration. Each iteration is called a generation. The flowchart of a Genetic Algorithm
is presented in Figure 5.1.

Empirical works and theories currently existing indicate that GAs are powerful tools
for solving optimization problems. They possess the ability to solve complex, multi-
dimensional problems with numerous, difficult to find optima. Searching methods of
GAs based on a population of potential solutions and genetic operators allow GAs
to evaluate many different hyperplanes of the search space in parallel which leads to
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simultaneously performed multiple search. Moreover, GAs require very little problem-
specific information. GAs may be employed in solving most problems. GAs can be
applied to virtually any type of problem. Consequently, a wide range of functions:
linear, nonlinear, discontinuous, discrete, etc., can be optimized. There is a free choice

in a way a problem is implemented.

5.2 Concept of Genetic Design of Control

The ability of GAs to solve difficult, multi-dimensional problems with little problem-
specific information has resulted in a new concept of control design [41]. In this concept,
there is no need for a mathematical description of a system for which control procedures
are designed. The novelty of this approach is to model the system as realistically as pos-
sible (including various parts, indices) using advanced system simulators and taking full
advantage of genetic computation to optimize system behavior. A usage of the system
model developed with an advanced simulator means that all relations between system
variable parameters and system signals are implicitly defined. Therefore, a function
of system variable parameters which has to be optimized, called a fitness function, is
represented by a model of the system and models of performance indices. In this case,
the value of a fitness function is a weighted sum of the values of performance indices
obtained in a simulation process.

Optimization is performed using GAs. Each chromosome represents a set of values of
system variable parameters to be adjusted. An evaluation of each chromosome is done
performing a simulation. The value of the performance index obtained in a simulation
process is assigned to the chromosome as the fitness value.

Any set of system variable parameters can be used as the input to the optimized
function. One can choose any parameters of control loop components and/or any pa-
rameters of elements of the system. There is no limit to their number — GAs can perform
multi-parameter optimization. The parameters themselves can be either continuous or
discrete. Their values are encoded into binary strings or represented using floating point
numbers. Each set of them is treated as a single chromosome. Application of an ad-
vanced simulation system allows the function to be optimized not only by adjusting the
values of system parameters but also by adjusting the structure of the system. In this
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case, the values assigned to some input parameters are identifiers of different structures
of the system which are initially defined. Each set of the values of these in: 1t parame-
ters identifies only one structure which is active at the time of simulation. Finding the
optimal structure and the optimal values of system variable parameters is performed
simultaneously.

In this concept, fitness functions can be built using a single performance index or
a combination of an arbitrary number of performance indices. The indices used for
building the fitness function can be the parameters of system transient responses such as
the maximum overshoot, the response time, functions of these responses such as square
error integral, time multiplied by absolute error integral, or any functions defined by a
designer. Any signals of the system can be used as the input to the performance indices.
A multi-input multi-output character of relations between system signals and system
variable parameters means that in many cases there is a need to perform optimization
according to more than one signal of the system. Application of a simulation tool
allows the possibility of creating fitness functions which are built using several models
of performance indices based on different signals of the system. In this case the value of
the function to be optimized is a weighted sum of the values of all performance indices
used for building the fitness function.

To design a control procedure which ensures ideal behavior of a non-linear system,
each set of values of the chosen system variable parameters (chromosome) has to be
evaluated by several simulation runs. Each simulation run is performed for a differ-
ent operating condition and different change in magnitude of a reference signal. Such
an approach allows a significant possibility to apply different optimization criteria for

different events, depending upon various operating states of the system.

5.3 Description of GeneticEMTDC Program

The approach presented is applied in the area of electrical power systems. A software
package is created using an electromagnetic transient (emt) program - EMT DCTM (8]
as a simulation environment in which all genetic based optimization is carried out.

A fitness function is implemented by a model of a power system and models of
performance criteria which are developed with the EMTDCTM program, Figure 5.2.
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Figure 5.2: GeneticEMTDC Fitness Function Implementation.

The parameters of controllers and/or any electrical devices which are important from
the point of view of control objectives can be used as the input variables of the fitness
function. Objectives of a designed control system are represented by performance indices
which can use different signals from a power system. One can choose any signal assumed
as important or interesting, e.g. an error between the reference and real values of a signal,
or a signal which has direct or indirect connection with the designed control. Control
objectives implemented in such a way are functions which are optimized and are named
partial fitness functions. In this case the value of the fitness function is a weighted sum
of the values of all partial fitness functions.

An evaluation process is performed in a way as shown in Figure 5.3. It allows inves-
tigating system behavior at different operating conditions and faults. Several simulation
runs are performed to evaluate a single chromosome. Each simulation is performed for
one operating condition of the system and for one event at a given condition. For the
case of each event the performance of a system can be evaluated using different con-
trol objectives, it means different partial fitness functions. At the end of performance
evaluation of a given chromosome the sum of all values of the partial fitness functions
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procedure EMTDC_Simulations
begin '
for EachChromosome do
for EachOperatingCondition do
for FachEvent do
SimulaitonRun_of EMTDC
Store_PartialFitFunVal
end
end
FitFunValue:=Sum_of_PartialFitFunVals
end
end

Figure 5.3: Flowchart of Evaluation Process in GeneticEMT DC.

becomes the fitness value of the chromosome. As it is seen in Figure 5.2, many outputs
from the emt program could be defined, but at the time of simulation only one of them
is taken as the value of the partial fitness function (this is indicated by the bold line).

The GA used in the program GeneticEMT DC is a modified version of the canonical
form of GA (see section 5.3, page 42). As a selection method, a stochastic universal
sampling is used. According to this method the population is laid out in random order as
in a pie graph, where each individual is assigned a space on the pie graph in proportion
to its fitness. Next an outer roulette wheel is placed around the pie with N (population
size) equally spaced pointers. A single spin of the roulette wheel simultaneously picks
all N members of intermediate population.

To improve tuning of parameter values, non-uniform mutation is applied [27]. This
allows the space to be searched uniformly at the beginning and then locally at later
stages.

To prevent a reduction of selection pressure, a scaling window mechanism {17] is
used. It is accomplished by subtracting from the fitness value of all chromosomes a
minimum value of fitness which occurred in the last three generations. The strategy of
selection to preserve the best chromosome into the next generation is also used. The
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Table 5.1: Parameters of GA

Parameter Value
Number of Generations 100
Population Size (V) 70
Crossover Probability (p.) 0.9
Mutation Probability (pm) 0.3679

parameters of GA are presented in Table 5.1 1.

Binary representation of chromosomes is used. For each optimized parameter ¢ its
range [r;,7;r] and precision p; are specified. Based on this information, a length of
substring n; which represents this parameter is calculated to fulfill the requirement:

21‘1,’—1 < (riR _ TiL) * 10P S N (51)

The mapping from a binary string < b,,_1b,,-2...bp > into a real number is completed
according to the formula:

n;—1

TiR — Ti =
ri + (D b x 25) % 2—’,2,*_—{1 (5.2)
k=0

In all the experiments presented in this chapter, the range of optimized parameters
is < 0.0,10.0 > for proportional and integral gains, and < 1.0e~%, 10.0 > for the case of
integral time constant. This range and the requirement regarding the precision of each

'The values of GA parameters are found using a multi-level GA. In this approach the objective of
the higher-level GA is to find the values of genetic parameters of the lower-level GAs which had to
optimized a function. The function which is created on the basis of several simulation experiments of
control design is used in this case.
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parameter, p; = 6, means that a 24-bit substring is used as a representation of single

parameter.

5.4 Application of Genetic Design

To verify the usefulness of the approach, the GeneticEMT DC is applied to design the
controls of two dc systems: the CIGRE Benchmark Model (3] and the Multi-Terminal dc
System [53]. The designing process embraces adjustment of the control parameters (the
first two experiments), and simultaneous adjustment of both the control parameters and
the control system structure (the third experiment). A detailed description of events
which occur in the systems and which are taken into account during a designing process,
as well as a description of performance indices used in each case are included here to
show the methodology of using GeneticEMT DC.

5.4.1 Adjustment of Control Parameters Values
CIGRE Benchmark Model

The CIGRE Benchmark Model, presented in Figure 5.4, is used as a model of HVdc
link to design the dc current control. Settings of the parameters of the proportional-
plus-integral (PI) controller for the rectifier current control is an objective of the design
process.

An adjustment of these parameters needs a comprehensive investigation of system
behavior for different dc faults, ac faults and for different changes in a current order at
different operating states. Because the purpose of the example is to show a methodol-
ogy of control design using GeneticEMT DC, only four different events are taken into
account. The usage of different signals, single and combined performance indices are
shown below with the description of the events.

Event 1: a change in the dc current order from 1 p.u. to 0.8 p.u. The system
response is optimized by minimizing a single performance index — the integral square-
error criterion. The errors between current order and measured dc currents at the
rectifier site e;,,, = Iorq — Irec, and at the inverter site es,,, = Iprg — finy are used as the
inputs to the performance index. The values of the errors are calculated with reference
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Figure 5.4: CIGRE Benchmark Model.

to I,;4. The performance index (PIndex) can be described by the expression:
tsim
Pndez, = [""[ (er.)? + (er,.)* Iat, (5.9

where t,;,, means time of simulation.

Event 2: a change in the dc current order from 0.5 p.u. to 0.6 p.u. In this event,
descriptive performance indices are used: the overshoot, the steady state error and the
settling time. The performance index signals are the same as those used in the previous
event. Optimization of the system response means minimization of the overshoot and the
steady state error, and maximization of the settling time (used as in the form PIndez,.).
The performance indices used in the event are as follows:

PIndezy, := Overshoot,,. + Overshooty,,, (5.4)
PlIndezy, := €steady_state;,.. + esteady_statell.” ’ (55)
PIndex,. := SettlingTimey,, + SettlingTimey,_, (5.6)

where:
SettlingTime; := tgim — min(ts : Vt € (s, taim | €(t)r |< 0.05). (5.7)
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FEvent 3: a change in the dc current order from 0.2 p.u. to 0.16 p.u. Performance
index for this event defined the integral-of-time-multiplied absolute-error criterion. The
inputs to the index are the same as in previous events. The expression of the performance
index is: .

PIndez, := /0 " en. |t + e, |t]dt. (5.8)

Event /: one phase line to ground fault cleared after five cycles. Parallel and se-
ries connections in a time domain of different performance indices are used. The in-
tegral square-error criterion and the integral-of-time-multiplied absolute-error criterion
are used to defined performance indices which are connected in series. Both of them are
connected in parallel with a descriptive performance index: the settling time. Besides
the current errors the transmitted power in p.u. value is also used as one of the inputs
to the indices. The performance indices are presented below:

Lrie_cir
PIndezia:= [ [ (1) + (er...)? Jat, (5.9)
t.n'm
PIndezxy, := / [len.|t+]er, |t]dt, (5.10)
trtecir
PIndezy. := SettlingTimepoyer, (5.11)

where ts;_qr is the time of fault clearance.

The objective of the process of control design is to minimize all performance indices
described above. The exceptions are PIndery. and PIndez,. which have to be maxi-
mized. To accomplish the objective using a GA which optimizes a problem by searching
the maximum, the following partial fitness functions are created for each event based

on the performance indices:

FitFun; := A; — B; x PIndexz; (5.12)
for events 7 = 1,3, and
Fz'tFun,- = z (Ai,j - Bi,j * Plnde:l:,-,j) + Ci,c * PIndex,-'c (513)
Jj€{ab}

for events i = 2,4, where As, Bs, and Cs are constants.
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Using this approach it is possible to change the importance of some criteria and
events in the optimization problem. The values of the constants As and Cs decide
which event is more important from a control design point of view, and which criterion
in a particular event is to be emphasized. The purpose of the constants Bs is to keep
values of PIndices in the range of the constants As. Moreover, constants Bs and Cs
make it possible to achieve the same units for all performance indices.

To ensure that currents on rectifier and inverter sites are within the limits of steady
state error, a penalty function is introduced. This is valid only before the events occur.
The expression describing the penalty function is presented below:

penalty,ecliny == (5.14)
penalty_val if | €reclinv I> €steady_state (5.15)
0 otherwise ’ )

where the egeqdy_state and penalty_val are chosen arbitrary (in our case 0.02 is taken as

esteady..state)-

The final form of the optimization problem which had been solved by GeneticEMT DC
is presented below:
4
maz (Y FitFun; — penalty,e. — penaltyin, ). (5.16)
i=1
In the experiment, GeneticEMT DC simulations are performed with the following

time parameters:

e time of simulation (¢,;,,): 600 ms,
e time of current order change: 200 ms,
e time of fault application: 200 ms,

o time of fault clearance (¢;;_qr): 300 ms.

With the genetically derived values of the parameters of PI controller (after 100 genera-
tions), the total value of the performance indices increased by four per cent in comparison
with the value of indices obtained with the original values of the parameters provided
with the CIGRE Benchmark Model. System responses for all events are better accord-
ing to the performance indices described above. Results for Event 1 and Event 4 are
presented in Figure 5.5 and Figure 5.6 respectively.
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Figure 5.5: System response for Event ! with CIGRE Benchmark.

Multi-Terminal dc System

The Multi-Terminal system used in the experiment is the four terminal bipole system
with two inverters, one of which is connected to a weak ac system (SCR=1.5), Figure 5.7
[53].

GeneticEMTDC is used to adjust six parameters of the PI controllers. The first
two parameters represents proportional gain and time constant of the controllers in the
current control loops of the rectifiers, the second two parameters are the PI parameters
of the current control loop of the inverter connected to a weak ac system, and the final
pair of parameters are the parameters of the gamma control loop of the second inverter.
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Figure 5.6: System response for Event 4 with CIGRE Benchmark.
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Figure 5.7: Multi-Terminal dc System.

The designing process is performed for five different events:

e Ewvent 1: two phase ac fault to ground at rectifier #2;

Event 2: one phase ac fault to ground at inverter #3;

FEvent 3: three phase ac fault to ground at inverter #4;

FEvent 4: dc fault at negative pole at line L14;

e FEvent 5: a change of the dc current order from 1.0 p.u. to 0.8 p.u.

All ac faults are cleared after five cycles. In the case of the dc fault, a forced-retard
is enforced at each converter after 50 ms from the moment the dc fault occurs. This
delay represents line fault detection. The fault is cleared at 100ms, and at 150ms the
forced-retard is removed.

For each of the first four events the following partial fitness function is used:

Fz’tFuni = E ( AiJ—BiJ*PIndexi,j ) (517)
je{a,b,c,d}
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with the performance indices:
Lrte_cir 2
Plndez; , = fo 3 (er,)2dt, (5.18)
k

tsim
Plndez;y = /
t

fltcir

Y (e | t)dt, (5.19)
k

where k € {reclpos, reclneg, rec2pos, rec2neg, inv3pos, inv3neg, invdpos, invdneg},

tsim
PlIndez;, := / > | epowern | t dt, (5.20)

tﬂt_c!r m
where m € {inv3pos, inv3neg, invdpos, invdneg}, and
tsim
PlIndez;q4 := Z(egamman )2dt, (5.21)
t[ll_clr n
where n € {invdpos,invdneg}, for i = 1,2, 3, 4.
For the change of the dc current order, the following partial fitness function is used:

Fz'tFuns = Z ( As,j - Bs,j * PInders,j ) (522)
j€{a,b}

with the performance indices:

tsim
PIndezs, := /t (ler, |t )dt, (5.23)
change g
L ‘sim 2 -
PIndexs, := A Z(egammam) dt. (5.24)
change m

The errors of current and gamma are calculated using the same formulas as in the case
of events 1 to 4.

As in the case of the CIGRE Benchmark Model, the penalty function is used to
ensure that the current on any pole at any converter did not exceed the limits. The
form of the problem solved by GeneticEMT in this case is presented below:

4
maz ( _ FitFun;— (5.25)
i=1

" penalty; ). (5.26)

j€{recl,rec2,invd,invd} ke{pos,neg}
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All simulations are performed with the same time parameters as for the CIGRE
Benchmark Model case.

Using the genetically derived values of PI controller parameters, the value of a sum
of the performance indices increased by 16.5 per cent compared to the value of the per-
formance indices obtained using original [53] values of the parameters. System responses
for ac and dc faults are improved except for the event of I 4., change, where the value
of the indices is slightly less than with the original values of the parameters. The best
three responses of the system are presented. Values of dc current on the positive pole
in the case of ac faults at the inverters are presented in Figure 5.8, and Figure 5.9. For
the case of dc fault, values of dc current at the negative pole are shown in Figure 5.10.

5.4.2 Adjustment of Control Parameters Values and Control
System Structure

CIGRE Benchmark Model

The CIGRE Benchmark Model, already known from the first experiment, is used here to
show that it is possible to choose the optimal structure of the control system at the same
time as the values of control parameters are adjusted. In this case the gamma angle
control at the inverter site of the dc link is designed. The objectives of the design process
are to adjust the parameter values of the proportional-plus-integral (PI) controller and
to choose a structure of the gamma control. For a structure choice, a very simple case
is investigated. Two possible configuration of gamma control are initially defined: one
with a non-linear gain block and the other without, as shown in Figure 5.11. Besides
the parameters of PI controller such as proportional gain and the time constant, the
values of the parameters of the non-linear gain block are also optimized: break point
(BP), low gain (GL) and high gain (GH).

An evaluation of each set of values of the parameters is performed by investigating
the system behavior for four different events:

e Fuent I: a change in the dc current order from 1.0 p.u. to 0.8 p.u.;
e Fuvent 2: one phase line to ground fault cleared after five cycles;

e FEvent 3: three phase line to ground fault cleared after five cycles;
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Figure 5.11: Two structures of gamma control: (a) without non-linear gain block, (b)
with non-linear gain block.

e FEvent 4: 20 per cent ac voltage drop at the inverter site.

The first event used a performance index which is built using the integral-of-time-
multiplied absolute error criterion. The error between gamma order and minimum
measured gamma at the inverter site, €, = Yord — Ymeasured, 1S taken as the input to
the index. The value of the error is calculated with reference to v,,4. The performance

index is described by the expression:
tsim
PIndez, = / e, | dt, (5.27)
0

where ¢;;, means time of simulation.

In all of the last three events a system response is optimized using parallel and
series connections of different performance indices. The index with the integral square-
error criterion is connected in series with the index created using the integral-of-time-
multiplied absolute error criterion. Both indices use the gamma error as the input, and
both indices are connected in parallel with the third performance index. The third index
is built using the integral-of-time-multiplied absolute error criterion with the transmitted
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power (in p.u. values) as the input. The indices are as follows:

tre_cir
Plndez;, := / M ()2 dt, (5.28)
0
tsim
Plndez;y := | ey | tdt, (5.29)
trie_ctr
tyim
PIndex;. := | epPower | £ dt (5.30)
tﬂt..clr

for i = 2,3, 4, where epoyer = Power,rq — Power yeasured, and ti;_cir is the time of fault
clearance.
Based on the indices described above, the following partial fitness functions are

created:
FitFun, := A, — B, x PIndexr,, (5.31)

and

FitFunx,- = Z (Ai,j - Bi,j * PITldE:L'i_j), (532)
j€{ab,c}

for i = 2,3, 4, where As and Bs are constants.
The final form of the optimization problem which had been solved by GeneticEMT
is presented below: )
maz()_ FitFun;). (5.33)
i=1
In the optimization process, the values of the parameters are changing in the following
ranges: for proportional gain and integral time constant — see section 5.3, page 42; for
break point of the non-linear gain block - from 0.0 to 0.5; for low gain and high gain of
the non-linear gain block - from 0.0 to 2.0. The parameter which identified a structure of
the gamma control could have one of two values: either zero or one. In the experiment,
GeneticEMT DC simulations are performed with the following time parameters:

e time of simulation (¢,;,): 600 ms,
e time of current order change: 200 ms,
e time of fault application: 200 ms,

e time of fault clearance (ts;_q,): 300 ms.



CHAPTER 5. GENETIC DESIGN OF CONTROL SYSTEM 60

— with original parameters - with genetically derived parameters
0.46
=)
2
1
E
g
o 035 1
=
(3
2
S
=
0.24
1.00 T—= =
5
&
5 0.82 ;
3
-
0.65 v : . r '
0 0.1 0.2 0.3 04 0.5 0.6
Time (s)

Figure 5.12: System response for Event 1 with CIGRE Benchmark.

The gamma control with the non-linear gain block is chosen as the result of the
optimization process (after 100 generations). With the genetically derived values of the
parameters of the PI controller and the non-linear gain block the total value of the
performance criteria increased by five per cent in comparison with the value of criteria
obtained with the original values of the parameters provided with the CIGRE Bench-
mark Model. System responses for all events are better according to the performance
criteria described above. Results for Event I and Event 2 are presented in Figure 5.12
and Figure 5.13 respectively.
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Figure 5.13: System response for Event 2 with CIGRE Benchmark.

61



Chapter 6

ASVC at ac/dc Interconnection —
the Study System

In order to investigate the performance of ASVC at an ac/dc interconnection some
choices have been made regarding a study system, the ASVC, and a tool for control
design. The CIGRE Benchmark Model [3] has been chosen as the study system. This
choice has been motivated by the fact that the Model has been established to provide a
common reference system to researchers conducting comparative performance studies,
either of various devices or of control concepts. Some modifications of the system have
been carried out to create a very weak ac system at the inverter site. In the case of the
ASVC, a 12-pulse ASVC has been chosen. Its components and ratings are discussed
here. The GeneticEMTDC program has been used to design a control of the ASVC.
Its application in designing a control of HVdc systems (presented in section 5.4, page
46), has confirmed its usability. An extension and modification have been carried out
to make this tool quicker and more efficient.

6.1 ac/dc System

The study system, shown in Figure 6.1, is developed using the CIGRE Benchmark
Model as modified by Om Nayak [33]. It is a 1000MW, 500kV, 12 pulse, monopolar
cable HVdc system. The inverter SCR is changed to 1.5| —75° corresponding to a very
weak ac system. At the inverter site, the damped high frequency and low frequency
filters are resized to provide 300 Mvar while keeping their impedance frequency response
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Figure 6.1: Modified Cigre Benchmark model.

profile similar to that in the Benchmark. Fixed capacitor banks are replaced by the
ASVC of suitable rating to compensate fully for the inverter reactive power requirement.
Additionally, a local R-L load of 300 MVA with a power factor of 0.95 is added at the
inverter ac bus to represent the damping and the regulating effects of the local loads.
The inverter site ac system is modified accordingly, to ensure that the load flow at the
inverter bus is unchanged. The rectifier SCR. is 2.5| —84° corresponding to a relatively
stronger system.

The nominal frequency of the study system is 60 Hz (North American standard)
whereas the nominal frequency of the Benchmark Model is 50 Hz (European standard).

6.2 ASVC

The ASVC model used here is a 12-pulse ASVC presented in Figure 6.2. The ASVC
transformers are modeled by six single phase transformers with series connections of
the corresponding primary windings. The rating of the ASVC is £300 Mvar. It is the
result of requirements for reactive power at the inverter site and dynamic control of
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Figure 6.2: 12-pulse ASVC.

the inverter voltage. At the steady state, the filters supply 300 Mvar and the ASVC
supplies the remaining 260 Mvar. However, the ASVC of a slightly higher rating is used
to provide some additional control range. Since the ASVC behaves symmetrically the
inductive rating is equal to the capacitive rating.

In order to meet this rating with currently available GTOs a multi-pulse ASVC with
a high number of pulses would be needed. To limit the complexity of the model, a 12-
pulse ASVC with ability to produce £300 Mvar, is used here. With such assumptions
the ASVC is designed using the extended version of the harmonic based method for
power circuit design (section 3.3.2, page 22). The ratings of the step-down transformer
are the same as those of the transformer applied to a synchronous condenser for the
Nelson River HVdc system [50]. The turns ratio is 230kV/13.8kV and the transformers
reactance is set at 8.5 per cent on a 300 MVA base. According to these data and using
the program described in section 3.3.3, page 23, the following values are obtained:

Ve 8.85 kV
dVy. 0.76 kV

The value of X; = 0.085 p.u. results in THD; = 0.125. To prevent further increase in
the value of THD; and to ensure acceptable behavior of the ASVC under unbalanced
conditions the requirements regarding dc ripples are specified high: the value of Ky
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Figure 6.3: The basic control loop for the ASVC.

The master-slave model is used. In this paradigm a “control” program termed “the
master” is responsible for process spawning, initialization, collection of results, and the
timing of functions. The slave programs perform the actual computation allocated by
the master.

In the distributed system which is developed, the master part performs genetic op-
erations such as the creation of the initial population, crossover, and mutation. It also
manages the evaluation process. The master part initiates slave programs, each of which
is an instance of the GeneticEMTDC and it sends sets of parameters for evaluation
and collects the results, Figure 6.4.

The master allocates tasks to slaves using a method of dynamic load balancing which
is suitable where a computer network consists of fast and slow machines. According to
this method, a new set of parameters is sent to a slave after the results of a simulation
with previously sent parameters have been received. With such an approach the work-
load is shared unevenly — faster machines perform more simulations. Some management
functions are also implemented within the master program. A special configuration file,
which is read after each generation, specifies which machines can be used and at what
time. In the case of unnatural termination of a slave, and the addition/deletion of ma-
chines, a proper procedure is activated by the master in order to return to the conditions
existing before the event occurred.

The GeneticEMT DC program used as a slave is a modified version of the program
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In the case of GAs used in the GeneticEMTDC program, some compromise is
achieved. The application of genetic optimization in chapters 7 and 8 means that the
values of continuous, as well as binary parameters have to be adjusted. The reason
that binary parameters are used is related to the application of GeneticEMTDC to
optimize a structure of a control system. Therefore, GAs with mixed representation of
problem parameters is used. Using this approach, a part of a chromosome is a sequence
of floating point numbers, and a part is a string of bits.



Chapter 7
Design of ASVC Control System

The investigation of performance of the ASVC at an ac/dc interconnection has been
performed using the ASVC with a simple control system (only the PI controller). In
this case it has seemed impossible to obtain an acceptable performance of the ASVC
for different ac and dc faults. In order to solve this problem, an attempt has been made
to design a new control for the ASVC. The genetic control design method proposed in
chapter 5, page 38, has been applied. The optimization process of a function which
embraced the objectives of ASVC control system has been carried out to adjust the
structure of a control system and the values of control parameters.

A control for the ASVC has been designed for the case of the most severe disturbance
at an ac/dc interconnection — the inverter close-in single phase to ground fault.

7.1 Objectives of ASVC Control

Design via optimization means that reasonable performance indices are needed to guide
the designing process. Performance indices represent the objectives of a control system,
and are quantitative measures showing how far the performance of the system is from a
desired one. In the case of the ASVC located at an ac/dc interconnection, four different
objectives related to the ASVC, to the ac system, and to the dc system, are taken into
account.

The requirement to keep the value of the ASVC current within the specified limits
is one of the most important objectives of an ASVC control. Limitation of the current
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which flows through GTOs ensures the ASVC can work without interruption. This
requirement is represented in the optimization process by the following performance

index: .
PIndez, :=f”m (lasve,)’ dt, (7.1)
tfﬂ‘._clr

where e7,syc, = 1ASVCares — LASVCameasurear tsim 1S @ time of simulation and is equal 1 sec.
in all simulation in chapters 7 and 8, and ts;_c- is a time the fault is cleared - in all
simulations it is equal 0.075 sec. This index is used to create the following partial fitness

function:
FitFun, := A, — B, * PIndez,, (7.2)

where the constants A, and B, are used, as defined in section 5.4.1, page 46, for adjust-
ment of the index importance — A,, and for its normalization - B,.

Keeping the ac voltage at the inverter bus at the level of 1 p.u. is the main purpose
of application of the ASVC as a voltage control device. This objective is expressed by

two performance indices:

tsim
PIndez, , := ev..,)? dt, (7.3)
trie_ctr
tsim
Plndezs; = | (ev,,,) | tdt, (7.4)
Lrie_cir

In this case the partial fitness function is built using

NVUmeasured’

with ey,,, = Viny,., — Vi
these indices is as follows:
FitFuny := Y (Apj — Baj * PIndex,;), (7.5)

Jj€{a,b}

where As and Bs are as described above.

Taking into account the HVdc system, one of the most important aspects of its
recovery after a disturbance is a fast return of the dc power to a level above 0.8 p.u.
This requirement results in the following different performance indices:

PIndex;, := SettlingTimepoper, (7.6)

where SettlingTimepoper 1= tsim — min(ts : Vt € (ts, tsim | €(t)power |< 0.05),
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tsim
PlIndezsy := | (epower) | t dt, (7.7)

trie_cir

where €power = POWETres — POWETmeqsured) and

tsim  dpower
PlIndez;, = | P
trte_ctr dt

| dt. (7.8)

In the case of PInder;. the integration is performed only when the derivative i‘%
is less then zero. The definition of partial fitness function in the case when one of the
indices (PIndez;,) has to be maximized is:

FitFun;; = C3’a * PInde:c;;'a + Z (A;;'j - B3‘j * Plndex:;,j) (79)

jE{b.c}
where the meaning of the constant C is similar to that one of the constant B.

An application of the ASVC at an ac/dc interconnection forces one more objective
which is directly related to the behavior of the inverter. The ASVC as a voltage control
device should prevent commutation failures of the inverter during a recovery time. This
objective, already included implicitly in the previous two objectives, is expressed as a
special index — a counter of commutation failures.

Plndex, := counter_of_commutation_failures (7.10)

The objectives presented above have different priorities. To reflect this a special
arrangement of the partial fitness functions is proposed and applied. The hierarchy
of the partial fitness functions is expressed with the help of a ramp function which is
defined in the following way:

0.0 if z < 0.0
Jramp(T) = e *T if 0.0 < z < threshold . (7.11)
1.0 if £ > threshold

The value of threshold is equal A, for the case of framp(FitFun,), and Ay, + Az for
framp(FitFung * framp(FitFun,)). This means that f.omp expresses the idea that the
value of a partial fitness function with a lower priority depends on the value of a partial
fitness function with a higher priority.
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The final form of the fitness function whose value is maximized is presented below:

FitFun := PlIndezrs *
[FitFun; +
FitFung * fromp(FitFun,) +
FitFung * fromp(FitFung * framp(FitFun,))] (7.12)

7.2 Standard Control

Adjustment of a control structure using the GeneticEMTDC (see section 5.4.2, page
54), performed via optimization means an automatic choice of the best control structure
from a set of alternative control structures prepared by a designer. To design an ASVC
control, this method is applied in a form which can lead eventually to automatic design
of a control system. The first step is to distinguish a set of all possible signals which
can be used as input signals to a control system to be designed. In the case of an ASVC
control five signals are chosen: Vi, errory, ,, Iasve, errory, s, ., and fault detection
signal. The second step is to prepare many alternative structures of a control system. It
is achieved in such a way that many different control system components are arbitrarily
connected using binary multiplexers. The control inputs of these multiplexers are used as
parameters whose values are adjusted in the optimization process. Each set of the values
of these parameters identifies one particular structure of a control system. Controllers (P,
PI, PD, PID), components representing different functions (delay, memory, maximum,
minimum, product), and multiplexers are connected together and compose a generic
structure of a control system; a part of which is represented in Figure 7.1. It contains all
those structures from which the best control system is extracted during the optimization
process. An application of eight multiplexers results in about one hundred different
structures. Fifteen different parameters of control components are also adjusted during
the optimization. Finally, the fitness function (section 7.1, page 69), is optimized by
finding the values of twenty five parameters: twenty-three parameters regarding the
control system - eight of these are binary, and seventeen are floating point; and two
parameters of the PLL circuit - proportional gain GP, and integral gain GI (section
6.2, page 63).



CHAPTER 7. DESIGN OF ASVC CONTROL SYSTEM 73

cuntinew binary

variehies variabies

vo1 - +}? nel.onl
fher . . D - .

o fibey D -

’ - .

Vims . .- ] .
. A s

of ugnal R —
P ':‘- than 0 fiber
o - o
P
Lasve t i conrol wgra
oo .
oo T

T e memory  delay

fault dereciumd fiher - D -
) .

]

Figure 7.1: Optimization of control structure — idea.

During the design process the GeneticEMT DC program is run several times using
different values of genetic parameters. Crossover probability is changing in the range
from 0.7 to 0.9, mutation probability is between 0.1 and 0.04. The size of population is
constant — 100, as well as the number of generations — 150. Two structures of the control
system are identified most often as the result of all performed optimizations. The first
of these structures, called herein system A, is presented in Figure 7.2. The components
of this system (solid line) are chosen from all components of generic structure (some
elements of generic structure are indicated by dotted lines). The values of control
parameters and GP, GI of PLL are adjusted simultaneously. All values are presented
in Appendix C.1. In the case of this control system two signals, errory and error; g, .,
are processed independently and the minimum of both control signals is added to the
output of the PLL circuit in order to adjust the GTO firing angle (Figure 6.3). In the
errory path a PID controller which can be reset and initialized at the time of fault is
used. A brief description of this controller is presented in section 8.1, page 83. The
second structure — system B — is shown in Figure 7.3 as a set of components (solid line)
chosen from a generic structure (dotted line). In this system the minimum of errory
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Figure 7.2: Control system A (solid line) obtained in the optimization process as the
best system chosen from a generic structure (dotted line).

signal and earlier processed signal errory . . is taken as the input to the PID controller.
The values of all control parameters for system B, as well as GP, GI of PLL are included
in Appendix C.2.

The performances of the ASVC with control system A and control system B in the
case of the inverter close-in single phase to ground fault are presented in Figures 7.4
and 7.5 respectively.

As can be seen in both Figures the recovery of ac RMS voltage is fast — V- reaches
1 p.u. value in 35 ms after the fault is cleared. After a small overvoltage (about 10 per
cent in the case of system B) and undervoltage — 15-20 per cent, the value of the ac
voltage becomes equal to 1 p.u. (£2 per cent) at about 335 ms after the fault is cleared.
It seems that a very similar pattern is repeated in the case of the dc power. Initially the
dc power reaches the value of 0.8 p.u. in about 75 ms and then it decreases to about
0.7 p.u. The value of the dc power is permanently above 0.8 p.u. at about 235 ms after
the fault is cleared.

To determine the influence of ASVC current requirement on dc power recovery a
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Figure 7.3: Control system A (solid line) obtained in the optimization process as the
best system chosen from a generic structure (dotted line).

new experiment is conducted. In this case the fitness function is created using only
two partial fitness function FitFun, and FitFuns, see section 7.1, page 69. These two

partial fitness functions are added without using a ramp function:
FitFun := Plndex, *[FitFun, + FitFung). (7.13)

As a result of the optimization process a control system, called herein C and presented
in Figure 7.6, is chosen. In this control system, signal errory is modified by the addition
of a processed value of /45y ¢ under the condition that error,, ., . is less than zero. The
values of control parameters of this system are included in Appendix C.3.

The ASVC performance is presented in Figure 7.7. In this case the dc power reaches
0.8 p.u value at the time of 65 ms after clearance of the fault. Its value is under 0.8
p.u. and decreases up to 0.75 p.u. for the period of 40 ms. The value of the dc power is
above 0.8 p.u. at 165 mis after the fault is cleared. On the other hand, such a recovery
is obtained with a 20 per cent overvoltage, as well as large overcurrent in the case of the

ASVC.
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Figure 7.6: Control system structure obtain in the optimization process with loosen
requirements.

7.3 Control with Fuzzy Gain Scheduling

An approach using fuzzy gain scheduling of the PID controller is investigated to improve
the performance of the ASVC. In the original idea of fuzzy gain scheduling, Figure 7.8,
fuzzy logic is used to tune the PID controller on-line if the response of the closed loop
system is not acceptable [59]. In the concept presented here, a slightly different approach
is applied [57] and fuzzy logic is used to schedule off-line tuned parameters. It means
that based on the value of error, different sets of the earlier found or calculated values
are assigned to the parameters of PID controllers.

The fuzzy gain scheduling proposed and applied in the case of the ASVC is presented
in Figure 7.9. Two different sets of PID parameters are considered: one for the case
when the value of errory is positive and large — {Gpp, Tip, Tdp}, one for the case when
errory is negative and around zero - {Gpyz,Tinz,Tdnz}. Two sets of parameter
values means that two membership functions have to be defined (see FUZZY RULES in
Figure 7.9). The value of each membership function, respectively up and uyz calculated
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for a given value of errory, represents the degree of activation of the corresponding
set of parameter values. In the approach presented, the following condition regarding

membership function values is valid:

Y wm=1 (7.14)
i€{NZ,P}

Using pp and puyz the values of PID parameters are calculated according to the following

equations:
Gp= Z ui * Gp; (7.15)
i€{NZ,P}
Ti= > pxTy (7.16)
ie{NZ,P}
Td = Z pi * Td; (7.17)
i€{NZ,P}

The values Gp, T, Td are then assigned to the PID parameters.

Using the optimization process of the GeneticE MT DC the values of Gpp, Tip, Tdp,
Gpnz, Tinz, Tdyz, as well as B (see Figure 7.9) are found. The system A (Figure 7.2)
is chosen as the ASVC control system. In total, fifteen parameter values are adjusted in
this experiment. The values of all these parameters are presented in Appendix C.4. The
fitness function defined in section 7.1, page 69, is used here as the optimized function
representing the objectives of the ASVC control system.

The performance of the ASVC with fuzzy gain scheduling control is presented in
Figure 7.10 together with the performance of the ASVC with the control system C -
section 7.2, page 72. The recovery of the dc power in this case seems similar to the one
obtained as the result of application of control systemm C. The difference is that there is
no overvoltage and only a small overcurrent. This means that the system performs in a
better fashion when the fuzzy gain scheduling concept is applied.
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Chapter 8

Performance of ASVC at ac/dc
Interconnection

Initial experiments indicated that it is difficult to obtain one set of parameters which
would give satisfactory performance for all considered events — ac faults at the rectifier
and inverter sites, and dc faults. An application of the concept of changing the values of
control parameters depending on the state of the controlled system has been proposed
as a solution to this problem.

This approach has been investigated and this chapter includes a description of ap-
plied control structure, a process of parameters values adjustment, and the results of

simulations.

8.1 ASVC Control Scheme

The concept of changing the values of control parameters depending on the state of the
system became realizable due to two control elements: the PID controller which can be
reset and initialized, and the fault detector. These components are created on the basis
of the real control elements of the Nelson River HVdc link !. The PID controller with
a special logic for its resetting and initialization is presented in Figure 8.1. Using this
kind of controller, the output value can be kept constant and equal to the output value
from the past. In the normal operation of a controller, when the signal event detection

!Personal communication with Peter Kuffel from the Manitoba Hydro Planning Department.
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Figure 8.1: PID controller with special logic for resetting and initialization.

equals 0, the PID performs its task and the value of the PID output from the point of
time current time — delay is stored in the memory. When an event occurs, signal
event detection equals 1, the integration part is reset to the value from the memory,
writing to the memory stops (it takes place only when event detection equals 0) and
the value 0.0 is put to the input of the controller. In this state it is possible to change
the values of controller parameters without transient change in the controller output.
In the concept proposed, the fault detection signal is used as the event detection signal.
At the time the fault occurs, the parameters of PID controller are set to the values
appropriate for a given fault. The fault detector component is designed to detect single
phase to ground fault and three phase to ground fault.

With the possibility of detecting two different faults in the concept proposed it
becomes possible to define defining three different sets of the value of PID controller
parameters: the first set for single phase to ground fault - called set,,., the second
set for three phase to ground fault — set,s e, and the third and final set for all other
undetectable faults — ac fault at rectifier site and dc fault, called setyp... In such a
case the control procedure is as follows. The values of PID parameters are equal to the
values from set,., all the time when no detectable event occurs. This means that these
values are used for the case of dc faults and ac faults at the rectifier site. When the
inverter close-in single phase to ground fault is detected, the values of PID parameters
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are changed to the values from set,,., and in the case of three phase to ground fault the
values from set;;,. are assigned to PID parameters. This means that at the moment the
fault is cleared, a proper set of parameters values is assigned to the PID. The process of
returning to the values from set,s,, takes place after the value of errory is less than a
specified value (here 2 per cent) for a specified period of time (200 ms). This exchange
takes place in the following way: the values of parameters are changing in a linear
fashion from the values of set,n. or the values of set,sree tO the values of setyher Over a
specified period of time (400 ms).

Based on the concept of changing the values of PID parameters depending on a
state of the controlled system two structures of ASVC control system are defined. One
of them, Figure 8.2 (a), is the same as system A from chapter 7, page 69, and the other
one, Figure 8.2 (b), is similar to system B, the only difference is in application of PID
controller with resetting and initialization.

8.2 Optimization of Control System

Design of an ASVC control in the case of the proposed concept is performed in two
stages.

The First Stage

The aim of the first stage of the designing process is to find a structure of control system,
the values of parameters of PID controller from setyer, the values of parameters of PID
or PD controller in the path of error,,., . signal, and the values of two parameters of

PLL circuit: GP and GI. This process is performed using GeneticEMT DC which has
optimized the performance of the ASVC for four events:

e the rectifier close-in single phase to ground fault,
e the rectifier close-in three phase to ground fault.
e the dc line fault,

e the permanent dc block,
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The value of the optimized function is the sum of four partial values of fitness function.
Each partial value is the result of a simulation run for a given event. In total, four
simulations are necessary to evaluate one set of control parameters (section 5.2, page
41). In the case of ac faults the fitness function is the same as the one defined in section
7.1, page 69. For dc faults the fitness function is defined in the following way using
partial fitness functions and performance index from section 7.1: FitF'un, — representing
the requirement of the ASVC current limit, FitFun, — representing the objective of
keeping the value of V;,,,, at the level of 1 p.u., and index PIndez, which represents the
requirements of preventing commutation failure. The only difference is a lower limit of
integrals: instead of tg; - (time_of_fault_clearence) the time of fault is used - ¢s,. In
this case the fitness function is as follows:

FitFun := PlIndex4*
[FitF'U.Tll +
FitFung * fromp(FitFun,)). (8.1)

As the result of the optimization process, a structure of control system is identified.
In this case the structure presented in Figure 8.2 (b) is chosen. This structure, as well as
the values of the parameters from setyer, var05, var06, var07, and the values of PLL
circuit parameters GP, and GI are used in the second stage of the designing process.
The values of parameters obtained in the first stage of the designing are presented in
Appendix C.5.1.

The Second Stage

In the second stage, two optimization experiments are performed in an arbitrary se-
quence. The aim of one experiment is to find the values of the PID controller parameters
for the event of the inverter close-in single phase to ground fault - i.e. the values from
setyne. The same process is repeated for the event of the inverter close-in three phase
to ground fault. As a result, the values of sety .. are found. In both these experiments
the fitness functions are the same as the function defined in section 7.1, page 69. The
values of parameters from set,,. and set;,ee are in Appendix C.5.2.
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8.3 Disturbances

The sections which follow describe the performance of ASVC at an ac/dc interconnec-
tion under different disturbances using the control designed according to the concept
proposed, and with the values of control parameters found in both optimization stages.
All the ac faults are for a duration of five cycles. Details regarding dc faults are given
in related sections.

8.3.1 Rectifier Faults
Rectifier Close-in Single Phase to Ground Fault

The rectifier single line to ground fault, presented in Figure 8.3, is not as severe as the
corresponding inverter fault. The recovery time is much shorter. In the case of Vv
there are overvoltages and undervoltages, up to 10 per cent, during the fault. The dc
power recovers to the level of 0.8 p.u. very quickly — about 30 ms after the fault is
cleared. The values of ASVC current and generated power @ are within the limits.

Rectifier Close-in Three Phase to Ground Fault

As in the case of the rectifier single phase fault, this rectifier three phase to ground
fault, Figure 8.4, is less severe than the corresponding fault at the inverter bus. The
overvoltage and undervoltage do not exceed 15 per cent of p.u. value, and the dc power
recovers to the value of 0.8 p.u. in 70 ms after clearance of the fault.

8.3.2 dc Faults
dc Line Fault

Fault on the dc side is created by short circuiting the dc line to ground at the mid-point
of the dc cable. The fault is cleared by force-retarding the firing angle at the rectifier
and inverter. The firing angle at the converters is increased to 135° and maintained at
that level for 100 ms. After this time the firing angle is gradually ramped back to 0°
during the next 100 ms so that the normal control modes could take over.

Figure 8.5 shows the performance of the system during such a fault. The overvoltage,
at the beginning with peak values of 25 per cent, then about 20 per cent, can be observed
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during the fault. The dc power recovery is fast and takes about 110 ms.

Permanent dc Block

The voltage at the inverter ac bus is shown in Figure 8.6. The interesting observation is
that just at the beginning of the dc block there is undervoltage and no overvoltage. This
is because when ac bus voltage attempts to increase while the ASVC voltage remains
relatively constant, the current flow is automatically reversed and the ASVC absorbs
reactive power. After a while the overvoltage occurred - first up to 17 per cent, then up
to 10 per cent.

8.3.3 Inverter Fauits

Inverter Close-in Single Phase to Ground Fault

The performance of the ac/dc system in the case of the inverter close-in single phase to
ground fault is presented in Figure 8.7. As can be seen, an application of the concept of
changing the values of parameters depending on a state of the system results in almost
the same system behavior which is obtained when the control system is designed for
only one event - single fault to ground, see chapter 7, page 69. With an undervoltage
of up to 20 per cent the dc power recovery is slowed down after a fast increase. At the
beginning there is a power peak, the level of 0.8 p.u. is passed after 70 ms, and then the
value of the dc power decreased. The level of 0.8 p.u. is permanently reached in 255 ms
after the fault is cleared.

To confirm the need for the applied control concept and to show that the values
of PID parameters from set,,. are exceptionally good for exactly this kind of fault a
comparison is carried out. Using the values of PID controller from three different sets,
Setone, S€toner aNd Setynree, the behavior of the system in the case of single phase fault
to ground is investigated. The results of these experiments are presented in Figure 8.8.
As can be seen, only the control with the values from set,,. gives acceptable results.
Using the control concept described in this chapter it is possible to use the values of
control parameters which produce the best result, without any compromises, for a given

event.
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The effect of changing the values of PID parameters is presented in Figure 8.11 where
the values of T'%, Gp, Td and T f are shown.

Inverter Close-in Three Phase to Ground Fault

The performance of the system for the inverter close-in three phase to ground fault is
shown in Figure 8.9. In this case the dc power reached the level of 0.8 p.u. at 210 ms
after the fault is cleared.

As in the case of single phase to ground fault, the comparison of system behavior
for the control with the values from different sets is carried out. The results of this
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Figure 8.9: Inverter three phase to ground fault.



CHAPTER 8. PERFORMANCE OF ASVC AT AC/DC INTERCONNECTION 97

Vms_Inv
—set_three oo set_other = ——sct_one
15
T o R T
I R P
a s
0.5 1
0 ¥ L
Pdc_Inv
set_three  ------- set_other — ——set_one
1.2
1
0.8
2 064
0.4
0.2 4
0
Inverter Measured Current
—set_three  ---eo- set_other - — —set_one
3
3
e,
0 v T Y T T T T T T
0 0.1 0.2 03 0.4 0.5 0.6 0.7 08 0.9 1

Figure 8.10: Inverter three phase to ground fault — different parameter values.

investigation are presented in Figure 8.10. Also in the case of three phase to ground
fault the performance of the system is at its best when the values found only for this
kind of fault (setinre.) are used.

Changes in the values of PID parameters are shown in Figure 8.11.
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Chapter 9

Conclusions

The two main objectives of this thesis were to design an ASVC control system and to
investigate the performance of the ASVC at an ac/dc interconnection. In order to achieve
these objectives, some aspects of the ASVC design and its control were studied. As a
result, modifications to the harmonic based method for design of ASVC components,
and a new concept of control system design for complex systems are proposed and
developed. Based on the research conducted, the following conclusions can be drawn:

e Reduction of harmonic components in the ASVC output voltage is one of the most
important aspects of the designing process. Harmonics reduction has an influence
on configuration of the ASVC, as well as on the components of its power circuit.
Harmonic analysis of the ASVC results in an adjustment of the values of capac-
itance of the dc capacitor, the leakage inductance of the step-down transformer,
and the transformer ratio.

® The usefulness of a state variable approach for control design seems questionable
in the case of complex systems. Derivation of the model is difficult and the set of
equations obtained is both complex and non-linear. Moreover, some assumptions
and simplifications are needed.

® A combination of an advanced system simulator - EMTDCTM and genetic com-
putation is a promising tool for control design in the area of power systems. This
combination permits the design of an optimal control using detailed models de-
veloped with EMTDCTM, without any simplifications or linearizations. Opti-
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mization of the control can be carried out based on various performance indices.
They can be either standard performance indices or any complex indices created
by the designer. Use of genetic computation means that any number of control
parameters can be adjusted, whether they are discrete or continuous.

e A system which combines an advanced system simulator and genetic algorithms
can be used to design the structure of a control system. This idea has been applied
to the design of an ASVC control and has resulted in a control system which has
enabled the ASVC to perform well. This approach can lead to semi-, or to fully-
automatic design of control systems.

e The control system of ASVC embraces two functions: first regulation of the voltage
at the ac bus, and secondly the limitation of ASVC output current in order to
prevent overcurrent situations. The function of current limitation is essential for
the uninterrupted working of ASVC, and its action has a significant influence on
the realization of the primary function of the ASVC - voltage regulation.

e The concept of switching control has been investigated and successfully applied
to the ASVC. A fuzzy controlled switching between two sets of parameters values
based on the error value has been used in the ASVC control for the case of the
inverter close-in single phase to ground fault. It has given a better performance
of the ASVC when compared to its performance when a standard type of control

was used.

® An application of the control which permits the use of a different set of parameter
values in a control procedure, depending on the system state, has been used to
investigate the performance of the ASVC at an ac/dc interconnection. Applying
this approach means that the values of control parameters which are optimal for
a given event can be used.
This concept of a control system seems important in the case of the ASVC. Pre-
liminary design of an ASVC control with the value of dc capacitor C = 404uF
has been completed. The performance of the ASVC in the case of ac faults at
the rectifier site, dc faults, and the inverter close-in three phase fault has been
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similar or even better than the performance of the ASVC with a large dc capaci-
tor. However, the recovery of the system has been slow and unsteady in the case
of the inverter close-in single phase to ground fault. An application of a control
which permits the use of an optimal set of the control parameter values for this
particular fault seems an interesting approach to solving this problem. Moreover,
the behavior of the ASVC in the case of single phase to ground fault confirms
the importance of analysis of unbalanced conditions in the design process of the
ASVC.



Chapter 10

Future Research

The promising results described here - application of the harmonic based method for
designing components of an ASVC power circuit, the genetic design of control system,
and the concept of switching control - provide a motivation for further research, namely:

e extending the harmonic based method for power circuit design by:

— taking into account unbalanced conditions;
— including analysis of different configurations of the ASVC;

— adding multi-objective optimization methods;
e improving the GeneticEMT DC program in relation to:

— the application of genetic algorithms designed for multiobjective optimization
[23], [9%

— the creation of hybrid control design approach whereby elements of analytical
analysis and synthesis are combined with genetic computation;

— the implementation of new performance indices: indices which measure the
performance of a system at different time intervals, and indices which repre-

sent complex performance measures;

— the development of methods which can search out not only the maximum of
optimized function but also such part of the function which has a required
shape, like the one proposed by Dr.Pedrycz and the author [38];
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— the development of methods which can search out the maximum of optimized
function, taking into account the domain of variables of the function, as well
as some constraints regarding the values of these variables [28];

— the combination of genetic algorithms with genetic programming and the

creation of a system for semi- or fully-automatic design of control systems.

e the investigation of different control schemes for the ASVC which can be related
to:

— studies of other control approaches, such as the one based on d — ¢ transfor-
mation [43];

— examination of fuzzy gain scheduling with various numbers of different sets

of the parameter values;

— combination of fuzzy gain scheduling with the concept of switching the values
of control parameters depending on the state of a system.
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Appendix A

Fuzzy Modeling of Nonlinear
Relationships

A model of a N-dimensional non-linear relationship can be viewed as a collection of M

conditional statements:

if 1 is A} and z, is A} and--- and i is A} then y' = g'(x,a’) (A1)
if zy is A? and x5 is A} and--- and i is A} then y* = g*(x, a?) (A.2)
if 7, 1s Al and 7, is A} and --- and 7 is AL then y' = g'(x,a') (A.3)

where A} are membership functions defined on k-dimension of the space of the input
variables, ¢' is k-dimensional linear function with vector of parametersai, k = 1,2,..., N
and : = 1,2,..., M. Each linear function is called a local model. Based on the work
of Takagi and Sugeno [49] the final output of the model is given as the average of the
outputs of all local models with the weights which reflect the degree of ’activity’ of a
given local model, for a given values of input variables. Let us assume the degree of
'activity’ of a given model as:

| 4 |= Al(z)) A Ay(z2) A - - - Ap(Tk)A (A.4)

with AL(zx) denoting value of membership function at a point zx and A denoting the
minimum operation. In this case the final output y of a non-linear relationship is given

by the formula:
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EfilNl Yi | * yi (A.5)
Yo | ui
The method of determination of fuzzy membership functions A} based on a known
formula of non-linear relationship f(x), is proposed by Dr. Pedrycz and the author [36],
[37].
In the proposed method, a problem of finding a location and a spread of each mem-
bership function is transferred to a problem of optimization. Let us consider that the

membership function as Gaussian in the form:

. . _ N (zp-mip)
N'x,w')=e Liem 55 (A.6)
where w! is the vector of parameters < m;;, mi, .. ., M, Fi1, 02, - - ., 0 > of a mem-

bership function. Each membership function A} which is used to calculate the final
output of a function, is a k-dimension view of €2%.

The optimization problem is formulated then as:
M

MMl w3, WM Z[D - IF]2 (A.7)
subject to
Eli./xﬂi(x, w) (x, wl)dx = ¢ (A.8)
where: -
F=[ap=[ [ L‘Z' Ddzy...dzi..ay  (A9)
and -
D= [ (Zl L yeite wh) (A.10)

The use of the Lagrange multlpllers techmque allows to treat the constraint as a part

of the objective function, that vis:

M M-1 M
Vix,\) =S [D; - IF]2+,\(5— D Z/Q‘(x, Y0 (x, wh)dx) (A.11)

i=1 i=1 j>i
where A is the Lagrange multiplier. The local minimum of V is obtained through
iterative modifications of the values of my, o and A.



Appendix B
List of symbols used in Chapter 4

B: rectifier angle of advance

G; inverter angle of advance

¥ extinction angle

Yref extinction angle reference

I, rectifier dc current

I; inverter dc current

Iief dc current reference

kep proportional gain of rectifier PI controller
kri integral gain of rectifier PI controller

kip proportional gain of inverter PI controller
ki integral gain of inverter PI controller

V. mid-line dc voltage

Vier rectifier dc voltage

Vici inverter dc voltage

Tr rectifier transformer ratio

T inverter transformer ratio

Vi ac voltage at inverter ac bus
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Appendix C
Control Parameters of ASVC

C.1 Parameter Values for Control System A

Parameter Value
(as in Figure 7.2, page 74)

var0l 9.3038
var02 0.3257
var03 3.7316
var(4 9.8977
var05 4.8812
var(06 1.1211
var07 0.0165
var08 6.9514
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C.2 Parameter Values for Control System B

Parameter Value
(as in Figure 7.3, page 75)

varQl 7.6966
var02 1.3853
var(03 1.8360
var04 3.5790
var05 0.1825
var06 0.0
var07 9.0576

C.3 Parameter Values for Control System C

Parameter Value
(as in Figure 7.6, page 78)

var0l 3.4900
var02 0.1117
var03 0.0
var04 6.8.0

var03 0.0
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C.4 Parameter Values for Control System with Fuzzy
Gain Scheduling

Parameter Value
(as in Figure 7.2, page 74,
and in Figure 7.9, page 80)

GPN’Z 0.0908
Tinz 10.0
Tdyz 0.4799
Gpp 0.0838
Tip 9.0602
Tdp 0.0343
B 0.3064
var04 6.2429
rarQ0d 5.1447
var(06 0.5381
var07 2.2451

var08 5.0236
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C.5 Parameter Values for Control System in Chap-
ter 8

C.5.1 Parameters Obtained in the First Stage of Design

Parameter Value
(as in Figure 8.2, page 86 (b) )

GPsetorer 0.9600
Ti,,,,.. 1.9280
Tdse,,,., 0.3919
Tfsetocher 3.3485
var(5 0.5966
var06 1.6516
var07 5.9305
var(8 5.0236

C.5.2 Parameters Obtained in the Second Stage of Design

Values of Parameters for the Single Phase to Ground Fault

Parameter Value
(as in Figure 8.2, page 86 (a))

Gpseto,m 0 O
Tiger,,. 4.8130
Tdse,,. 0.0011

Tf séetone 00




APPENDIX C. CONTROL PARAMETERS OF ASVC

Values of Parameters for the Three Phase to Ground Fault

Parameter Value
(as in Figure 8.2, page 86 (a))
GDsety,e. 0.0070
Tiget,,,.. 4.9624
Tdge,,,.. 0.1811
T foet,,.. 5.7509
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