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Wireless personal communication services (PCS) and broadband networking for 

delivery of multimedia information represent two wellestablished trends in 

telecommunications. Given that ATM is now viewed as a universal base technology for 

broadband networks, it is reasonable to consider extension of standard ATM services into 

next-generation microcellular wireless and PCS scenarios. 

In this M. Sc. thesis, I focus on the mobility management and quality of service 

(QoS) management in such a wireless ATM system. Several algorithms are investigated 

for the wireless ATM model. which were developed within OPNET. One is an error-free 

handoff algorithm that allows data to follow the mobile user. When a mobile user moves 

from one micro-ce11 to another. the error-free handoff algorithm is implemented to 

guarantee continuous communication without loss of packets. A replication algorithm 

was implemented when the user transmits a handoff request to make the data available at 

the next location of the mobile user. Dynarnic-power-control and automatic-frequency- 

hopping algonthms were investigated to guarantee the quality of service. When at least 

one channel is idle, the automatic-frequency-hopping algorithm is implemented to avoid 

interference. If there are not enough channels to hop to, a dynamic-power-control 

aigonthm is used to ensure the quality of service. The decision control algorithm is 

neural network based. Simulation studies indicate that the intelligence of a neural 

network provides for more efficient management than alternative techniques. Finsiiy, a 

variance fractal dimension method was investigated to estimate the trafic and provide 

control descriptors, which can be used to make network management more efficient. 
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Wireless personal communication services (PCS) and broadband networking for 

delivery of multimedia information represent two important areas in telecommunications. 

While technologies for PCS and broadband communications developed independently, 

hmonization into a single architecture frarnework is motivated by an emerging need to 

extend multimedia services to portable terminais, as well as by service integration and 

operational efficiency considerations. Given that ATM is now viewed as a universal base 

technology for broadband networks, it is reasonable to consider extension of standard 

ATM services into next-generation microcellular wireless and PCS scenarios [YUA96]. 

In this thesis, 1 focus on mobility management and quality of service (QoS) management 

in such a wireless ATM system. 

The mobility of nodes in mobile computing networks is an ongoing problem. 

These nodes move in and out of the communication range of the fixed distributed 

network, requiring continuous updating of network topology charts by al1 the nodes. The 

problem is in switching from one transrnitter to another as the mobile node moves out of 

range of the former and into the range of the latter. An error-free handoff algorithm is 

investigated here for improved mobility management by allowing data to fdlow the 

mobile user. 

In considenng the basic scenario of wireless networks connected to ATM 

networks, we note that one of the primary difficulties is meeting ATM end-to-end quality 

of service (QoS) requirements. In this wireless ATM model. a QoS guarantee algorithm is 
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developed for the QoS management. There are two parts to this algorithm a dynamic- 

power-control algorithm and an automatic-frequency-hop aigorithm. Both are 

demonstrated to work efficiently in the wireless ATM model. 

In order to make the network management more intelligent, a neural network is 

investigated in the network management model. Neural networks can solve certain 

problerns better than conventional digital cornputers and provide fast and feasible 

solutions as they can be trained with a relatively smaller number of data samples. The 

potential benefits expected from using neural networks for traffic control are: adaptive 

learning; potentially high computation rates due to the massive parallelisrn of the 

hardware implementation; generalization from leaming and a high degree of robustness 

or fault tolerance due to the nature of distributed processing. III this study. a neural 

network is developed for QoS management within the dynamic power control algorithm. 

Fractal variance dimension is used to estimate the traffic in the model. Although 

the spectral dimension rnay reveal the multifractal nature of the underiying process by 

estimating p for different short-term (windowed) Fourier analysis. the choice of the 

window size is dificult, especially since smdl numerical errors may greatly affect the 

solution and introduce artifacts. The variance fractai dimension avoids these problems as 

it does not require a window in the Fourier sense, and therefore does not introduce the 

window artifact. 

Aithough the proposed algorithms could be tested and assessed in a real network 

directly, this is very expensive and impracticai. Instead, simulation allows for the testing 

and assessrnent of many models before actual irnplementation. ln other words, a model 

developed in the simulation is an abstraction of something for the purpose of 

Wireless ATM Nerwork Management Modeling. 8 Wenbo Sheng 2 



understanding it before building it. A simulation tool can be used to demonstrate the 

feasibility of an approach or algorithm and validate the design of the proposed protocol. 

Because a mode1 omits nonessentid details, it is easier to manipulate than the real entity. 

Models reduce complexity by separating out a small number of important things to deal 

with at a time. For the simulation and modeling studies conducted here, OPtimized 

Network Engineering Tool (OPNET) was used. OPNET is a cornprehensive software 

environment for modeling, simulating, and analyzing the performance of communications 

networks, computer systems and applications, and distnbuted systems. Both behavior 

and performance of a modeled system c m  be analyzed by performing discrete event 

simulation. The OPNETRadio module provides an opportunity to examine the higher 

level and more complex behavior of Mobile Computing Networks. 

Wireless ATM Network Management Modeling, Q Wenbo Sheng 



2.1 Wireless ATM Network 

This section provides a brief overview of ATM networks and wireless 

communications outiining the basic technologies and difficulties associated with 

mobility. Wireless ATM networks are then overviewed combining aspects of ATM and 

wireless communication. 

2.1.1 ATM Networks 

It will be possible in the future, using broadband ISDN (B-ISDN) networks. to 

transmit the four basic services in telecornmunications - speech, pictures, data and video - 

quickly and cheaply via a single network infrastructure. In 1988, ATM was selected by 

CCITT as the transport mechanism for B-ISDN networks, the bais on which the 

universal network concept is built [KYAgS]. 

Asynchronous Transfer Mode (ATM) is a cell-based switching and multiplexing 

technology designed to be a general-purpose, connection-onented transfer mode for a 

wide range of services. ATM is also being applied to the LAN and private network 

technologies as specified by the ATM Forum [McD95]. 

ATM handles connection-oriented traffic either directly or through adaptation 

layers, and connectionless traffic through adaptation layers. ATM virtud connections 

may operate at either a Constant Bit Rate (CBR) or a Variable Bit Rate (VBR). Each 

ATM ce11 sent into the network contains addressing information that establishes a virtuai 

Wireless ATM Nenvork Management Modeling. 8 Wenbo Sheng 4 



connection from its origin to a destination. Ail cells are then transferred. in sequence, 

over this virtual connection. ATM provides either Permanent or Switched Virtual 

Connections (PVCs or SVCs) [McD95]. 

ATM offen the potential to standardize network architecture, defining the 

multiplexing and switching method, with SONETISTM providing the underlying physical 

transmission standard for very high-speed rates. ATM also supports multiple Quality of 

Service (QoS) classes for differing application requirements on delay and loss 

performance. Thus, the vision of ATM is of an entire network constructed from ATM 

and ATM Adaptation Layen ( A U )  switching and multiplexing principles to support a 

wide range of services, such as voice, packet data (SMDS, IP, FR), video, imaging, and 

circuit emulation [McD951. 

A major benefit of the layered structuring of communications protocols is that 

intermediate elements within the network do not necessarily need to cope with the 

functions represented by each of the layers [CLA96]. Figure I illustrates the peer-to-peer 

communications which take place when two user end devices communicate with one 

another by means of an ATM vansport switch. The ATM switch supports only the 

lowest three protocol layers, and relays information peer-to-peer with each of the ends. 

Meanwhile, at the AAL and higher layers. the two end devices comrnunicate peer-to-peer 

directly over the connection established by the lower three layers [CLA96]. 

Wireless ATM Network Management Modeling, O Wenbo Sheng 



$ 
Physical Medium 
- 

Physical Medium 

,L actual c~mmunicat ion~ path 
, , , ) imaginasr peer-to-peer communication 

Figure 1. Protocol Layer representation of two end devices communicating via ATM 

Layer switch 

2.1.2 Wireless Communications 

Wireless systems use free space as the transmission media for radio signals sent 

via an electromagnetic signal. Electromagnetic radiation is created by inducing a current 

of sufficient amplitude and frequency into an antenna whose dimensions are 

approximately the same as the wavelength of the generated signal. The signal can be 

radiated uniformly (as in a light bulb) or can be directed as a bearn of energy (as in a 

spotlight) [BLA96(a)]. 
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Radio signais are radiant waves of energy transmitted into space and are sirnilar to 

waves of heat or light. The radio frequency spectrum is divided and classified by 

frequency bands as shown in Table 1 [BLA96(a)]. 

Classification Band 

Extremef y low 
Infra low 
Very Low 
Low 
Medium 
High 
Very high 
Ultra high 
Super high 
Extremely high 
Tremendously high 

Initiais 

ELF 
ILF 
VLF 
LF 
MF 
HF 
VHF 
UHF 
SHF 
EHF 
THF 

- 

Frequency Range 

Below 300 Hz 
300 HZ - 3 kHz 
~ICHZ-~OICHZ 

30  kHz - 300 kHz 
300 kHz - 3MHz 
3 MHz - 30  MHz 

3 0  MHz - 300 MHz 
300 MHz - 3 GHz 
3 GHz - 30 GHz 

30 GHz - 300 GHz 
300 GHz - 3000 GHz 

Table 1. Radio frequency bands 

The wireless network is an emerging communication technology that is focused 

on the local area network industry (i-e. wireless LANs). Presently. most LANs are 

configured with coaxial cable, twisted pair. or optical fiber. While these media have 

proven extremely beneficial, they have considerable installation and maintenance costs 

and lack the mobility offered by a wireless media The wireless LAN industry has its 

origins in a FCC mling [BLA96(a)] stipulating that certain frequency bands need not be 

licensed if they use low power transmitters and spectrum techniques (such as the use of a 

number of frequencies to transmit a signal). The products emerging in the wireless 

network marketplace transmit within a relatively lirnited area (a few thousand feet). 

Onginally these products were used to connect to Ethemet LAM where a physical media 

was impractical [BLA96(a)]. 
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Many mobile radio standards have been developed for wireless systems 

throughout the world, and more are likely to emerge. Table 2 lists the most common 

paging, cordless, cellular, and persona1 cornmunications standards presently used in North 

America [RAP96]. 

Table 2. Major mobile radio standards in North America 

Standard 

AMPS 

NAMPS 

USDC 

CDPD 

1s-95 

GSC 

POCS AG 

FLEX 

DCS- 
1900 
fGCM1 

PACS 

MIRS 

2.1.3 Wireless ATM Networks 

Tens of billions of dollars are expected to be invested in both broadband and 

TY ~e 

Cellular 

Cellular 

Cellular 

Cellular 

Cellular/ 
PCS 
Paging 

Paging 

Paging 

PCS 

Cordlesd 
PTS 
SM RIPCS 

wireless networks over the next decade. Current broadband network investments are 

predominantly in the area of ATM-based platforms, while demand for wireless 

Year of 
lnuoduction 

1983 

1992 

1991 

1993 

i 993 

1970's 

1970's 

1993 

1994 

1994 

1994 

communications are expected to grow rapidly. However, at present these two 

communications network activities are "disjoint". Although wireless technology could 

Multiple 
Access 

FDMA 

FDMA 

TDMA 

FW 
Packet 
CDMA 

Simplex 

Simplex 

Sirnplex 

TDMA 

TDMAI 
F n M A  
TDMA 

provide nomadic access capability to ATM-based networks. technical and service-related 

Wireless ATM Nenvork Management Modeling. 8 Wenbo Sheng 8 

Frequency 
Band 

824-894MHz 

824-894MHz 

824-894 MHz 

824894 MHz 

824-894 MHz 
1.8-2.0 GHz 
Severai 

Several 

Several 

1.85- 1.99 
GHz 

1.85- 1.99 
CH7 
Seved 

Modui- 
uon 

FM 

FM 

W4- 
K 

GMSK 

QPSKI 
BPSK 
FS K 

FS K 

4-FSK 

GMSK 

W4- 
DQPS K 
16-QAM 

Channel 
Bandwidth 

30 kHz 

10 kHz 

30 kHz 

30 kHz 

1.25 MHz 

1.25 MHz 

1.25 MHz 

15 kHz 

200 kHz 

300 kHz 

25 kHz 



issues have prevented integration. indeed, until recently the integration of wireless access 

and mobility with ATM has received little attention [HSI97]. 

There are several factors favoring the use of ATM ce11 transport for personal 

communication networks (PCN), including: flexible bandwidth allocation and service 

type selection for a range of applications (some of which are yet to be defined); efficient 

multiplexing of traffic from bursty datdmultimedia sources: end-to-end provisioning of 

broadband services over wireless and wireline networks; suitability of available ATM 

switching equipment for inter-ce11 switching; improved service reliability with packet 

switching techniques and ease of interfacing with the wired B-ISDN systems that will 

form the telecomrnunications backbone [RAY94]. 

The strength of wireless ATM derives from the superior cost/performance 

characteristics of ATM switching technology, when used as a core infrastructure network 

with large trafic volumes. while aiso serving as a genenc platfom for both synchronous 

and packet services. Since ATM provides a superset of transport capabilities required by 

various wireless systems, such an infrastructure can provide plug-and-play support for 

various radio access technologies being deployed today (e-g.. CDMA (1s-95). TDMA (IS- 

136), GSM/DCS- 1900, PHs, GPRS, IEEE802.11, etc.). The sarne mobile ATM network 

can later be used to support high-speed, multimedia capable radio access technologies 

(e-g.. Hiperlan or U M T S  in Europe and Supernet/NII in the US) as they become available 

[RAY97]. 

The general concept of a mobile ATM network is shown in Figure 2. The basic 

idea is to integrate mobility support (typically via a switch software upgrade) into the 

ATM frarnework, providing facilities for both location management (finding the user) 

Wireless ATM Nenvork Management Modeling. Q Wenbo Sheng 



and handoff control (dynamically tracking the user). This is in contrat to conventional 

mobile networks available today. in which standard switches are used in conjunction with 

extemal mobilify-related components such as a base station controller (MC), mobility 

service controller (MSC). home location register (HLR) or visitor location register 

(VLR). The integrated ATM approach has the advantages of irnproving mobile switching 

performance, reducing the arnount of equiprnent required (and hence cost), and does not 

require the network operator to rnake a-prion distinctions between mobile and static 

users. 

\ ATM Radio Pon 

Figure 2. Mobile ATM network concept 

The wireless ATM architecture is based on the concept of a seamless wired + 

wireless ATM network with end-CO-end ATM transport. signaling and QoS control. This 

can be achieved by incorporating new wireless channel specific medium access control 

(MAC), data link control (DLC) and wireless control layers into the standard ATM 
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protocol stack. while augmenting exisung ATM control protocols to support mobility. 

The medium access protocol for wireless ATM access is required to support a mix of 

ABR (& UBR), VBR and CBR services with QoS control. One approach is to use the 

dynarnic TDMAlTDD protocol with frame-by-frame allocation of ABR and VBR dots 

and periodic assignment of isochronous CBR slots. A protocol of this type has been 

shown to provide reasonable performance at throughput levels up to approximately 0.6- 

0.7 after accounting for control and physical layer overheads. The justification and more 

details are descnbed in [RAY95], 

A wireless ATM system consists of a radio access layer and mobile ATM 

network. These two major subsystems cm be further divided into the following key 

design components: 

( 1 ) "Radio access layer" protocols 

a) High-speed radio physicai layer (PHY) 

b) Medium access control (MAC) 

c) Data link control (DLC) 

d) Wireless control 

(3) "Mobile ATM" protocol extensions 

a) Handoff control 

b) Location management 

C) Routing and QoS control 

The radio access layer consists of several new protocoi sublayers necessary to 

extend ATM services over a wireless link. The major functions of this layer include 
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high-speed physical level transmission/reception medium access control for channel 

sharing by multiple terminais, data link control for arnelioration of radio channel 

impairments, and wireless control for radio resource management and meta-signaling. 

Mobile ATM is the terrn used to denote the set of enhancements needed to 

support terminai mobility within a fixed ATM network. The major functions of mobile 

ATM are location management for mapping of user names to their current locations. and 

handoff conuol for dynarnic rerouting of VCs during tenninai migration. Note that 

mobile ATM is intended to be independent of the specific radio access technology used. 

This rneans that in addition to supporting end-to-end wireless ATM services via the 

WATM radio access layer outlined above. mobile ATM capabilities can be used to 

provide an interconnection infrastructure for existing PCS, cellular and wireless LAN 

applications [RAY96]. 

2.2 Wireless ATM Network Management 

This section discusses wireless ATM management issues. Specifically the issue 

of handoff for both communication and database applications is presented. This is 

followed by a brief discussion of QoS management and the potential utilization of 

artificiai neural networks for improving or maintaining QoS requirements. 

2.2.1 Mobility Management 

2.2.1.1 Handoff Algorithm in Distributecl Broadband Mobile Computing Networks 

The mobility of nodes in mobile computing networks introduces a major new 

complication to be dealt with [SAL96]. These nodes move into and out of 
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communication range of the fixed distributed network requiring that network topology 

charts be continuously updated by all the nodes. So the problem is focused on switching 

from one transrnitter to another as the mobile node moves out of range of the former and 

into the range of the latter. McTiffin et al. [McT94] identify five techniques: 

Parailel Transmission - The mobile node communicates through a number of base 

stations in parallel. These paths are combined at the mobile node and at a point 

within the network. Additional network transmission capacity is required in 

proportion to the number of mobile nodes using this technique. 

Selection Diversity - The mobile node rnay cornrnunicate through any number of base 

stations on a frame-by-frame basis. There is no overall increase in traffic but the 

route taken by any one frarne is indeterminate. 

Hard Handoff - The mobile unit cornmunicates through a single base station until out 

of range. This results in a relatively long handoff to a new base station. most likely 

leading to a break in communications. 

Sofi Handoff - The mobile unit communicates predominantly with one base station. 

but may be affiliated with severai base stations in order to determine the best 

reception and route for data tram fer. 

Hybrid Schemes - This involves using a combination of the above methods. It may be 

advantageous to use one method. such as selection diversity for transmissions to the 

mobile node (uplink) and another method (such as parailel transmission) for 

communications to the base node (downlink). 

Salsbury et ai. [SAL96] describes that the actual diversity technique selected 

depends on the type of service required and the network topology. Wireless mobile 
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networks can take many forms such as communication via satellite link, communication 

locally wiihin a building (LAN), or communication arnong a collection of shore stations. 

ships, and aircraft. The speed of the mobile units is an important factor in determining 

the diversity rnethod [SAL96]. 

Elmagarmid et al. define cal1 handoff for mobile hosts as the physical connection 

transfer between the old and new support station and service or connection transfer for 

mobile clients between the old and new information servers [ELM95]. Service handoffs 

are useful because they help reduce transrnission delays caused by mobility. Note that the 

movement of mobile hosts in fixed networks may result in a long path of communications 

because the physicai distance does not necessarily reflect network distance in mobile 

environrnents. Service handoffs may also help balance server workioads. In handoff 

decision making in a wireless network, the mobile client monitors the radio signal 

strength it receives from neighboring base stations while a cal1 is in progress [ELM95]. 

According to Corner et al.. the handoff algorithm is a transfer of mobile 

ownership (i.e., a base station hands off a mobile host to another nearby base station) 

[COR95]. Radio signal strength determines when a handoff should occur: if a new base 

station can maintain a better radio contact with a mobile host the base station that 

currently owns the mobile transfers ownership to the new base station. However, such a 

scheme requires hardware support. and one can not assume such support is available. 

The design presented here uses software. in this design each base station indudes 

a module that uses the following two cntena to determine when a handoff to a mobile 

host occurs : 
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1. A base station that receives a packet from a new mobile host consults the current 

owner before capturing the mobile. 

2. The base station that currently owns a mobile is given priority in maintaining the 

ownership. 

Without hardware support to measure the radio link quality between a base station 

and a mobile host, the protocol software uses frarne reception to approximate link quality 

[COR95]. For exarnple. if a mobile client who is making banking transactions ernits a 

frarne that is received by both the owning base station and a nearby base station. the 

protocol deduces two equally good links regardless of the actual quality of each 

individual link. Similarly. if the nearby base station receives the frarne but the owning 

base misses it. the protocol deduces that the nearby base station has a better link than the 

owner. 

Like the initial capture protocol, the handoff protocol uses broadband network 

control circuits to exchange control messages. When a base station receives a frarne from 

a mobile that it does not own, the base station sends a message across a control circuit to 

the mobile's owner. The protocol requires each base station maintain a timestamp for 

each mobile host. Whenever an owning base station receives a frame transrnitted by a 

mobile, the base station updates its timestamp for the mobile. When a message anives 

from another base station that has received a frarne from the mobile, the owning base 

station uses the timestamp information to deterrnine whether to hand off the mobile host 

to the other base station or retain ownership. 
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ln [COR951 the handoff algorithm is explained by way of example, which is 

developed here as a main reference. Assume that: Base station B owns a mobile host, M; 

M emits a frame, and the frarne is received by nearby base stations. if B receives the 

frarne, B updates the timestamp that corresponds to M and forwards the frame. Other 

base stations that receive the frame, buffer the frarne, send a HANDOFF message to B, 

and start a handoff timer that expires after Thdo, seconds. When B receives a 

HANDOFF message, B cornputes At, the difference between the time at which the 

HANDOFF arrives and B's timestarnp for M. if At is greater than Ththrah, B answers with 

a HANDOFF-ACK message, dowing the sending station to capture M; otherwise, B 

answers with a HANDOFF-NACK message, denying the sending station's handoff 

request. After B sends a HANDOFF-ACK, B denies subsequent handoff requests (Le., 

requests from other base stations that have received a frarne from M). The value T,,,, is 

normaily a fraction of a second (e-g.. 50 ms). Because the HANDOFF message traverses 

the distributed broadband network with little delay, B deduces that M is still in its area 

when At is less than Th*=,. If At is greater than Th,,, B deduces that it missed the 

packet that caused a base station to send the HANDOFF message and allows the station 

to capture M. 

In addition, the base station that receives a HANDOFLACK cancels the handoff 

timer, forwards the buffered frames and broadcasts a control message to declare the 

ownership of the captured mobile. A HANDOFF-NACK causes a base station to cancel 

the handoff timer and discard the buffered frames. When a mobile is situated in an 

overlapping area, the handoff timer ailows a non-owner base station to capture the mobile 
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in case the current owner station fails. Expiration of the handoff timer triggers a base 

station to use the initial capture protocol to capture a mobile [COR95]. 

When a mobile stays in an overlapping area, multiple base stations may receive 

frames from the mobile. If each frame from the mobile causes multiple base stations to 

send HANDOFF messages to the owner base station, the owner station may be 

overwhelmed with HANDOFF requests. To avoid this problem. base stations bound the 

rate at which they send HANDOR messages. Specifically. a base station imposes a 

delay of at least Th,,=, seconds between successive HANDOFF messages. 

2.2.1.2 Replication Algorithm in Distributed Broadband Mobile Computing 

Networks 

Replication is simply maintaining several copies of an object while providing the 

illusion of a single, fault tolerant object [FAE96]. In a distributed system replication 

often makes sense for the purpose of increased locality or even disconnected operation. 

System designers have several motivations for using a replication strategy. The most 

cornrnon reasons for using a replication strategy are: 

a Fault Tolerance. Distributed systems feature partial failures. which make them ideal 

candidates for replication. If one object repiica fails. the other replicas are likely to be 

working, and service to the user can continue. 

A u t o n o q .  Large scale systems are ofien administrated by multiple administration 

bodies (i.e.. they are autonomous). These bodies often benefit from multiple copies of 

some objects, giving them direct access to their 'own' object. A replication scheme is 

needed to maintain integrity among the objects. 
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Performance. In large scale distributed systems. communication delays can have 

serious effects on performance. Using a replication scheme, it is possible to achieve 

better performance by using a replica that is close to the processor. In a sense, 

replication is like caching, except it is concerned with a more heterogeneous 

communication infrastructure and hence non-uniformity of invocation delays and 

semantics. 

Replication faces many challenges in distributed object systems. Most notabl y 

replication can incur severe overheads. Clearly. it is more costly to manage multiple 

objects than a single one [FAE96]. Some of the factors contributing to these high costs 

are : 

Isolation. One of the goals for a replication scheme is to provide transactional 

semantics for the replicated object. Users can then share the object without wonying 

about potential conflicts with other concurrent users of the object. Transactionai 

semantics are strictly necessary to guarantee correct execution in the presence of 

multiple users. However, enforcing the ACID properties known from transaction 

processing theory is expensive, and is a research area in its own. In particuiar. locking 

strategies, the techniques used to enforce isolation, are cornplex. 

Redundant system resources. Secondly, the redundancy requires allocation of extra 

resources in the system, e.g. in the form of memory and CPU cycles. 

Mutual consistency. Maintaining mutual consistency in the replica group also requires 

communication. and this is expensive (and error prone). especially in large. 

heterogeneous distributed systems. 
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The following section identifies some of the potentiai problems encountered in the 

use of replication schemes : 

Inconsistenq. Maintaining the illusion of only one copy of some object while using 

several may lead to inconsistency among the replicas. 

Scniabil i~.  In a large scale system. a preferred replication scheme is one that does not 

enforce any limits on the number of replicas. In particular, in a setting where 

replication is employed pnmarily for performance, locality increases with the number 

of replicas. 

Petfonnance. Maintaining consistency among several object replicas requires 

communication and cooperation. This rnay severely limit concurrency in access to the 

replicas. The goal is to reduce arnount of communication while maintaining 

consistency among the replicas. 

System Suppon. A replication scheme would be perfect if it allowed any object to be 

replicated cornpletely and transparently. However, the semantics of the application 

often dictate which replication scheme is appropnate. 

Many of these problems are related (sometimes in subtle ways). A replication 

scheme or replication algorithm is employed to provide abstractions to the user of a 

replicated system. 

Faiz et al. introduce some replica control algorithm variations, which are based on 

the primary copy method [FAI95]. They include: 

1) ASAP (as soon as possible). This protocol perforins in such a way that "write" 

operations are executed on a primary copy. Committed "writes" are collected and sent 

to d l  other copies as independent transactions. 
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2) Quasi copies method. The control of information is carried out at a single central site, 

but the method is also applicable in case of multiple central sites. Coherency 

conditions are defined which allow some deviations between an object and its copy. 

3) Differential file algorithm. A differentid file is used to record the changes made on 

the primary copy. 

4) Differential refresh algorithm. The algorithm is initiated by sending the snaptime to the 

base relation and checking it against the tirne associated with the base tuples. 

5) Copy token rnethod. The copy that holds the token is regarded as the primary copy. If 

the copy holding the token becomes unavailable, a new token is handed out. 

Sandhu and Zhou describe the algorithms used for replication in disuibuted 

systems. Replicas are created and maintained on the servers on demand (Le., accesses to 

a file from another cluster causes a replica of that file to be created in the accessing 

cluster). Synchronization of replicas is performed at file close time. Choice of file close 

consistency for synchronization of replicas is motivated by performance goals. The 

performance penalty of synchronizing replicas after every write operation will be high, 

and the benefits comparatively negligible given that most applications do not require such 

a high degree of consistency [SAN96]. 

There are two basic techniques for the synchronization of a replicated set of data : 

imrnediate update and invalidation [SAN96]. With imrnediate update, modification of a 

file causes al1 replicas to be updated as soon as the file is closed. The drawback with this 

technique is the potential number of wasted updates. That is, replicas may be updated 

many times More they are actually used by another site and the cost of sending updates 

after every modification may be prohibitive. With invalidation, on the other hand. a 
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modification to a file causes al1 other replicas to be invalidated at file close time. Updates 

are then requested on demand (Le., at file open time) by a site with an invalid replica, thus 

eliminating the prohlem of wasted updates. However. invalidation also has drawbacks. 

Fit, requiring replica sites to acquire updates on demand leads to higher file access 

latency, whereas, with imrnediate update. updates can be performed asynchronously. 

Second, although we are not explicitly concerned with fault tolerance, it is obvious that 

the chances of losing data are higher with invalidation, since, using this technique, it is 

possible for only a single replica of the file to exist at one time. 

A third technique, denoted partial update, represents a compromise between 

invalidation and imrnediate update [SAN96]. Using partial update, a site other than the 

current owner is sent updates to the file, but al1 other sites are invalidated. If this 

"altemate site" is one that frequently accesses the file, then average latency is reduced, 

thereby lowering overhead cost. Moreover, partial update has the additional advantage of 

reduced risk of data loss (compared to invalidation) because at least two sites will always 

have valid replicas. 

The irnmediate replication algorithm descnbed in [SAN961 is sirnilar to the eager 

replication algorithm, described in [GRA96]. Eager replication keeps al1 replicas exactly 

synchronized at al1 nodes by updating them as part of one atomic transaction. Eager 

replication gives serializable execution - there are no concurrency anomalies. However, 

eager replication reduces update performance and increases transaction response times 

because extra updates and messages are added to the transaction. 

Two-tier replication is advised in [GRA96] as a near-ideai replication scheme. 

Replicated data items have two versions at mobile nodes: Master Version and Tentative 
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Version. The most recent value is received from the object master. The version at the 

object master is the master version, but disconnected or lazy replica nodes rnay have older 

versions. The local object rnay be updated by tentative transactions. The most recent 

value is maintained as a tentative value because of local updates. Sirnilarly. there are two 

kinds of transactions: Base Transaction and Tentative Transaction. Base transactions 

work onIy on master data, and produce new master data. They involve at most one 

connected-mobile node and rnay involve several base nodes. Tentative transactions work 

on local tentative data and produce new tentative versions. They also produce a base 

transaction to be run at a later time on the base nodes. The key properties of the two-tier 

replication scheme are: 

mobile nodes rnay make tentative database updates. 

base transactions execute with single-copy serializability so the master base system 

state is the result of a serializable execution. 

a transaction becomes durable when the base transaction completes. 

replicas at al1 connected nodes convert to the base system state. 

if al1 transactions commute, there are no reconciIiations. 

Replication timing is important and is described in [SCH96]. An application need 

not worry about the timing of the asynchronous distribution of data to target sites. 

Getting this functionality from the replication server means less programrning. More 

details are described in [SCH96]. The replication server should also provide several 

alternatives for timing. Some examples are: 

1) ASAP. In this case the data is moved through the queues and replication server as fast 

as possible. 
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2) Scheduled. (as determined by the system administrator). In this case, data remains in 

the replication server until it is scheduled for distribution. 

3) Triggered. In this case timing is detemiined by user defined criteria such as an event 

happening. The number of records exceeds a limit or time of day. When that trigger is 

fned, the server moves the data to the distribution queue for remote processing. 

4) Under manual control. The user determines when the replicas are made consistent. 

In the work presented here, the replication algorithm is implemented with the 

handoff scheme sirnultaneously. Although the environment presented does not represent 

a full featured database system (e.g. no concurrency), the replication algorithm illustrates 

a technique for having data follow a mobile user access base stations. 

2.2.2 QoS Management 

Quality of Service (QoS) provides an uniQing theme on which the functions and 

facilities of the new integrated standards can be constructed. For future applications, 

especially highly interactive applications and those relying on the transfer of multimedia 

information, it is essential that QoS is guaranteed system-wide, including the distributed 

system platforrn, the transport protocol and the multiservice network. Enhanced 

communications protocol support such as end-to-end QoS negotiation. renegotiation, 

indication of QoS degradations and CO-ordination over multiple related connections. is 

required [HUT96]. 
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2.2.2.1 Wireless ATM QoS Management 

if we consider the basic scenario of wireless networks connected to ATM 

networks, we find that one of the primary difficulties is in meeting ATM end-to-end 

quality of service (QoS) requirements [CHE95]. Even if we ignore the physical 

transmission error (which is usually much more frequent in wireless links than in wired 

links), wireless access is more dificult than wired access due to rnobility, interference, 

and imperfect carrier sensing. It is noted that an effective and reliable access in wireless 

generally transforrns a distributed contention into a centralized operation such as polling 

[CHE951 [GOO89]. 

In existing wired QoS architectures the approach is, where possible. to rnask out 

change. This presents a stable service to the application (effectively providing a level of 

network transparency). This is achieved by combining QoS functions such as admission 

control. resource reservation and maintenance. However such an approach is not 

sustainable in a mobile environment. Consequently. in such an environment emphasis 

should not be on transparency but rather on making information available to applications 

and empowering applications to make the necessary changes. Such an approach relies on 

the provision of QoS management functions supporting monitoring and adaptation. To 

complement this, the underlying system must be amenable to adaptation. including the 

ability to adapt to periods of disconnection. This is not to Say that existing approaches to 

QoS management are invalidated. Rather, strategies such as admission control and 

resource reservation cm be used for component networks and provide guarantees while 

the end system remains connected to the network [BLA96(b)]. 
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2.2.2.2 Neurd Network based ATM QoS Estimation 

In spite of the fact that modem digital computers have made great leaps in both 

speed and processing power, certain tasks remain difficult to perform optionally because 

of the complexities of the following tasks: optimization, generalization, and 

classification. Neural networks are better suited to performing certain complex tasks 

quickly because they can be trained with relatively Iittle data in applications where a more 

traditional or deterministic algorithm may not be known [KEU95]. 

The potential benefits expected from the use of neural networks for trafic control 

include: 

1) Adaptive learning. Neural networks learn frorn observations or examples during the 

course of network operation and therefore do not require detailed mathematical 

understanding of the underlying network being controlled. 

2) High computation rates. The massive parallelism of the hardware implementation 

allows neural networks to achieve high computation rates. 

3) Generalization from learning. Neural networks have the ability to generalize leaming 

to problems yet to be encountered. This ability is particularly important or relevant to 

congestion control in ATM networks where observations may be incomplete, delayed 

or only partidly available. 

4) High degree of robustness. Neural networks are robust and have fault tolerance due to 

the nature of distributed processing. 

A neural network is a massively parallel distributed processing system that is 

suitable for storing knowledge and making it available for use. It is generally a multiple- 

input and multiple-output nonlinear mapping, which c m  learn an unknown nonlinear 
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input-output relation from a set of examples. A neural network-based QoS estimation 

method has k e n  shown to enhance the performance in ATM management [SHE97]. 

Neural networks run on algorithm that automatically adapt to new network 

situations. The use of neural networks investigated here are for use as tools that measures 

network traffic, classi*ng it for use in meeting QoS requirements, and hence predicting 

its future behavior over a certain monitoring period [TAR95]. 

Neural networks have been applied to the ce11 level control functions such as QoS 

management, trafic measurements, traffic enforcement (policing) and rate-based 

feedback congestion control at the access point to a network. Neural networks have also 

been applied to network control functions such as optimal link capacity assignment and 

dynamic routing because of their ability to solve optimization problems [TAR95]. 

In .4TM networks, congestion occurs when too many cells are destined for one 

node. Some cells will be queued (ce11 delay) and some may even be discarded (ce11 loss). 

This affects the user's communication services. Thus, ATM traffic management or 

congestion control is needed to guarantee the quality of service (QoS) specified by 

parameters such as Ce11 Loss Rate (CLR) and CeH Delay Variation (CDV). 

Figure 3 shows the CDV. CLR and other QoS parameters of one channel observed 

by an ATM switch with the help of a neural network. The parameters are regarded as 

inputs to the neural network which. using the trained weights and biases, produces an 

output telling the switch the current QoS level of the channel (excellent, good, fair, bad, 

or in between). The switch then cm act accordingly [SHE97]. 
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Figure 3. Neural network based QoS estimation 

2.3 Variance Fractal Dimension Based Traffic Estimation 

This section introduces the notion of the variance fractai dimension as a descnptor 

for estimating traffic for use within the network management scheme described in section 

2.3.1 Introduction 

Observations of both Etbemet trafic and variable bit rate (VBR) video traffic 

revealed that they both exhibit "self-similarity" and /or infinite asymptotic index of 

dispersion for counts (IDC) [ADD95]. 

Fracial analysis is one of the tools used to analyze the traffic in the network. A 

series of measurements are conducted with the testbed captunng samples corresponding 
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to cells transmitted in a real wireless ATM LAN. The variance fractai dimension 

([Kin95], [PEI92]) has k e n  suggested as a suitable metric and was used to anaiyze batch 

or real-time received uaffk parametea. such as bit errors, in the wireless ATM LAN. 

The variance fractal dimension is calculated on small windows within the complete signal 

or received trafic parameters, based on the variance of increments for selected time 

periods. The temporal sequence of the variance fractal dimension values from sequential, 

evenly spaced windows form a variance fractal dimension trajectory. In this study. the 

received tnffic parameter, bit errors per packet (bers-per-pk), are analyzed and the 

uajectory obtained. Changes in level at the boundaries between senous noise interference 

and normal transmission condition can be identified and represent a means to enhance the 

performance of the network management system. 

Antenna 1 

Wireless ATM (LAN) Node 

Figure 4. Variance fractal dimension based wireless ATM LAN evaluation 
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As shown in Figure 4. the bers-per-pk and other u f i c  parameters of radio 

channels that need to be rnonitored can be captured by an ATM switch. They are 

regarded as the input data of the variance fractal dimension computation. After the 

analysis and evaiuation by the prograrnmed software. the switch will obtain the results of 

the evaiuation. By analyzing the results. the traffk can be estimated. Depending on the 

evaluation results as weil as other resuits analyzed by other rnechanisms, the network 

management can act accordingly. such as by sending handoff or re-transmission requests 

[S HE971. 

2.3.2 Advantages of Variance Fractal Dimension 

The technique for computing the variance and, therefore, the Hurst exponent 

which leads to the variance dimension, Do, is simple enough to lend itself to real-time 

fractal analysis of dynamic communication trafic [PEI921 [GRI96]. 

Although the spectral dimension may reveai the rnultifractai nature of the 

underlying process for different short-term (windowed) Fourier analysis, the choice of the 

window size is difficult, especially, since smail numencal errors may greatly affect the 

solution and introduce artifacts. Variance fractal dimension avoids these problems as it 

does not require a window in the Fourier sense. and therefore does not introduce the 

window artifact. Variance Fractal dimension provides a new approach to studying 

signals because rather than anaiyzing signais (strongly correlated events) contaminated by 

noise (with a weaker correlation), it anaiyzes noise contarninated by signai [Kin951 

[GRI96]. 
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2.4 OPNET 

This section overviews the simulation environment used throughout the studies 

presented here. 

2.4.1 OPNET Ovewiew 

OPtimized Network Engineering Tool (OPNET) is a comprehensive software 

environment capable of simulating large communications networks with detailed protocol 

modeling and performance anal ysis. OPNET features include: graphical specification of 

models; a dynamic, event-scheduled simulation kernel; integrated data analysis tools; and 

hierarchical, object-based modeling. OPNET's hierarchical modeling structure 

accommodates special problems such as distributed algorithm development. OPNET 

deliven open systems methodology and an advanced graphitai user interface known as 

the MIL 3 User Interface [MIL96]. 

There are eight OPNET tools which fa11 under three broad categones: 

Mode1 Development: Networks, Node, Process, Parameter. 

Simulation Execution: Probe, Simulation. 

Results Analysis: Analysis, Filter. 

The Network, Node, and Process Editors are the primary development tools, 

responsible for defining models at each level of the modeling hierarchy. The Network 

Editor is used to consmct network models. Depending on the type of network being 

modeled, a network model may consist of communicating nodes connected by point-to- 

point links, bus links, or radio links. Nodes and links c m  be placed within sub-networks, 

which can then be treated as single objects in the network model. This is useful for 
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separating the network diagram into manageable pieces and provides a quick way of 

duplicating groups of nodes and links. Typicaliy, initial design efforts in a project will 

focus on developing node models for each distinct type of node. 

The Node Editor is used to create models of nodes. The node models are then 

used to create node instances in networks using the Network Editor. Intemally, OPNET 

node models have a modular structure. A node is defined by connecting various modules 

with packet streams and "statistic wires". The connections between modules allow 

packets and statu information to be exchanged between modules. Each module placed in 

a node serves a specific purpose, such as generating packets, queuing packets, processing 

packets, or transrnitting and receiving packets. 

Process rnodels will initially be place-holders, but they will be successively 

refined during model development. The Process Editor is used to define models for the 

processes that run in processor and queue modules. At the core of most OPNET 

simulations are user-defined process models. Process models can represent the logic of 

communications hardware, network protocois, distributed algorithms, or high-level 

client-server processes. OPNET simplifies the construction of process models by 

offering graphical representation of extended finite state machines. The network model, 

consisting of nodes and links, m u t  be defined before the network simulation can be built. 

The Parameter Editor is used in conjunction with process and node model 

development to define special model structures. The Parameter Editor has six modes, 

each used to define a particular construct including: Packet Formats, ICI Formats, 

Probability Density Functions, Link Models, Modulation Functions, and Antenna 

Patterns. 

Wireless A TM Network Management Modeling, 8 Wenbo Sheng 



Simulation Execution typicdy involves the preparatory step of attaching probes 

to the points of interest in the model using the Probe Editor. Probes monitor statistics 

computed during a simulation. Once a simulation executable has k e n  produced. the 

Probe Editor is used to specifj statistics to be monitored. or modules to be animated 

during the simulation. Users rnay "probe" built-in or user-created statistics; or they may 

create probes which activate animation data collection. The Simulation Tool allows 

specification of a simulation sequence which uses particular input and output options. 

The SimuIation Tool is used to set up and execute simulations. Each simulation set 

object graphically represents one or more simulations. Simulation sets are defined by 

selecting the network model to be executed and then speciwng values for input 

parameters such as a random number seed. duration, and output file narnes for probed 

data. 

The Results Analysis tool includes an Analysis Tool which is used to evaluate the 

results of a simulation that presents statistics gathered during simulations in the form of 

two dimensional graphs or text listings. The information collected by a simulation can be 

viewed directly, or processed by the Filter Editor to generate new sets of data. The Filter 

Editor supports user definition of mathematical processing of simulation results [MIL96]. 

2.4.2 Proto-C and Kernel Procedures 

Processes are expressed in a language called Proto-C which is a combination of 

state transition diagrams (STDs). Kemel Procedures (KPs) and the C prograrnming 

language. A process model's STD defines a set of primary States that the process can 

enter. For each state, the STD defines the conditions for the process to move to another 
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state. Transitions in STD describe the possible movement of a process from state to state 

and the conditions under which such changes rnay take place. Proto-C models ailow 

actions to be specified at various points in the Finite State Machine. 

KP is a library of high level commands (over 300 procedures) that can be called 

from within process models, Transceiver Pipeline stages, C functions which have been 

scheduled as intenupts. or C functions which are directiy or indirectly invoked from one 

of these contexts. For the most part. the simulation services are accessed through KPs. 

KPs are categorized by nineteen pnmary functions, based on the types of objects they 

attempt to manipulate. The collection of KPs within a category is called a package, and 

KPs wiihin the same package share a cornrnon package keyword in their procedure 

names. Table 3 lists the capabilities provided by the KP libraries [YA096]. 
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Package 1 Applications 

-- - 

Stat 1 Custom statistic generation; ~ntermodule signding via statistic wires. 

Anim 

Dist 

Ev 

Ici 

Id 

h a  

Intrpt 

Pk 

P% 
Pro 

Q 
Rte 

Sim 

- -- 

Strm 1 Communication between modules via packet streams, packet delivery. 

Support for custom animaton development. 

Probability desnibution and random number generation. 

Event list and event property query; event canceiiation. 

Formal interfaces between processes; association of information with interrupts. 

Identification of objects 

In-simulation query and modification of object attributes. 

Query of intempt properties; control of intempt handling. 

Creation, destruction, modification, analysis, and transmission of packets. 

Programming support: linked lists. memory. sting manipulation, debugging. 

Creation, invocation of processes; process goup shared rnemory. 

Queuing statistics; high-level queuing operations. 

Basic routing support for static routing inplementaùons. 

Simulation control: Customized messaging, simulation executing control. 

- . . - - - . - 

Topo 1 Query of mode1 topology (e.g., for automatic discovery and configuration). 

Subq 

Tb1 

Td 

Table 3. Major simulation Kemel Procedure packages 

- -- -- 

Low-level queuing operations: antenna patterns, modulations. 

Accessing of tabular data: antenna patterns, modulations. 

Setting and getting of transmission data for custorn link models. 

2.5 Summary 

This chapter provided a background survey of the thesis. First of d l ,  a wireless 

ATM network was introduced. Then wireless ATM network management was descnbed, 

including mobility management and QoS management. Several algorithms were 

overviewed such as handoff schemes and replication aigorithm. Two tools or facilities 

were introduced for use in network management, these were a neural network and the 
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variance fractal dimension. The chapter concluded with an overview of the OPNET 

simulation environment used throughout the thesis. 
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CHAPTER 3 WIRELESS ATM MOBILITY 

MANAGEMENT MODELING 

Chapter 3 presents details concerning the wireless ATM model used in the study 

and presents results from the handoff algorithm implemented. The final section of the 

chapter deals with a data replication scheme and how it is modeled within OPNET. 

3.1 Model Description 

The broadband wireless ATM model developed here contains a network-level 

model, which is composed of several nodes. Each node in turn contains its own node- 

level model. which is composed of network components such as radio transrnitters. radio 

receivers and processes in which the aigorithm code is written. These components are 

described following the description of the network-level model. 

3.1.1 Network-level Model 

Figure 5 shows the network-level of the broadband wireless ATM model. This 

network model consists of five kinds of nodes. 
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Figure 5. Wireless ATM network-level model 

1 )  Mobile Switch Center (MSC). There are two MSCs in the model, MSCO and 

MSC-1. They are fixed nodes that switch the data Stream between mobile units and 

servers, and control the mobility and QoS guarantee schemes. These two MSCs are 

connected with a broadband transmission optical network, such as SONET. in this 

model, each MSC connects with three base stations. 

2 )  Base Station (BS). Three base stations (BS-0-0, BS-0-1, and BS-0-2) are connected 

to MSC-O and ihree (BS-10, BS-1-1, and BS-1-2) are connected to MSC-1, using 

a broadband transmission optical network. The main function of the BS is 

transfemng the packet Stream between mobile units and a MSC. Recall that each BS 
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has its own frequency range (Table 1). For exarnple, the frequency range of BS-0-0 

is from 3000-3500 MHz. Because of limited frequency resources, frequency is reused 

under some rules as in this model, where BS-0-1 and BS-1-2 are allocated the same 

frequency range (3600400 MHz). Each BS controls a geographical region or ce11 

according to its transmitter's power. In this model, the transmitting power of each BS 

is 10 mW, and the bandwidth of each channel is allocated to 1MHz. 

3) Mobile Unit (MU). There are three MUS in this model -- MU- 1, MU-2 and MU-3. In 

figure 5 the dotted line attached to each MU indicates its roaming trajectory. It takes 

50 seconds (simulation time) for the MU to move from one point to the next dong the 

straight dotted line. For exarnple, in the first 50 seconds, MU- 1 moves from BS-O- 1 

to BS-0-0, MU-2 moves from BS-0-1 to BSO-2, and M U 3  moves from BS-0-0 

to BS-1-0. in the second 50 seconds, according to their trajectories, MU-1 moves 

back to BS-0-1, MU-2 moves to BS-0-0, and MU-3 moves to BS-1-2 and so on. 

Ln order to communicate with the BS, the frequency of the MU in that ce11 should 

match the frequency of the BS. For example, if the transmitting and receiving 

frequency of one channel in BS-0-0 is 3000 MHz and 3100MHz respectively. the 

MU'S receiving and transmitting channel should be adjusted to 3000MHz and 

3 100MHz. In this model, the function of the MU is just like a mobile client, which is 

able to access the fixed semer using a client-server protocol. The transmitting power 

of each MU is 1 mW, and the bandwidth is allocated to IMHz. 
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4) Server. Semer-O and Semer-1 in this mode1 are comected to M S C O  and MSC-1 

respectively. Each server has its own databases which cm be accessed by any mobile 

unit. Communication between the client-server is bi-directional. 

5) Jarnmer. Jarnrner is an interference source that affects the receiving quality of the 

MU. The transrnitting frequency of the jarnmer is the same as the receiving frequency 

of the MU. The jarnrner causes the quality of service (QoS) parameters. such as BER, 

to not conform to the traff~c contract. In this model, Jammer-1 and Jammer-2 

interfere with MU-1 when it moves in the BS-0-1 ce11 and the BS-0-0 cell. At the 

same time, Jammer-4, Jarnmer-3 and Jarnmer-5 interfere with MU-2 when it roams 

into the BS-0-1 cell. the BS-0-2 ce11 and the BS-0-0 cell. The jammers are also 

mobile, their trajectory represented by dotted lines. The mobility is identicai to that of 

the MU. The transmitting power of each jammer is 0.01 mW. 

3.1.2 Node-level Models 

There are 5 types of Node-level Models in the wireless ATM rnodel: they are illustrated 

in Figure 6 (a) - (e), and discussed below. 
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Figure 6.  Node-level models 
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a) BS node. Logically there are two transmitters and two receivers connected to the 

MSC node. One pair is used for communication packet stream and the other pair is 

used for network management data stream. In addition, there are 6 radio transrnitters 

and 6 radio receivers connected to an omni-directional antenna with 2 pain each used 

for the communication packet stream and the network management data Stream 

between mobile units (MUJ, MU-2 and MU-3). Each radio transrnitter or receiver 

has initial settings for parameten such as power. data rate and bandwidth. The core 

of this node is the user-defined process model. which represents the logic of 

communication hardware, network protocols. distributed algorithms and data 

statistics. This process model is described in more detail in 3.1.3 (1). 

b) Mobile Unit (MU) node. Each MU logically has 2 pairs of radio transrnitters and 

receivers which are connected to an antenna. one for the communication packet 

stream and the other for the network management data stream. Ln this node modei. an 

ideal generator generates the user's application data packets. Charactenstic of these 

packets, such as  packet length. data rate, etc.. cm be set initially or changed 

dynamically during the simulation tirne. The core of this node model is the user- 

defined process model, which represents the logic of communication hardware, 

network protocols, distributed algonthms and data statistics. This process model is 

described in more detail in 3.1.3 (2). 

C) Jarnmer node. Each jammer node consists of an ideal generator, a radio transrnitter 

and an antenna. Because of the jammer's interference function. it only transrnits 

special packets designed to interfere with the mobile users. The transmitting 
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frequency should be set as same as the receiving frequency of the mobile users with 

whom the jammer interferes. 

d) Mobile Switch Center (MSC) node. Transmitters and receivers are each connected to 

their own base stations, servers, and the other MSCs. Again, one group is for 

communication packet Stream and the other for network management stream. There 

are also several ideal generators. which generate network management data stream for 

al1 base stations. Again, this process in this node is a core one. The network 

protocols, switch functions, distributed algorithms and data statistics are al1 

represented in this user-defined process model, which are discussed in detail in the 

following subsection 3.1 -3 (c). 

e) Server node. The server node is also simple. The function of the server is to generate 

communication data for each MU. Since there are 3 MUS in the network model, there 

are 3 generators in the server node. The parameters of each generator c m  be set 

initially or changed dynamically during the simulation time. 

3.1.3 Process Models 

The core process model represents the logic of communication hardware, network 

protocols, distributed algorithms and data statistics. Process models are ins tantiated as 

processes in the node domain and exist within processor or queue modules. Processes 

c m  be independently executing threads of control that perform general communications 

and data processing functions. They can represent functionality that would be 

implemented both in hardware and in software. The process editor specifies the behavior 

of process models and defines the model's interfaces (i.e., the aspects of the process 
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model which are visible to the user). The interface includes the attributes and statistics of 

the process model. 

Process models use a finite state machine (FSM) paradigm to express behavior 

that depends on current state and new stimuli. FSMs are represented using a state- 

transition-diagram (STD) notation. The States of the process and the transitions between 

them are depicted as graphical objects. 

The state object represents the attained "mode" of the process, based on previous 

stimuli and corresponding decisions. States contain code expressing processing that is 

executed immediately after they are entered, or immediately before they are exited. A 

state can be forced or unforced. A process blocks irnrnediately after executing the "enter" 

code of an unforced state, at which point it waits for a new intenupt before continuing. 

More details are descnbed in [MIL96]. 

The transition object indicates the possible paths a process may take from a source 

state to a destination state (each state cm be the source and destination of any number of 

transitions). A transition contains a condition statement which specifies the requirements 

for the process to follow the transition. An executive statement specifies actions that are 

to be taken when the process follows the transition. 

The process editor provides operations to support the creation and editing of 

process models. Operations related to major capabilities are: create object. edit object, set 

initiai state, edit mode1 attributes, edit simulation attributes, edit model attribute 

interfaces, edit statistics, declare extemai object files and compile process model. 

The components of a process model include a FSM diagrarn with embedded C 

statements. and various blocks containing code for variable declarations, macros. 
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constants, and function definitions. These components are collectively termed Proto-C, 

since they define a variant of the C language speciaiized for protocols and distributed 

algorithms. The FSM diagram represents the functionai Bow of the process with an 

easily interpreted diagram of states and transitions. States typically contain C-syntax 

statements. cailed state executives, which perform a specific task. Events and conditions 

determine the migration from state to state through transitions. 

For the process models developed here the initial state starts the state of the FSM 

where the packet count is initialized. The idle state is the one where the FSM waits for 

other states. Once the initial state is executed, the FSM will transition between the idle 

and other states. 
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Figure 7. Process-level modeIs 

Figure 7 illustrates the 3 main process models for the : BS node. MU node and 

MSC node respectively. 

a) BS process. In the base station process model. there are 3 "route" states (other than 

the initial and idle states), each one for the 3 MUS. The route states and receive 
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transmit packets to and from MSCs to MUS. Probes are inserted in these states for 

data statistics. 

b) MU process. Besides the initial and idle states there are 4 others: STRM-OUT. 

BER-STAT, PWR-STAT and process. The sûzam-out (STRM-OUT) state controls 

the data transmission from ideal generator to radio transmitter. The function of Bit- 

Error-Rate statistics (BEWTAT) state is to test the received QoS parameters (such 

as BER) and transfer them to the process state. The power statistics (PWR-STAT) 

state has a simiiar function, except that the transfer parameter is received power from 

the base station. The process state includes severai algorithrns and protocols, such as 

QoS guaranteed, error-free handoff, etc. 

c) MSC process. In addition to initial and idle states there are 5 other types of states: 

STRM-FM, STRM-TO, STRM-IN, STRM-OUT and Fixed-S. Fixed-s state 

controls the data communications between two MSCs. STRM-FM, STRM-TO states 

are defined for network management data stream while the other two states are for 

communication data stream. Because there are 3 MUS in this mode1 and each MSC 

owns 3 base stations. each one of these states has 3 duplications. 
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CHAPTER 4 WIRELESS ATM QoS MANAGEMENT 

MODELING 

Chapter 4 extends the network model presented in Chapter 3 to include provisions 

for mobile data and QoS management. This is accomplished through the use of a 

replicated data handoff algonthrn, dynamic power control of the base stations, and 

frequency hopping guided by the use of a neural network based controller. 

4.1 Mode1 Description 

The model used for wireless ATM QoS Management is the sarne as that used for 

wireless ATM mobility management. Actually, both work together dunng the simulation 

time. The model description is the sarne pattern as in section 3.1. 

4.2 Neural Network Models 

Different from the traditional mathematical calculations, neural networks are 

thought to provide fast. flexible. adaptive and intelligent control in network management. 

A neural network is a massively parallel distributed processing system that is suitable for 

stonng knowledge and rnakes it available for use. It is generally a multiple-input and 

multiple-output nonlinear mapping, which c m  learn an unknown nonlinear input-output 

relation from a set of examples. A neural network-based QoS estimation method is 

investigated to enhance the performance in ATM management. 
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For this study, the "Matlab Neural Network Toolbox" sofiware from Math Works 

Inc., was used on a Sun Sparc 20 at TRLnbs. Two main methods of training were 

studied: 

a) Learning Vector Quantization ( LVQ ), a supervised method. 

b) Self-Organizing Maps (SM). an unsupervised method. 

4.2.1 Leamhg Vector Quantization (LVQ) 

Leax-ning Vector Quantization (LVQ) is a method for training competitive 

layers in a supervised manner. LVQ networks lem to classify input vectors into 

classes chosen by the user. 

The LVQ Architecture is shown in Figure 8. 

Input Competitive Layer Linear Layer 
n 7 7 I R = #  inpu& I SI= # Competitive 

1 neurons 
S2= # linex neurons 

target 

a 1 =cornpet (-dist(W 1 ,p) ) a2=purelin (W2*al) 

Figure 8. LVQ network architecture 

An LVQ network consists of two layers. The first layer is a competitive layer, 

which l e m s  to classi0 input vectors. The second layer (linear layer) uansforms the 

cornpetitive layer's classes into target classifications defined by the user. R, S1 and S2 
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represent the number of input, competitive neurons and linear neurons respectively. Each 

layer has its weight (W 1 or W2). al is the output of competitive layer while a2 is the 

output of linear layer. "cornpet( )" is competitive transfer function while "dis<( )" 

calculates distances between vectors. This means that if "al" is the winning neuron then 

the distance between al's weight vector and input vector is the shortest. "purelin( )" 

rneans the linear activation transfer function. 

Figure 9 shows the relationship between epochs and error. An epoch means each 

pass through al1 of the training input and target vectors. The error represents the 

difference value between each two epochs. There are two curves in the figure: one 

represents the training time and the other represents the testing result. This figure shows 

that if the epochs increase or decrease too rnuch, the result will not be ideal. If the 

leaming rate is too small. it will take too long to train. if it is too large, the neural 

network will be unstable. 

Error 1 

I I I I * Epochs 
less ideal more 
epochs epochs epochs 

Figure 9. Epochs vs. Error 
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4.2.2 Self-organizing Map (SM) 

A self-organizing map learns to detect regularities and correlations in the inputs 

and adapts accordingly. A SM also learns to recognize groups of sirnilar input vectors in 

such a way that neurons physically close together in the neuron layer respond to similar 

input vectors. 

Figure 10 shows the SM architecture. It is a cornpetitive network with some 

modifications. The cornpetitive neurons are ordered physically in one or more 

dimensions. 

Input Competitive Layer 

n m  

Figure 10. SM network 

4.3 Simulation and Analysis 

This section presents the experimental description and simulation results. 

43.1Experiment Description 

For the work reported here the total simulation time was 200 seconds. 
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Recdl that in a wireless mobile network, when a mobile unit moves from one ce11 

to another, a handoff occurs. In order to ensure continuous communication and a smooth 

data stream shifi, an error-free handoff algorithm was implemented. in this mode1 the 

error-free handoff algonthm was based on the received power measured by the mobile 

user as it transits the trajectory. Each BS counts the number of packets sent from the 

MSC as they pass through en route to each MU. 

Since we are modeling an environment where data moves with the user, it was 

necessary to develop a replica algonthm to ensure the data moved is consistent during the 

handoff. A counter in the MSC counts the number of database packets that are replicated 

from one base station to another. 

In wireless ATM, the communication medium between the mobile units and base 

stations is the air so interference is a potential problem. Consequently, the Quality of 

Service (QoS) guarantee is very important in a wireless LAN. Bit-Error-Ratio (BER) and 

Ce11 Transfer Delay (CTD) are the critical parameters in QoS management. The Quality 

of Service should conforrn to the trafic contracr when the mobile units access the fixed 

network. In this model, jammers are simulated to interfere with the receiver of the mobile 

unit so that the QoS parameten will be seriously tested. The purpose of a QoS guarantee 

algorithm is to ensure communication quality when the mobile unit accesses the network 

and the BER andlor CTD do not comply with the trafic contract. In this thesis, a BER 

guarantee algorithm has been developed and will be active if the BER measure does not 

comply with the traffic contract. 

There are two parts to the BER guarantee algorithm automatic-frequency-hop 

(AFH) and dynarnic-power-control (DPC). The first operates, if the BER received by the 
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MU is larger than the traffic contract and there exists at least one available, idle channel 

in that BS area. The receiving frequency of MU and the transmitting frequency of BS 

should hop automatically and simultaneously to the available channel in order to avoid 

the interference from the jammers. The AFH is an efficient aigorithm for QoS 

management in broadband wireless ATM networks. 

The DPC is implemented if al1 the channels in that BS area are occupied or busy 

when the received BER is high. in this scenario it is impossible for both MU and BS to 

hop to another frequency channel and avoid the interference. The trammitter power of 

the BS should be dynarnically adjusted by the algorithm according to the BER level. 

Both of these BER guarantee algorithms could be implemented using in-band 

management messages. In Our model, we assumed that dunng the entire simulation time 

(200 seconds), MU-1 cannot frequency hop because there is no available channel. There 

are, however, enough channels for MU-2 to hop to when the interference is serious. In 

sumrnary, the dynamic-power-control algorithm is used for MU-1 access and the 

automatic-frequency-hop algorithm is used for MU-2 access. 

4.3.2 Collected Statistics 

There were 3 types of locai probes were selected for statistics in wireless ATM 

mobility management modeling: 

1) MU received power. 

2) BS counter to calculate the nurnber of packet send from the MSC to each MU. 

3) In MSC for counting the number of database packets replicated during handoff. 
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There were 4 types of local probes used for statistics in wireless ATM QoS 

management modeling: 

1) BER for each MU. This probe retrieves the Bit-Error-Rate statistic of each receiving 

MU. 

3) Average-BER for each MU. This probe records the statistics of average BER of each 

receiving MU. 

3) Power for each BS. This probe records the power adjustment of each base station. 

4) Frequency for each BS and MU. This probe records the frequency changes for each 

base station and mobile user. 

4.3.3 Simulation Results 

4.3.3.1 Error-free Handoff Algorithm 

Figure 11 (a)(b)(c)(d)(e)(D shows the results of a handoff algonthm that assumes 

error-free communicating. The first three are the results of the error-free handoffs of 

MU-1, MU-2 and MU-3 in the broadband wireless ATM model. The last three are the 

results of the receiving power of each MU. 
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Figure 1 1 (a) - (c). Results of error-free handoff algorithm and receiving power for MUS. 
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Figure 1 1 (d) - (f). Results of error-free handoff algorithm and receiving power for MUS. 
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The exarnple of MU-2 (b), (e) is used to explain the algorithm and the data 

presented. In (b), X-axis represents "time" while Y-axis is the number of packets counted 

by that BS. Initially. the mobile unit is near BS-0-1 so the received power frorn that 

station is the highest (see (e)). It decreases during the first leg of the trajectory while the 

received power from BS-0-2 increases. At about 20 seconds, the signal strength from 

BS-0-2 is stronger than that from BS-0-1. This is where the handoff occurs. We see 

that at the begiming the counter in BS-0-1 which is cornmunicating with MU-2 

increases. At the handoff point, about 20 seconds. MU-2 switches its communication 

data Stream from BS-0-1 to BSO-2. After the handoff, the counter in BS-0-2 increases 

while the counter plateaus. Meanwhile, MU-2 continues to cornrnunicate with BSO-2 

until (about 85 seconds) the receiving power from BS-0-0 is stronger than that from 

BS-0-2, another handoff occun and the process repeats. At 100 seconds MU-2 reaches 

the end of its trajectory and retraces its path back to the ongin. Subsequent handoffs 

occur at approximately 1 15 seconds and 180 seconds. At the end of the simulation time 

(200 seconds). MU-2 arrives back at its origin. Al1 the transitions occur precisely at the 

expected handofT points and the figure indicates that the packet Stream shifts to the BS 

with the best signal strength. 

The error-free algorithms for MU-1 and MU-3 are the sarne as  those for MU-2. MU-1 

roams between BS-0-1 and BS-0-0, while MU-3 moves through the five BSs and 

across two MSCs. The results in Figure I l  illustrate that the algorithm works 

appropriately for al1 MUS. 
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4.33.2 Replica Algorithm 

Because the problems in distributed database network are related to mobile 

communication, 1 ernployed a replication scheme. or replication algorithm. as a starting 

point to mode1 aspects of mobile distributed data management. This replication 

algorithm is implemented via the handoff scheme simultaneously throughout the 

simulation. In this thesis, the replication algorithm focuses on  the consistency scheme of 

the replicas because the consistency of the object replicas in both servers is very 

important to the error-free handoff scheme. For instance, when handoff occurs at the 

overlapping area. the replicas in both servers should be consistent in order to make the 

current service transparent and correct. if not. the handoff will be prone to error. 

MU-1 is selected as an example to descnbe the replica algonthm (see Figure 5).  

MU-1 is moving between BS-0-0 and BSO-1, which are both connected via a mobile 

switch center (MSC) to broadband networks (such as ATM. SONET). Replicas are 

created and maintained on the base stations on demand (Le., accessing an object from 

BS-0-1 causes a replica to be created in BS-0-0). 

In this simulation, the immediate update technique was used. With immediate 

update. modification of an object in BS-0-1 causes the replica to be updated in B S O O  

as soon as the object is closed. Therefore. the object replicas in both BSO-1 and 

BS-0-0 are absolutely consistent at any time. including during handoff. The drawback 

with irnmediate update is the potential number of wasted updates. That is. replica 

BS-0-1 may be updated many times before they are actually used by BS-0-1 making 

cost of sending updates after every modification prohibitive. Our network is srnall, so the 

problem was not obvious, but it would be in very large networks. Consequently. in large 
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networks other techniques such as invalidation and partial update would have to be 

implemented. This is the subject of future work. 

Figure12 (a)(d) shows us simulation result of replica algorithrn for MU-1. 

Because the handoff algonthm is implemented four ûmes during the simulation. the 

replica algorithm is also utilized 4 times. Using the "trace" function in the OPNET. we 

observed that at the 18.78 seconds point (a), the handoff request was dispatched initiating 

the replica algonthm (d). After, with both databases in the two base stations consistent, at 

20.78 seconds, the mobile client switches from BS-0-1 to BS-0-0 using the error-free 

handoff algorithm. The second handoff point is similar. First the replica algorithm 

begins at 77.79 seconds. After 2 simulation seconds (at 79.79 seconds). the databases are 

consistent and the error-free handoff occurs. The scenario is repeated at the third and 

fourth handoff points (say 120.68 and 179.99 simulation seconds). For each replication. 

we expected the size of replicated object to be different, and it was according to the 

counter in MSC. 

MU-2 ((b)(e)) and MU-3 ((c)(f)) are similar. 

In this study, only a simple replication algorithm was investigated in a distributed 

database environment and it was not implemented completely. More details should be 

investigated in this model. Deep studies in this area will be done in future work. 
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Figure 12 (a)- (c). Results of replications aigorithm 
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Figure 12 (d) - (0. Results of replications algorithm 
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4.3.3.3 SM for Network Management Mode1 

A neural network is an intelligent tool with potential use in network management. 

in this section an artificial neural network known as a self-organizing map (SM) is used 

to determine when to implement the dynarnic power control or frequency hopping 

algorithm. In this wireless ATM QoS management modeling, because there are no target 

vectors as training data, a self-organizing map (SM) was selected as better method to 

investigate the problem than a supervised neural network algorithm. 

The data selected for training were ce11 Bit-Error-Rate (BER) and Ce11 Transfer 

Delay (CTD). Al1 the data were normaiized from O to 1. Self-organizing maps differ frorn 

conventional hard cornpetitive learning in the manner in which neumns get rheir weights 

updated. Instead of updating only the winner, feature maps update the weights of the 

winner and its neighbors. Neighbonng neurons, therefore, have similar weight vectors 

and are responsive to similar input vectors. In this study, 25 neurons were used. Figure 

13 shows the results of self-organizing maps after training. In Figure 13. the ' + ' 

represents the experience data (input vecton) while the dots represent the weight vecrors 

(output vecton). After 5000 cycles. the map was evenly spread across the input space. 
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Figure 13. Result of self-organizing maps training. 

After data training, the neural network has enough intelligence to decide the 

output for each new input vector. 

Table 4 shows the classification of the output number vs. QoS guarantee 

management solutions. The output points of 19 and 24 represent lower delay and BER 

than others. In this study, these two points are regarded as tolerable condition and no 

QoS guarantee algorithm is used. The points of 20-23 represent the low delay value but 

high BER value. So if the output is one of these points, the automatic-frequency-hop or 

dynamic-powersontrol algorithm is implemented to ensure the QoS. On the other hand, 
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the output points of 3,4,8,9 and 14 show the low BER value but high delay value. So the 

cell-transfer-delay guaranteed algorithm is irnplemented. Besides al1 the above output 

points, the others represent both conditions of high BER and delay values. So automatic- 

frequency-hop or dynamic-power-control algorithm and the cell-transfer-delay guarantee 

algorithm is used simultaneously for those output. 

1 Output Nurnber Solutions 

Tolerable condition for both BER and CTD, 
no QoS guaranteed algorithm used. 

Tolerable condition for CTD but not for BER, 
AFH / DPC algorithm is implemented to ensure QoS. 

ToIerable condition for BER but not for CTD, 
CTD-guaranteed algorithm is implemented to ensure QoS. 

Non-tolerable condition for both BER and CTD, 
AFH / DPC and CTD-guaranteed algorithms are 
implemented to ensure QoS simultaneously. 

Table 4. Output number vs. solutions 

4.3.3.4 Dynarnic-Power-Control AIgonthm 

It is possible that al1 the channels are occupied when the MU encounters a high 

BER. Under this scenario, the power of the BS transrnitter should be dynamically 

adjusted by the dynarnic-power-control algorithm immediately so that the signal strength 

received by the MU from the BS is much stronger than that received from the jammer. 

The degree of the power adjustment is related to the received BER level. For exarnple, if 

the received BER is only slightly larger than the traffic contract, the power increment 

should be less. On the other hand, if the BER received by the MU is much larger than the 
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traffic contract, the BS transmitter power needs to be increased more in order to guarantee 

quality of service. When the received BER conforms to the MIC contract, the algorithm 

will make the BS transrnitter revert to its original power level. Table 5 shows the neural 

network output number and the corresponding change in power level. 

Don't change 

- - 

Original power x 80 

Table 5. Neural network output vs. power level adjustment 

Figure 14 shows the BER-per-packet and average-BER received by MU-1 with 

and without the BER guarantee algorithm, and the resulting changes to the BS 

trammitter's power level. In Figure 14 (a) and (b) we see that without the QoS guarantee 

algorithm, the average BER received by the MU-1 is approximately 10". The main 

interference to MU-1 occurs at approximately 50 seconds and 170 seconds. According to 

the above assumption, there is no available channel for the MU-1 to hop to. So during 

both of these inference tirne penods, the dynamic-power-contro1 algorithm is used. The 

BS transrnitter power is adjusted by this algorithm dynamically. depending on the 

received BER value. 

Figure 14 (c) shows the result of the power level which is dynamically controlled 

by the algorithrn of BS-0-0. At about 40 seconds, the BER is not very high. so the 
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BS-0-0 transrnitting power is adjusted from 10 mW to 200mW. The BER increases soon 

after and the BS-0-0 transmitûng power is adjusted to 800 mW to eliminate the error 

bits. When the BER conforms to the traffïc contract, the transmitting power is adjusted to 

its initiai 10 mW automatically. At about 170 seconds the received BER is again very 

high and the BS-0-0 uansmitting power is adjusted to 800 mW. 

When the dynamic-power-control aigonthm is working. the average BER received 

by the MU- 1 decreases about 100 times from 1 o - ~  to 1 o - ~  (see Figure 14 (d) (e)). The DPC 

aigorithm is again required here as there were no more availabie channels for the MU and 

BS to hop to. 
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Figure 14 (a) - (b). BER guarantee algonthm in MU- 1. 
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Figure 14 (c)  - (e). BER guarantee algorithm in MU- 1. 
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43-33 Automatic-Frequency-Hop Algorithm 

According to the above assumptions, there were enough available channels for 

MU-2 to hop to during the simuIation time. Figure 15 shows how the automatic- 

frequency-hop algorithm works. This algorithm is a very efficient one in broadband 

wireless LAN access networks. 

Figure 15 (a) and (b) indicate that without the QoS guarantee algorithm, the 

average BER received by the M U 2  is approximately 10'~. The main interference to 

MU-2 occun at approximately 80 seconds. 100 seconds and 170 seconds. During these 

interference time periods, the automatic-frequency-hop aigorithm is engaged. In Figure 

15 (c), we see that, without the algorithm, the receiving frequency of M U 2  has only 

three kinds of frequency hops because it moves through three BS areas: BS-0-1 to 

BS-0-2 to BS-0-0 and retums back on the sarne trajectory. The frequency hops match 

each of the BS transrnitting frequencies. When the detected BER is high. both 

simultaneously hop to another available channel. This explains why there are more 

frequency hops in Figure 15 (0. When the aigonthrn is used. the average BER decreases 

almost 1OOO times from to 10" (Figure 15 (d) (e)). 
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Figure 15 (a) - (c) .  BER guarantee algorithm in MU-2. 
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Figure 15 (d) - (f). BER guarantee algorithm in MU-2. 
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4.4 Summary 

Broadband wireless mobility communications make personal communications 

more convenient. However, because of its pnnciple charac teristics - wireless and 

mobility - wireless access management is complicated. 

In wireless ATM mobility management rnodeling. when the mobile unit moves 

from one ce11 to another, handoff occurs. The simulation results show that the error-free 

hmdoff ensures continuous communications and smooth data Stream shift. In this model 

the error-free handoff algorithm is based on the received power measured by the mobile 

user as it transits the trajectory. 

Since one goal of the network model was to have data follow mobile users, a 

replica algorithm is developed to guarantee the availability of the data at the next location 

dunng the handoff time period. The simulation results also show the replication 

algorithm working correctly. 

Algorithms involved in QoS management were d s o  discussed. Because the 

communication medium between mobile units and base stations is the air, it is prone to 

interference. If interference occurs, the quality of service will not conforrn to the traffic 

contract. 

The purpose of the BER algorithm is to eliminate as many error bits as possible 

while ensunng QoS conformance. The BER guaranteed algorithm includes two parts - 

automatic-frequency-hop and dynarnic-power-control - which can be implemented 

separately or simultaneously. if' there is at least one idle channel availabie, the automatic- 

frequency-hop algorithm is implemented causing the mobile unit and base-station to hop 

to a non-interfered channel. The simulation verified the efficiency of the algorithm. If 

Wireless ATM Network Management Modeling, 8 Wenbo Sheng 71 



there are no unoccupied charnels available, the dynamic-powertontrol algorithm is 

implemented to guarantee the quality of service. The BS transrnitting power is adjusted 

dynamicaily according <O the level of received BER. The higher the BER. the higher the 

vansrnitter power of the BS. 
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CHAPTER 5 NEURAL NETWORK BASED ATM 

QoS ESTIMATION 

Chapter 5 presents the use of an artificial neural network to improve QoS by 

detemiining suitable service classes through the measurernent of ce11 loss ratio and ce11 

delay variation. 

5.1 Training Data 

5.1.1 Specified QoS Classes 

The following specified QoS classes are defined by the ATM Forum. In the 

future, more QoS Classes may be defined for a given service class. 

Specified QoS Class 1: supports a QoS that meets service class A (circuit emulation, 

constant bit rate video) performance requirements. This class should yield 

performance comparable to current digital private line performance. 

Specifed QoS Class 2 : supports a QoS that meets service class B (variable bit rate audio 

and video ) performance requirements. This class is intended for packetized video and 

audio in teleconferencing and multimedia applications. 

Specified QoS Class 3 : supports a QoS that meets service class C ( connection - 

oriented data transfer ) performance requirements. This class is intended for 

interoperation of connection-onented protocols, such as Frame Relay. 
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Specified QoS Class 4 : supports a QoS that meets service class D ( comectionless data 

transfer ) performance requirements. This class is intended for inter-operation of 

connectionless protocols, such as IP or SMDS. 

Figure 16 gives a concrete exarnple of how the QoS parameters for ce11 loss rate 

for the C L P d  ( Ce11 Loss Priority ) flow and CDV might be assigned for the four 

specified QoS classes. In the following section, we focus on one of the classes (Class 

1) as the others c m  be treated in a similar way. 

Ccll Loss Rauo ( C M )  

Class 3 
Connection 

Oriented 
Data 

Cell Delay Variation (ms) 

Figure 16. Example of QoS class value assignments (CLP=û) 

5.1.2 Leveis in QoS Classes 

The levels in each class can be the same or different. The value of each level is 

decided by the service-providen depending on their network and customen' request. 

What is clear is that the smaller the values of CDV and CLR, the better the QoS will be. 

For instance, in Specified QoS Class 1, if CLR= 1. 1E- IO  and CDV=O. 1 ms ( both are 

small), QoS shouId be in an excellent level. Alternatively, if CLR =l. LE-8 and 
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CDV=2.1 ms (both are large), QoS shouId be at a bad or unacceptabIe level. If CLR=lE- 

9 but CDV=2. lms (one is small but the other one is large), it should also be in a bad 

level. Foilowing the sarne principle, several levels in each QoS class can be estimated. 

In Table 6, seven levels of service are estimated for each of the four QoS classes. 

QoS 

Level 

Serious AIarm (from Fair to Bad) 

Description 

2 

3 

4 

' I Bad (will be disconnected) 

Slight Alarm (from Excellent tc 

Good) 

Good 

Regular Alarm (from Good to Fair) 

Table 6 .  Rank of QoS levels 

5.1.3 Normalization of the Training Data. 

For the neural network used here, the network is trained using input data, in this 

case CLR and CDV and should be normalized into the range from O to 1. For instance. 
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the CLR in QoS Class 1 is from LE-IO to 1E-8. Any input data X in this class should be 

normalized as: 

(X-LE-10)/(1E-8 - 1E-IO)= [O 1 1. 

With the sarne principle, the input data Y of CDV in QoS Class 1 should be normalized 

as: 

(Y-o. 1)/(2-o. 1) = [ 0 1 1. 

Using the above rnethod, each data in each class can be normalized into the range of [ O 

i 1- 

5.1.4 The Generation of the Training Data 

The training data can be decided by the service-provider depending on their 

customers' service quality. Figure 17 shows the distribution of the training data assumed 

in this thesis. If CLR is larger than 1E-8 or CDV is larger than 2, the result of 

normaiization will larger than 1. That is the reason why in Figure 17 some data are larger 

than 1 after normalization. 

Table 7 shows the number of training data in each level. 324 training data were 

selected as QoS Ievel 1, 78 data are as QoS level 2, and so forth. There were a total of 

2320 training data for the seven QoS levels (Table 7). 
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Greenv+'- Level t 
Cyan'o' - Level 2 
Yellow'x' - Level 3 
Magenta'ol- Level4 
Whitev*'-- Levet 5 
B1ue'x'- Level6 
Red'+'-- Level 7 

Figure 17. Training data 



1 QoS 1 Number of training 

I 1 ~ o t a ~  training 
1 1 data: 

Table 7. The number of training data for each QoS level 

5.2 Testing Data 

After training, the neural network is tested. The testing data is obtained randornly. 

Figure 18 shows the 877 testing data points we used. These testing data are generated by 

some functions (i-e., y=ax+b with different a and b). 
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Figure 18. Testing data ( '+' - -  random testing data ) 

5.3 Conclusion 

5.3.1 Results & Discussion for LVQ Method 

Because the LVQ is a supervised method. target vectors are needed. in the 

network architecture there are 7 outputs representing each level. They c m  be described 

as the following column vectors: 

Level 1:  [ 1 ;0;0;0;0;0;0] 

Level2: [ 0; 1 ;0;0;0;0;0] 

Level 3: [ 0;O; 1 ;0;0;0;0] 

LeveI 4: [ 0;O;O; 1 ;0;0;0] 

Level5: [ 0;O;O;O; 1 ;0;0] 

Level6: [ 0;O;O;O;O; 1 ;O] 

Level7: [ 0;O;O;O;O;O; 11 
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In the architecture used for the QoS estimation. R=2, S2=7, and S L is changeable. 

That means there are two inputs, several hidden neurons and seven outputs in the LVQ 

network. From the results we recognize that, although in theory more hidden neurons 

produce a better result, in practice it is costly in term of hardware cost. 

Table 8 shows the training result of estimation of QoS levels using LVQ for 

different number of hidden neurons, training epochs and learning rate. 

In the experiment, a network with 40 Hidden neurons, 10,000 epochs, and a 

learning rate=O. 1, was seen to provide the best results for this experiment. Figure 19 

plots the input vectors and the final weights of the cornpetitive layer (The 'O' markers 

represent weight vectors for each level of cornpetitive neurons, while the ' + ' markers 

represent the input vectors or training data). 
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Hidden Neurons Training Learning # Correct # Incorrect Data Correct 

Epochs Rate Data Rate 

i 

Table 8. Testing result using LVQ 
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Figure 19. Ideal result using LVQ 
( '+' - training data, '0' - weight vectors of cornpetitive neurons) 

5.3.2 Results and Discussion for SM Method 

Figure 20 shows the plot of a self-organizing rnap after 5000 epochs, with 90 

(10x9) neurons and an initial learning rate=l. Table 9 shows the classification of 90 

outputs according to the 7 levels. 
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Figure 20. Ideal result using SM 
( '+' - Training Data, 'O' - Weight Vector of Cornpetitive Neurons) 

Wireless ATM Nerwork Management Modeling, Q Wenbo Sheng 



Rank of i 

QoS Levels 

1 

2 

3 

4 

5 

4 

4 

1 . 
6 1 

* 

1 . 

The output 
- -  - 

Neuron 

Table 9. The classification of the outputs of SM 

For example, if any one of the neurons 79. 80, 81. 88, 89 or 90 is on, the input 

vectors will be classified as Level 1 .  The possible results of the test are listed in Table 

10. 
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Table 10. Testing result using SM 

Output 

neurons 

gO(lOx9) 

gO(lOx9) 

90(10x9) 

A longer training time (number of epochs) would have produced a more even and 

accurate map, but for the purpose of the experiment the difference is negligible. 

Compared to the best results of LVQ, SM obtains lower correct rate in this 

expenment. 

5.3.3 Other Methods 

Other methods, including Back Propagation and Radial Basis Functions, have 

been used for the problem of QoS estimation but they take longer to train. A 3-layer 

network with 20 hidden neurons has also been used (with an e (error)=û. 1 and training 

data N> W/E, where N is the number of training data=2320, W is the number of total 

weights= 180). but was not suitable for solving the problem presented in this thesis. From 

experiments it was found that using either Back Propagation or Radial Basis Functions it 

took nearly 100 hours to complete the training and it is unacceptable for this study. 

I I I I I I 

Epochs 

5000 

8000 

1ûûûO 
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Correct Data 

677 

679 

679 

Incorrect Data 

200 

198 

198 

Correct Rate 

77.19% 

77,42951 

77.42% 



53.4 Surnmary 

In this chapter, we discussed the neural network based methods to estirnate the 

QoS levels in the QoS classes for ATM management. if using target vectors as 

training data (supervised leaming), Learning Vector Quantization (LVQ) was a feasible 

and reasonable method to estirnate the QoS levels in QoS classes. On the other hand, if 

there are no target vectors as training data, a self-organizing map was a better method. 
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Chapter 6 presents a variance fractal dimension trafic estimation method that may 

be usefui as a descriptor for estimating traffic for use within the network management 

scheme. 

6.1 Wireless ATM Simulation 

In order to obtain the traff~c parameters of the wireless ATM LAN, the network 

simulation tool OPtimized Network Engineering Tool (OPNET version 3.O.B 

DL-ORadio) was again utilized. As previously mentioned. OPNET provides the 

capability to examine higher level and more cornplex behavior of wireless ATM 

networks. 

The mode1 used in the study here is a simple wireless ATM LAN as shown in 

Figure 21. The radius of the network is less than 100 m. like a micro-cell in a large 

wireless ATM LAN. A simple four-node topology consisting of one stationary transrnitter 

node (WATM-TX). one stationary receiver node ( WATM-RX) with a parameterized 

antenna, and two mobile jamrners node ( Jarnmer-1, Jarnmer-2 ) satisfied the objective 

of traffic data capture. 

The transmission node WATM-TX, with lMbps bandwidth and IW channel 

power. generates 64kbps data signals that were transmitted to the receiver node 



WATM-RX with the signal modulation of BPSK. It uses an antenna with an isotropie 

pattern for a uniform gain in al1 directions. 

Each of the mobile j m e r  nodes contains a dedicated transmitter that creates 

radio noise affecting the stationary receiver node. Each jammer (with 20 W channel 

power) moves dong a trajectory taking it in and out of range of the receiver node. 

Figure 2 1. Wireless ATM LAN with dynamic trajectory of jammers. 

The network jarnmer behaves much like the stationary transmitter node, with the 

channel power and signal modulation as the only characteristic differences. These 

differences cause the packets transmitted by the jarnmer node to appear as unrecognizable 

noise to the receiver node. 



The receiver node WATM-RX measures the quaiity of the signal emitted by the 

stationary transmitter node WATM-TX. In this study, the received tmc parameter, bit 

errors per packet (bers-per-pk). is measured and tested as the input data for the variance 

fractal dimension cornputation. WATM-RX receives transmissions from both the 

WATM-TX and jarnmer nodes. and anaiyzes their respective strengths and uaffic 

parameters. 

Ail four nodes are operated at the radio frequency of 300MHz (UFF). The total 

simulation time in this study was 10300 seconds and the sampling frequency was 1Hz 

(once per second). The dynamic trajectories of two jamrners (Jammer-1, Jarnrner-2) are 

also recorded in Figure 2 1. 

6.2 Variance Fractal Dimension 

Although a time series representing a chaotic or nonchaotic process c m  be 

analyzed by its power spectrum or power spectrum density. it can aiso be analyzed 

directly in real time by analyzing the spread of the increments in the signal amplitude or 

variance (d). The variance fractal dimension is based on the properties of fBm. The 

caiculations required are performed on sarnples separated by various time incrernents. 

making the variance fractal dimension a natural choice in the study of temporal signals. 

The variance (6) of a random process is defined by the second moment taken 

about the mean: 

6 =pz = E[ (y- pl)'] = E (y2) - ( 1 )  

where E denotes the expectation function. y is the random variance and pl is the mean. 



B(t) is one-dimensional Brownian motion (Bm) in time (brown noise) with the initial 

condition B(O)=@. If B(t) is assumed continuous in time t. then the variance, $ . of its 

amplitude increments over a time increment is related to the time increment according to 

the following power law: 

var  [ ] - ~ t ' ~  (2) 

where (AB)dl = B(tZ)-B(tl), At = l t2 -tl 1. and H is the Hurst exponent. Then the 

exponent H can be calculated from a log-log plot using: 

H = lim { log [ Var(AEi)*, ] 1 log (At) } / 2 
A t 4  

(3) 

Finaily, for the embedding Euclidean dimension E, the variance dimension can be 

computed from: 

D , = E +  1 - H  

For more details, see [PEI92], [Kin951 and [GRI96]. 

6.2.1 Program Design and Implementation 

The variance dimension aigorithm c m  be used to calculate the fractal dimension 

of a sequence of signal sarnples. The sequence contains N sarnples at times T (window 

size), given by 

T = ( N - 1  )Gt ( 5 )  

The time displacement used for the measurement of the increments (At) or the cumulative 

time displacement can be chosen as a multiple of the atornic time displacement; the 

multiples can be chosen in either a unit-distance or a dyadic selection as shown 

respectively by 

At=n&,n=2 ,3 ,4 ,  ... ,n- 



where n is the cumulative time displacement index and n,, is the largest displacement 

index desired. 

Usually, in order to have a sufficiently large covering of the interval T by At, there 

should be more than 30 At in T (e.g., if T=5 12. the largest At should be 16) [KIN95]. 

In practice, at current k, the variance c m  be calculated by 

The two log values for the plot are calculated as 

After K stages for calculating the variance in T with different At, the slope s for the log- 

log plot can be computed by 

The Hurst exponent can be calculated frorn the siope s 

Then the variance dimension can be obtained from (4). 

In order to analyze the entire received signal or tmc parameters such as 

bers-per-pk, the variance fractal dimension trajectory should be formed. As shown in 



Figure 22, a sequence of the localized samples caiculated on windows starting at evedy 

spaced intervals form a fractal dimension trajectory of the original signal. The space can 

be changed according to the user. In this study. spaces were tested as 32, 64, 128, 256, 

and 512, where the window size was 512. If the space is less than window size, the 

scheme is regarded as overlapping. Otherwise. it is considered as a non-overlapping 

scheme [GRI96]. 
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Figure 22. Variance fractal dimension trajectory 
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The spacing intervai of the starting points for the window and the size of the 

window are important parameters to consider when calculating the dimension trajectory. 

The starting points of the windows can be spaced at intervals ranging from a single 

sample to the width of the window. When the spacing interval is small, many redundant 
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calculaiions are made. When the spacing approaches the size of the window, cntical 

transitions in the dimension rnay be missed. If the window size chosen is too small. the 

dimension may be very erratic because the window is srnaller than the self-similarity or 

aEfinity features within the relative waveforms. If the window size chosen is too large. 

distinct features within different segments of the relative waveform may become 

blurred as the windows are larger than the segments. 

6.3 Experimental Results and Analysis 

Experiments were performed using the above system design constraints. The first 

set of experiments tested the accuracy of the variance fractai dimension algorithm by 

applying it to a set of m m  waveforms that were artificially generated to have a specific 

dimension. A second set of experiments was performed on a set of bers-per-pk 

parameters received by the radio receiver W A T M -  in the simulated wireless ATM 

LAN network. 

6.3.1 Software Verification 

As indicated, the test data used to verib the variance fractal dimension algorithm 

was generated by fBm to produce waveforms with a known fractal dimension. Small 

particles of solid matter suspended in a liquid can be seen under a microscope moving 

about in an irregular and erratic way. This is the so-called Brownian motion, caused by 

the random molecular impacts of the surrounding particles. The Brownian motion is not 

only important for describing physical systems such as suspended particles. but it d s o  

serves as the basis for fractai characterization in many other models. In simulation, the 



straîghtforward and most cornmon way to produce a Brownian motion is random 

rnidpoint displacement. It has severai advantages over the method of summing up white 

noise, the most important k ing  its ability to generalize for several dimensions. 

In this experiment, nine waveforms of fBm were generated to have fractal 

dimension from 1.1 to 1.9 spaced at equai intervals. Each waveform contained 32769 

(2I5+l) points with 15 iterations. In the variance dimension caiculation, the window size 

was 512 points. and the space size was 128 and 512 points for overlapping and non- 

overlapping methods respectively. 

The Gaussian random numbers (G) used in generating the tBm list the conversion 

of the dice sum to an approximate normalized Gaussian random number. The Gaussian 

random numbers are generated using the following formula 

G = (2/35)0.5 * (Y 1 +. . .+Y62 1 ) 

where Y 1.. . Y6 are random integer between [ 1.61. 

The variance fractal dimension of each of these waveforms was calcuiated using both the 

overlapping and non-overlapping techniques. The results shown in Figure 33, indicate 

that there was no apparent difference between the two techniques. Although there was 

some error, the variance fractal dimension lines are nearly parallel to the expected 

dimension line. The error did not substantively affect the analysis. 



Figure 23. Expected vs. measured dimension value. 

6.3.2 Wireless ATM Bers-per-pk 

Recall the network configuration simulated in OPNET shown in Figure 21, the 

simulation time was set to 10300 seconds and the sampling frequency to 1 Hz (once every 

second). Figure 24 shows the traffic parameter, bit errors per packet (bers-per-pk), 

received by the radio receiver WATM-RX over the simulation time. The horizontal axis 

represents time in seconds while the vertical axis shows the number of bit errors within 

the packet after completing arrivai at the receiver channel. 



After simulation. a set of data sarnpled by time was generated. By saving these 

data in the same file as the original input data for the system described in Sec. 6.2.2, the 

variance fractal dimension trajectories can be obtained. Different spacing size and 

window size were expenmented with to arrive at the most suitable parameters for traffic 

analysis. 

mrt-sub.  n. radio_=. chaantl [ O ] .  b e r s g t r g k  

1 
time (sec) 

Figure 24. Bit errors per packet in simulation 
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Figure 25. Variance fractal dimension measured with window_size=5 13. space size= 128 

From these results. it is clear that the spacing interval for the window and the size 

of the window are important parameters to consider when calculating the dimension 

trajectory. For exarnple when the spacing interval is too small (32 seconds), many 

redundant calculations are made and the trajectory curve is not smooth. Altematively, 

when the spacing approaches the size of the window (5 12 seconds), critical transitions in 

the dimension may be rnissed and the original waveform can not be characterized 

accurately and correctly. As previous mentioned, if the window size is chosen too small, 

the dimension is very erratic because the window is smaller than the self similarity or 

affinity features within the relative waveforms. If the window size is chosen to be too 



large, distinct features within different segments of the relative waveform are blurred 

together because the windows are larger than the segments. By changing the window size 

and spacing interval in many expenrnents, we conclude that the window size of 512 

seconds and spacing interval of 128 seconds are suitable for characterizing the original 

bers-per-pk waveform, as shown in Figure 25. 

Figure 25 shows 6 representative points from A to F. The variance fractal 

dimensions of points A, C, E, whose time axes range from 800 seconds to 2300 seconds 

and 7500 seconds respectively, range from 1.68 to 1.7 significantly lower than B. D, F, 

(whose time axes range from 1300 seconds to 4800 seconds and 8100 seconds 

respectively) which variance fractal dimensions between 2.16 to 2.34. Notice that the 

lower variance fractal dimension characterizes the lower bit errors in each received 

packet and the higher one represents the higher bit erron per packet. This means that at 

800, 2300 and 7500 seconds, the number of bit errors in the received packet by the radio 

receiver are low; in other words, there is less noise interference and the air transmission 

condition is better. On the other hand, at 1300, 4800 and 8 100 seconds. the noise 

interference is serious and the bit erron in each received packet are higher than under 

normal conditions. 

Recall Figure 2 1, showing us the dynamic trajectones of two jamrners (Jamrner-1. 

Jammer-2) with time indicated below each icon. Each jammer generates noise at the 

sarne frequency of the radio receiver (WATM-RX). It is known that if a jammer moves 

closer to the receiver, more noise interference is produced at the radio receiver. When the 

network simulation runs, the two jammers move according to predetemiined trajectories. 



In this case, Jammer-1 was set to a trajectory time of 2300 seconds and Jammer-2 was 

set to a trajectory time of 8 100 seconds. 

During the fmt 800 seconds, the two jammers move away from the radio receiver 

WATM-RX, decreasing the n0is.e interference and lowing the bit errors per packet, 

resulting in a variance fractal dimension of only 1.68 (point A in Figure 25). 

From 800 to 1300 seconds. they move towards WATM-RX, increasing the noise 

interference, until Jamrner-1 is nearest to the radio receiver. This is reflected in the large 

peak in bit errors per packet, shown in Figure 24. and the variance fractd dimension peak 

(2.34) shown in Figure 25 (point B). 

From 1300 to 2300 seconds, Jarnmer-1 moves away from the radio receiver, 

coming to rest at the farthest location from it. But Jamrner-2 continues to moves towards 

it. At 2300 seconds, noise interference is low, and the variance fractal dimension is only 

1.76 (point C in Figure 25). 

in the period 2300 seconds - 4800 seconds the interference from Jarnrner-1 

remains fixed as it is at the end of its trajectory, while Jamrner-2 continues to move. 

coming to the point nearest to WATM-RX. At 4800 seconds noise interference from 

Jammer-2 is again very high (shown as another high peak in Figure 24), and the variance 

fractal dimension close to 2.24 (Figure 25, D). 

During the time interval 4800 seconds - 7500 seconds, Jarnmer-2 moves away 

from radio receiver, and the bit erron in each packet decrease gradually until Jarnmer-2 

reaches the other farthest point from the receiver WATM-RX. At 7500 seconds the 

variance fractal dimension is as low as 1.75 (point E in Figure 25) indicating less noise 

in terference. 



Jammer-2 resumes its trajectory moving closer to WATM-RX and increases the 

noise interference. By the 8 100 seconds point the variance fractal dimension is as high as 

2.16 (point F in Figure 25). 

From the above analysis, we conclude that the variance fractal dimension reflects 

the charactenstics of the original trafic parameter waveform such as bers-per-pk. By 

analyzing the variance fractai dimension of the traffic parameters. we cm set the 

boundary between the serious interference by noise and the normal condition according to 

the value that is set by the network provider according to different service qualities. 

Another important advantage of using variance fractal dimension is that it can be used for 

real-time computation. By analyzing the trend of the variance fractal dimension future 

trfic can be iorecast. In practice, the results can be transrnitted to the switch or network 

management which cm act accordingly (e.g. delete the high bit error packet, send a re- 

transmission request to the transrnitter or send a handoff request). 

6.4 Summary 

Transmitting ATM packets over wireless networks presents unique challenges due 

to the inherent nature of radio communications (Le. interference, etc). Traffic analysis is, 

of course, very important and variance fractal dimension is a practical and suitable tool. 

It is caiculated on smail windows within the complete signal or received traffic 

parameters, and is based on the variance over selected time incrernents. By analyzing the 

dimension trajectory, it is possible to obtain some characteristic features of the onginal 

traffic pammeters. In this study, the traffic parameter ben-per-pk was captured by a 

simulated wireless ATM LAN. A low variance fractal dimension indicates that there are 



low bit errors in each packet and it is in normal condition. On the other hand. a high 

variance fractal dimension means high bit errors in each packet and the condition of the 

transmission is poor, a result of external interference or other reasons. In this way we can 

set boundary between the severe noise interference and the normal condition. 

Furthemore. in real-time computation, the trend of the variance fractd dimension can be 

estimated and forecast. Based on this feedback information, the switch and the network 

management can act accordingly. Using the same variance fractal dimension principle. 

the method can also be applied to other trafic parametes in wireless ATM LAN such as 

bit-throughput and SNR (signalhoise ratio). 



7.1 Summary 

Wireless personal communication services (PCS) and broadband networking for 

delivery of multimedia information represent two important areas in telecornrnunications. 

Given that ATM is now viewed as a universal base technology for broadband networks, it 

is reasonable to consider extension of standard ATM services into next-generation 

microcellular wireless and PCS scenarios. 

In this study, focus was on the mobility management and quality of service (QoS) 

management in such a wireless ATM system. Several algorithms were investigated using 

OPNET. The first was the error-free handoff algorithm in an environment where the data 

follows the mobile user, which guarantees continuous communication. The second, the 

replica algorithm. ensures consistency of the moving data. Dynamic-power-contro1 and 

automatic-frequency-hop algorithms were also investigated. When at ieast one channel is 

idle, automatic-frequency-hop algorithm will be implemented to avoid interference. If 

there are no available channels for hopping, the dynarnic-power-control aigorithm will be 

used to ensure the quality of service. Finaily, variance fractal dimension method was 

investigated to estimate the trafic. 



7.2 Contributions 

This thesis makes several contributions to wireless ATM modeling, including: 

Developing a user-defined wireless ATM model using OPNET. There is no default 

wireless ATM rnodel in the OPNET. Al1 the models, from network-level to process- 

level, are established independently by the author. 

Providing a test-bed for wireless ATM algorithm exploration. Although only two 

algorithms were investigated (mobility management and QoS management), the 

model c m  be extended to other algorithms and protocols. In this sense. the model 

provides an open environment for wireless ATM research. 

hvestigating an error-free handoff algorithm with replica control. This dgonthm is 

potentially efficient for mobility management in wireless ATM network. 

hvestigating several QoS management algonthms, including dynarnic-power-control 

and automatic-frequency-hop aigorithms. 

Investigating a prototype for neural network-based network management. which 

provides a method for putting intelligence into wireless ATM network management. 

hvestigating a variance fractal dimension based upon traffic estimation within the 

wireless ATM model. 



7.3 Future Work 

There remains room for improving the model developed here. For exarnple the 

model could be regarded as a test-bed for broadband wireless LAN. Additional 

algorithms. protocols and nodes could also be realized in this model. Future work 

consists of following: 

Develop a hybrid algorithm for QoS management. In this study two kinds of QoS 

guarantee algorithms, automatic-frequency-hop and dynamic-power-control were 

implemented separately in the MUS. Hybndizing them for each MU means MU if 

the received BER is high and there are enough channels for hopping, the autornatic- 

frequency-hop algorithm will be implemented at fint. if there are not enough 

channels. then the dynarnic-power-control algorithm will be used irnmediately. 

Develop an ATM interface for a broadband wireless LAN. The wireline ATM 

model developed here c m  be connected to a broadband wireless LAN. 

Investigate MAC network protocols, such as FDMA. CDMA, and TDMA. 

Use a neural network to allocate the bandwidth more inteiligently. Currently 

bandwidth allocation is a core problern in wireless ATM. 
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