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ABSTRACT

Picture - naming behavior of three retarded children was conpared

in two e:çerimental conditions whrich were identical except that sequentially

il-}minated Ligþts (whlch acctmulated) were contingent upon cort"ect responses

in one experimenta.l condition, whereas Light-flashes whrich did not accumu-

late were conti-ngent upon corr€ct responses in the other experÍmental

condition. Each chil-d served in both experÍmental conditions. In phase 1,

prjxxarsi reinforcers were delivered imnediately after the fifth eorreet verbal

r€sponse. DLring this phase, the performance of one sr-rbject was consistently

superior in the Light-flash condition. There was no dífference in the

performance of the other two sr.rbjects in either e:cperimental condition.

Duz"ing Phase 2, subsequent to emitting five correct verbal r€sponses a lever-
press response in the pr€sence of five illuminated lights was required. to
produce prlmry rejnforcers in both experimental- condltions, to increase the

likelihood that the chil-dren attended to the ligþts. The performance of all
stlbjects was consistently superior in the light-flash condition during this
phase. I¡r addition, the performance of the two sr,rbjects who .did not show

any difference between the two conditj.ons in Phase 1 inproved considerably
jn both erçeri:riental conditions as a resuJ-t of requiring a lever-press

r€sponse. Phase 3 was a reversal to the conditions of Phase 1, in bhat a

lever-press r€sponse t,rlas no longer required. to pn:duce prjrnary rejnforcers.

The perfonnance of all subjects deteriorated in both experjmental conditions.

The suJcject who showed. sr4erior pictr.re-namÍng performance jn the ligþt-fl-ash

condition of Phase 1 continued to do so in Phase 3 wLrile the two conditj-ons

produced no differential effects for the other two sr-Icjects. The lever-press

requiren'ent was rejntroduced i.n Phase 4 and the resul-ts of Phase 2 were



repl-icated jn that the performance of al-l subjects was superior jn the

tigþt-flash condition and the perfonnance of the two subjects who showed no

differences between the two condi_tions in phase 1 and 3, i:rproved considerably

in both e>qqerimental- conditions. Durring Phase 5 the schedule of primary

reinforcement was jncreased from FR 5 to FR 10. The picture-naming behavior

of two chlldren renrained superior across a number of dependent neasirres in
the light-fl-ash condition whril-e the third subjectts behavior deteriorated in
both e>çerimental conditions. In Phase 6 tfie schedule of prÍ:nary rei.nforce-

ment was reversed to tr'R 5 an¿ the perforÍtance of al_l_ subjects was stperior jn

the light-flash conditÍon. The subjectts behavior whÍch deteriorated during

Phase 5, recovered dr..rring Phase 6. During Phase T tlne tight-flashes which

followed flifbh eorrect responses and were associated w-ith primary reinforcers

were different from the ligþt-flashes wlrich followed al-l- but fifth corect

responses. The two si.tlcjects erçosed to thris condition continued. to emj.t

superior picture-naming behavior i-n the tigþt-flash condition. performance

jn the sequential light conùition seemed to be inferior to performance jn the

ligþt-flash condition as a resul-t of sequentj-al lights dlscrjminatively

controlling 1ow r€sponse rates when the probability of delivery prtrcry

reinforcers was l-ow. A1so, for two subjects the lights jn either conôition

seemed to fì.¡rction as conditioned rejnforcers only when a specifi-c attending

response was required to produce pninnry reinforcement, indicatÍng that the

sinple pairing of stimul-i and reinforcers is not always a suffi-cient proce-

dure for establíshing stimuti as conditioned rejnforcers.
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CHAPTER Ï

INTRODUCTION

Basic Research on Conditioned Reinforcers

Events or stimuli which increase the future like]-jhood of behavior

whrich they folloüi are called reinfqrqe4s (Ferster and Skir¡ner, 1957). Some

reinforcers, such as food and water, are able to strengthen (i.e., increase

the pnrbability of) ¡enavior without havi-ng to be assocj-ated w:ith other rein-

forcers. These are cal-l-ed prjmary rej¡forcers. Other reinforcers, such as

money or praise, are formerly neutral events whrich acquire their reinforcing

status by being appn:priately associated with other rejnforcers. Ttrese are

caIled conditione_d reinforcers. It is with conditi-oned reir¡forcers that this

research is prirnarily concerned.

Despite the extensive basic research on conditioned reinforcement

(discr.;ssed extensively by Hendry, I969t Kelleher, 1966; and Kelleher and

Golli,rb, 1962), disagreenrent remains with respect to the precise conditions

necessar¡¡ for creating conditioned reinforcers. Ore view maintains that

when a stjmulus is ten'pora11y paired hrith a reinforcer; the stimulus acquires

rejnforcing value. According to this theory, a stimulus such as the souhd

prnduced by the operation of a food. dispenser in an erqgerlmental chamber,

acquires reÍnforcing value si-nply as a result of being paired with food. An

afternative view majntains that a stjmulus acquires reJnforcing value as a

resul-t of beconlng a discriminative stjmul-r.s (a stjmul-us in the presence of

i:. r- .-.



vúhich a r€sponse is reinforced and jn the absence of whrich the same response

is not rejnforced) for a suJcsequent response. According to thris second theory,

a stímul-i.rs such as the sourd produced by the operation of a food dispenser,

acquires reinforcing value as a resul-t of f\.¡nctioning a,s a discrjminati-ve

stjmulus in the presence of whr-ich approaching the food tray is reinforced.

Early research on conditioned reinforcers revolved around this issue

and evidence was produced for both positions. For exan'ple, in a study with

rats, Schoenfeld, Antonitis and Bersh (fg¡O) paired a stimulus light with the

ingestion of food rather than with food delivery. They were unable to demon-

strate that the l-ight had acqui-red conditj-oned rejnforcing value and concl-uded

that silple pairing of a stimulus and rejnforcer i^ias not suffi-cient for

creatÍng a conditioned reinforcer. In contrast, Stein (1958) for¡rd that pairirg

a tone with the non-contjngent delivery of reinforcing intra-cranial stimula-

tion was suffi-cient to establish the tone as a condltioned reinforcer. This

indicates that it is not necessar5¡ to establ-ish a stjmul-us as a discriminative

stj:nufi;s in order to establish it as a conditioned reinforcer. Horrever, in

studies such as Stejnrs it is possible that the stjmu-l-us whrich preceded rgjrì-

forcer delivery discriminatively controlled an operant response which was

unidentified by the experirrenter. fn shorb, the repeated pairing of a stjmul-tls

and a pnimary reinforcer, with the stimulus briefly precedÍng the prirnary

reinforcer, is a sufficient procedulre for establisLr-lng the stjmulus as a

conditioned rei:rforcer. l¡ihether a stimulus must be a discrirn-inative stimulus

in order to fUnction as a conditioned reinforcer is not lcroi¡¡n. Since this

issue apparently cannot be resolved ürith current experimental techniques, it

seems to have been tenporarily set aside"

One of the problems with earlier research was that the effects of

conditj-oned reinforcers hrere demonstrated during e4perimental- extinction in

i::.-t- l:



which prûnarT/ reinforcenent 'hras withheld. Sjnce conditi-oned reinforcers

quickly l-ose their effectiveness as reinforcers when delivered in the absence

of prinary rejnforcers, thris app::oach prevented a thorougþ analysis of the

effects of conditioned reinforcers. It now seems more promising to study
:.:..:..:..:.:

conditioned rej-nforcers wLrile the behavior of interest is being maintained by i,:-:;.:.:,:: ,';

some schedule of prÍrnary rejnforcement.

A schedul-e of reinforcernent is a prescription for jnltiating and

termlnating reinforcing stimu1i jn relation to sorne behavior (Morse , 1966). 
l;;1 ,',',:,,::t:,:1,

In other words, a schedule of reinforcenent specifies which irstance of a 
i: '::': 

":'
' :' : '.:a,:.: 

a -. : -

behavior wil-l- be rejnforced. Thlo general types of schedufes are those that ';."',,:',:::.:;

rejnforce a ïesponse on the basis of time since the previously rejnforced

response (jnterval schedules) and those that reinforce a r€sponse on the basis 
i

of number of resporrses since the previously reinforced response (ratj-o 
l

i

schedules). Both jntenral and ratio schedul-es fall- into two basic classes: 
'

i

fixed and varíable. fn a fixed-interval (FI) schedul-e of reinforcenent,
i

rejnforcenent is delivered to the first response that occurrs afber a fixed
l

period of tjme following the previous reinforced. response. fn a variable I

interval (Vf) schedule of reinforcement, reinforcement is delivered to the , ... .. .
: _., -.:,- . t.: -.-- - .,

first response after a varying period of time following the previous rejnforced i:::':::':':::::''':'::'1
';;:... ..:..:..
: 1- , ..-.: -, :-, . .. -.- 

. 

.:

response. In a fixed-ratio (FR) schedule of rejnforcement, reinforcement :1:, ',';:-:.":
.-:-..:- .

occurs afber a fixed nwnber of responses since the previous reinforced resporìse.

Each of these four schedul-es generates a characteristic type of perforrnance.

Ferster and Skj¡ner (I95D have described in detail the typical performance 
t.,,1,.1,,;,,,,.,,.,;':;-,,

'it.'. '-'

of rats and pigeons r¡rder different va-Iues of these schedules, Ðd under a

mxnber of other complex schedul-es whrich are essentiall-y variations and ccxnbi-

nations of,.these sinple schedul-es 
:

T\,rloconp1exschedu1eswhoseeffectshavebeenextensive1ydescribed



:,:l

in the basic literatr.lre are chained and tandem sçhedul-es. These two types

of schedul-es ar€ sjmil-ar in that primary reinforcers ar€ del-ivered contingent

upon the conpletion of a nr¡nber of sinple schedule conponents. For exan4rIe,

one t¡rpe of chalned or tandem schedul-e might specifli that the first ï€sponse

aJter each successive one-minute interval corpletes a FI conponent, and that

a prj:nary reinforcer is delivered after every third fixed-interval conponent

conpleti.on. Chained and tandem schedules differ only Ín that chained schedules

have a different exteroceptive stjmulus associated with each conponent, whereas

no exteroceptive stjmul-us changes occur in a tandem schedule. Some of the most

jnteresting recent research on conditioned rejnforcement jnvol-ves conpari-sons

of chained and tandem schedul-es i-n whrich tandem schedul-es are used as control

procedtrres for evaluating the effects of the exteroceptive stjmul-i in chained

schedufes. Research has demonstrated that the exteroceptive stjmul-us asso-

ciated with each conponent of a chained schedule is a conditioned reinforcer

(revj-ewed by Hendry , Lg6gt Kelleher, Lg66).

A nunber of studies have conpared the effects of chained and tandem

FI schedules on the key-pecking of pigeons. For exan4r1e, Gollub (1958)

showed that in chained schedules, long pauses in responding occur in the FI

conponent farthest from primary reinforcement, while typical FI scallops (a

positively accelerating rate of response with the lowes't rate occuring

following rei-nforcer deivery and the highest rate occr..iring just prior to

reinforcer delivery) occur jn the other FI compoñents. Neither pailses or

scal-lops occur in the FI corponents of corparable tandem schedules. As a

resuJ-t tandem schedules typically maintain much more responding than conparable

chained schedul-es. Gollubrs study suggests that the component stimul-1 closest

to prÍ:nary rejnforcement jn two- or thrree conponent chained schedules are

discrjminative stimt¡J-i contrrrlli:rg moderate response rates jn their respective



corponents, but are not powerful conditj-oned reinforcers for responding in

a preceding component.

The exteroceptive conponent stimul-i farthest f?¡m the primary

reinforcer are never associated T¡rith reinforcers in chained schedules. This

probably accourts for sone of the differences in performance generated by

chai-ned and tandem schedules. This conclusion seems to be sr-pporbed in a

study by Kelleher and Fry (1962). They examined three-component FI schedules

in wLrich the stjmr-li associated with each FI conponent were manipulated. They

foi,,ind that if the same stjmu-l-us was present jn each conponent (i.e., a tandem

schedule), r€sponse rate was positvely accel-erated thrnugþout the entire

schedul-e. ff a different stimulus was correlated with each component (i.e., a

chained schedule), païses and l-ow r€sponse rates were apparent jn the two

corponents farbhest f?om pni-ïnary reinforcement. If a dj-fferent stjmul-us i^ia,s

correlated with each conponent but the order of the stjmuli was varÍed so that

prjmary reinforceïs weïe delivered equally often in the presence of each, the

pattern of responding was positively accelerated withj¡ each co¡nponent. Tkris

study enphasizes the fact that conponent stjmuli have discrjminati-ve as wel-1

as reinforcing pnrperties. In a chained schedule the con'ponent stjmuli

farthest f?cm the primary reinforcer ar€ never associated rd:ith the reinforcer

and.may dlscrjminatively come to control 1ow response rates. As a result, a

stjmulus may be a conditioned rejnforcer for responding in the precedÍng

conponent but response rate in that conponent nray be low as a result of the

discriminative properties of the stjmu-l-us correlated w:ith that component.

An jnteresting study by ffrd (l]TJ-) examined performance on chajned

FI schedul-es when the stjmulus appearing in the termjrral conponent (the con¡-

ponent associated Ì^rith the prirnary reinforcer) also appeared in other

conponents. He fou-rd that when as nrârìy as eigþt conponents conprised a

: -..4. .

ì..-._'



chained schedule and the stimulus appearing in the tenninal- conponent also

appeared in alternate con'ponents, moderate r€sponse rates were mai-ntained in

al-l conponents in which the stimul-us was present, except in the irritia.1

conponent in which response rate was low. He felt that thris was largely due

to the discriminative effects of the terminal- stimu-l-r.i,s. His resul-ts indicate

that l-ow r€sponse rates jn the jnitial- conponents carurot be accor¡rted for

so1e1y in terrns of the reinforcj.ng effect of conponent stjmuti. Response

rates during the third component jncreased more than eigþt times when the

schedul-e was increased from th¡ee to five conponents; and filfr con'ponent

performance increased when the schedu-l-e was changed from five to seven compo-

nents. Byrd concluded that response rates in a chained schedule are low in

the first con'ponent regardless of the nrnber of conponents, whether or not

the stimulus present in the subsequent component is a conditioned reinforcer,

and whether or not the stjmulus present dtring the jnitial conponent dj-scri-

minatively controls hr-igþ rates in other components. Tfris is the case provided

that the nr.rnber of corponents and order of component stjmuli remain constant

furing successive sequences.

In general, then, it seems that response rates in chained schedules

are low i¡ the conponents farthest from the rejnforcer as a result of stjmuli

not associated with the delivery of reinforcers controfhng 1ow response

rates., rather than a result of con'ponent stjmul-i fr..rrctioning as weak reinforcers.

hihil-e in some chained schedules it seems to be the stÍmul-us associated with the

initial corponent which controls 1ow response rates, this does not always

seem to be the only stÍmulus jnvolved.

Other research has examined the effects of conditi-oned reinforcers

such as tokens and brief Light illuninations in chained schedul-es and other

conplex schedules of reinforcement in which conditioned rejnforcers are

i-, ,t l



contingent upon coÍpletion of schedule corponents and are only intermittently

accorparried by prirnary rejnforcers. The performance characteristically

generated by chained schedules j-s similar to the performance generated by

schedules in whrich tokens are contingent upon conpletion of schedule conponents.

For exanple, Kelleher (1957) described performance of chi-npanzees rrrder a

chained FI 5-min. schedul-e in whrich the nunber of FI 5-min. corponents

required was increased from one to eigþt. A token was delivered. contingent

upon the first response after the passage of a fi-ve-minute tjme interval,
measured frcxn the preceding token delivery. PrÍmary reinforcers accorrpanied

the exchange of a fixed. ntnrber of tokens (i.e., primary rejnforcers weï€

contingent tæon coÍpleting a fi-xed nl¡lber of tr'I 5-m1n. components). Kelleher

fouued that as the m¡rber of FI 5-rnln. components wa,s i-ncreased., r€sponse rate

in the irritia.l conponent decreased. I¡ihen the schedule consisted of eigþt

FÏ 5-min. conponents, responding irr the initial con'ponent ceased entirely.

fn a simi-lar study wÍth chimpanzees Kel-l-eher (1958) examined the

effects of a chained schedule which consisted of fifty FR 125 conponents. A

token was delivered contingent tpon each sr.ilcsequent one ht¡ndred and twenty-

fifth response and primary reinforcement occurred after the exchange of fifty
tokens. Kel-leher fourd that responding was sporadic with frequent par.sing

until a m.rnber of tokens had been obtained. Tkris fuitial par.lsing could be

eh¡inated by giving the chrinpanzee fifty f?ee tokens (which were later

exchanged for primary reinforcers) at the start of the schedule. In general,

the perfoffiEnce generated by these token schedules is sjmilar to the perfor-

nance generated by other chai-ned schedul-es. In token schedules, however, it
is the accunul-ation of tokens wlrich provide the stjmul-us chapge defining a

chained schedule, and for token tralned organisms the nunber of tokens j.n

possession i-s a powerful controlling stjmu-l-tis. The conditions whrich exist
r'_.:.' t: :



prj-or to the delivery of the first few tokens are conditions which i:rmedíately

follow the consurptj-on of reinforcers and are quite dj-ssjmil-ar from the con-

ditions associated w:ith the delivery of pnixrâry reinforcers. As a result,

these conditions seem to control low response rates discrjminatively.

in sÍrn1lar schedu-les when conditioned rejnforcers whrich do not accunulate, as

do tokens, are used. Several studies have utilized, a brief change jn some

exteroceptive stjmul-us as a conditioned reinforcer. Stjmuli such as these

(e.g., the brief il-l-rnination of a light), because of theÍr transient nature,

are less likely tfian tot<ens to acquire discrjmjnati-ve fi.rrctions. There is

considerable evidence that when brief condltioned reinforcers are made con-

tingent upon the completion of FI and FH. schedul-e components, rate of responding

is increased. Such conditioned reinforcers maintain what otherwise i-s often

weak behavj-or without the pausing and low rates that typif! token-schedule

performances. For example, FindJ-ey and Brady (796Ð examined the effects of

brief co$êi-tioned rejnforcers in an FR 4000 schedul-e with chrinpanzees. In

one condition the hopper-light which illt¡ninated the food tray was j-l-lunjrlated

only when rejnforcers r^rere delivered (i.e., after 4000 responses) while in a

second condition a brief hopper-light illinn.lnation was contingent upon every

four-hr¡rdredth resporse a,s wel-l as when pïd:naïTi reinforcers weïe delivered..

They founrd that post-reinforcement pauses. were shorber and less time i^ras taken

to con'plete the ratio in the condition in which the hopper-Ligþt occr;rred

after every four-hundredth response. In short, performance was enhanced in

the condition in which brief conditioned reinforcers were periodically contin-

gent irpon correct responses

In a sjmilar study, Kelleher (196Ð descri-bed the effects of a

chained FI 4-min. schedule which consisted of fifteen FI 4-min. conponents.

The typical performance generated by token schedules is not apparent .,,,,.

--'-""'l"-':='''



A light-fl-ash I^Ia.s contingent upon the coÍpletj-on of each I'I 4-min. component

and primary reirrforcement acconpanied every fifbeenth conponent conpletion.

He for¡rd that when the tigþt-flash also acconpanied prirnary reinforcement, tine

scalloped pattern of responding jn each Ff 4-min. component resembled food-

rei¡forced FI responôing. If the llght flash did not accompany prjfiary rein-

forcement, response rates were lower in al-l con'ponents and the typical I'f
patterning was no longer apparent. Thr..rs it seens that brief conditioned

reinforcers can often result in enl:anced performance in chained FR and FI

schedul-es. Simil-ar effects are not evident in conparabl-e schedules vùten

conditioned reinforcers seem discrirninatively to control low response rates

when the likelihood of primary reinforcement is l-ow. Brief conditi-oned rein-

forcers on the other hand, produce patterns of responding lÍke those maintained

by similarly scheduled prÍmary rejnforcers. TLris often results in chained

schedule performance whr-ich is sr4erior to that produced by chained schedules

in which no conditioned reinforcerË are utilized or in which conditioned

reirrforcers whrich accumulate ar€ utilized.

Another type of enhancing effect of brief conditioned reinforcers

is den'l¡nstrated in a study involving a more conplex discrjmination task with

pigeons. stubbs and Galloway (1970) trained pÍ-geons to peck a centre key

and then to peck a rigþt or left side key depending on the stimul-r.¡,s produced

on the centre key. fn one condj-tion each corcect response to a side key

pnoduced a brief il-lt,mrination of the hopper-ligþt and the ilh.mjnation of the

hopper-light was periodÌ-cally acconparried by the delivery of primary rejnforcers.

trr a second condition, correct responses did not produce ligþt illuninations.

Prj-ïnar5¡ rejrrforcers were delj-vered according to a r¡ariety of sinple schedules

in both erqperimental- conditions. Regarùless of the schedule of pri:nary

reinforcement, the addition of the ligþt-flash resulted jrr higher r€sponse
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rates and greater accuracy than occurred when Iigþt-fl-ashes were not contingent

upon corr€ct responses. As well as producÍng increased response rates then,

it seems that brief conditioned reinforcers can ïnpnrve accuracy of respondÍng

on con'plex discrjmination tasks.

Research on.Conditioned Reinforcers in Applied Settjngs

I¡,thile the basic literature suggests a nr.rnber of rules for the

effective use of conôitioned reinforcers, even the most f't¡:damental questions

car¡rot be confidently answered with respect to the effective use of conditj-oned

reinforcers in applied training procedures.

The present research is prlmarily concerned r^rith the application of

conditioned rejnforcers to the training of the mentally retarded. fn recent

years, behavior principles derived from the basic experimental ana.lysis of

behavior have been used to develop a variety of procedures for trajrting the

mentally retarded. Conditioned rejnforcers have proven inportant jn these

procedures because of their advantages over prjnrâry reinforcer"s. For exanple,

nnrry conditioned reinforcers can be presented j¡medi-ately and. in smal-l

amor.u-rts, trrlike most prÍmary reinforcers. I:r addition, condi-tioned reinforcers

are less 1ike1y than primary reinforcers to l-ose their effectj-veness over long

training sessions because of satiatj-on. These and other advantages have

resulted in the wide-spread use of conditi-oned rejnforcers in applied settings,

and in the development of el-aborate token economies in which tokens are

delivered contíngerit'ræon specified behavior and are uJ-timately exchanged for

a variety of reinforcers (see Ay11on and Azrin, 1968).

Despite the wide-spread use of conditioned reinforcers in applied

settings: very littl-e is lcror¡rn about their effects. In mental retardation,

as in many other ar€as, l-ittle fürdamental- research has been conducted to
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determine the condltions sufficient for establishing conditioned reinforcers,

the most effective schedu-les of pairing conditioned and prjfiâry reinforcers,

and the most effective t¡rpes of conditioned reinforcers in applied settÍngs.

One study whrich di-d examine the conditions sufficient for establishing

conditioned rejrrforcers wa,s conducted by lovaas, Frietag, Kinder, Rubenstein,

Schaffer, and Sinmons (1968). They inj-tially established ttgoodtt as a

stjmuli.ls jn the presence of whr-i-ch a psychotic chrild received a bite of food

independent of his behavior. They were then abfe to strengthen and maintain

l-ever pressing with |tgoodtr a,s the only rejnforcer. They fourd that ttgood

retained j-ts eontrol of lever pressing so long a,s ttgoodtt continued to be

pa-lred with food delivery in the lever-press situati-on. In a similar study,

Reynolds and Risl-ey (1968) described the conditions urder vùrich adult attention

woul-d function as a reinforcer. Ttrey fou-rd that they could increase a for.r-

year-old childrs rate of ta-Lkjng if they attended to the child verbal-ly when

she talked, and paired this attention with other rejnforcers. Adul-t attention

l-ost its reinforcing properties when it was presented in the absence of

prinury reinforcers for some tjme. Studies such as these, in wh-ich some aspect

of conditioneà *irrfo""urs is the specific variable of jnterest, are quite rare

in the applied literature. In recent research w-ith retarded chi-ldren at the

St. Anânt- Centre in Wiruripeg, Manitoba, two research topics related to

conditioned reinforcers - the effects of different schedules of pairing prÍmary

and conditioned reinforcers and the effects of different t¡rpes of conditioned

reinforcers - have been examined.

The schedule of pairing of pnÌnary and conditioned rejnforcers is

one aspect of conditioned reinforcers that has received relatively l-ittle

attention to date. If conditioned reinforcers are to be used for extended

periods of time (e.g., verbal training procedures), they must peri-odically be

1::i.:::
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accoÍparÍed by prjrnary reinforcers in order for their reinforcing properties

to be maintained. It is very cornrnon in many training procedures for thris

acconpaniment to occur on a one-to-one ratio; i.ê., primary reinforcers

accoÍpany every presentation of the conditioned rejnforcer. This was the

case in the following studies whi-ch involve intensive trainÍng procedures for

generating appropriate verbal behavior in retarded and autistic children:

Ba-rton (1970), who described a procedure for generating appropriate verbal

ansr^iers to questions in a child who exhl-ibited bj-zare speech; McReynolds

(L969), who examined the effects of brief time-outs on jargon and errr¡rs during

a verbal- imitation training procedure with retardates; Sailor and Taman (A972),

i¡¡ho exami-ned the effects of using the same or different stjmuli in a procedure

for training prepositional- usage in autistic children; and, Whitman, Zakaras,

and Chardos (1971), who described a procedure for training retardates to re-

spond appropriately to sinple instruetions. Such usage does not atten'pt to

eapitatize on the potential advantages that conditioned reinforcers have over

prinury reinforcers.

While many trair¡-ing procedures require presentation of the

conditioned rêinfÒrceÈ after each correct response, priJnary rejnforcers need

not accompany every presentatíon of the conùltio¿'red reinforcer. The basi-c

Literature (e.g., Ìrleissman and Crossman, I)66; Zisnnermart, t957, lg5Ð suggests

that if a primary rejnforcer only intermittently acconpanies the conditi-oned

rejnforcer, the Likelihood of satiation is decreased and the durability of the

conditioned rei.nforcer is increased. Recent research at the St. Amant Centre

supports this'concltæion. Stephens, Pear, ii'lray, and Jackson (in press)

examined the effects of different val-ues of FR schedul-es of primary reinforce-

ment on the picture-nanlng behavior of retarded children. As in the previottsly

mentioned applied. stuùies, praise (1.e., trgood boy") wa-s contingent r-ipon each
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correct verbal response. 0n the other hand, prÍrnary reinforcers (snall- sugar

coated chocol-ate candies) for correct r€sponses were del-ivered intermittently

according to an FR schedule. In other words, the frequency of pairing of the

primary and conditioned reinforcers was determined by the va-l-ue of the FR

schedul-e in effect. It was fould that the children learned to name the most

pictures and emitted the most correct responses at FR values intermediate

between FR 1 and the FR val-ue at whr-ich each ch11dt s behavior extinguished.

(Specifically, the best performance occurt'ed between FR 10 and FR 15. ) This

suggests that the schedul-e according to which prinnry reinforcers accompany

conditioned reinforcers must be studj-ed if maximally effective training

pnrcedures are to be developed.

Similarly, other aspects of primary and conditioned rejnforcers need

to be investigated to optÍmize current training procedures. One aspect

studied at St. Amant Centre concerrìs the effects of two different types of

conditioned rejnforcers: tokens and verbal praise. Tokens and verbal praise

are the conditioned reinforcers most conrnonly used in procedr.res for training

the mentally retarded. At present, however, there is no enpirical basis for

choosing one over the other. fn many traÍning prncedr.;res these conditioned

rej-nforcers are used together on a one-to-one ratio, as in the following

studies representative of the mental retardation literature: Berleet and Ling

(tgfZ), who described a procedi;re for teaching sentence-form answers to

questions; Burgess, Burgess, ffid Esveldt (1970)r 
lvho stuôied the general-ization

of imitative verbal r€sponses from English to Spanish when onJ-y English

r€sponses were reinforced; Dalton, Rubino, and HÍ-slop (L973), who examined

the effectiveness of a token econorq¡ in producing impnrvement in the academic

performance of chril-dren with Downrs s¡rndrome; Fjellstedt and Sul-zer-Azaroff

(7973), who described the effects of a token system on reducjng latency of
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direction following; Guess and Baer (7973), who examined the generalization

of pluralizatiort mles between the receptive and productive language modalities;

Schtmaker and Sherman (1970), who described a procedr.ire for teaching use of

appropriate verb tenses in retardates and examined genera]-j-zation to untrained

verbs; Stolz and hlol-f (f969), who descrj-bed a procedure for teaching a color

discrimination to a fi-rrctionally bllnd male retardate; and hlheeler and Sulzer

(fgZO), who described a procedure for teachri:rg a particular sentence form to

a speech-defi-cient retarded chil-d. It is possible however that when used alone,

one of these conditioned reinforcers migþt prove more effective than the

other.

A recent e>çeriment (Stephens, 1974) at the St. Amant Centre

investigated thris possibility. In th:-is experiment the effects of praise and

tokens, as they are customarily r;sed as conditioned reinforcers, hrere compared

in a picture-naming task with retarded children. In one e>cperirental condition

praise (i.e., trgood boytt) was contingent upon each correct response. In the

other e:cperimental condition a token was contingent r4on each correct response.

Prinary reinforcers r^ier€ delivered according to the same schedul-e in both

experimental conditions. Specifically, primary reinforcers accorrpanied the

return of five tokens or the fifth occurrance of rrgood boyrt in some phases,

and accompanied the return of ten tokens or the tenth occurt'ance of ttgood boyrt

jn other phases. In general, the children fearned to name more pictures,

emitted more correct responses, and spent less tjme engagirig jn inattentive

behavior jn the praise condition.

Ïlhile the conparison of tokens and praise is usef\rl with respect

to developing effective training procedures, it is Í:rpossibl-e to determine

precisely what factors wer€ ïesponsibl-e for the differences in performance

in the praise and token condi-tions. There were at least four differences



between the condibfons which coul-d accor..int for the differences jn performance.

, The first difference between tokens and praise r^ras in the sensorl¡

I modalities that they stjmul-ated. Prai-se wa,s prirnarily auditory and visual_

whil-e tokens were primarily tactile and visual_.
' .: :.. '.'. :,,: The second difference between tokens and praise hias in the a&lini- .,-'.,':

stration of primary reinforcers. In the token conditj-on the su5jects were

required to return the tokens in exchange for a prÍrnary reinforcer. No

,.,1 cornparable exchange ïesponse was required jn the praise condition. The ;.,:',,'t,,;,
. .: 

;.,, ,.'...,',',

exchange response jn the token condition couJ-d. have affected performa¡ce inr v¿ ¡¡¡4 rvv I¡ ¡ ,: ..
: -:: ::'l::-:i-t

'.i two ways. I'irst, the exchange response required a period. of time during which ,: :r:;;':

pictures coul-d not be presented. No simil-ar e>çenditure of time occurred jnrvv !¡ 
I

-...
, 

the praise condition. Thus there was l-ess tjme available in token sessions 
i

i to emit correct responses, to make errors, and to be inattentive. Second, i

ithenrarripu1ationoftokensbythesubject,necessitatedbytherequired.
',j exchange response, probably increased the Likellhood that the suJcjects woul-d l

iattend to the tokens (attend in the sense that tokens would acquire stimul_us i

i contrr¡l over a suJcsequent response). Thus the diffeï€nces in performance in
I the praise and token condltions might have been due to the subjectst attending

,, i-:r..: :.:'.t more to tokens than to praise (i.e., the difference might have been due to 'r'::::: ::

...: ..:..' _:: . .r':. .

,, the fact that tokens acquired discrjminative propertieq that praise did not. ,,',,,,,,,,.,,,,
:

Specifical.ly, tokens might have discrj_rninatively controlled low response

rates. )

' The third difference between tokens and praise which coul-d accourt ', ,-,.,-,, 
,

-:- 
- 

: ,,:: : ,': :l :

for the differences in performance is that tokens accumulated until they

were exchanged vil'rile praise did not. The m.mùer of accunul-ated tokens prov1des

discrjrnÍnative cues to the likelihood of primary rej:rforcers. No parallel

,,, 
process occurs with praise. Previously mentioned basic research (e.g., FÍndley 

i, ,_,,,-,,,

75
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and Brady, 1965; Kelleher A957, A958, L963t and Stubbs and Galloway, f9T0)

indicates that schedul-es in uhich conditioned rei-nforcers accr.rnul-ate

(e.g., tokens) produce responding that is t¡rpically sporadic with f?equent

patising u:rtil a ntmber of tokens have been obtained. tr'urbhermore, the

paursing arrd l-ow rates of responding that characterize perforrnartce on token .',,",'.,'

schedules do not occur when a brief change jn some exteroceptive stimul-us

sen/es as the conditioned reinforcer. The condltions which exist prior to the

delivery of the first f,ew tokens ar€ quite dlssjmilar from those assocj-ated .,,,,,,,'

nforceà and as r "u"*a seem to fimction as discriminative 
i:"':"" :'-

stimuli for l-ow resporise rates. Conditioned rejnforcers such as a brief i'.'..'t;1.'1,

change in some exteroceptive stimulus, because of their transient nature, are i

l

less likely to acquire these discrjminative functions. Thus the differences 
1

l

in performance jn the token and praise conditions could be a resul-t of the 
i

i

fact that tokens acci.mulated and as a resuft were more likely than praise to 
i
I

Iacquire discriminative f\.inctions

The final difference between tokens and praise ïüas that in tFre praise 
I

condition the stjrnu-Li contingent rpon each correct response (i.e., 'rgood boytt) ,

also acconpanied primary reinforcers. fn the token condition, however, the

stimuli wh-ich 'hrere associated with primary reinforcers (i.e., the delivery of ',,','.,¡''.',_.: _: ..

a fifth or tenth token) were not identical to the stjmuli contÍngent rpon ;:" i'.,.,..
: :t:- :'

other correct r€sponses (i.e., the delivery of a first, second, third, or"

fourth token). As a result, possibly only the fifth and tenth tokens

(depending on the schedule of prirnary reinforcement) acquired reinforcing ,:i;:.:.::.
i",,', t.t,,¡-,,

val-ue. Any differences jn the token and praise condltion, then, night have ::

been a result of verbal praise beÍng a mor€ powerful conditioned reinforcer 
:

than the delivery of tokens not associ.ated with primary rejnforcers. St-perior

performance might not have occurued in the praise condition if rrgood boy'rr had
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accompanied primary rejnforcers and some other stjmul-us had occurred after

eorrect responses not followed by primary reinforcers.

Any one or combination of the above factors could account for the

differences in performance between the prai-se and token conditions. As

Baer, i,rlolf, and Risl-ey (1968) have advocated, applied behavior analysis

shoul-d attenpt to analyze effective procedures into their effective compo-

nents. In other words, it is ultimately more usefUl- to determine the effects

of individual variables than to determine the effects of procedures v¡hich

invol-ve a rurnber of variables. To do this in the present contexb would

require a comparison between condltioned reinforcers whrich differ with respect

to only one of the above factors.

Statement of the Problem

The basic literature suggests that in FR and FI schedules of prirnary

reinforcement, brief conditi-oned rejnforcers whi-ch do not accr¡ru;-late (e.g., a

ligþt-flash) produce hrigþer overall response rates than conùitioned reinforcers

rivlrich do accunulate (e.g., tokens). These findings received sr.pport in an

applied study (Stephens, 1974) with retarded. ch-ildren which compared the

effectiveness of tokens and praise as conditj-oned reinforcers jn a plcture-

naming task. Tokens and praise, however, differed w-ith respect to a nr'rnber

of variables which could have accounted for the differences in performance jn

that conparison. TIre pwpose of the present research was to compare the

effects of two conôitioned reinforcers wLrich differed only in that one

accr¡nulated whrile the other did not. Specifically, lights which were

illuninated sequentially in a row (analogous to the accr.rnulation of tokens)

were cofipared to light-flashes (analogoi.rs to prai-se) as conditioned rejnfoncers

in a pictur€-naming task with retarded children. This conparison hlas ÍÞde at
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two different values of an FR schedule.

Ïn addition, to increase the likel-jhood that the children attended

to both sequential lights and light-flashes, a specific response (additional

to picture-naming responses) was required to prrrduce prjmary reinforcers in
some experjmental- phases. In shorb, light illuninations were simply paired

with the delivery of prirnary rej.nforcers in some experjmental phases whereas

jn other phases children were required to emit a specific response subsequent

to light ill¡¡inations irr order to produce primary rej.nforcers.
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METHOD

Sul¡iects

' The subjects were three severely retarded na.le residents at the

, St. Amant Centre. The chil-dren used in this research were chosen for the
:

following reasons:

1) They Ímitated verbal responses of the experimenter. For exarnple, if the

i e>cperÍmenter said, ttball-rr, the child would emit the response ttball-.rt

2) Bach child had limited Picture-naming repertoifes as determined by a
l

tandarüzed word-basehne procedure. Their l-imited pictr.;re-naming

repertoires j-n combination wÍth their ability to i¡itate verbal responses

i nrade these children sultabl-e sulcjects for picture-naming trafning.

All three subjects served in previous research which involved a

corparison of tokens and praise as conditioned reinforcers jn a picture-

namÍng task (Stephens, l-974). As a result, they were faniliar with some

aspects of the present procedure. i¡lhril-e none of the subjects were e4geri-

mental-ly naive, all had different e4perimental- histories.

Gary was sÍ-x years o1d, diagnosed as severely retarded, and had
.I been hospitalized for two years at the time this research was initiated. He

was institutionalized because of hris extreme hyperactj-vity and complete lack

of verbal- behavior. For one year prior to this research, Ga::y had been

invol-ved in a behavior modification speech progran and had serr¡ed as a



si.ibject jn the previor.;sly mentioned erçeriment Ínvolving a ccnrparison of

tokens and praise as conditioned reinforcers in a pÍcture-naming task.

Sidney was sever years old, diagnosed as severely retarded, and had

been hospital1zed for four years at the time tlris research was initiated. He

had a history of sei-zures at an early age and was admitted because of his ,

erbreme hyperactivity and disnptive behavj-or. Sidney had a long history of

refì:,sing to eat meals. At mealtime he would emit such violent tantrms that

three people were required to feed hrim. For this reason, the ch-ild was ,

introduced into a behavior modifi-cation program approximately two years prior
.::

to thris research. Self-feedÍng was estabtished and sr-:bsequently Sidney served it ''

as a sulcject in two enperiments. He was fi-rst a sr.rbject in a study conparing

continuous, FR, and interlocking schedules of reinforcement in a picture-naming

task (Stephens, Pear, hlray, and Jackson 1974), ffid üras a subject in a

com'parisonoftokensandpraiseasconùitioned.reinforcersinapicti.rre-naming

task. i

I

Al-ec was eigþt years ol-d and had been hospitalized for three Jrears j

prior to this research. He was diagnosed as having Downrs s¡rndrome and was :

jnstitutiona1ized'forthatreaSon.trradditiontoservingasasubjectinthe

conparison of tokens and. prai-se, he had previously served jn an experiment ,,'
-.t,

whrich conpared the effects of different teacher-subject ratios on picture: ';'

nami-ng behavior (Biberdorf , I7TI+).

Apparatus

The research was conducted in a specially constructed operant

conditioning research area in the St. Amant Centre. The cublcl-e us'ed in

this research was approxi:riately 10 feet long and B feet wj-de and 10 feet higþ.

ft contained a low counter along one wa1l, a l-ow ch-ild-sized table, three

20



chil-d-sized chairs, ffid a Lehigh Valley El-ectronics Modular Huran Intelligence

System (#5OZ-OZ). A one-way mirror and. a smal-l- hole through which po\^rer

cables passed were located in the walI between the experimental room and an

affacent equipment room. Subjects were seated behind the tabl-e opposi-te the

erqperimenter. The table was placed r^rith one edge affacent to the cor-¡nter

such that when the sr-rJcject was seated the cor.mter was positioned to h-1s i¡rne-

diate left. The Hr.rnan Intelligence System was located on thris cor¡nter withrin

easy reach of, the sulcject.

The Hr¡nan Intelligence System consisted of six removabl-e panels

of which only two were operative during elçerimental sessions. The two

operative panels Tüere a candy dispenser panel for dispensing sugar coated.

chocol-ate candies (ttsmartiestt), and a stjmulus-response panel containing two

translucent response keys whrich could be illurrinated by colored lights beh-ind

the keys. A rectangular metal box (t2 inches x 4 j.nches x 4 inches) containing

a lever and a row of ten red lights to be used as conditioned rei.nforcers

was l-ocated on the table in front of the suJcject. The lights were appnoxi-

mately one hal-f jnch in diameter and protruded one half j:rch flom the surface

of the metal box. The operation of these 1igþts and the Hr¡nan Intelligence

System was programîed by a digital logic system built to specification by

DF[' Associates (h/innipeg, Canada) and by electromecharrical prrrgrannring equip-

ment f?om Leljigh Va11ey El-ectronics. The progranndng and recording equipment

was housed j¡ an a{jacent cubicle. Ttr,vo sil-ent switches, one for counting

correct responses and the other for operatÍng an inattention tÍmer, were

held by the experimenter.

The picture cards r¡sed were sel-ected f?om a Peabody Learning Kit.

O:re ltSnartierf was delivered contingent r.pon a correct verbal- response

according to the schedul-e of prÍmary rejnforcement in effect Ín a given

a--: :,: ai :':{:.i :':ì.i. i: i j ;i :r: : r :: :.:::--;: ::- . tj" t. r,

2I

:.':
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experjfiental phase. ItSmartiestt üiere chosen as the prÍmary reinforcer on

the basis of prevÍous experience i¡f'rich indicated that the constrrption of

these candies was not inconpatible with verbal responding. In addition, a

one ounce cup of orange or apple juice, presented by the e>çerÍmenter,

acccnrpani-ed the delivery of every flifth candy. ':1::: :::
:: _ r_.i; i

Genera-l- ExperjmentâL Procedures

PreUmlnary Tþaining. Prior to conductÍng research of this type it
:, -:.,'- 4,'.'r'.

is necessary to ensure that the chrildren have been taugrt to sit quietly, to ¡,,:,,,.,,,,,1,' ',i..- l

jmitate words, ând to name pietures. These behaviors were originally 
i.r,,,,,,..,.
i-: i.11: -:.

established w-ith prncedtrres sjmi-lar to those descrj-bed by Martin, England

Kaprowy, Kilgour, and Pilek (1968), ffid were subsequently majntained jn the :

i

studies in whrich each si-fcject participated. 
;

i

Attending. Often j.ri research of this type, trÍa1s are initiated 
i
l

only when the subject is attending. Thj-s is done in order to avoid the 
i

ipossibility of rejnforcing inattenti-ve behavior on the part of the subject. 
l

i

Usual-ly the sr-:bject is said to be attending when he makes eye-contact w'ith the j

experlmenter(e.g.,Ki-rcher,Pear,andMartjn,I97I;IVIelrti-n,Moir,and

Skirrner, f969). In order to avoid in this erçeriment the possibitity of 
,,, ,,,,,,,
,-":.:.1:

erqperimenter bias which may exist when attending is defined as rieye-contactrr, 
.,,,,,,.,,.,t,

a more objectively defined attending response, similar to that used by Stephens, "¡'""''

Pear, lriray, and Jackson (1974) was required. Specifically, an attending

response was defined as the depression of a trenslucent response key a
.:......: ...._..

sufficient distance to close a microswitch causing the offset of a colored j,,..,,,;..-...¡,

light behind the key.

Durjng the study, the experimenter sat with the appropv{ate

pictures face dovne j-n front of him across f?om the child. At the start of i'

i
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the session, the e)qperjrþnter pressed a hand held switch which illuninated

two response keys and started an inattention timer wh-ich was l-ocated jn the

room housing the prograÍrnjng equipment and therefore was not visible to

the child. fn order to have a picture presented to hrim, the child was r€-

, quired to emit a key press response of sufficient force to turn off the ,,,','':' '.'

key ligþts. In one ercperimental condition the response keys were

illuninated by a green tight and jn the other ercperimental- condition the

,, ""sponse 
keys were illuninated by a red light. Ilrlhren the responsekeys were 

.:1.,,,,,;

. .-_ . :

ill-tminated by a green light only a response to the right key would turn off :

...::..:

', the key Iigþts. I¡/hen the response keys were ilhminated by a red ligþt only 1,,'',','

ar€SponSetothe1eftkeywou]-dturnoffthekey1ights.Aresponsetothe

, appropriate key turned off the attending ligþts (key lights) and stopped the 
ì

jnattention timer, at whrich point the experimenter inmediately presented a 
i
I

,l

; pictr..ire. The experimenter pressed hris switch to turn on the attending lights 
I

and restart the timer j¡mediately after the chil-d had responded to the pictr.lre 
i
I

, o" after fi-ve seconds had elapsed with no response. The onset of the attending 
i

1igþts narked the beginnirrg of each trial. i

hattention time, which was automatically recorded by the timer,

was defined as the total- amount of session time jn v¡Lrich the attending 1igþts 1,"'- "
:..: .. ..

of a picture üiere the only consequences of key pressÍng. Key presses while

the attend.irg 1igþts were off (i.e., wh-iIe a pictr.;re was being presented)

, 
nrd no pïogranrned effect. I¡lhrile the attending ligþts were illuninated, the 

t,:,:,,,
i1--.1:.-:-

experjmenter sirç1y waited and watched for the chil-d to turn off the 1igþts

As a resul-t, the nrxnber of pictixe presentations or trial-s per session i^Ias

determined by the sulcject

In order to establish the attending response, the experimenter held 
:,::

:.''
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the picture beside the response keys during the preliminary trainÍng sessions

and verbally prompted (i.e., saidffPress the button.") the child to press

the key. When the subject did so, the experimenter turned the card so that

the picture i^ias facing the subject and sai-d, I'Idhatts that?tr If the sr,:bject

correctly named the picture, he was reinforced, Pictures were used that the

subject could name to jncrease the probability of correct responses. fncorrect

responses were ignored (i.e., the experÍmenter made no conment). Over several

trÍal-s the verbal prompts to press the key were faded out and the position of

the picture was gradually changed ui'rtil it was held face dounr directly in

f?ont of the erçerimenter. After a nwrber of sessions it was observed that

the chil-dren often pressed the appropriate t<ey wÀen the attending lights

were illuninated and rarely pressed i-t v¡Lren the 1igþts l^Iere not illu'ninated.

In addition, it was observed that when the children had. pressed the apprc-

pri-ate key they also tended to emit some verbal response to the sr.rbsequently

presented pictr.re. Instances in which the sr,rbject pressed the key and did

not respond to the p'ictr.lre ureïe very Í:rf?equent. These inforrnal observations

suggested that the attending light and picture presentati-ons exerted adeqi.rate

control- over the attending response.

Ivlisbehavior. TVpically in research of this type a m.mber of

behavÍors have been classified as nrisbehavj-or either because they conpete with

attendi:rg responses or because they are extremely disruptive. Pi¡:ishment is

then usually made contingent on these behaviors (e.g., Ki-rcher, Pear, and

Martin, 79Tf). This e4perÍmenter felt, however, that it woul-d be inappro-

priate to study the effects of conditioned rejnforcers against a background

of pr.rrishment. The administration of punishers on jrrattehtive behavior nright

confor.r-rd the effects of the conditioned reinforcers on this class of behavior.

Thus, the following procedures previor.lsly employed in a sjmil-ar study by
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stephens (1971) were adhered to throughout the experiment:

1. No pwrishment was made contingent on inattentive behaviors or disn-ptive

behaviors. The subjects could turn in their seats, stand r.p, bang on

the table or equipment, play with the curtajns behind them, etc. fn
...i I.... .-.

,,', general, they could emit a-lmost any behavior as long as they remained ,,::,,:rr,:,,t.,,

across the table f?om the ercperimenter.

2. The physical- environnent was arranged such that there was little
i, opporturrity. for the sr:bject to obtain destructible items or apparatus :,!,,ì,.,,-.ì,i',,,

' :t: 
':t:':: 

': ';::''

crucial to conducting the ercperiment. The only objects on the table
. .._._.:tr:

. were the picture being cr"rrrently presented, one data sheet, and the i::.:r',::::'-:

box containÍng ten stimul-us lights and a lever. The sr,rbject was seated

i 
*th the back of his chair against the wall- and the table within six

r inches of his chest. This restricted the reach of the subject to those i

r items located on the table. Ttre enperimenter held the data sheet on the i

', table by resting one arrn on it. The pictlre being used was held in the

other hand. If the chil-d attenpted to obtain these items the experÍmenter l¿l

i sirqply kept a firm grip and did not attend to the child. The panel 
:

containing the stimulus ligþts was placed in the centre of the table at :.........,..:..:..:
L 

- -L - ã - - 
:.'-;- ì:.__: :-l :: :: the start of each session. The subjects were allowed to posi-tion the :r'..';:':
': 

"'"t 
'panel anywher€ ort the table but were not all-owed to lif"b j-t f?om the ,,,,,.,,,':,',;

table. As soon as the child began to Lift the panel the experjmenter placed 
.,,-rti,.

one hand on it to prevent the behavior but did not attend to the child

li in any other way. The e>cper5menter removed. hris hand as soon as the ch-ild 1,...,.:;.:.,::,,

stopped attenpting to l-ift the panel. Attenpts to obtain the j-tems on 
¡';'i:':'::: : :

the table or to lift the stimu-l-us-response panel soon extinguished. During

all but the initial sessions of the erqperiment, these behaviors were

extremely i-nfrequent
,.,...,:..:.:.,-:
..:.: : .
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3. The only behaviors purrlshed were those whrich woul-d remove the subject

f?om the contingencies of reinforcement in effect during experimental

sessions. In this research, the only behaviors which satisfied thís

criterion were attetrpts to leave the erçerimental situation. i¡lhile the

childrerlwere all-owed to stand and move behrind the table, they were not

al-lowed to waLk past the corner of the tabl-e. If they dld so, the

erçerimenter said, rrNotrr and reached across the tabl-e ánd firmly seated

the chrild. 0n1y one of the three subjects attempted to leave the table

arrd this behavior occurred on only two occasions.

4. Because the presentation of pictr..rres always occurred just prior to the

delivery of reinforcers it is possible that picture presentation acquired

the status of a conditioned reinforcer. If so it coul-d be argued that

pictures shoul-d be presented only v¡h-ile the suJcject was sitting quietly,

to prevent strengthe4ing of trraisbehaviorsrt which might occur along with

key pressing. I¡lithout denying the possibl-e validity of thris arguement,

the experimenter nevertheless presented pictures contingent on a key

press regardless of the other behavior of the si;bject. It was felt that

if misbehavÍor infl-uenced the nwnber of pictr.rres presented, thris coul-d

confourd the effects of the conditioned reinforcers examined. For example,

if one conditioned reinforcer produced more emotional behaviors than

another, and if the experjmenter did not present pictures to the si;lrject

whil-e he was engaging in these behaviors, then the dependent variabl-es

could be affected in a r^ray that would not be a direct result of the

independent variables per se, but rather a result of the differential-

presentation of pictures.

5. 'tirlhrile waiting for the subject to press the l-ever, the erperimenter did

not attend to him. The experimenter looked off to the side at the
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subjectts attending ligþts to ensure that his (the experimenterts)

attention wou-l-d not reinforce undesirable behavior on the part of the

sulcject.

Pictlrre-nami-ng basel-ine. Since the e4perÍment involved a comparison

of the effects of two experimental conditions on picture-nandng behavior,

it was necessar5r to determine beforehand the pictt;re names that each chil-d

could pronounce and the picti;res that each child could name. This was done

to ensure that any differences in picture-namÍng behavior in either experi-

mental condition were a resu-lt of the i-ndependent variables jnvestigated,

rather than a result of the pictures in one condition beÍng l¡rown prior to the

experiment or the picture names not being pronounceable in one conditi.on. In

order to ensr.ire that al-l- pictures to be taugþt were wrlcror¡m and pronounceable,

the following steps were taken.

1. Contingent ræon a key press response, the ercperjmenter presented a pi-cture

and said, rriiVhatrs that?rl

2. If the child correctly named the picture the ercperimenter said, rrGood

boyrtt and proceeded to the next picture. If the chrild dj-d not correctly

name the pictl;re the ercperjmenter said, rrhlhatrs that? A

(name of picture);rt If the child correctly jmitated the pictln'e name, the

experimenter said, rrGood boyrrt and proceeded to the next pictr-rre. If

the picture nâme was not correctly imitated, that picture T/'Ias discarded

from the experÍment.

3. A large set of pictures uias presented as above once each day, on'tlmée

consecutive days. As shouln Ín Figure 1, pietures that were correctly

named without pronpts on all three occasions were cal-l-ed trmown pLctur"es.

Pictures that were not correctly named but whose names were correctly'

imitated on al-l three occasions were cal-Ied unlmown plctt;res. All other
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pictures were discarded f?¡m the erçerjment. DurÍng these procedures

every fifth I'Good boy't was acconpanied by the operation of the candy

dispenser and the dellvery of a candy.

Pictures eategorized as lcrovrn and unlmowrT were then randomly divided

into two poo1s. One pool of unl¡rown pictr.res was taught according to the

contingencies of rei-nforcement associated'hrith the sequential light condition,

and the other pool of tt'ùcroi¡m pictr.;res according to the contÍngencies of

rejnforcement associated with the ligþt flash condition. hlhren the unlcnown

pictures f?om a word baseline were nearly depleted as a result of being

learned during the experiment, additional baselines were taken according to

the above procedures and new i;nlmown and larown pictr.;res were se,lected. During

training the presentation of unlcnown pictures was interspersed with the

presentation of lcror¡m pictures selected from the same poo1.

Picture-naming procedune. The procedr.rre used for teachjng the

ehildren to name pÍctr..rres was simila.r to that described by Stephens (1971).

In general, the proeedt;re for teaching an unlmoi¡¡r picture required the chil-d

to name each unkreov¡"n pi-cture on a nr.nrber of occasions when presentations of

the unlmoum picture were systematically interspersed with presentatlons of

three l¡roirnr pictr.res (to ensure that correct responses urere urder the control-

of the appropriate stimul-tis, i.e., the unlmoum picture) dravm f?om the same

pool (see above) as the unlmown pictr.rre. A san'ple daily session sheet for

the picture-naming procedlre is shoun'l in Figure 2 and a schematic representa-

tj-on of the picture-naming procedure in Figure J. The speci-fic procedure

invol-ved the following steps:

l-. The enperi-nenter presented a randomly

Itl¡lhatrs that? ,A

chosen unlcr'rou¡:r pictr.uie and sald,

(nane of picture). t' Th-1s was

called a pron'pt trial. If the chrild imitated the name incorrectly or



Final Picture

Câtegory

krov¡r

unlceown

discarded

discarded

discarded

discarded

discarded

29

Subject:

Symbols: correctly i:nitated P

correctly named 1

incorrectly imitated X

Pictr.rre

Dates:

?I
ball-

car

house

doll-

tree

baby

tent

Figure 1. Sanple basel-ine sheet for determinÍng lmovm and unlcnown

pictures.
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failed to respond vocally within five seconds of the prompt, the

ercperimenter repeated step I on the nexb tri-al. If the child correctly

irnltated the name, the e>çerimenter proceeded to step 2 on the next

triaJ-.

2. The elçerimenter presented the same unlmoune picture and said, Iti¡Jhatts

tinú?tt Thi-s was called a question trial. If the child jncorrectly named

the picture or did not respond w:ithirr fi-ve seconds, the e4ger"imenter

returned to step 1 r^rith the same pi-ctr.rre on the next triaI. If the child

correctly named the pictr..rre the experjmenter proceeded to step 3 on the

nexb trial.

3. lrlren step 2 was conpleted successfully, the procedure in steps I and 2

were followed on a randomly sel-ected krlown picture.

4. Irrlhren step 3 was completed successf\rlly, two more question trials each

were given for the wrlc-toitne anci the l¡eovne pictr.rres. The seqtænce of

presenting the unlmor^m and lceovne pictures was varied over successive

renditions of step 4 to prevent the children f?om learning the order of

presentation of pictures.

5. Steps I - 4 were repeated. twice more with the same unlcrown plctur"e and

a second and third krown picture.

6. Steps I - 5 were caried out for another randomly selected urùcror¡¡n

picture.

hlhen steps I - 5 had been corpleted successfì-rlly for an unl¡rown

picttre, that picture was said to have ttreached criteriontr. (ffrus, it took

a rninímr¡n of 24 correct jmitation and naming responses , 12 for the rmlmor¡rn

pieture and l-2 for the three trcrown pictures, for an trú¡rown picture to reach

crÍterion. ) Once an unknoun'r pi-cture reached criterion it was then tested

(hrith a question tri-al, only) at the begirrLing of the next three consecutive
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Subject:

Date:

Ercperimenter:

Time:

Nltl: Ni¡I:

Step
T_ Nh/

P
N 1^l

P
NhI

P

NhI
a

N I^i

0
N i^i

O

K I^l-

PI
K I^I^
P¿

K I,ú^

PJ

K I^L

Q1
KW^
q¿ K I^i^

^Jw

N l^l

q
K I^i^
g¿ K I¡I^

QJ
N I,l/

a
N i^i

q
N I^i

a

K l^I-

Q-L
KWt

{d
N I^I

a

%t'
NhI
a

K I^l^

QJ

Symbö1s

N liüp unl¡roum (new) word., pronpt trial

-rt 
unl¡rroi,rrn (new) word, question trial-

f

K i^l

P
lmovm,word, prompt trial

K i^l-'0 lcrown word, question trial

Figure 2. Daily session sheet for the pictr.rre-naming procedr-rre.

Steps L - 5 are di-scLtssed f\:11y in the text rmder the heading, pi-ctwe-Naming
Procedure.

N!ú
P

N l^/

Í
NhI

P

N l¡/

a
N I^I

w
N I^l

a

K üI-
Pf

K Iiü^

P1
KW"
PJ

K i¡L

Q1
KW,
o-

KW.
Q-

K I^l-
^1w

N l^/

a
N I¡¡

a

K^wr
w

nn% KW^
nJ
þ¿

Nhi
a

K TI^

Q.
Ntl
a

N

a
hI Nt¡

a
KW^
QJ
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Step

Step

Step 4

T-
1I
2

r-r

t----J
I

I

I

I

t-

L
Symbols

X - incorrect jmitatiye or narning response or response omission.

J - correct jmitative or naming response.

Figure J. Schematlc Representation of Steps I - 4 of Pictr.re-Naming Procedt¡re

I

Known ltriord
Pron'pt
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j. ,r'..
i_:1.-t

sessions in the experimental condi-tion jn which it had r€ached criterion. If
the child correctfy named the pi-cture on these three occasions it acquired

the status of a ftlearned pÍ.ctr.rrerr. ff it was incorrectly recalled on any of

these oecasions it was returned to step l- and the procedure was repeated. An

Lmhsol^m picture was discarded f?om the experiment and another unl<ioi^ln picture

presented if the former did not reach criterion r/\rithin six sessions, or if
it reached criterion six tines without bejng learned.

Speci-fic Experimental Procedwe an9 Pháses 
,.,,,,

The experjnent consisted of a conparison of two procedr.;res for 
;,,,,.,
i'"''

teachring children to nane pictr.rres, differing only in the type of conditioned.

reinforcerused'ineachprocedure.TWotwentym1nutesessions,Separated'by

a ten minute recess, were conducted. each day with each child. fn one session,

sequenti-ally il1r.arrinated lights were contingent læon correct responses whrile 
i

iÍn the other session, ligþt*flashes were contingent ræon correct responses. 
,,

The order of these sessi-ons was al-ternated fþom day to day. A different
l

attending-response key and key color weï€ associated with each experÍmental 
i

'

condition. In the sequential light condition the response keys were 
l

il-ltluinated by red lights and a pictr.rre was presented contingent r-pon an .,.,,,
:i. .:-_

attending response on the left key. Responses on the rigþt key had no 
,,,.:,:

effect. In the light=f1ash condition the response keys were il-l-unrinated by 
':':ì'

green Lights and a picture was presented contingent ræon an attending response

on the rigþt key. ïn these sessions r€sponses on the left key had no effect. 
r,.,..,¡

At the start of each session in both ercperÍmental conditions the i,.,,,..,

experimenter pr€ssed a button wbrlch illuninated the attending keys and 
:

activated an jnattention timer. An attending response on the appropriate

key turrred off the key ligþts, stopped the inattention timer, and resul-ted in
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the i¡mediate presentation of a pictr..ire. The key 1igþts were itluninated and

the inattention tirner aetivated by the experimenter imnediately following

a correct or jncorrect response to the pictr..rre presented. ff the child

failed to respond to a prompt or question wj-thjn five seconds the key lights

and inattention timer were automatically activated by the logic system. Thus,

the onset of the key Lights can be considered the beg"irining of a triaI. The

nwnber of trials per session then, was determined by the subject (i.e., if the

si;bject pressed the appropriate attendÍng key only once, the session would

consist of one tria1, and so on).

A candy was delivered after eveïT¡ fifth eorrect response (i.e., an

FR I schedule) in some phases and after ever5¡ tenth correct response (i.e., an

FR 10 schedule) in other pha,ses. The schedul-e of primary rejnforcement in the

sequenti-al fight condition and the light-flash condition was always identical

ürithin each phase. In both ercperÍmental conditi-ons every fifth candy wás

accompanj-ed by the del-1very of a one-hal-f ource cr4 of juice. The juice was

delivered in a hal-f-full- one-ounce plastic cup and was placed directly in f?ont

of the subject i¡mediately after each fi-fth candy was dispensed.

The sdcject was not required to return the cr4. Generally, empty

clæs ïiere sÍmp1y l-efb on the table. The experimenter did not require the

subject to conswne either the candies or the juice. The inattention timer

and key Ligþts were actj-vated simultaneous with reinforcer deli-very. It
was not u'rusual for the sulcjects to consr¡ne reinforcers while ernitting attendÍng

l and. verbal responses or to col-lect a nu'nber of reinforeers before consr.mliTìg

them.

The specific procedures used i¡ the various phases of the study

were as follows:

i: :.:::

PhâSe 1. An IB 5 schedul-e ín whrich fi-ve correct responses uere
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required for primary reinforcenent was in effect jn both the sequential

Iight condition and the light-flash condition durÍng Phase l-. In the sequential

light conùftion, continuously illutdnated ligþts were contÍngent upon each

eorrect jmitative or naming response. The e>cperimenter pressed a sil-ent hand

hel-d button j-nnnediately following each comect response. Each button press .,,.'',

illuninated a light on a panel in f?ont of the subject. The panel contained

a row of ten lights, half of which were not operative during this phase.

(These lights were always iIlrxrinated from l-eft to rigþt - f?om the sr.ibject?s .,':,,,,
:t 

tt,: 
't '

point of view. ) ContÍngent upon the first correct response, the sixth light
i:r, .. 

,, a, 
.., ..,

f?om the left was ill-lrninated and rernained on. Contingent r-pon the second i:"::1

correct response the seventh light fl"om the l-eft was illmjnated and remained 
:

on. Thris sequential ilh¡njnatj-on continued from left to right following 
i
t,

eorreet ï€sponses until five Ligþts were illurinated. One second after the 
i

lfifth light was ilhminated all five lights went off and a candy was auto- 
i

l

matically dispensed. Ttris sequence of light il-l-wninations and reinforcer 
i

dellvery was repeated following subsequent correct responses until- the '

:

session ended. If the child emitted an incorrect response or failed to respond ì

ïrithirt five seconds of a prompt or question, no change occr.rred in the ntniber 
i:,,,:,,,1

of 1igþts ilh¡ninated. fn other words, there hrere no consequences schedtrled ,",,',',,"

for errors or response omissions, other than the il-l-r.anination of the sr-rbjectis ,r.,Li','

attending keys and activation of the jnattention cou:rter. As wel-l- as being

recorded by the logic system, eorrect responses and errors in both experimental

conditions 'hrere recorded on the data sheet (see Figure 2) j¡mediately after 
.,,.,,,r,,

each jnattention period conrnenced

In the 1igþt-f1ash condition correct responses and errors were de-

fined and treated. the same as jn the sequential light condition except that

Llgþt-flashes, rather than contlnuous light il-lminatÍons, were contingent
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"!'::.:i'':'i

upon correct imitative and naming responses. The experÍmenter pressed a

sil-ent hand-hel-d button ïnnediately following each corcect response. Each

button press il-luninated fi-ve tights on the panel jn front of the sr,:bject for

one second. (fhe fights were the same as those used in the sequential

'j condition - the five lights on the right half of the panel. ) A candy was

âutomatically dispensed accoípanying the offset of each fifth flash of the

row of five llgþts. As j¡ the sequential condition there 'hier€ no consequences

.. scheduled. for errors or response omissions. In both elçerjmental conditions

I then, the sane event (the offset of the same five ligþts) jmne*iately preceded
:

,: the delivery of primary reinforcers. The only dj-fference between the condi-

, tions 'hras thatr,contingent ræon correct responses, the lights ffashed

briefly (analogous to rrgood boytt) in one condition, whereas they were
i

t.--i ilh¡ninated. sequentially and accunulated (analogous to tokens) in tfre otFre::

I

i condition. fhris phase lasted 27 sessj-ons in each condition for Gary, 19 for

I Sidney and 2l for Alec.
i

Phase 2. During Phase 2 it was possi-ble that the cLril-dren did not

', ã.ttend to the lights and as a resul-t the lights may not have acquired

conditioned reinforcing properties in either condition. In order to increase
'..i

,,'r the likelihood that the children attended to the lights (i.e., to increase

,', the likelihood that the tights woul-d acqui-re control over behavior), a

' l-ever-press response was required to produce primary reinforcers af'ter every

fifth correct response in both experimental conditions during Phase 2. The

.,] 
t"ver for thris response was mounted directly below the tenth light from the

l-ef'b on the panel jn frnnt of the ch1ld. fn the sequenti-a1 light condition

one Light was illu"ninated contingent r-pon each correct response and remai:red

on. Tïris procedr-re was identical to the pnccedure used in Phase 1 except

that after the fifth Iight was illuninated, j-t remained on. The first leyer
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pr€ss after all five 1igþts were illuninated operated the candy dispenser and

turned off the lights. In the ligþt-flash condition aff fÍve lights were

illuninated for one second contingent rpon each correct response, as Ín

Phase l-. However, the lights remajned illuninated after each fifth onset. The

first l-ever press subsequent to this continuous illtmination operated the

candy dlspenser and turned off the ligþts. In both conditi-ons then, the same

event (i.e., a l-ever press in the pr€sence of five ill-uninated 'lr'ghts) i¡mre-

diately preceded the delivery of each prirnary reinforcer. Lever presses at

other times had no effect. The erçerimental conditi-ons were Ìdentical Ln

Phase I and Phase 2 in all other respects.

The l-ever-press response was establÌshed in one training session

i¡mediately following Phase 1. The children ïiere verbally prompted to

frpress the l-everrr when all- fi-ve Llgþts were i-lllminated. All subJects acquired

the response after only two or three prompts and the subsequent reinforcer

del-iveries. Phase 2 began on the day following thls lever trafning. It was

also specified that if dr.rring eqgerimental sessions the subjects fal1ed to

pr€ss the lever within five seconds of the illtmfnation of all five l.Lghts:

the experimenter woul-d pï€ss the l-ever himsel-f and remove the candy subse-

quently delivered. However, since none of the chil-dren ever failed to press

the lever within five seconds of the illmination of all- five lights, this

contingency i^ras never encountered..' Phase 2 lasted 24 sessions in each condi-

tion wíth Gary, 2T witn Sidney, and 20 with A1ec.

Phâsê 3. This phase consisted of a reversal- to the condj-tions of

Phase 1, in order to access the effects of the lever pressing requirement in

Phase 2. In other words, in thris phase the subjects were no longer required

to press the lever (altfrough the l-ever was not removed) j-n order to produce

pri-rnary reinforcers. As jn Phase 1, a candy was automatically dispensed
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accorpanying the offset of each fifth flash of the row of five lights jn the

Light-flash condition, and one second after the fifth light was illurnlnated, I

accolTpanying the offset of al-1 five lights, in the sequential Llght condition.

This phase lasted B sessions in each condition for Gary, lf sessions for

1 SiOney, and l-3 sessions for Alec.

Phase 4. Tkris phase consisted of a return to the conditions of

Phase 2. fn other words, in both e:cperimental condi.tions a leveraress

,:,: 
response was required to produce prÍmary rej-nforcers. In the sequential l-ight

condition, the first lever-press after all five tigþts were illuninated
..1

l,t operated the candy dispenser and turned off the Ligþts. In the Iigþt-flash
., condi-tion, the Lights remained ill-uninated after each fifth onset. The first
I lever-press subsequent to this continuous il-h.mination operated the candy

I dispenser and turned off the lights. Tkris phase lasted 9 sessions in each

ì condition with Gary, 1p sessions with Sidney, and 16 with Alec.

Phâse 5. This phase was identical to Phase 4 (anO Phase 2) except

i that in both erçerimental conditions the schedule of deli-very of prìrnary

reinforcers and. the nml¡er of 1igþts i1l-l..rninated were increased according to

an FR 10 schedule of prinnry reinforcement. In other words, a candy was
;:.-. delivered after every tenth correct verbal response in each condition. The

purpose of this manipulation was to determine if the di-fferences jn perfo¡mance

which appeared at the lower fixed-ratio value jn Phases 2 arñ 4 would be

:rrcreased at the higþer fi-xed-ratio value. fn the sequential Light condition

tl l-lght was illuninated, and rennined on, contÍ.ngent lpon each correct
ii

response. The lights 'hrere sequenti-ally illuninated f?om l-eft to rlght, con-

tingent upon correct responses, lmtil the entire rorr of ten 'ìights 
ü¡a,s

illwninated. The fi-rst leverr-press after a1f ten lights were j-lh.rninated

operated the candy di-spenser and turned off the lights. I:r the]ight-flash

i:
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condition all- ten 1igþts were illuninated for one second, contingent upon each

correct response. The Ligþts remained il-h¡rinated after each tenth onset and

the first lever-press stbsequent to this continuous il-lunination operated the

candy dispenser and turned off the ligþts. In both conditions then, the same

event (i.e., a lever press jn the pï€sence of ten il-h¡rinated ]Ígþts) i¡me-

diately preceded the delivery of each primary reinforcer. Ttris phase l-asted

16 sessions in each conditi-on for Gary, 10 sessions for Sidney, and 15 sessions

for Alec.

Phase 6. Ttris phase consisted of a reversal- to the condj-tions in

effect jn Phases 2 arñ 4. In other words, the delivery of prrrnary rejnforcers

and the nurnber of ligþts il-luminated were presented accordÍng to an FF. 5

schedul-e jn both experÍmental conditions. A lever-press response produced

primary rejnforcement after every fif'bh correct verbal response. fhis phase

lasted 16 sessj-ons i-n each condition for Gary, 11 sessions for Sidney, and

13 sessions for Al-ec.

Phase 7. In thls phase the sequentj-al- Iight condition was the same

as in Phases 6, 4, arñ 2. The Light-fl-ash condition was changed, however, in

that the ligþts il-lurnlnated contingent upon correct responses wlrich did not

produce prinury reinforcers wer€ not the same as the ligþts il-luminated con-

tingent upon correct r€sponses which did produce primary rejnforcers.

Specifi-ca1ly, after each first, second, third, and fourth correct response,

only one light (the tenth light fl.om the Ieft) was il-lunjnated for one second.

After each fifbh correct response all five of the left-most 1igþts were

illinrinated and remained on. The first lever*press subsequent to thris

continuous illumination operated the candy dispenser and turned off the ligþts.

f:r other words, the light illuminations whrich 'brere contingent upon all but

fifth correct responses were different f?om the light il-l-i¡ninations contÍngent
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upon fifth correct r€sponses.

Gary was unavailabl-e afber Phase 6 and as a resu-lt was not studied

in this phase. Tkris phase l-asted 1l- sessions in each condition for Sidney

and 12 for Alec.

Dependent Variables

The fol-lowing dependent ÍÞasur€s were examined in all phases of

tLris e>qgerinent.

fnattention tjme per trial. Ttris nÞasure wa,s the average amor¡rt of

time per trial between the onset of the chil-dts attending key 1igþts and the

execution of an attending response. Ttris was cal-cul-ated by dividing.total
jnattention per session by total trials per session. Tlris measure could. also

be cal-led the average rtlatency of the responsefr, whrich is the term generally

used in other discrete trial procedures.

Nunber of trials per session. Thris measure was the nurber of tjmes

the subject pressed the attending key and was subsequently presented a picture.

The totaJ- m:rnber of trial-s per session was eqtral to the sun of the correct and

incorrect ï€sponses per session.

Number of correct responses per sêSSj-on. This measure consisted of

the total m.mber of correct responses per session on both prompt and question

trials (i.e., the total- n¡nber of correct j¡ritative and naming responses per

session).

Nunlcer of errrrrs per Sessj-on. Th-i-s measur€ included errors of

omission (i.e., no verbal response withi-n 5 seconds of a lever press), errors

Ín pronunciation, and jncorrect responses on both jmitati-on and naming trials.
Proporti.on of corrêct rêSponSes. Thi-s measure consi-sted of the

proportion of trial-s (pictr.re presentations) on which correct r€sponses ï,iere

emitted.
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a
Number of picture names l-earned. Ttris Íteasure consisted of the

ni;rnber of picture names l-earned by each chil,d according to the previorisly

described criterion for a l-earned picture.

Thre two experimentaf conditions were conpared with respect to each

of these rneasur€s to determine the relative effectiveness of each procedure.

In addition, they r^rere corpared with respect to one other measure - the

distribution of jnattention tjme within fixed-ratio requirenents. lnlhile one

timer recorded total inattention time per session, five other ti4ers cumula-

tively recorded the amount of jnattention per session that occurred between

the del-j-very of each reinforcer and the first eorrect response, between each

first and second correct response, between each second and third correct

response, between each thl-ird and fourbh correct T'€sponse, and between each

fourth and fffth correct r€sponse i-n the FR 5 conditions. Io the FR l-0 con-

dition the five tjmers recorded the amount of inattention per session that

occurred between the dellvery of each rejnforcer and the second correct

response, between each second and fourth correet response and so on. In aJ-l

cases the sr¡n of the cumul-ative inattention time recorded on these five timers

equalled the value recorded on the total jnattention timer.

Interobserver Reliabili$¡

Tlre picttrr+-naming task required that the e>cperimenter decide whether

the childrenrs responses üiere correct or incorrect. The consistency of these

decisions was checked by computing interobserver reliability coeffici-ents.

Approxi:nately one-fifth of all experimental- sessions i^Ier€ recorded on audio

tape and verbal- responses were played to an independent observer afber the

observer had famil-iarized herself with the criteria the experimenter used to

distjngulsh between correct and incorrect verbal r€sponses. T\lrenty-two sessions

r::::-:

:-t.:,-



in each e>cperimental condition with Sidney were taped, nineteen with Gary,

and twenty with Afec. Ttre total- nr.rnber of responses enritted by the subjects

in these sessions was l-379, 2LI9, arñ 271j respectively.

The tape was stopped afLer each correct response and the observer

was required to score the response as correct or incorrect prior to hearing

the elçerimenterrs decision. The erqgerimenterrs decision on each resporise \^ras

jndicated to the observer, afber the observer made her decision, by the type

of trial- that followed each response. lrlhil-e listening to the tapes with the

observer, the e>cperÍ-rrcnter entered each response on a picturre-namlng session

sheet (see Figure 2) identical- to the one originally used. For each response,

his original decision coul-d be determi-ned by notÍng whether a pronpt or

question trial for a lcrown or tmlcrov¡r pictu::e had followed that r€sponse. His

original decision was then conpared to the observerrs decision and an agree-

ment or disagreen'ent was recorded. The interobserver rel-iabil-ity measures

used were the ratj-o of agreements to agreements pll;s disagreements on responses

that the experimenter call-ed correct and the ratio of agreements to agreements

plus disagreements on r€sponses that the e>çerimenter called incorrect. Trials

on which no verbal- response occurred were excluded fnrm the cal-culatj-ons.

fnterobsen/er rellability for Gary was .95 for correct responses

and .89 for incorect responses. The reliability measr.;re for Sidney hias

.92 for correct r€sponses and. .84 for incorrect responses. The reliability
neasure for Alec was .BB for correct responses and .82 for incorrect responses.

Stabil-ity Criterion

The design of this experiment al-l-ows con'parison of the two experi-

mental condj-tions within each of the phases of the experÍment. ït is al-so

possible to conpare each phase to the preceding and gubsequent phase, provided
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that the data in each phase was rel-atively stable prior to the initiation of

the next phase. fn order to facil-itate such comparisons, new phases were

initiated only if no decreasing or increasing trends were observed in the

data for at l-east one week prior to the initiation of the new phase and only

if a difference (or l-ack of difference) between experÍmental conditions was

consj-stently evidenced for the sane period of tjme.

:j'-.': :':



CHAPTER ]II
FESUUIS

Phase l

I:ì Phase l-, l-ight-fl-ashes and sequential lights were corpared a,s

conditioned rejnforcers. A lever-pr€ss r€sponse was not required to produce

primary reinforcers. Figi;re 4 shows the mean number of seconds of jnatten-

tion per tr::al in each session jn each experimental condition. During Phase I

there was no consistent difference between experimental- conditions jrr the

amount of time Sidney spent engaging in jnattentive behavj-or. This was al-so

true of Gary dtx"ing the first hal-f of Phase 1, whereas during the second

half of the phase he spent sligþtly l-ess time engaging in jnattentive behavior

in the light-flash condition than in the sequential light condition. Afec

consistently spent less time engaging in irtattentive behavior jn the light-

flash condition.

I'igure 5 shows the ni-mber of trial-s per session j¡ each experimental

condition. There was no consistent difference in the m.rnber of trials per

session that Sidney initiated jn each experjmental condition. Gar5r, hot'üever,

tended to initiate mor€ tri-als per session in the light-flash condition

during the l-ast half of Phase l- and A.lec consistently initiated more trials

per session in the Ligþt-flash condition thrrougþout Phase l-.

Figure 6 shows the nr..mber of correct jmitative and naming responses

per session in each experimental- condition. Alec consj-stently emitted more
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Figure 4. The mean m.rnlcer of seconds of inattention

per trial for each subject over a1l_ sessions

irr the ligþt-flash and sequential ljght

conditions.
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Figure 5. The totaJ- nunber of trial-s per session for

each sulcject iri all phases of the light-flash

and sequentiaJ- Iight conditions.
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aïr_gure o. The ntmber of corniect responses per sessi-on

for each sr-ilcject irt all phases of the light-

flash and sequential ligþt conditions.
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correct r€sponses per session in the Ligþt-flash condition during phase l.
Gary tended to emit mor€ corect responses per session in the tigþt-fIash
condition only di;ring the last half of the phase. Sidney did not consistently

emit more correet responses in either erçerimentaJ- condition.

Figure 7 shows the m.rnber of errors per session jn each erçerimental

condition. For Gary and Sidney there 'hias no consistent dlfference jn the nr.¡n-

ber of errors per session in each condition. This was al-so the case with'
Alec except dtlring the l-ast five sessions of the phase, Ín which he consis-

tently made more errors jn the ligþt-flash condition.

Figure B shows the proportíon of trials per session on which

correct responses were ernitted. For al-l subjects there i^ias no consistent

difference between conditions in the proportion of trials per sessÍon on which

correct r€sponses were emitted.

Figure ! shows the cuni.ü-ative number of pictr.res .l-earned by each

subject in each erçerÍmental condition. During Phase 1 Gary and Al-ec l-earned

to name more pictures jn the ligþt-fl-ash condltion whil-e Sidney learned the

same number of pictures in each condition.

The means of each dependent measur€ across each phase are shou¡n jn

Figure 10 for Gatry, Figr.;re 11 for sidney, and Figr;re 12 ror Alec. rn calcu-

lating the rneans for the two e>qgerimental conditions, data for the first three

sessions in each phase were omitted to help insure that the ÍÞans more

acci.rately represented the terrninal- effects of the variables investigated.

Figures 10 and 1l- show that Gary and Sidney spent sligþtly less tjme

per session engaging jn inattentive behavj_or, initiated sligþtly more trial-s

per session, and ernitted slightly more corect responses per sessi_on in the

ligþt-flash condition while Gary made fewer eruors in that condi-tion. Figure

12 shows that, on the average, Alec spent considerably l-ess time engaging in

I:.
i::-

i...'
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Figure 7. The nunber of incorreet responses per session

for each subject jn all phases of the light-

fl-ash and sequential tight conditions.
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f :::t r'rl

Figure B. The proporbion of triaf,s on which correct

responses were'emitted for all subjects in

al.l phases of the ligþt-flash and sequential

light conditions.
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Figure p. Cr.rn¡l-ative nurnber of pictures l-earned

by each subject in each phase jn the

light-flash and sequential light conditions.
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tr'igure 10. Means of several- dependent measwes for

Gary in each phase in the ligþt-flash

and sequential tigþt conditions.
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Figure 11. Means of several dependent measures for

Sidney in each phase in the light-flash

and sequential- l-ight conditions.
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lì,tr.l r;: :ì

Figure 12. Means of several dependent measi.reg for

AJ-ec in each phase in the ttgþt-flash and

sequential light conditions.
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inattentive behavior, initiated many more trials per session, and emitted

many mor€ correct and incorrect responses in the ligþt-fl-ash condition

during Phase 1. In short, the picture-naming performance of one subject was

considerably better in the ligþt-flash condition while there was little
difference between conditions in the performance of the other two subjects.

Phase 2

During Phase 2 a specific lever-press response 'hras required to

produce primary reinforcers in both experjmental- conditj-ons. As a result,

Gary and Si-dneyrs perforn'nnce on the pictr.rre-naming task irçroved jn both

conditions relative to Phase 1, whrile Alects performance remai-ned r.:::changed.

The perforÍEnce of aIL sr-rlcjects was better in the light-flash condition than )

in the sequential l-igitt condition during Phase 2.

tr'igtre 4 shows that al-l- three subjects spent fess timê engaging in
attentive behavior jrr the light-f1ash condition than in the sequential

]ight condition. Figures 5 and 6 show that Gary consistently initiated
more trials per session and emltted more correct responses per session in the

tlgþt-f]ash condition, and that this was al-so the case for Sidney and A.1ec

di;ring l-ater sessions in the phase. Figi;res 7 and B show that for all
subjects there was no consistant difference in the ntrnber of errors per

session in each condition, or in the proportion of trials on which correct

Tesponses were emitted. Both Gary and Sidney, however, made more errors per

session in both experimental conditions during Phase 2 than during Phase l-.

Figure 9 shows that all- sulcjects learned to name more pictures in the

ligþt-flash cond.ition than in the sequential light condition during Phase 2.

In general, the average performance of all sr,:bjects was superior

across a nunber of dependent Í€asures in the light-flash condition. (See

__: :.:,:
:.: ::
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Figures 10, 11rand 12). Figi.rres l0 and 11 aJ-so show that Gary and Sidneyrs

performance i-nproved in both ercperÍmental- condítions during Phase 2 relative

to their performance jn Phase l-. They spent less tjme engaging in jnattentive

behavior, jrritiated more trial-s and emitted more correct responses in both

experÍmental conditions d'tring Phase 2 thatt during Phase l-. Alec who consis- ,;,:,1t,',,.,.,,,,
: l.'': _'

tently showed sqperior termi-nal performance in the ligþt-flash condition

dtirÍng Phase l-, did not show overall irprovement when the l-everrpress

contÍngency was introduced jn Phase 2. ,',,,'. ,,, 1,,

Phase 3

During Phase 3 a lever--press r€sponse r^ras no longer required to

produce rejnforcers in either e:rperimental condition. As a result, the

performance of al-l three subjects abruptly deteriorated jn both e;cperimental

conditions. Th:is was the case for Al-ec even thor.rgþ the addition of the

r€quired lever-press ïesponse in Phase 2 had. produced no change in his

performance j¡ that phase. Alecrs performance on the picture-naming task

dtrrjng Phase I irproved in both e>cperimental conditions after a number of

sessions. His performance during the l-ast half of the phase resembled his

perforrnance in Phase I and 2. Gary and Sidneyts perforrnance dr.ring Phase 3

never recovered to the Phase 2 l-evel-.

V'lhen a lever-press response was no longer required jn Phase 3, Gary

and Sidneyrs perforrnance was no longer superior in the ligþt-flash condi-ti-on.

Ttris was al-so the case with Alec during the first parb of Phase 3. Orce

I Alecrs perfonlance jn both experimental condi-tions j-n Phase 3 had recovered

to the Phase 2 level, however, hi-s picture-naming behavior was consistently

superior in the ligþt-f1ash condition.

Figr.rre 4 shows that there was no consistent difference jn the



amount of time that Gary and Sidney spent engaging in inattentive behavior jn

Phase 3, whereas Al-ec consistently spent l-ess time engagirrg in inattentive

behavior in the light-ftash condition di.ring the l_ast part of phase 3.

Figures 5 and 6 show that there was al-so no consistent difference in the

nuniber of trials Gary or Sidney initiated i-n each condition, or in the number -,',,

of correct responses they emitted j:r each condition. A1ec, on the other hand,

initiated more trials and emitted more correct responses during the l-atter

sessions in Phase 3. Figures 7 arñ B show that for all subjects there üias no 
,,:',,l,ll 

t

, t'- .consistent difference between condítions in the nurnber of errors per session 
r.:::,.i

or in the proportion of trials on wLrich correct responses were emj-tted. ',,'..,;

Figure 9 shows that Alec and Gary l-earned to name one more picture in the

sequential light condition than in the ligþt-flash condjtion whil_e Sidney

did not learn arry pictures in either condition. It shoul-d be mentioned,

however, that because Sidney and Al-ec learned to name pictr-rres at a l-ow rafte,

thenunrberofpictures]-earnedi-sprobab1ynotaveÏî¡sensitivedependent
lnþasure.
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Figure 12 shows that Alects average performance across a nunrber of

dependent measures was superior in the light-fl-ash condition. Figures 10

and l-l- show, however, that Gary and Sidneyts average perfornrance was not

significantly better in either e>qgerimental condition during Phase 3. In

essence, then, Phase J replicated Phase l-. Ga:ry and Sidneyts perforn'nnce jn

both conditions was jnferior to their performance when the lever-press

contÍngency was in effect (pfrase 2) anO showed no di-fferential effect when the

lever-press requlrenent was absent. Al-ects terrninal- performance was srperior

in both conditions and a differential- effect was present whether the l-ever-

press reqi.rirement was present (Ptrase 2) or absent (phases I and 3).

.:, 
-::l
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Phase 4

Phase 4 consisted of a return to the conditions in effect in
Phase 2. In other words, a lever-press response i^ras required in both e4geri-

mental conditions. The effects of this manipulation jn Phase 4 paralleled

its effects in Phase 2. As jn Phase 2, tlne performance of all sr.ricjects on

the picture-naming task was consistently sr4erior in the ligþt-fl-ash condition.

All stibjects spent l-ess time engaging in jnattentive behavior (Figure 4),

initiated more trials per session (Figure !), ernitted more correet responses

per session (l'igure 6), and l-earned to name more picture (Figure 9) in trre

Light-flash conùition than in the sequential light condition. With a;-l sub-

jects there was little consistent dj-ffeïence between experimental- conditions

with respect to the nurnber of errors per session (Figur€ T) or the proportion

of trials on which correct responses were enritted (Figure B).

Gary and Sidneyrs performance in both erçerj-mental condi-tions jn

Phase 4 Ïrprrrved across a ru.rnber of dependent measures r"elati-ve to their
performance jn Phase 3. Figures l-l- and 12 show that on the average, GarSr and

Sidney spent l-ess tjmé engaging i-n jnattentive behavior, initiated more trials
and emitted more correct responses jn both conôitions during Phase 4 tfran

during Phase 3. Figure 12 shows that Al-ects average performance dr.ring

Phase 4 remained relatively uiTchanged in both experjmental conditions

relative to hris performance jn the preceding phase.

Phase 5

h Phase 5 the schedule of prÍmary reinforcement was increased from

FR 5 to rR 10. During Phase 5, sidneyts performance wa,s similar in both

erçerimental conditions across all- dependent measures. Gary and Alec, on the

other hand, performed consistently better on the pictr.;re-naming task in the
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light-flash condition. The l-atter two sr:bjects spent l-ess time engaging Ín
jnattentive behavior (Figure 4), i-n:itiated more trial-s per session (Figure 5),
emitted more corr€ct responses per session (pigure 6), and learned to name

more pictures (nigure 9), in the tigþt-flash eondition than in the sequential

Iight condi-tion. Iirihrile there was littl-e consi-stent difference in the

proportion of trial-s on wLrich correct responses were emitted (Figure B), bottr

Gary and Al-ec tended to make more errors per session in the tight-flash
condlti.on than in the sequential_ light condition (Figi.rre 7).

As a result of the i-ncrease jn the fixed-ratio requirement in
Phase 5' Gary and Sidneyrs performance deteriorated in both erçerinental

conditions whife Al-ects performance rernained relatively unchanged jn both

conditions. Figures 10 and l-1 show that on the average, GarSr and Sidney

spent mor€ tÍme engaging in inattentive behavior, i-r:-ltiated fewer trials, Ðd
emitted fewer correct responses in Phase 5 thart in Phase 4. By the end of
the phase, Sidneyts pictwe-naming behavior had virtual-ly extinguished in
both experj-rnentaJ_ conùltions .

Phase 6

Tkris phase consisted of a reversal- to the conditions jn effect in
Phase 4. trr other words, the schedule of prÍmary rejnforcement was decreased

frrrm FR 10 to F'R 5.

During thr-1s phase the performance of all subjects on the pict¿re-
namlng task was superior in the Light-flash condition. Al1 subjects spent

less time engaging in jnattentive behavior (Figur€ 4), in-ttiated more trial_s
per session (Figwe 5), emitted more correct r€sponses per session (Figure 6),
and learned to nane more pictures (¡igure 9), in the ligþt_fl_ash condj.tion

than in the sequential li$ht condition. There r^reïe no consistent dj-fferehces

between experimental- conditions with respect to the m-rnber of errors per

1 : -.4:t
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session (Figure 7) or the proportion of trials on which correct responses

were emitted (Figwe B).

Figure l-l- shows that dr.ring Phase 6, Sidneyrs average performance

fupnrved acrcss a nu'nber of dependent measures in both experimental- conditions

relatj-ve to his performance during Phase 5. Dr:ring the l-ast half of the

phase his perforflEnce was consi-stently srperior to hris performance jn the

preceding phase. Gary and Alects average perforn'nnce (Figtrres l-O and ll
respectively) ren'lained generally unchanged jn both experjmental- conditions in
Phase 6, relative to their performance jn phase 5. In both conditions then,

Gar¡i?s performance fall-ed to recover to the Phase 4 level whereas Sidney and

A-l-ects performance closery resembl-ed their performance in phase 4.

Phase 7

Ïn the 1igþt-f1ash condltion dr.rring Phase 7, ùI five 1igþts hier€

il-luminated after each fifbh correct response as r^ras the case in the previor:s

phase. After a1l- correct responses other than fifth correct responses,

however, a single ffght was brÍefl-y illiminated. There was no change in the

performanee jn either e>cperimental- condition of the two subjects spent less

tÍme engaging in inattentive behavior (Figurre 4), iiritiated more trials per

session (fieur€ 5), emitted more.colect ïesponses per session (Figure 6), and

learned to name more pi-ctures (¡,igure 9) in the tight-flash condj-tion than in
the sequenti-aI light condition. Figure B shows that there r^ras no difference

between conditions in the proportion of trials on whrich correct responses

were emj-tted. I'igure / shows that Sidney consistently made more errors in the

1igþt-fIash condition whil-e Al-ec made about the same nunber of errors in both

conditions.

Fígures l-1 and l-2 show that the average performance of siù-rey and



Alee respectively, across a nunber of dependent Íteâsures, was in both conditions

similar to their performance jn the previous phase.

Distribution of Inattêntion Time

:j For each subject the nean m.n'¡ber of seconds of inattention was : :
, 
., . .... 

,,
:i

distributed jnto five segments in each e>cperimental- condition. In those phases ::"

, fu wh1ch an FR 5 schedule of primary reinforcenent was in effect, inattention

tjme was distributed accordÍng to whether it occurred between the delivery of
t..:.... ':-.:.: ;

,, u pr:Írnary reinforcer and a first correct r€sponse, between a first and second ,',,,,'

: correet response, between a second and third correct response, between a th-ird ,,,,,,,t,,,
. .: '.'

and for"rrth eorreet response, or between a fourbh and fifth correct response.

In Phase 5, h which an FR 10 schedul-e of prinrary reinforcement was in effect,

; inattention was distributed according to whether it occurred between the 
:

1

delivery of a primary reinforcer and a second correet response, between a
l

second and fourth correct response, between a foi.rth and sixth correct r€sponse, 
,

:

and so on. Under both schedul-es of prj¡r.rary reinforcenent then, inattention

time was distributed jnto five segments. The mean amorlet of jnattention time

per phase that occurred irr each segment is shown in Figr.res 13, 14 and 15.

,. Figure f3 shows that dtrring Phase l in whj-ch a lever*pr€ss response ,.,., ,,- .,,:.,.:. ...
ir_i.ø,i ñ^^+ ^Ít ^'l^^l^ 

i*^l+^.^+:^.^ i.^ ¿1^^ ar-l-¿ âa-.r 
't-'

. was not required, most of Alects inattention in the Ligþt-flash condition ,,,.,.,,,,.
: ,t,',' ,''

' o"curred between the delj-very of pri:nary reinforcers and first corcect responses 
.r:: 

1

and decreased between subsequent correct responses as the fixed-ratio require-

ment was conpleted. In the sequential lfght condition the amormt of inattention
:.t, l:-,..-.:/:.:

.ì jn each segment was higþer than the corresponding segment in the light-flash ';.1,.,,.,',

condition and an orderly decrease jn inattention frrrm segment to segment was

not apparent. Figr.ire 14 shows that in the light-flash condition during

f;hase 1, Sidney engaged in the most jnattentive behavior between the delivery

70
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Figure 1J. Mean ru.¡'nber of seconds of total inattention

which occurued between successive correct

responses in each phase in the light-flash

and'sequential light conditions with Alec.
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Figure 14. Mean nurnber of seconds of total- jnattention

whrich occurred between successive eorrect

responses in each phase in the light-flash

and sequential- light conditi-ons with Sidney.
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Figure 1!. Mean nrmber of seconds of total_ inattention

whrich occurred between,successive correct

responses jn each phase jn the ligþt-flash

and sequential light conditions rrrith Gary.
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of prjïâry r€inforcers and first correct responses. Ill the sequential ligþt
condition, inattention was more evenly distributed over all segments with

the least amount of inattention occr.rring in the fifth segment. Data on the

distribution of Garyrs jnattention (Figure 15) was not recorded during

Phase l-.

During Phase 2 in which a lever-press r€sponse was required, the

j-nattention time of all subjects was simil-ar1y distributed witirin each

erçerimental- condition; that is, in both elçerimental conditions, inattention
;.tÍme decreased from segment to segnent as the fixed-rati-o requirement was

fulfilled. However, inattention tjme was higher in the sequential fight

condition than jn the light-flash condltion in al-l but the fifth segment where

it was lower for Sidney (Figure 14) anO Alec (Figure 13).

The consistent decrease in the distribution of inattention time f?om

segment to segment tlnat occurred w:ith al-l- subjects jn both conditions in

Phase 2 was no longer as apparent in Phase 3 in whrich a lever-pr€ss response

was no longer required to produce rejnforcement. ln Phase 3 an orderly de-

crea"se in the distribution of inattention was only apparent in the sequential

l-ight condition rcith Gary (¡'igure 15) and the flashing light condition with

Al-ec (Figure 13) and Sidney (pieure f4). For al-l- subjeets, however, the most

inattention occurred in the fi-rst segment of the distributi-on in both experi-

mental- conditions.

The distribution of inattention time during Phase 4 was similar to

the distributi-on irr Phase 2 jn wh-ich a specific lever-press response was also

required. In both e4perimentaf conditions inattention time tended to decrease

from segment to segment except jn the sequential light condition with Al-ec

(Figure 13). As in Phase 2, inattention tjme for all subjects was general-ly

higþer in the sequential light condition than in the ligþLflash condition in

l:..:.:'. i:.:{t::
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all segments but the fifth.
DurÍng Phase 5 jn whr-1ch an TR 10 schedule was in effect, the

majority of Sidneyrs inattention time occurred between the delivery of
prinlaJy reinforcers and fourbh correct responses (i.e., in the first two

., segments of the distri-bution). Inattention jn the latter segments was l-ow in ,".,,,,,1,.,

both experjmental- conùitions (nigure l4). Gary (Fieure 15) anO Alec (Figure

13) generally spent more tjme engaging in inattentive behavior in the early

.,: segments than in the late segments jn both elçerÍmental- condi-tions. fn ,,,¡,,.,.-,,,',
': r:1 

: 
ri

addition, they generally spent more time engaging in inattentive behavior in
,',ì all segrnents in the sequential light condition than jn the brief ligþt-flash ,'1.,r1,.''j,'','

condition.

Dtrring Phase 6 tne schedule of prirnary reinforcement was reversed

fn¡m FR 10 to FR 5. For al-l subjects, inattention tjme was higþer in the

, "unr"ntial ligTlt condition in aJ-l- segments but the fifth. In the fifth seg-

, ment inattention tjme was hi-gþer in the light-flash condition than in the

sequential l1ght condi-tion for al-l- subjects

During Phase 7 a single Ligþt was briefly i]Ï¡njnated in the light-
fl-ash condition after al-l correct responses other than fifth correct *"po*å".. : ..:

, For both SidneV (Figrire 14) anO Alec (Figure 13), inattention time was higþer :::::ì:::'::::

, 
,1,.,,,,,1,,,,.,,,-irt the first segment jn each experÍmental condition than in any sr-Ícsequent :, ,, , ,,,

segment. As in the previous phase, both sttlcjects spent more time engagirg

jn inattentive behavior in all segments in the sequential Light condition

,. except the fifth segment. The amount of inattention occurcing in the fifth : .:..:.,,;. :..:..:::..:
: -1:.: :.::.

segrnent was similar j.ri both experimental conditions for both subjects

In general then, there üras a consistent decrease in the distribution

of inattention tirre from segment to segnrent in both e><perimental- conôltions,

I/\rith a.greater amount of i-nattention occurrÍng in the sequential light 
,:::,::.,::. ::..

- i : :l _::':: _

TB
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conditÍon than in the light-fl-ash condition in a1l- segments but the fifth.
The amount of inattention whrich occurred in the fifth segment was generally
higher in the llgþt-flash condition. These effects were evidenced for two

st'tbjects only when a lever-pr€ss r€sponse r^ras requj-red. but were evident for
the other subject whether or not a lever-press r€sponse Ì^ias required..



CIIAPTER IV

DISCUSSION

In general, the perforrnance of all subjects on the pictr:re-naming

task was better in the light-flash condition than in the sequential light
condition. Gary and siù'reyts perfonn¿il1ce was superior in the ligþt-fl_ash

condition only in those phases in which a lever-press response was required

to produce reinforcers. Alects performance i^ras superior in the light-flash
condition in all- phases, regardless of whether a lever-press response was or

was not required. Besides producing superior performance in the Ligþt-flash

condition, the required lever-press response prnduced an inprovement in
Gary and Sidneyrs performance in both elçerimental conditions whereas thj_s

manipulation had no effect on Alecls performance in either condition.

lrlren the FR 5 schedul_e of prjmarv reinforcement was increased to an

FR 10 schedule, Sidneyts picture-narnlng behavior deteriorated in both

experimental conditions. Iirlhrile Garyts picture-naming behavior al-so deterio-

rated. in both etçerÍmental conditions during the FR 10 phase, both he and

Alec continued to perform consistently better on the pi-ctr.rre-nan,-ing task in
the ligþt-flash condi-tion than in the sequential light condition.

The light-fl-ash condition in Phase 7 differed f?om the ligþt-f]ash

condition in preceding phases in that, during Phase /, the Ltgþt-flashes

whtich were contingent on correct responses not followed by primary reinforcers

were different from the light-flashes contingent læon correct responses

' ::t :.



fo]lowed by prÍ:nary reinforcers. Ttris change had no effect on the performance

of the two subjects who e>qgerienced this phase. Both Sidney and AIec

continued to perform better in the Ligþt-flash condÍtion.

There were two nain differences between the light-flash condition

and the sequential fight condition whrich could. accotmt for the superior per-
' formance jn the light-flash condition in Pha,ses 1 to 6. First, these conditions

dlffered in that the sequential ligþts accunul_ated r:ntil prirrury reinforcers

were delivered while the ligþt-fl-ashes did not. Tkris accr..unu-l-ation provided

stjmuli on the basis of whrich the likeljJ.ood of the primary reinforcers corfd

be easily discrjminated by the subject. No paralIel process occurred jn the

light-f1ash condition. Second, in the ligþt-flash conù1tÍ-on, the stimuli

contingent t4on each correct response (i.e., the momentarSr onset of five
ligþts) also acconpanied the primary reinforcers, and may have served as

discriminative stimul-i and conditioned reinforcers. The discriminative and

condi.tioned reinforcÍng fimctions of the contingent stjmuli in the l-lght-

flash condition may have produced higher performance than the contingent

stimuli in the sequential fight condition because in the sequential light
condition, the stimul-i whrich i^Iere assocj-ated with prÍmary rejnforcers (i.e.,

, 
. 
: .. . : . . 

_. 
_ 

, 
_. : .

the ill-unination of five or ten fights) were not identical to the stimuli con- ,.".'ì,'¡,,

..:.. -.. -.

tingent upon other correct responses (i.e., the ill-rxnlnation of one, two, '.1.,.,,,,.,

three or four lfghts). Since only the ill-r.rnination of fi-ve or ten 1igþts was

paired with primary reinforcers in the sequential- light condition, it could

i b" that only the illuminati-on of five 1igþts or ten ligþts served. as discri-
ri-lnative stimul-i and powerful- conditioned rejnforcers, thus maintaining lower

levels of performance.

The second elçlanation was tested in Phase 7. In this phase the

light illuminations were similar jn both conditions, in that the light
r' -. -: t. .t:
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illumj¡ations whrlch fol-l-owed each fifth correct r€sponse and acconparried the

primary rejnforcer T^ier€ not the same as the ligþt ilh¡ninatiors which foll-owed

the other correct r€sponses. fuecifica1ly, in the ligþt-flash condition a

single fight was illuninated after all- correct responses except those that

produced the primary reinforcer. This manipul-ation equated the two condj-tions

except that the sequenti-al ligþts accunulated whereas the light-flashes did

not. If the previous sr.periority of the Light-flash conditlon r^ras due to the

faet that the light-flashes whrich were contíngent upon each correct r€sponse

also accon'panied pri:nary rei-nforcers, then this manipul-ation should have

produced a decrease Ín the sr-periority of the Ligþt-flash condition. Th-ls

was nctthe case. In spite of thris change, performance remained superior in
the ligþt-flash condition. irlhrile it may have been due to the subjectst

exLensive history in the light-f1ash condition, the fail-ure of this manipu-

lation to produce a decrease in performance jn the Light-fl-ash condition

suggests that the superior performance in the ligþt-fl-ash condltion was a

result of the accunu-l-ation of sequential lights providing discrjminatj-ve cues

as to the hkel-ihood of primary reinforcemerft, that the Iigþt-flashes did

not.

As mentioned in the fntroduction, basic research (e.g,, Ke11eher,

1957, 1958) indicates that when conditioned reinforcers which accwnul-ate

(e.g., tokens) are utilized in FR schedules of prjrnarli rejrrforcement,

responding is typically sporadi-c with frequent pausing u,ìtil a m.mber of

tokens have been obtained. Other research on sjmil-ar schedul-es (e.S., FÍndley

and Brady, 1965; Ke11eher, 1963; and Sbubbs and Galloway, 1970) indicates that

the initial pausing and low rate of responding does not occur when a brief

change in some exteroceptive stimulus serr/es as the conditioned reinforcer.

The conditions lrihich exist prior to the delivery of the last token are
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condítions which are never associated with prirnary reinforcers. As a resu-l-t

these conditions seem to f\.¡nction as discrjminatj-ve stjmuJ-i controlling low

response rates. Conditioned reinforcers such as 1igþt-fl-ashes, because of

their transierrt nature, are l-ess likely to acquire these discrjminative

functions. Ttris could accourt for the sr-perior performance in the light-flash

condition in the present research.

Data on the di_stributi_on of inattenti_on (figures 13, 14 and 15)

pn:vi-des support for the conclusion that the il}¡nination of only a few or no

ligþts in the sequential l-ight condition, discriminatively control.led l-ow

response rates. Tn those FR 5 phases in which perforrnance was srperior in
the light-fl-ash condltion, the amor¡rt of inattention occurri-ng between the

delivery of prirnary reinforcers and fi-rst correct responses, between first and

second correct r€sponses, ffid between second and third correct responses was

generally hlgher in the sequential light condition than in the light-flash

condition. Ttris was not the case between third and fourth, and for.lrth and

fifth correct r€sponses. In many cases the amoi¡rt of inattention occurcing

between fourbh and fifth correct responses was lower in the sequential l-ight

condj-tion than jn the ligþt-f]ash condition. Tkris woul-d seem to indicate that

in the sequential light condition, the absence of ill-r¡ninated 1igþts or the

presence of only a few ilfi¡ninated lights discrÍminati-vely controlled l-ow

response rates; l¡lhril-e a con'parable processuias often evident jn the lighL
flash condition, inattention was generally distributed more evenly in thât

condition.

The irrtroduction of a required lever-press response (Phases 2 and 4)

had two main effects. First, the perfonnance of two subjects (Cary and Sidney)

was superior in the light-fl-ash condition only in those phases in whrich a

lever-press response was required to produce prjrnâry reÍnforcers. DurÍng



phases in whrich a lever-pr€ss response was not required, there was no

difference in the performance of these subjects in the light-flash and

sequential light conditions. Second, the performance of these two si-:Jcjects

Í:rproved considerably jn both experjmental conditions jn those phases i-n

tvhrich the lever-press response hias required. The performance of a third .,, _

subject (Afec) was superior jn the ligþt-fl-ash condi-tion whether or not a

lever-press response was required, and the introduction of a lever-press

requirement did not resul-t in ilproved perfomance in either etçerimental 
;,,,,,.

condition. However, when the lever-press response was no longer required, . "

(pfrase J), the performance of all three sulcjects was disn-pted in both e><peri- ,'ì.,.,

mental- conditions. Al-ecrs performance recovered in both conditions whereas

Gary and Sidneyrs performance did not improve during the phase.

The effects of the required lever-press response can probably be

partialJ-y accoLmted for in tern's of its effect on the rej¡forcing value of

the response-contingent stimul-i.ls lights in each etçerimental condition. ft
i-s possible that Gary and Sidney attended to the light-flashes and sequential

1igþts only in those phases in whrich a lever-pr€ss response was required, and

as a ï€sult the ligþts served. as discriminative stimu]-i and conditioned rejn- 
:

., . ,r, '

forcers only in those phases. Alec, on the other hand., may have attended to ,,.,ìr,

the 1igþts whether or not a lever-pïess response was required., and. as a result '.:',"-, 
,' ," ,'

the lights served as discriminative stimuli and conditioned reinforcers in

all phases.

Keller and Schoenfeld (1950) stated that the sinple palring of a 
,,,,,,...,

stjmulus with the delivery of other reinforcers is not necessarily a sufficient

procedure for creating conditioned reinforcers. They proposed that a stimulus

must be a discrimÍnative stimul-us for some response in order to acquire

reinforcing properties. In other words, in order f.or a stimulus to functi-on

B4
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as a reinforcer, the organism mi.r,st first |tattendtt to the stjmulurs. Ensr.¡'ing

that a stjmul-us i:ipinges ipon the appropriate sensory receptors does not

guarantee that an orgarrtsm wj-l-l- attend to the stjmulus. hle can only ensure

that an orgarrism wil-l- attend to a stimul-us by establishing the stjmulus a,s a

discri:ninative stimul-us for sone operant response (Terrace, f966). Discrim1-

native stimu]i are typically establ-ished. througþ the proeedure of dlfferential
reinforcerent. Thris procedure specifies that a cl-ass of responses is
reinforced only jn the presence of a particul-ar stimulus, and is never

reinforced in the absence of that stimulus. The stimul-w is said to be a

discrjminative stimulus when the probability of occurï€nce of members of the

response cl-ass is higher in the pïesence of the stimul-us than jn its absence.

The devel-opment of stjmulus control in conplex stjmulus situations

presents addj-tional problems. Differential- rei-nforcement of responding in a

conplex stimul-tls situation does not guarantee that all djmensions of the

stjmulus sj-tuation will acquire discrjminative fl.nctions. For exanple,

Reynolds (1961) reinforced pigeons for key pecking in the presence of a white

triangle on a red backgror.;red but did not reinforce responding i-n the presence

of a white circle on a gr€en backgrourd. I,rlhren he separateÌy presented these

foi;r stjmulus colrponents in extinction, he fouird that respondirg did not

occur jn the presence of the white circl-e or the gr€en backgrnund. However,

he al-so found that for both pigeons only one dimension of the conplex

stjmulus control (discriminative functions). One pigeon responded only i-n the

presence of the red baclqground and the other pi-geon only in the presence of

the r¡il'rite triangle.

hlhlle only one dimension of the conplex stjmul-r.is acquired control

over r€sponding jn the Re¡rnoldis study, other studies (e.g., Butter, 1963;

Fjrrk and Patton, fg|f') have demonstrated tìurt a conplex stjmul-r.ls can acquire
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control over responding along more than one dÍmension. Ii: conplex stjmulus

situatj-ons, however, it Ís difficult to predict whether a given stjmul-us

djmension will acquire discrjminative control over a r€sponse differentially
reinforced in its presence. Control by a parti-cul-ar dimensi-on or property

,,. can be guaranteed only by differenti-al- reinforcement based on the presence or ,-;,,,,,,,

absence of that djmension or property alone. Such differential reinforcement

may be considered a sufficient condltion for devel-oping stjmulus control,
though t'vhether or not it is a necessary condition is presently not 14.rovm. ¡i5en .;.,.,.,,

:: 
- 

.:_.. -:l

,.rtt, 
ti,'': such stimu-l-us control has been established the organism may be said to be :

:

..1::.t.-,,'., attendiftg to the stimulus 1,,,',:.',.-.,.

rn the present research the experimental_ setting may be considered

a complex stjmul-t+s situation, in whi-ch l-ight illuninations followÍng eorrect
responses were only one conponent. The periodlc pairing of the ljight

'

' iffrzninations with pri.rnary reinforcers did not guarantee that the children

' attended to the lights (i.e. , that the lights acquired di_scrjmjnative contro]
'-: over some sulcsequent response). If the children did not attend to the J.igþts,

the 1igþts could. not properly be referred to as conditioned rei.nforcers and

reinforcing effects could not be assuned. To increase the likellhood that the
: ,..,... 

,-..,, chil-dren attended to the Lights, a specific attending response (i.e., a ,,,,,,,¡,,

t.,,.' ,.

,, lever-press) was required and was differentially reinforced in the presence ,,.,,,:,,:

-L, ,"" 
' 'of the ligþts. hlhril-e this did not necessarily guarantee that the chil_dren

would attend to the liþTrts, it increased the Likehl.rood of that occu*ing. In

, this context, the results of the present research would suggest a number of 
,:,,:,..:;,:

I conelusions ::;-:::'':"

The present research indicates that the perfornunce of some subjects

is superior in the ligþt-flash condition only if a specific response i_s

required to pnrduce the reinforcers. It also indicates that for some subjects,
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such a requ:ireÍrent results in i-nproved performance when either light-flashes

or sequential- l-ight il-l-uminatíons are contingent upon correct responses. This

suggests that when a specific attending response is not required, response-

contingent l-ghts may not fl.nction as conditioned reinforcers for a1l subjects

even though the tights aïe periodj-cally paired hrith the delivery of primary ,,.,;.;,';',

reinforcers. ì¡lhen a specific attending response i.s required, however, the

ligþts seem to acquire discrjmjnative properties and. the onset of the 1igþts

seem to flnction as conditioned reinforcers. (S:¡rce the subjects in the 
,,:,1,,..,,i,,,:

present research were observed to press the lever very infrequently in the : ;::: :i: :;

:. : -,. ..: ,:j-

' absence of light illuminations, and always pressed the lever when the ligþts ,,.'¡'.','.,,.'.,',

were il-l-uninated, Ít seems safe to concl_ude that Ligþt ilhminations

dlscrjmjnatively controll-ed lever-press responses. ) Thus it seems that ,

perfornrance Inay be superior when a speci-fic response is required, sÍ:r,ply

becauseforsomesubjects,reSponSe-contingentstjmu1ifunctionasconditioned

reinforcers onJ-y under those condltions

The perfonn¿lnce of other sr-rbjects, however, does not seem to ilprove

whenaspecificreSponSesuchasa1ever_pressisrequiredtoproduceprimary

reinforcers. fn such cases, two alternative concl-usions are possible. Some 
i.::,::.:,,r::::

sulcjects may attend to response-contingent stimr;Ii even when a specific attending :t:::.::::i:,:::

ïesponse is not required, or they may not attend whether or not a specific ,'¡,,..,¡,,,,,.'.':,::
r€sponse is required. In the present research, Alects performance did not

ilprove jn either condi-tion when a lever-press response was required. Since

his perfoffitance was consistently superior in tne Light-flash condition, and 
,..,,,t.,,, 

,,,,,,

:'-::-.: .:.:.:;.:..
the perforÌnance of the other subjects was aJ-so superior in the light-flash

condition when a lever-press response was required, it seems most likely that

Alec attended to the ligþts whether or not a lever-press response'was required. 
l

It was also observed that during phases in vltrich a lever-press response uias
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required, Alec rarely pressed the lever when the tlghts were il-hminated. This

would suggest that the Ligþts discriminatively control-led his lever-press

responses. In other words, he seemed to attend to the Iigþts in phases

requiring lever-press responses. Since his performance jn those phases not

requiring lever-press ï€sponses closely resembled his perfonnance when a

lever-press response was required, it seems li]rely that he al-so attended to
the tigþts Ín phases not requirirrg lever-press responses. In general, then,

A-l-ec seemed to attend to the Lights whether or not a lever-press response was

required whereas Gary and Sidney only attended to the lights i-n those pha,ses

requiring a lever-press response.

It ndght be e>çected that once attending occ.urred with Gary and

Sidney, it woul-d continue even when the lever-press r€sponse was no longer

required. Th-is was not the case. Removal of the lever-press requirement

resulted jn a deterioration in the picture-naming behavj-or of both of these

subjects in both experimental conditions and eliminated the sr,rperiority of
the ligþt-flash condition. Ttris was also the case with Alec, for whom the

lever-press requirement had produced no improvement in performance. I¡hrile the

deterioration jn performance was only a temporary phenomenon with Alec, Gary

and Sidneyts perfonnance dÍd not r€cover u'rtil- the lever-press requirement

was re-introduced. Thris would seem to suggest that when the lever-press ïe-
sponse was no longer requlred, the sr,:lcjects stopped attending to the lights,
thereby removing the possibility of the lj-ghts f\¡rctioning as conditj-oned

rei-nforcers. Tkris alone could accot.mt for the deterioration in perfornnnce.

i¡lhile the failure to attend rnight be sufficient to accor-¡nt for the

deterj-oration in Gary and Sidneyts performance, it does not readily accoLmt

for the tenporary disrr.ption of Alecrs performance. ft seems lnlikely that

Alec stopped attending to the ligþts when the lever-press r€sponse was no
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longer requÍred, since he previor;sly seemed to attend to the ligþts in phase I
under sjmilar conditions. An alternative explanation is that the stjmuli
assocj-ated w-ith the lever-press response and light offset may themselves have

acquired reinforcirrg prnperbies. This seems likely since these stjmuli
i¡medj-ately preceded const¡nnatory responses. Since many of these stjmu]i no

longer occt;rred r,vhrên the lever-press ï€sponse was no longer required, the

removal- of the lever-press requirement could be viewed. as the removal_ of a
nunber of conditioned reinforcers. This could accor..u.rt for the abnlpt deterio-
ration jn Al-ects performance in phase 3 and coul_d accormt for sj¡rilar aspects

of Gary and Sidneyrs perfoffilance. The jnnneùiate deterioration jn the perfor-
Inance of all three subjects might have been a resul-t of the removal of the

conditioned reinforcing stimuli assocj-ated with the lever-press and ljght
offset, wher"eas the lack of recovery of Gary and Sidneyts performance might

have been a result of the failure of these sr,rbjects to attend to the Ligþts.

One other aspect of the present results vuhrich merits discussiorr j-s

the effect of the FR 10 schedu-l-e j-n Phase 5. The introduction of this schedule

resul-ted in the near exbinction of Sidneyts behavj-or in both experimental

conditions. However, in a previous study in wLri-ch a nunber of fixed-ratio
values were examined (Stephens et al., :1974), Sidney performed equally well

on a picture-naming task r.rrder FR l_0 and FR 5 schedul_es of prirnary reinforce_

ment. Extinction did not occur in that research rrrtil- a fixed-ratio value of
twenty-five was reached. h that research the experÍmenter said, ttGood boytf

after each correct response in al-l- e:çerÍmental_ conditions. No other

conditioned rejnforcers üiere presented and thus there weï€ no stjmu-L1 on which

basis the likel-jlrood of deJ-ivery of prirnary reinforcers could. be easi-ly dis-
crjminated. In the present case the ch-ildren could discrjminate the likeli-
hood of dellvery of primary rejnforcers jn the sequential light condÍtion on



9o

the basis of the nurber of ljghtr" iltr¡rinated. Perhaps extinction occurs at

lower fixed-ratio values when the likelihood of reinforcement can be easily

dj-scrjmlnated. i¡lh-i]e this migþt accormt for Sidneyts extinction in the

sequential Llght condj-tion, it cannot accoimt for extinction jn the light-
fl-ash condition unfess exbinction in that conditi-on occurred simply on the

basis of generalization f?om the sequential Light condition.

Stephens et a1.. (7974) noted that sr4erior perforlrance occulrred

in those conditions associated with the intermediate fi-xed-ratio schedul-e

values (greater than FR 5 but l-ess than F'R 20) as a resul-t of an overall jncrease

in responding. fn other words, the higher fixed-ratio schedul-e, in any conpari-

son up to a eertain Limit, resulted in more total responses per session, both

correct and incorrect, rather than jncreasing only eorrect responses. In the

present research superior performance in the Llgþt-fl-ash condition was also

largely a fwrction of an overall increase in responding in that condition. Thus,

whril-e the children l-earned to name the most pi-ctures in those conditions in
whrich they emitted the most correct responses, they also tended to erait the

most incorrect responses in those conditions.

The present research has a m.rnber of irçlications for the use of

condltioned reinforcers in procedures for training the mental-ly retarded.

tr'irst, the research suggests that the simple pairing of a stlmul-us with the

delivery of other reinforcers does not gr..rarantee that the stimulus will acquire

reinforci-ng properties. The l-ikelihood. of a stimuJ.us acquiring reinforcing

properties is increased if a specifie response is required to produce the

reinforcer jn the presence of that stimul-us. TÌris inplies that of the two

most conrnonly used eonditioned rejnforcers - tokens and praise - tokens are

more li-kely than praise to acquÍre reinforcing proper,ûÍ-es. As tokens are

conventionally used, a speci-fic response is required to produce reinforcement,
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in that tokens must be exchanged for primary rej-nforcers. Th-i-s should increase

the l-ikel-ihood of tokens acquking reinforcing propertÍ-es. fn typical usage,

however, praise is simply pafued temporally with the delivery of other rein-

forcers. This does not guarantee that the subjects will attend to pralse and

therefore , that praise w:iIl acquire reinforcÍng properties. To guarantee that

stimuli such as verbal praise fl;ncti-on as conditioned reinforcer€, a specific

response, such as a lever-pr€ss response, shoul-d be required. to produce prjmary

reinforcers. Moreover, any conparison of tokens and praise as conditioned

reinforcers should require such a response jn both conditions to increase the

l-jkel-ihood that the subjects attend to both types of stimul-i.

The present research al-so Ínplies that when fi-xed-ratio schedu-1es of

primary reinforcement are employed, conditioned rejnforcers whi-ch do not

accunulate (e.9., Light-flashes, praise) ar€ more effective than conditioned

reinforcers which do accr.mulate (e.g., sequential- I-ghts, tokens). (Over all
sessions, each ch-ild l-earned to name considerably more pictures in the

experimental- conditi-on in vñich the condi-ti-oned reinforcers did not acci¡nulate;

i.e., the ligþt-flash condition. Gary, Sidney, and Alec fearned to name 1.8,

2.4, and l-.7 tinres as nrany pictr,rres respectively in the ligþt-flash condition

as in the sequentia-l- llght condi-tion. ) Conditioned rei-nforcers which accumu-

late provide discrjmlnative cues as to the likelihood of pri:nary reinforcers

and as a result seem to control- low response rates until a ni¡:iber of

.conditioned reinf,oreers .have been obtalned. This discri¡rinative control of

Iow rates does not seem as 1ike1y to occi.rr with conditioned reinforcers whrj-ch

do not aecumu-l-ate, and might not occur if fixed-rati-o sehedules of prirnary

r,einforcers on a variable-ratio schedule (in which rej-nforcers occur after a

varying ntmlcer of responses have been enltted) the nunber of tokens in

possession woul-d not directly indicate the l-ikel-jhood of defivery of primâry

9I



reinforcers. In those conditions, therefore, conditioned reínforcers wl1ch

accunul-ate migþt not come to control low response rates.

A final irplication of this research is that fixed-ratio behavior

might exbinguish at lower schedule values when conditioned reinforcers wh-lch

aecunulate are tlsed than when conditioned rei-nforcers whrich do not acculul-ate ',,,' , ,

are used. Thus, if one of the goals of a trai-ning program is to maintaln a

high ntlmber of r€sponses with inf?equent primary reinforcers, the latter type 
:

of conditioned reinforcer might be preferable. ,:.,,,,,,,,:,:
r.-_.1._.._:, :,
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CTTAPTER V

SUMMARY

The results of thi-s study i-ndicate that performance on a picture-

naning task is generally stperior when condj-tioned reinforcers which do not

indj-cate the Likeljhood of dellvery of primary reinforcers (e.g., h$t
flashes) are contingent on correct responses than when conditioned reinforcers

whrich do j.ndicate the liÌeIihood of delivery of primaty rejnforcers (e.g.,

sequentially illuninated ligþts which accr¡nul_ate) are contingent rpon correct

responses. Foq two st-:bjects this was the case only when a specific lever-press

response was required to produce prÌrnary reinforcers. In addition, when a

lever-press response wa,s required, these two subjects perforrned better in both

e>çerimental- conditions than when a specÍfic attending response was not

requi-red. These findings indieate that the association of a stimulus in
tenporal contiguity with a reinforeer is not always a sufficient procedtrre for
establishíng the stimul-u,s as a conditi-oned reinforcer. ft seems that in order

for a stimu-l-us to ftu'rction as a condltioned rejnforcer, the stimul-us must

discrimi-natively control an operant response.
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