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ABSTRACT

Tnitial attempts to measure the permanent dipole moment of

HD gas by absorption spectroscopy neglected interference effects

between the permanent and collision-induced moments of the gas

molecules. The far-IR spectrum of HD as a function of density has

been obtained with a modified Michelson interferometer at a spectral

resolution of 1 cm.—l° Extrapolating back to "zero density" yielded,

for the ground vibrational state, a J-dependent dipole moment

ranging in magnitude between 8.0 and 9.8 x lO—L‘L Debye. A J-dependent

intracollisional interference parameter "a" was measured and found

to be between 5.5 % 1.3 and 9.6 + .5 x 107> Anagat—l. These are

in excellent agreement with calculations [11, [2], [3] indicating

p] o= 8.4 x 107 Debye and [4] la] = 5.4 x 10~
@]
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INTRODUCTION

Hydrogen molecules (Hz) do not possess a permanent dipole
moment between vibrational states because of mass and charge symmetries.
The center of mass is at the center of charge in the "stationary"
molecule.

By the symmetry of the nuclei, the surrounding electron
cloud must also be symmetric about the center of mass. As the moleéule
oscillates, the electron cloud of each atom will be forced to follow
the motion of its governing nucleus. Even if the electron cloud
lags behind its nuclear counterpart (due to inertia), the total electron
configuration remains symmetric about the same point as the two positive
charges do. Thus in the classical approach, we do not expect hydrogen
molecules to possess a permanent dipole moment.

Hydrogen deuteride (HD), however, has a mass asymmetry. As
the molecule oscillates, the hydrogen nucleus moves much further
(relatively) than the deuterium nucleus does. In the event of Born~
Opperheimer breakdown (electronic and nuclear motions are coupled),
the total electron configuration will not be symmetric about the same
point as the two positive charges will be. Classically then we
might expect HD to exhibit a dipole moment between vibrational states.

Calculations by ‘Wolniewicz [1] and [2], Ford and Browne [31,
Bunker [4], Kolos and Wolniewicz [5] and t6]'indicate there should be a
dipole moment between rotational states as well. Our experiments
measured the dipole moment of HD in the ground vibrational state.

At sufficiently high pressures (> 10 atmospheres) short lifetime



collision-induced dipole moments arise. The total dipole moﬁent is
then the sum of the permanent and induced moments. Because the absorption
by a molecule is proporticnal to the square of the dipole moment, three
terms appear in the total absorption. The first is due solely to the
permanent moment and gives rise to sharp spectral features. The second
term is purely collision-induced, yielding a broad band background
absorption. The third is a cross-term between the permanent and induced
dipole moments. Its dependence on the permanent moment ensures that
it too gives rise to sharp spectral lines [7]. Depending on the sigps
of the two components, this cross term may enhance or réduce the
sharp spectral peaks. TheAintracollisional interference parameter is
an estimate of the relative magnitudes and signs of the collision-
induced and permanent dipole moments.
Experiments in 13868 by Trefler‘and Gush [8] and later by
McKellar [9], designed to find the permanent dipole moment of HD
neglected this interference efféct. Gush's measured values were almost
- 40% lower than the best theoretical values for the ground vibrational
state permanent dipole moment.
:‘;;i Our experiments were designed to include the- intracollisional
interference effects, in hopes of rectifying the discrepancyvbetween

measured and calculated values of ]uol.



CHAPTER 1

CALCULATTONS OF THE DIPOLE MOMENT OF HD

The first quantum approach to calculating the permanent
dipole of HD was attempted by Wick [10] in 1935. Using the first
order perturbation theory applied to ‘the hydrogéen molecule, he
calculated a dipéle moment between oscillator states in good

agreement with later measurements.

FIGURE 1. THE HYDROGEN DEUTERIDE MOLECULE

center Of POSILIVE
charge - 4

A »m”w%ha—?’. .ﬁ»ouua-n-u.
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For the remainder of this theéis, we shall consider the
direction from D'to H as a positive direction. i.e. if ﬁ is negative,
it implies that the dipole moment points from the hydrogen to the
deuterium nucleus.

For the dipole moment along the internuclear (z) axis, we



write
-> -
M, = ez,
where
ﬁz is the dipole moment operator
e is the electron‘charge .
- -5 -
= + .
and Z 2, * 2,

(1.1)

We shall adopt the convention of upper case letters to denote nuclear

coordinates and lower case letters to denote electronic coordinates.

Thus the deuterium nucleus is at the point (Xls Ylj

electron is at (x15 ¥p» zl),(relative to the deuterium nucleus).

The subscript 2 refers to the hydrogen nucleus.

Zl) while its

From Kolos and Wolniewicz [7], we can write the Hamiltonian

for a two electron diatomic molecule as

where

and

,
HY = -;-f;}__vR v, +9 ),
Ha 1 %

Also, Hez is the clamped.nuclei Hamiltonian
v is the gradient with respect to nuclear
coordinate
v is the gradient with respect to electronic
coordinates for the first atom
u is the reduced mass

Y o2
CRE T

(1.2)

(1.33)

(1.3b)



and

Thus the perturbation energy of the internuclear potential H' can
be expressed as
H! = +'§E- v.Iv. +vVv 7J.
MMH R zq Zy"
Notice for the case of pure hydrogen all the terms in HO are retained.
However l/ua = 0, so H'" equals zero.
In the adiabatic approximation, the nuclear and electronic

motions are separable. Thus we can re-define the perturbation energy

as a product of two commuting operators

H' = AR) T@) = T(x) A(R)
where
62
A = +LTMHVR (1.w)
and
r = Vz +vz . (1.5)
1 2

From second order perturbation theory [10], [111, we can

express the dipole moment between two states in the following way

_ <a|z|b><b|H'|c>
<alu,le> = e : E(c) - E(D)
. <a|H'lp><sz{c>) , (1.6)
EBE(a) - E(b)



Here <a|z|b> = <a|zl+22[b> is the matrix element of the operator
z between states |a> and |b>,
<a|H'|b> is the matrix element of the operator H! between
these same states
and

E(a) 1is the energy of the molecule in state |a>.
Note that |a> and |c> are the initial and final states respectively
while |b> is any allowed intermediate state.

Alternatively we can write, as before

<a|H'|b> <a|AT|b>

£ <a|r|a><d|T|b> (1.7)
d

because I |d><d| is just the identity operator.
d

If we assume the form of H', the perturbation component of ‘the
internuclear potential, to be that of a harmonic oscillator in one
dimension, then we can find alternate expressions for bcih
<a]A|B> and <a|T'|B> .

Following the notation of Bdhm [12]

:_P._z_ +£Q2.
Hﬁarmonic osc. 2u 2
Here P is the quantum mechanical momentum operator

Q is the quantum mechanical displacement operator

and H,w are system constants.



[H, Q] = HQ- (H
2 2
_rP Hw 2
~[ﬁ+'2— Q”, Ql

(1/20) [F%, Q]
(1) PP, Q7

_ P
U

P:ilu(HQ—-QH)u

Taking this operator between the states |0L>_ and |B> yields

<a|P|B> | E%E <o |HQ-QH| 8>

i1

S [E(a) - E(B)] <alQ|B> -

‘h
Identifying P with('ﬁ/i) (V, V; ) and Q with z = 2y * 245 “then we
have immediately o |
<a|T|8> =§—§— [E(a) - E(B)] <a|z|B> , (1.8)

because in this case the reduced mass U is just the electron mass m,-
Similarly if we identify P with (ﬁ/ i) VR and Q with the inter-

nuclear coordinate R, then we get

= . ‘
%VR|B> H <a|HR - RH|R>

<G

= ZX [E(@) - E(B)] <a|R[B> .



Multiplying both sides by:?hMH gives us the operator A between the

states |a> and |B>-
<a[A]B> = T I[E() - E®)] <afR[B> (1.9)

because in this case the reduced mass is equal to 2/3 of the
pnﬁmlmms}%. _ ‘ ,ng

Using (1.8), we rewrite (1.6) as

eMe
u(a,c) = - 5

5 z(a,b) z(b,d) [E(d) - E(MD)] A(d,c)
A" bd

E(e) - E(b)

(1.10)

A(a,d) [E(D) - E(d)] z(d,b) z(b,c)

* E(a) - E(b)

where for ease of inspection we've written <o|X[B> as X(o,B).

Rewriting the energy difference terms as

E(d) - E(b) = E(d) - E(c) + E(c) - E(b)
E(b) - E(@) = E(b) - E(a) + E(a) - E(Q)
gives us
eM ' :
- e -, E(d) - E(e)
uz(a,c) = - —;— bzd z(a,b) z(b,d) A(d,c) [1 + mj

E(a) - E@@)

*A(a,d) z(d,b) z(b,e) [1+ w=5—Fps

1.

The first and third terms cancel for the following



reason:
T |b><b|] = I =z |a><d|
b d

L <alz|b><blz|d><d|r|c>
b

<a|1|d><d]z |b><blz | >

<alzz\ - Azz|c>

it

= 0

because X is not a function of z. Thus we arrive at the equation for

1, between the states (a) and |c>

em
UZ (abc) - . __e [E(d)“E<C)]

X === z(a,b) z(b,d) Ad,c)
‘ﬁQ b.d E(c)-E(b)

(1.11)

[E(a)-E() ], '
ORISR A(a,b) z(d,b) z(b,o).

Using 1.9 for A(a,d) and E(a) - E(B) =“H w(o,B) in the numerator,

(1.11) becomes:

om
Uz(a,c) = + —€§~ z Zé?é?)_zé%g?) w2(d,c) R(d,c)
b,d
2
+ 2(d,b) z(b,c) w (a,d) R(a,d), (1.12)

E(a) - E(D)

The polarizability in a state |a> is defined [10] as:

z(a,b) z(b,a)

. _ 2
Gy T 72 LT ED) !

b

“z(c,b) z(b,c)

2
—2e Ll TED

b

it

S Similarly o

®
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If in the first term in (1.12), we make the following assumptions:

(1) |a> = |a>
@) fa> = Jov .ground electronic state, different
le> = [ovt> vibrational states.

E(e) 2 E(a) and the first term in (1.12) is approximately:

o 2 z(a,b) z(b,a) 2 : '
2/3 e meg OO (v, ") R(v,v")
Te 2.
~ _€ '
Soag W Cv,vh) o, R(wv,v"),
Similarly for the second term, we assume -
(1) e = |a>
(2) l|a> = |ow i.e. ground electronic state,
le> = |ov'> different vibrational state.

E(e) ~ E(a) ‘and the second term becomes

. T o9
T T3 Yg,un R(v,v") agr,
Thus 1, (a,c) = - %e— m, w%v,'v') [?y_;ra_v]’ R(v,vh)
or
byla,e) = - 2T gty Coge) ROHYDL (1.13)

To evaluate this expression, we assume that R is the quantum

mechanical nuclear displacement. Following the treatment of Bohm [12]
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/ ' + +
R(v,v') = <y|R|v'>. However R = ;ﬁ——(a + a ) where a and a are the
lowering and raising operators respectively. Again p is the reduced

mass and w is a transition frequency to be determined later.
R[v'> = /__zilw [T |v o1 > + JWTHL |v! + 157

or <v|Rlv / [ /v <v]y’ - 1> + /vl <v[v' + 1>7.

For the fundamental band, i.e. [v'> = |01> and |[v> = | 00>,

we get
Rogs01 = 2uw .
From Raman studies it has been found [13] that w = 3800 cmfl
so that Rygsgp ~ 8 % 10—'13 meters.

The polarizability of HD is a function principally of electronic

structure and thus should be equal to that of H From [14] we find

9

o, X lO_uO in MKS-units

H
2
which gives a value of the dipole moment of

fu,| ~ 3 x 107" Ccoulomb meters

~1x 10—4 Debye.
The model yielded a reasonable value for the fundamental band
(vs. the experimental value of [uzl T 5 x 107" Debye from McKellar [9]),
but, because of the harmonic oscillator approximation, it predicted

no dipole moment for ground state rotational transitions.
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i.e. <0j|R|03> = 0 (Av = 0).
Similarly it predicted no overtone bands (Av = 2, 3, 4 ...).

Wu [15] improved upon the model of Wick by considering a
Morse potential to calculate R(v, v'). This potential has the form
[16]1 (see Figure 2) - |

\Y

aR-?2
17 - o

V(R) = Vo[l - e
where VO is the minimum of the harmonic oscillator potential, R is the
internuclear distance and "a" is a damping constant.

Using this model, Wu found an expression for R(v, v') [15]

R(v, v¥) = A
: [1 - (vtv'+l) xe][v;v']
[ VILL = (2v'+ D)Xl - (2w1) Xe] ]
vill - (v'+1) Xé]...[l - vxej
% (=g
Here T i) >
A=l §ﬁ§<u(v,v')]
W
X, = g5 = 0.026 for HD

w is the vibrational frequency

and D is the dissociation, energy.
This model predicted a value of the dipole moment for the

fundamental band of "10_4 Debye and allowed the harmonics of that band.
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FIGURE 2 THE MORSE POTENTIAL

V(R)

- ‘"\
V 8> OO0 GO P OB OG> > & &>




14

i. e. the transitions <01]ﬁz 00>, <02}y, [00>, <03}y [00> etc. were
predicted with the ratios of intensities corrésponding closely to
the values measured by Herzberg [17].

Wu however did not predict any rotational spectrum in the
ground vibrational state, again becauée of his cﬁoice of internuclear
potential.

Blinder [18] used a slightly different approximation than either
Wu or Wick. He started from eq. (1.11) derived by Wick:

em ' :
n(ae) = - — % [E()-E(c) z(a,b) z(b,d) Md,c)

42 b,d  ECO-E(D)

f]—:(a) E(d)] }\(a,d)z(d,b) Z(baC) .

E(a)-E(b)
However [E(a)-E(@)] A(a,d) = <a|(E(a)-E(@))r|d>
= <a|lH,A]|a>
where Hla> = Ela>.

He re-defined the total Hamiltonian as:

H=H (ZIZ ) + V(R) + Q(R, z

, 2,)
electionic

1

where H - ) takes account of all purely electronic inter-

electronic (z

actions, V(R) is an 1nternuclear potentlal and QR, z., Z, ) is a small

1
cross term.

~ V(R)
R

Defining a new operator W = 2

Then [H,A] ~

oV(R)
aR

, and assuming only the first state
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in the sums oVer b and d is important, Blinder found

Te [ zla, A0, WaE,L)z(l,e) |

bpla0) = - E(c)-E(1) T(a)-E(D)

For the ground vibrational state, this reduced to

eme

u (313 =+ —5 <03 '[ai|0j>

IR
N E(D)-E(0)

where j and j' refer to the rotational quantum numbers of the initial
and final states.
To calculate the matrix elements in the above expression,
Blinder evaluated the function zW in the ground electronic state for
several representative values of R. Fitting a polynomial to a plot
of these points yielded.an approximate analytic formAfér QZ(R).
Integrating this over the ground vibrational Morse eigenfunctions,
i.e. . + o
<oilu, @05 = | 3 3y
yielded 1, (03',03) = -8.89 x 107 Debye.
In a subsequent paper [19], Blinder disregarded the assumption
that only the first state contributed to the sum. Following the same
derivation, the calculated; W, (03',03) = - 5.67 x 10_Ll Debye.

" Bunker [4] ve-defined the perturbation component in the total

Hamiltonian as a sum of 3 terms:

1 + 1 . + !
H'= Hrot Hv1b H'elec.
Here H' mixes electronic states with An = 1 and H' .., H  mix
elec vib’ “rot

states of the same electronic level. Each of these three terms gives

rise to an independent component of the permanent dipole moment, the
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sum of which is the total permanent dipole moment.. Explicit forms

are given as [4]:

em
151 2y = € e ) 2 N
Moo (VI VD) ™ <V 3[1_/R <0 Ki xl)‘ |0>] vy

where X, are the electronic coordinates in the molecule fixed reference

em
frame and uvib(v'j”,yj) = (y'jq - §ﬂ§'vR (<0j'|22|0j>)[vj>
a

ﬂzme 5 B _
- __§E_—'§. w (F,v) [av',¥) R(V,v) + R(v!' ,Valv,v)]
v
Note that the second term is just that derived by Wick and Wu.
To evaluate yu ., Bunker used the value for <OO[22|00>,

calculated by Kolos and Wolniewicz [6]1, of -0.198 &.. Thus to a

good approximation, Bunker found:

Zeme
Moot (0,0) = TR (-.198)
ae
- -l
~+ 7.0 x 10 ~ Debye .
Taking the derlyed value for Meleo + Hoib from Kolos and
Wolniewicz [B] of:
Crons cy s -
1 1 = -
uelec(oj ,03) + uvib(oj ,0J) = = 15.4 x 10 ' Debye,

Bunker found u(03j',03) = - 8.4 x107F D.
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Wolniewicz [11, [2] constructed wave functions using a
variational technique. He used the following expansion for the
wavefunction

. i
wJ,O ~ Z{XlBl + x2B2} do,l (©)

where X is the coordinate along the x axis of the i'th electron in
the molecule fixed frame, Bi are functions to be optimized later

and dqu is a function containing angular components of . He chose
the form of B_i to be a 180 term expansion consisting of 20 electronic
terms and hermite-polynomials up to order 8. Integrating the dipole
operator over these wave function yielded transition matrix elements.

In the perturbation expansion thefe is a sum over states of
matrix elements giving the total dipoie moment. Summing over only
the Il states, the total dipole moment was found to be -15.4 x lO_—u D
[2] while summing over both the Hu and Zg symmetric states yielded a
- permanent dipole moment of -8.4 x 107 D [1]. Wolniewicz found a
élight J-dependence but only in the 3rd significant figure (see Table 5
Ch. 7.

The most recent calculations were performed by Ford and Browne
[3]. They used an instahtaneous dipole moment function D(R) whose
matrix element was taken between initial and final state vibrational

wave functions.
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They expressed the wavefunctions as

_ 20+1.% J ‘
wJAm = ( —g;§9 DmA ($,0,¥)
where DiA (4,0,¥) is a rotation matrix as defined by Rose [20] .

Together with the eqﬁation for the perpendicular component of ﬁ

+
( <al|py |N><N|H'|b>

<aluy |b>
L N E(b)~E(N)
<a|H'|N><N|7p |b> )
+ E(a)-E(N) _ (1.1

where H' is as previously defined in (1.3b) and ;J_is the component

of 1 perpendicular to the internuclear axis, [whereas Wick used

- > > ->

%

ez, 7z = zl+22, Ford and Browne used 1 = e;, T = ;i+%2] .

i

' Ford and Browne found

<aluy|p> = (J+1) <a|Dy|b>

1 2
(J+1) i <al<p [ D) |y _>[p>.

Here |y > is the ground electronic state. To find <aluy|b> ,
o |

they used a sum over states equation similar to (1.14) with

> >

> . .
ri[ = zl+22. This yilelded

<a|ul||b> = (J+1) ﬁL.<a|<wo|(rll)Qlwo>lb>.
: a



Adding the two components together, they calculated a
permanent dipole moment for HD in the ground vibrational state of
.—8.3 X lO_L’L Debye. They too found a very slight J dependence.
(see Table 5, Chapter 7). . The following table summarizes the

calculations of the dipole moment of HD over the last 40 years.

19



Table 1.

Wick

Wu

Blinder

Blinder

Bunker

Wolniewicz

Ford and

Browne

20

CALCULATED TRANSITION AND PERMANENT DIPOLE MOMENTS IN HD

1935

1952

13960

1861

1973

1976

1977

g

'

1x10 D

1x 10D

~8.89 x 107" D

-5.67 x 1077 D

8.4 x 10" D

-8.4 x 107 D

8.3 % 1077 D

Harmonic oscillator approximation

only for A = 1.

Used Morse potential to get

overtone bands in * correct
ratios.

First calculation for ground
vibrational state. Used simple
wave functions and summed over
st excited level. |

First calculation for ground
vibrational state.  Used simple
wave functions and summed over

all excited levels.

P + =
Found uVJ_b urot ueﬂ Utot‘
Variational method summed over

states of u and g symmetries.

Used an instantaneous dipole
moment function D(R) evaluated
between initial and final

state wavefunction.

* t refers to transition moments for the fundamental band.

p refers to the permanent moment for the ground vibrational state.



CHAPTER 2

DIPOLE STRENGIH VS. INTEGRATED ABSORPTION

The integrated absorption is related to the dipole moment

by the following eqn. [8]

3 N E. E

alw) _ 8w o) - 71 - °f A 2
J—&——dw—éa{ —Q— [e ﬁ e —KT] (J"‘l) lplfl (2.1)
where ¢ - is the absorption coefficient

w =~ 1s the central frequency of a given line

Nb - is Loschmidt's number
'Q - is the state sum
E. - is the energy of the initial state

- is the energy of the final state

Ee
J - is the rotational quantum number of the initial state
~and péf— is the reduced matrix element of the allowed dipole moment.
i

We shall now give a derivation of this equation.
Einstein postulated that the probability of absorption per

unit time is given by [21]

Pif =P Bif , (2.2)
where

'Pif is the probability of absorption per unit time.

P is the radiation density as found by Planck
and

Bif is the Einstein coefficient of absorption.

- 2] -
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Similarly - n
Pfi = Afi P Bfi (2.3)
where ' _
Pfi is the probability of emission per unit time
Afi is the coefficient of spontaneous emission
and . .. - . .
Bfi is the coefficient of stimulated emission.

If we denote the number of atoms in state "o by Na’ then in equilibrium
the number of transitions between the two states per unit time are

equal,and we can write

Ni Bif P = Nf [Afi + P Bfi]

N. [Ac. + P B_.]
Thus N}- = flp 5 £ _ ‘ (2.1)
ki ' if

In equilibrium, however, the Boltzmann law applies and we write

alternatively
Ni hvlf
— = e (2.5)
Nf KT
Combining (2.4) and (2.5), and solving for P yields
A_. ‘
P = £ - (2.6)
hvif
(Bif)(e %T ) - Bes:
From Planck's law, the radiation density is given by
3
8mhv;
P = —2L ot ] (2.7
c if
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Equating (2.6) and (2.7) yields

B B [assuming no degeneracy]

if fi

and 3
8ﬂhvif

If there is-degeneracy, then the equation relating the coefficients

of stimulated emission and absorption is

g; Bif = g Bfi v (2.9)

where

g, ° '(QJQ + 1)

Therefore, if we could calculate Ain in terms of observable quantities,

we could determine Bfi and Bi To do this, we examine the dipole

£
moment of a molecule.

Letting‘ﬁ(t) denote the dipole moment

Y. - the wavefunction of the initial state

/

and wf ~ the wavefunction of the final state,

then we define ﬁif (called the matrix element of the dipole moment between

initial and final states) such that
-> 3

N
Mie = J wi n(t) Ve d x
The dipole moment is also équal to er where e is the electric charge

and v is the separation between two opposite charges.

> _ T > 3
Hie T J“’ier‘l’fdx
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Writing the wavefunction as a product of two functions, one of time

and one of position

v

=y

Then if = e

Defining ;if as J ¢I(r) ;’¢f &k ‘and Vig as

= o(r) eiwt .

4

—

1w

)_I

with the Bohr transition rule, then

>

Hif

_>
er f

if

=21l v. . t
e i

(r) et 2 ¢f(r):e

e J ¢;(r) ;‘¢f(r) e—zﬂi

[Ei-Ef]t

E.-E

1
h

The power radiated from an atom is given by [22]

[Bav]

Using (2.10) P

Also, for an oscillating

B

so that

P =

—E—‘(‘16ﬂLl V.
3 1

2

&

— | i

- 2 )2

dipole [22]

2 > 2
‘ = zlr’ifl

I

3¢ £

167ru V. 4
1

f

) e’ |7,

&

3

2
f’l

iw .t .3

in accordance

(2.10)

(2.11)

From the Einstein transition probability, the radiated power is also

given by

(2.12)
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Therefore 4
L 3 2 > 2
Ay = 3 Vie e Irgel”, (2.13)
3 he
(2.13) and (2.8) together give us the desired relation
& gr° 2 |
B¢ 5 o7 el | (2.14)

We now digress for a moment to examine Clebsch-Gordon
coefficients and the Wigner- Eckart Theorem as they will allow us to
rewrite |uif|2 in terms of a rotationally averaged observable [pAifIQ,

Following the notation of BShm [23], let the eigenvalues of

2 ) . . AN
J° for two angular momentum states |jlm1> and ]jzﬁb> be jl(]l+l) and

j2(j2+1) respectively.

. 2. . . .

i.e. J !]lm1> = jl(jl+l)[jlml>
2. .. .
Plims = 3,6, 5m >
Jaldgm> = mplgm>

and Ialigmy> = myligmy>

We define the uncoupled direct product of these two vectors as
|j1nj>§§|j2nb> = lj1ﬁﬁj2”§> and the coupled direct product as |jm>.

These two vectors are related by the general transformation
G = 2 gymy Jym><iym 3m, | >
>

The quantities <jlm1j2nbljm> are called "Clebsch-Gordon coefficients™.

Two important prbperties of Clebsch-Gordon coefficients will be stated
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here but are derived in any elementary book an angular momentum [247],

[25].
. . o
@) <jlﬁijzﬂb!jHP 0 wnless m = mg *m, (2.15)

(2) the orthogonality relations between the coefficients

are
> e e
mm, Iy Igmy 3w <3ym Jom) |3t = 80, 8
(2.16)
and = . - LR R -
L <31Hij2nb|]HP <31H132nb|jﬁp o éni ! Gm m/!
jm | 2

The Wigner -Eckart Theorem states that the matrix element of
an operator is equal to the product of a Clebsch-Gordon coefficient

and a reduced matrix element [2u47.
: R, A NTRNIN
feeo <G |Tplim> = <I'm'WJI)gme <[ [TV ]3>
Here TJ is a tensor operator of rank J and k = (-J, -J+1 ... 0, ... J—l, J)

denotes the spherical component of TJ.

Thus the matrix element of the dipole operator along the z axis

is
. >l . . . A . '
<S'm'ug[3m> = <3'm'10[3m]> <3 |u] ]3> (2.17)
We note immediately that <j'm'luiljm> equals zero unless m' = m and
' o= ji1} These are Jjust the selection rules for dipole radiation.

We also notice that the reduced matrix element <3'||u||3> is just the

dipole strength defined previously as ]p?j,].
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According to Rose [20], equation (2.17) can be written in

the following way

(2J.+1)
. . _ i . . . .
Igmlupligne = /—=— 3 <jm.10[jm> <j;010]30>
(2Jf+l) m, :

Al
T
- Mir
2 (20.+1) . ., . . .9
!uif| - éu f?j;;ij— <]im110[jfmf> <]imilO|jfmf>|<ji010[jf0>]
1
EAE
© IPif

From standard tables of Clebsch Gordon coefficients , we have

J.+1

. . 2 _ 1
|<]i010|jf0>| = [53;;1]

Using the orthonormality relation (2.16), we find

Boomloligne <igml0fjan> = 5y L =1
i F
(J.+1)
2 _ i A 2
el ® = (2TD |7 ¢l | (2.18)

Let us now return to the derivation of (2.1), equipped now with
eqn (2.18).
If we assume that the contributions from all oscillators in

a given volume of gas are simply additive, then the absorption is [22]

Iab = Ni hvif p Bif‘ (2.19)
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Here Iab is the intensity of absorbed radiation and the other

quantities are as previously defined. Tor stimulated emission
SRR R R T e | (2.20)
st i if if g¢ Ni ’

The observed absorption is I, - Ist’ or from (2.19) and (2.20)

ab

g. N
PR, [1--2 L1
if ¢ Ni

I = N hvo (2.21)

The integrated absorption per unit path length, per unit density (p)

is defined as

[a(w)dw_ fapr MM e B Ne
w ponif pc . Ni
. - -E_/KT .
Using Ne = g e f [QNO] 1/Q
and N o= g el M N 1. 120
i 1 o
where pNO = (Amagat density) x (Loschmidt's number)
= total number of molecules in the sample
and Q = I (204 e F/ KT is the state sum,
a
o) 4 oy g A g BT B BT
w T o cQ &1 8¢ &f
N h

|
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From (2.14) and (2.18),

(J;+ 1)

B - L BT o1’
if T g g2 (@D Pigl -
alw) BN ~E;/KT _ .~E_/KT- | A |2
JT dw = m (Ji+1) Ee 1 - e °f ] lpifl

‘as required.

To puf this equation into a useful form for analysing our
data, we look at the integrated absorption coefficient in npré detail.
The absorption coefficient per unit path length per unit density, o,
is defined by
e~a%p

I = 1T
o

where I is the measured intensity through the sample gas
I  is the measured intensity with no sample
% 1is the pathlength

and p is the density.

a = 1/% 4n [IO/I]
= 1/% fn (10) log, [IO/I]

= (2.308/%p) log;, I /T

Using the definition of loglO IO/I = Absorbance. "X",and assuming
the frequency is constant across an absorption line, we get the

more useful analysing equation

3
% 87 wN

H kY O »‘_E'/KI‘
s = 38 (D @) KT

e_Ef/KT] |

A 2
pif I .

(2.22)



CHAPTER 3

INTRACOLLISIONAL INTERFERENCE

Collision induced spectra result from transient dipole
moments that are created during the "collision™ of a pair of inter-
acting molecules. If one or both othhese moleéules has a permanent
dipole moment, then interference between the two types of moments
may result. This effect has been studied in_detail_by Tipping, Poll
and their collaborators [71, [26] and [27] who denote this phenomenon
"intracollisional interfefence”.

At relatively low pressures, (as is the case in our experiments)
we assume that the erffect is proportional to the number of colliding
pairs. Therefore it is sufficient to examine in detail the absorption
due to one interacting pair and multiply the end result by the
number of pairs. Using this model we define the matrix element of

the dipole moment between initial and final states as

<lulfs 2y = GhP, + G o) (3.1)

Do * uge™.

- A
Here (uif )

o 18 the allowed dipole moment matrix element of particle a

and (uif) is the induced dipole moment matrix element. FEquation (2.1)

indicates
alw) _ . 2
[ "w dw = Kif |<l}plf>| (3.2)
where . _ gpd No 27 + 1) [ -E./KT —Ef/KT] (3.3)
S % e Q £ e+ - .

- 30 -
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e . oy A2
and we have used (2.18) for lp?fl

alw) A |2 I .2 A I

The (ui?)z term yields sharp absorption lines while the

1.2

(M; =7)7 term gives the usual collision-induced broadband feature [7].

if
The (UifA)(“ifI) component gives rise to the intracollisional inter-
ference effect. Like the allowed spectrum, it results in sharp

absorption lines that, depending on the relative signs of the two matrix

elements, will either enhance or reduce the integrated intensity [7].

Concentrating only on the interference term, we write

alw) _ Ay, I

[ O oaw= vk, Gy Haly,
int

According to Tipping et al., this can also be expressed as

2

w\) L I, . 4 _ GE.~E))/KT
J aw= N1 2 p By MaD - TR (g
. if
int
e—Ei/KT
where pNO is the total number of pairs in a volume V and Pi = —q -

Let us now examine closely the induced dipole moment matrix
element (uif). If we treat the nuclear motion of the pair of interacting

molecules adiabatically, then we can write the wavefunctions

: - o L >
Vs w2, (E&, §E, v Ths R) 9 (Pl o R),
Here -(?i, i;) are electronic coordinates

(Fi, ?é) are nuclear Qoordinates in the center
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of mass frame for a given molecule,

R is the vector joining the centers of mass of the
interacting pair,,
and wego is the electronic wavefunction that satisfies

o o = > i o
Hel we% = U(rl, s R) wez .
U(;l, ;2, R) 1is then the usual Coulomb potential for the charge
configuration.

The nuclear wavefunctions ¢. must satisfy the auxillary equation

(T+U) ¢, = Ejo.

where T is the kinetic energy operator of the nuclei and Ei is the
eigenvalue of 9. -

Tipping et al, rewrite the Coulomb potential as
> > . > -> > >
Uy, 7ys B) =7 (0)) + V() + VG, Ty, R

where Vl(;l) and VZ(;Z) are the isoléted molecule Born-Oppenheimer
potentials and V(o R ;2, R) is the intermolecular.potential. Using
this model, they write the spherical compenent of the‘induoed dipole
moment (ﬁv) for a fixéd nuclear configuration
I»> = o). o}
Wy (ops Tos RY = < [U 7>

The induced absorption is determined by the matrix elements

o 1,0 . I
. > .
S0} ¢i|uvlwe2 ¢¢> » which reduce to <¢1Iuv|¢f
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This last’ ekxpression is the Same as (ﬁ%f)'if We'heglect‘
insignificant Born-Oppenheimer effects.

Next they expand ui in terms of spherical harmonics as follows

3
/2 ) ,
W= m 7y 8,05 rr R)
V3 AL AL A
172
)} . C(AlAZA; v-0-8,8) C(AAL; v—%>u)
G,

Y oeampyia g Vi (3.6)
1 2

Here the C's are Clebsch-Gordon coefficients and the A's are unknown

functions.- (Al, XQ and A) are angular momentum eigenvalues (like jl’ j2

and j), (o, B, V) are the projections of (Al, AQ and A) (like m m, and m)

and A = (-A, =X + 1... 0... A) are spherical components of the functions

A.

Tipping and Poll make the following assumptions to construct

the ¢i's
. . . > >
(1) replace the internuclear distances in V(rl, g5 R)

e e > -
by their equilibrium values Pios Do

P > >
i.e, V(rl,PQ,R) = V(rlerzeR?. | |
(2) in the resulting potential V, consider only the

isotropic part. i.e. Use only V(;l R) = V(R).

._)-
e Toe’
As a result of these approximations, the nuclear and translational

motions separate.

b. =Y Y X, (r;) X (r,) F (R) Y (3.7)
i Jlm1 sz2 ViJl 1 v*QJ2 2 nlL M .
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The functions X are the unperturbed Born-Oppenheimer vibrational

wave functions and F . (R) describes the relative motions of the centers

nlL
of mass.  Combining (3.6) and (3.7) yields the quantity (uif). Thus

the contribution of the interference term to the integrated intensity

per unit length per unit density can be written, alternatively to

(3.9),
= cfw) | (No) 4’ -E /kT ~E_/KT S I A
j o W= b ——— e - e ]2 (“Qif)(uv'f)v (3.8)
3heQ if " 1
int.
- Performing the sum of ml,Jni, m, and m% over the components of v
and setting J2 = JQ‘, mz' = m, yields
oI A, _ A
L(uvif)(uvif) =W+ D |, V,J,l_(zL +1)(27, + 1)
: 171171
(3.9)
ElPy g g By
s e R s
where the induced dipole strength is given by
B 5 grgr = <vlal A (100, r.r, R) |V J.> (3.9a)
Vit11t1 .

and Al(lOO; rlrzeR) has been defined by the expansion (3.6).
(3.7), (3.8) and (3.9) together given a new expression for

the integrated intensity per unit length per unit density

1672 (N )
_ O

-E. /KT ~E /KT A
o T g e T m e U DR g o

o T 2
. b J g(R) p L, ReaR
o v191vy9p



35

where g(R) = V I (2L+l.) 72 (R) P . and P . is a translational
aL 4 nL nL nL o '
Boltzmann factor with normalization % (2L+1) PnL = 1.

nL
Considering now the total number of colliding pairs
(equals (o No)), they write the total integrated absorption due to

2 . .
intracollisional interference per unit length per unit density

2

j a(:)) o = %EQ o 0)2« [o"E;/KT _ -E /KT] @ + B

int.total
o , aqu g(R) ot | RPaR, (3.10)
VllelJl o v J \iJ

Now let us exanune (u ) in the case of pure HD. In an H?
molecule, the mldpo:mt comc:Lde's w1th the center of mass, while in an
~HD molecule they do not. Figure 3 shows a pair of HD molecules inter-

acting.

Figure 3. THE HD-HD INTERACTION

? ...’......"’:
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A straightforward calculation yields

b
"

> >
1/6(r2—r1)

w
2
oy
-+
X ¥

To first approximation, then,we write

I

_ > I
W = [1+x% VR] My

2

I

(3.11)

where we have consideféd.ﬁHD to be a small .perturbation from that of Hz.

It has been shown by Tipping et al. [7] that the A2(201:rlr2R) component

of pure Hzlwill give rise to an Al(lOO:rlPQR) component in HD. They
assumed a model of the form
. - -(R-0)/6
A2(201,r1r2R) = A2(rl,r2) e
where Az(rl,rz)is the strength of the dipole at the Lennard-Jones

diameter 0, and § specifies the range of interaction. Thus, for the

purpose of differentiation, they chose

I _ -(R-0)/8 =
Wy T A2 e K/R,
2
Then [28],
ugﬂ) = [1+ (% - VR)](A2 e"CR‘O')/‘S R/R)

= A,(-1/8) e (R0)/S 2 TR R/R

+ A /R o (R-OV/bs A, o (R-0)/82 g R
= Ay (-1/R -1/) e (ROV/Eo  2p R

—(R—o)/6>-<>

+

A2 1/R e

(3.12)
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Notice however that % = x - R/R R/R contains a component that is

independent of R. To see this, take

[% - R/R1Z

x¥
N
I

X2 C082 Y

I

where vy is the angle between the two vectors x and R. But Pz(cos Y)
= 1/2 (3coszy~l) so that coszy = 1/3 + 2/3 Pz(cos Y). If we average
over all orientations for the pair of interacting molecules (i.e. over

a sphere), we're left with

2 -
. <cos Y>sphere = 1/3.
> > _ 2 ‘
. . Z>sphere' =1/3 %
or the isotropic compénent of 7 =1/3% . Using only this isotropic

component in (3.12) yields

—(R- . —(R=-G)/8§ -
UéD = [uéz + A, /3(-1/R -1/8) e (R-0)/8 2 A, 1/R e (R-0)/8 24
or uéz = uéz +A,/3 [2/R -1/8] e"(R'“)/é X (3.13)

The first term is just the broadband induced background while the
second term contributes to the intracollisional interference.

Tipping et al. have shown that the A2(201: T, R) component

gives rise to an Al(lOO; T, R) component in HD [4]. Using

(3.13), the form of Al(1005 T R) is

1%2¢
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. _ R85 > >
Al(lOO.rlPQe R) = AQ(rlPQ) 1/18(2/R =1/8) e (rzfrl).

From (3.9a) and (3.14), the dipole strength in the ground vibrational

state is

I

D 1
OJlOJl

i

<007 |A, (2003 7 R)[0J,>

1%2e

Ab initio calculations of the ground vibrational dipole
moment of HD [11, [3] indicate that the J-dependence is negligible.
Also the quantity Az(rl rze) was defined as the dipole strength at

R = ¢ for pure H Tipping Poll et al, found the following quantities

0°

for H2

A(r, v, )] = .65 x 1072 p
271 T2e

and §/o = 11 .

To find the pressure dependence of the intracollisional
interference, they expressed the integrated absorption per unit

length per unit density in this form

o dw = (1 + ap). dw

o(w) _ aA(w)
W

A
where j 9L—Sgl-dw is the allowed integrated absorption

A .
and { g——(%9—)—-(510) dw is the integrated absorption due to the

interference at a density p.

(3.1%)

N | Reoys
<003 || @8 |8, (e v, )] 00,> 1/18 (2/R ~1/8) & F0)/¢

(3.15)

(3.16a)

(3.16b)

(3.17)
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Combining (3.10) (3.15), and (3.17) gives

A 2
a (w) 8m 2 -E. /KT -E_/KT, A
(ap) = 5 p(N )7 (J+1) [e 1 -e '] p .
I w 3heQ o VllelJl
® 2 I ,
Y J g(R) R Py g g dR

o 1"1171

A
Using (2.1) for gLégg-dw , they expressed the intracollisional

interference parameter "a' as

s No © I 2
a = g gR) P, 5 1y (R RT dR (3.18)
1°111

Tipping et al. assumed a lLennard-Jones potential with € = 37 K
‘and 0 = 2,928 & to calculate g(R). Using the theoretical value of
Wolniewicz [1] of lpéJOJ'I = 8.4 x 1077 D, they calculated

la] = 5.4 x 1073 Anagat_l,



CHAPTER 4

THE EXPERIMENT

The experiments were carried out at 1 cm_l resolution on a
modified Michelson interferometer manufactured by the Nicolet Instrument
Corporation (see Fig. 4) [29].

A black-body source (S1) emits a broad band spectrum including
a small flux of far infra-red radiation. The emitted radiation hits
a beamsplitter (BSl) and forms two perpendicular beams. The first
strikes mirror (M2) and returns to the beamsplittef. Here part of
the beam passes through towards mirror (M5) and the other is reflected
back to the source. The second beam strikes the moving mirror
assembly and is reflected back along its incident path to the béanh
splitter. Again some light is directed towards mirror (M5) and the
remainder back to the source. The two beams travelling towards mirror
(M5) interfere with each other.

After the "interference beam" is reflected by mirrors (M6)
and (M7);1tis focused onto the entrance window of the sample cell
by mirror (M8). It passes through the gas cell, exciting the molecules
and thereby further modulating the beam. The beam leaves the exit
window of the gas cell -and is focused by mirrors (M9) and (MLO) into
a detector (D1). The detector responds to the beam and sends a
time-averaged modified interference pattern (known as an inter-
ferogram) to the computer.

Under appropriate commands from the operator, the computer

then performs a fast-Fourier transform on the inerferogram to calculate

- 4o -



FIGURE 4 THE APPARATUS
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S1 = IR source ML - Spherical mirror 3.5" E.F.L.
S2 - White light source M2 - Fixed flat mirror
L1 - Allignment laser M3 - Fixed flat mirror i
12 - laser signal source M4 - Fixed flat mirror
BS1 - IR beajnsplitter M5 h-position flat mirror
BS2 - White light beamsplitter M6 - Flat mirror
BS3 - laser beamsplitter M7 - Spherical mirror 9.0" E.F.L.
Dl - IR detector M8 - Flat mirror
D2 - White light detector MS - Spherical mirror 9.0" E.F.L.
D3 - Laser detection MO - Spherical mirror 3.5" E.F.L.
Cl - Cell M1l - Flat mirror
Wl - Window (5.0 mm thick)
W2 - Window (5.0 mm thick)
W3 - Polyetheylene sheet (1.0 mm thick )
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the transmittance spectrum. By comparing two transmittance spectra—
one with the sample gas in the cell and one without—the absorption
spectrum of the sample gas can be determined.

The laser and white light systems that parallel the infra-
red interferometer act to coordinate the motion of the moving mirror
assenbly and the '"channel advance" in the computer memory.

The laser beam passes through beamsplitter (BS3), strikes
mirror (M3) and the moving mirror assembly. The two beams return to
the beamsplitter (BS3) where part of each is directed towards the
detector (D3). They interfere with each other in the same. fashion
as the IR beams db. Because the laser light is essentially mono-
chromatic, the interference pattern is a sine wave. When the
‘detector (D3) records a pre—détermihed number of zero—erossingé (as
set by the operator), a signal is sent to the computer advancing
its memory to the next channel.

White light contains many frequencies so its interference
pattern has one very large maxima. After passing througﬁ beam-
splitter (BS2), hitting the appropriate mirrors (Mi and the moving
mirror assembly) ahd passing through the beamsplitter again, the white
light interference beam strikes detector (D2). This spike triggers
the sampling mechanism i.e. it starts the data acquisition for
each pass of the moving mirror. Thus the white light system controls
the taking of data and the laser system controls the storage of

that data.
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To get an accurate low-noise spectrum, over a given
frequency interval,all components in the system must optimized
for transmittance. Several different sources, beamsplitters and
detectors are available from the manufacturer of the interferometer
and their characteristics are given in Figs. 5, 6 and 7.
As we were primarily interested in the 50 - 500 cm—l
frequency interval, we chose the globar as our source. Tt was
1: ::-. connected to a regulated power supply with an output of 5 amps at
o 25 volté.Thedetector output signal was relatively insensitive to
small changes in the supply settings.
The beamsplitter chosen was a 6.25 micron mylar film,equally
stressed across a metal ring. Although the literature provided to
us by Nicolef indicated that the 12.5 micron beamsplitter would
be better suited to the regionvunder 200 cnfl we didn't find this
to be the case. As the 6.25 micron beamsplitter transmitted over
a sufficient region to see the R(1) through R(3) lines of HD with
some degree of confidence, we decided to use it exclusively.
The detector used was a TGS-(PE) as it 6perated-over a wide
frequency range with no need for specific operating conditions.
(i.e. low temperatures) |
The gas cellused was similar in design to that éuggested by
Horne and Birnmbaum [30] (see Fig.A8). It was a 1.00 meter long:stainless
steel tube with an inner diameter of 1.3 cm and an outer diameter
of 1.9 cm. End pieces of stainless steel (6.3 cm outer diameter)

were welded onto the tube to act as supports to which windows
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FIGURE 8 HIGH PRESSURE SAMPLE CELL

A - gas cell flange, sfainless steel 6.3 cm diameter
B - external retainer ring for polyetheylene seal
- C - high density polyethylene window 5.0 mm thick
D - 1light pipe flange '

E - Dbolt, 6 equally spaced bolts are used

F - weld between cell and flange

by
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could be attached.

A high density polyethylene disk (of variable thickness),(C)
was compressed between the two flanges (A and D). Six bolts (E)
tightly clamped the two flanges together. Five concentric grooves
(about 0.5 mm in depth) cut into eacﬁ flange ailowed the stressed
polyethylene disks to flow, thereby creating their own O-rings.

A retaining ring (B) constrained the flow to tﬁe grooves.

The inside of the cell was polished with steel wool to
create 1ts own light pipe. Sevefal short pieces of gold—plated.
glass tubing (1.0 cm in diameter) were butted togéther inside the
cell to form an auxilliary light pipe. The detector signal was
enhanced by only a few percent by this pipe and its net effect was
deemed negligible. Thus in the experiments carried out, only the
polished cell was used as a waveguide.

The transmittance of polyethylene in the 50 - 500 cmf;
region is almost uniform but drops significantly.with thickness.
With both windows(SpO mn thick) in place, the signal at the detector
was only about 15% of that with no windows on the cell. Thinner
windows could have been used but in the interests of safety when
working with high tressure gases, we chose not to.

Pressure tests with nitrogen indicated that the cell was
leak free at 1500 p.s.i. for a period of 24 hours and for several

days at lower pressures. It was also tested under vacuum and held

for several days.
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Welded near one end of the cell was a male high pressure
connection from Aminco. This was attached to a Four opening female
connector, to which an inlet valve, an outlet valve and a preésure
gauge were connected. The inlet valve went directly to the sample
bottle while the outlet valve was at%ached to a vent line. The
vent line ran outdoors to eliminate the escape of flammable gas into
the room. The pressure gauges used were: 0—3000 p.s.1. made by
Maxisafe and 0-85 p.s.i. made by Matheson. Both gauges were
calibrated by personnel of tﬁe Dept. of Mechanical Engineering at
the University of Manitoba.

As a precaution against HD leaking out of the cell and back
into the main interférometer, a 1.0 mm thick sheet of polyethylene
was fastened over the opening in the interferometer housing (between
mirros M6 and M7). The signal intensity was reduced by 10% with
the sheet in place. |

As the infra-red spectrum of water has many features in our
region of interest, special precautions had to be taken to eliminate
water from the system. Aluminum covers were constructed to house
the pre-cell optics (mirrors M8 and M7) and the detection opticé
(mirrors M3, MIO and the detector D1). All connections were sealed
with tape and a sealing compound to make them as airtight as possible.
Liquid nitrogen was boiled into both housings and the main inter- '

- ferometer to purge the system of water vapor. After 24 hours of
continuous purging, the water level reached its minimum level and

the experiment could be run.. Continued purging was required though,
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to maintain that minimum level.

The HD sample gas was obtained from Merck, Sharpe and Dhome
Canada Limited in Montreal. Although it was reputed to be research
grade, it was found to contain enough water to completely mask our
results. To remove the water, we submersed the entire 50 & cylinder
in a'liquid nitrogen cold trap. After the cylinder's temperature
was reduced sufficiently and the water in the sample had frozen,
the dry sample could be released slowly into the system.

To provide a baékground absorption spectrum, the cell was
evacuated through the outlet valve. A roughing pump capable to
creating a 10 micron vacuum was used for this purpose and after
several minutes of pumping, the minimum pressure was reached. Closing
off the outlet valve maintained the vacuum.

Preliminary experimenté were carrigd out using N2 and H2
to tést the equipment. Neither of these gases exhibit allowed
rotational features, but at sufficiently high pressures (> 20
atmospheres) collision-induced rotational specfra are observed.

These broad band spectra lie in the 100 - 706 cmfl'region. Reproduction
of the results of Kiss et al, [31] and Harries [32] demonstrated the
systems reliability.

The HD experiments were run continuously for several days
on two separate occasions. The system was purged for two days before
and continuously during the runs. For run "B", the cell was evacuated
for approximately one hour prior to the taking of data. A background

run was completed using 4000 scans to find the transmittance spectrum of
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the system.

Immediately after gathering the background data, a small
amount (<5 atmospheres) of HD was admitted into the high preSSure
cell through a liquid nitrogen trap. A short run (=~ 500 séans)
confirmed that the trap had frozen the water out of the HD. At
this point the cell was charged to maximum bottle pressure, again
through the liquid nitrogen. |

The sample data was gathered over the next several days.
After 4000 scans (= 6 hours of acquisition time) a small amount of
HD was vented, thereby reducing the pressure in tﬁe cell. This
process was repeated eleven times.between the pressures of 32 éhd 4
atmospheres. Finally the cell was evacuated for approxinatély 1 hour
before doing a second background ruh., Comparison of the first and
second background runs indicated that the system had remained stable
throughout the 4 days of use.

For run "A", carried out four months later, the same general
procedure was followed. The pressures used on this occasioﬁ ranged
between 5 and 65 atmospheres, involving 10 separate runs. bAgain
the entire set of experiments were carried out over a four-day
period.

In each case the experimental parameters were set as follows:

NSS = 4000
VEL = 15
GAN = 16
NDP = 2000

NTP = 8000
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NPD = 60
NPT = 256
SSP = 16
FSZ = 22,000
LIPS = 3
HPS = 0
SGH = 1
SGL = 1
PHZ = PH

AFN = HG
BDL = 30

COR = NO

Resolution = 2 x Bandwidth/NDP = 1 cm +

NSS ~ determines the number of scans that the computer averages to

(—‘_AT‘»

T

get the final interferogram. Because the signal-to-noise

ratio (S/N) is proportional to the square root of the number
of scans, we chose NSS = 4000 as a compromise between statistical
noise and experiment duration.

sets the moving mirror velocity during the scan. In general,
the slower the mirror velocity, the higher the resolution.
Again we chose VEL = 15 (actual velocity = 0.160 cm/s [ from
Nicolet manual [29]]) as a trade-off between resolution

and experiment duration.

refers to the instruments real gain before filtering. We

chose GAN = 16 so as to observe the interferogram‘on individual

sScans.



NDP

NTP

NFD

NPT

sz

LPS

53

determines the nurber of data points in the interferogram to
be digitized. We chose NDP = 2000 to ensure accurate
transforms without wasting computer time.

sets the number of Fourier transform points. All points not
included by NDP are set to zero (up to the value of NTP)

so as to better approximate an infinite interferogram. We

set NIP = 8000.

specifies the number-of points around the zero path difference

to be used in constructing a smooth phase array. This parameter

-was set by Nicolet for optimum results in the far-IR [297.

specifies the number of points used in transforming the
interferogram for phase correction. This too was set at

its optimum value by the manufacturer.

determines the number of laser signal zero-crossings between
each sampling point. At SSP = 16, the effective bandwidth
is 1000 cm 7.

is the file size. . It was set at 22000 to ensure ample memory

space for all calculations.

and HPS respectively determine the low and high pass filter

roll-off frequencies to optimize S/N. These were set

according to the manufacturer's literature.

SGL - determines the relative gain of the first 4352 data points

while SGH determines the relative gain of the remaining
points. Together they enhance the dynamic range of the inter-
ferogram by preventing ADC overflow. Both were set at 1 on

recommendation by the manufacturer.
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BDL - is the delay time between beam disruption and start of data

acquisition. BDL = 30 refers to a start up delay time of

30 seconds after mirror adjustments etc.

COR

1

scan. Only when the individual interferograms are very

NO was used because the interferogram was visible on each

noisy or indistinct is it suggested that the computer compare

the last interferogram to the time éveraged results of

the previous interferograms. In this way "poor" data could

be disregarded.

APN - determines the apodization function to be applied to the data

before transformation. To achieve a reasonable compromise

between lineshape and resolution, we chose the Happ-Genzel

function:

0.54 + 0.46 cos 7/2 [h,~z/NDP-z]

where hi is the displacement of the i'th data point from

the start of scan, z is the zero path difference peak and

NDP is the total number of data points.
PHZ - determines the phase correction algorithm to be used.

at PH, the computer calculates the correction based on

the real part of the transformation while the imaginary

component is discarded.

Set

Figure 9 shows a typical interferogram, time averaged over

4000 scans. Tigure 10 shows the transmittance spectrum of the equipment.

The sharp '"valleys'" in the spectrum correspond to water lines.

These,



FIGURE 9

This is a typical interferogram averaged over 4000

scans, taken with low pressure HD in the sample cell.
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FIGURE 9.

THE INTERFEROGRAM
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FIGURE 10

The transmission curve of the system with no HD
in the cell is given. The sharp absorption lines
are due to water. The ordinant is in arbitrary

units.



FIGURE 10

THE BACKGROUND TRANSMITTANCE SPECTRUM
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however, appeared in both the sample and background data and in
most cases ratioed out completely in the final absorbance spectra.
Figure 1la is a typical high density HD spectrum. Note
the sharp features at 178, 265 and 351 cm—l corresponding to the
R(1), R(2) and R(3) lines, shown in more detail in figures 11b-d.
Evidence for the R(0) lines near 90 cm_1 and the R(4) line near
440 cm._1 is visible but neither are sufficiently distinct to warrant
analysis. The general upward trend of the baseline towards the
right-hand-side is caused by the collision-induced rotational spectrum
of HD.
The area beneath the R(1), R(2) and R(3) lines, with the

collision-induced component subtracted off, was found for each

spectrum. These values are given in the following table (Table 2)



TIGURE 1la

The high pressure rotational specfr*um of HD is given.
The absorption peaks at 90, 178, 265, 351 and 435 cm_l,

correspond to the R(0) through R(4) lines respectively.



58

‘
.

FIGURE 1la THE HIGH PRESSURE ROTATTONAL SPECTRUM OF HD &
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FIGURE 11b

This shows the R(1) line of HD at 56.3 Amagat.

Water lines are evident by the unusual lineshape.
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FIGURE 1llc

“This shows the R(2) line of HD at 56.3 Amagat. It is
much more symmetric than the R(1) line because of the

lack of water lines in this region.
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FIGURE 11d

This shows the R(3) line of HD at 56.3 Amagat. The
- apparent "tail" on the high energy side is caused

by a superposition of water lines.
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TABLE 2.
RUN A:
p(Amagat)

7. 26

13. 31.

19. 23.

25, 18.

31. i3.

37. 21.

43, 19.

hg, 14,

56. 16.

60. 10.
RUN B:
4.

12.

15.

18.

21.

24,

25.

27.

28.

30.

INTEGRATED ABSORPTION VS. DENSITY

INTEGRATED INTENSITY (x 107° Amagat

R(1)

.1

5

32.8

24.7

+*

+

1+

I+

I+

I+

1+

I+

I+

1+

23,

30.9

2.

6

21.
23.
20.
17.
18.
18.
20.
16.
15.

14,

R(2)

I+

5

3

I+

I+

6

[Se]
I+

-
1+

=
I+

27.5
18.6
17.5
24.9

28.5

17.5

13.8
17.6
20.4
21.2

19.0

1.

15.

19

18.
13.
13.
13.
16.
11,
10.

10.

1

R(3)

I

4

+

+

I+

I+

i+

I+

I+

I+

I+

I+

1u,

17.

15.

17.

24,

12.

15.

1k,

12.

12,

7

cm

1.4

1.6

__.l)

62



CHAPTER 5

ANALYSIS OF DATA

From (2.22) we write

[ 1 2.303

1
%

Here I X.. dw is the area under an absorption line (on a Nicolet

plotted spectrum) p is the density in Amagat, & is the pathlength in
cm, and Cif is a constant for each line, given by the following

expression.

3
87N ’
_ o) [e—Ei/KT _ e—E

Cif T ¥if 3ncQ

/KT
£ 7] (Ji+l)

The values of Cif were calculated using T = 295° K, Ws ¢

and 351 cm * for the R(1), R(2) and R(3) lines respectively [8].

= 178, 265

for a rigid rotator, in the ground vibrational state,

the energy levels are given by

Y

EWJ) = BV(J)(J+1)

The value of BV used was b4.659 [13]. The constants Cif were found
to De in excellent agreement with previous values [8], and are
given in the following table.

TABLE 3. ANALYSIS CONSTANTS

J (cm—l) C (Debye—2 Amagatnl)
1 178 315
2 265 359
3 351 190

- 63 -
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To convert pressure measurements to Amagat density, we

used a first order virial expansion [33]
PV = RT [1 + B/V)

A value of B for HD was not available in the correct temperature region.

Instead we approximated it by the value of B for H. at 295°C.

2

Solving this equation for V gives:
V(T) = RT/P [1 + BP]

B was found to be 14.5 cm3 mole_l [32]. Denoting the volume of 1

mole of gas at 1 atwosphere at 0°C by VO, we have

= __1_ /.g;
PaMAGAT T 0T v
v

<

o
(295)

<<

Substituting the equation for V(T) into this gives us the approximate

relation used to convert pressure in atmospheres to Amagat density:

Prvacar © +927 PATMOSPHERES |

There were two main difficulties encountered in attempting

To measure the area under an HD absorption peak. It was impossible to



FIGURES 12a-c

There are plots of integrated absorption vs. density for
~the R(1), R(2) and R(3) lines of HD, run A. The straight
lines through the data were obtained by a weighted least

squares fit to the data, as justified by equation 3.17.
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FIGURE 12b

INTEGRATED ABSORPTION CO EFFICIENT
Vs,
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completely purge the equipmént of water vapor, only to reduce it
to a minimum level. Ratioing of the sample to the background did not
exactly cancel the water lines. Consequently there was a superposition
of small intensity water lines and HD lines in most cases. The 265 cm—l
line was the cleanest as it does not lie near a water line. The 178 cmfl
and 351 cmfl lines were often obscured by water and thus crude curve
fitting techniques had to be employed to calculate the integrated
absorption coefficient. |

The second and more bothersome difficulty was determining
the baseline. Although each run encompassed several thousand scans to
maximize the signél—to—noise ratio, the baseline on the low pressure

runs was somewhat difficult to locate. Consequently, an error estimate

to 10% was used in finding the baseline.

For each absorption line (R(1), R(2), R(3)) we calculated
the dipole strength over a pressure range of ~5 -~ 60 Amagat.
These results were plotted on integrated intensity vs. density
graphs and are given in figures 12a-c. With equation (3.17) as
justification, we used a weighted least squares fit [24] of the data
to straight lines. The relative weighting of the points was determined
by the error bars associated with each point. We extrapolated these
graphs back to "zero density" to yield a value of [uoi, the permanent
dipole moment of HD in the ground vibrational state. From the slope
of the line and the intercept we calculated the intracollisional inter-
ference parameter "a". (see Table 4)

A second set of data taken earlier, Run B, is given in

figures 13a-c. This data exhibits much larger scatter and as a



FIGURES 13a-c

These are plots of integrated absorption vs. density

for the R(1), R(2) and R(3) lines of HD, run B. The
straight lines were obtained by a least squares fit of

the data, as justified by equation (3.17). The large error

bars are due to increased water content in the sample gas.
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FIGURE 13b
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FIGURE 13c

RUN B, R(3)




72

consequence, much larger error bars. This is due to the increased water
content in the sample and hence even more difficulty in énalysis.

This data has not been included to further define the quantities of

”UO” and "a", but rather to demonstra?e the repyoducibility of our

results. (see Table 4)°



73

TABLE 4
EXPERIMENTAL RESULTS FOR |p0].AND

"a" AS FUNCTIONS OF J

RUN A
DATA USING WEIGHTED.LEAST SQUARES LINEAR
REGRESSTON
LINE Iuolx 107 D a x 10° Amagat—l R
R(1) 9.36 + .27 ‘ -9.50 £ .49
R(2) 8.00 = ,19 -5.50 + 1.30
R(3) 9.79 = .24 ' -6.90 + 1.14
RUN B  USING BEST FIT LEAST SQUARES LINEAR
REGRESSION
DATA o :
i -3 -
IL%JX 10 ' D ~ax 10 Amagat 1
R(1) 9.86 -9.40
R(2) 8.22 -7.98

R(3) 9.83 ~© -10.68



CHAPTER 6

DISCUSSION

The three lines analysed all exhibited a negative slope with
relatively consistent intercepts. Although ab initio calculations
[1], [3] indicate a very slight J-dependence for M, We noticed a
‘pronounced variation of Hy with J. This could be attributable to
water uncompensated for in the R(1) and R(3) lines but the consistency
of the two data sets A and B tends to indicate otherwise.

Similarly the value of "a" is somewhat J-dependent according
to our results. Tipping and Poll neglected the effects of rotational
level mixing by anisotropic intermolecular forces in their calculations.
This effect would be most pronounced at the lower energy (and thus
J) levels and might be expected to alter their value for R(0) and R(l);
It would be less effective at higher energy (J) levels. Thus the
theory is more applicable to the R(2), R(3) and higher lines. The
fact that our measured value of |a| for R(2) and R(3) lies very
close to their calculated value of ]a] and that our value for R(1)
is larger than their predicted value lends credibility to their
theory.

If the data is extrapolated to a density of 100 Amagat, the
- dipole moments for each of the R(1), R(2) and R(3) lines would be
between 5.0 and 6.0 x 10"LL D. As these are the values obtained by
Trefler and Gush, it is obvious that the difference between theoretical

values and their values for the dipole moment is attributable to

— 7l -
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intracollisional interference.

- Because the slopes of the integrated absorption vs.. density
graphs are negative, the signs of the allowed and induced monents
are opposite. Adlcpting the con,ven'tion' of X'Joinievlicz and-éssigrﬁng
a negative sign to the allowed ground vibrational dipole mbmén't
we therefore assign a positive 31gn to the :mduced dlpole mommt-
This is agreement with measurements by McKellar [9] on ﬂqe fundamental
band. |

Ancther observed effect was the i.'Fano—line'sAhaipé" [35] at
mid-densities. (ses Figure 14)  This skewness was only appéfen't on

~the R(2) line at densities between 20 and 40 Amaga‘t,."qui‘té possibly -
becauSe these lines were the most wa’ter—flfee. _ .

This lineshape was predicted by Tipping and Poll because the -
'profiles of the ,pe‘:mane'nt'dipole {em and the intracollisional’ inter-
ference term 'are dif;ererrt. The permant dipole rmoment gives rise
to the usual Lorentzian lmeshape whlle the mterfe:mnce ‘term ylelds

an anomalous dispersion profile. The sum of these is then a Fano- lineshape.

LORENTZIAN ANOMATLOUS ' - FANO D

DISPERSION
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From [26] the total absorption

coefficient per unit wavelength per unit density 1is

N
- A 2
j“;“) dw = 2 P(»J) (J+1) (pJ_J,)

3he
. 11.-' "
[ JJ —— [1 + 20N A'T]
% JJ,) +(w ~W1 J) :
U (-t oy )
+ JJ‘ (DN AY ,I)]
¢ Y24 (0, 112 3
% gt JJ’

P(J) - is a Boltzmann function satisfying ¥ (2J + 1) P(J) =
: 3 _

Typr - s the full width at half maximun

Wigr ~ 1s the peak frequency
A" and A' - are the fitting parameters

and T = Y J pJJ,(R) g(R) R? &R as defined by eqn. 3.10.

The presence of the Fano—llneshape m'our_absor*ptién spectra
lends credibility to the theory of intracollisional interference.
If the two sets of data for the R(2) ‘liﬁe are combined |
(see Figure 15), then a distinct oscillation in the integr*atea in‘tensity
vs. density graph is observed. This trend may be accounted for by
the error bars in each run and as there has beén ho theoretical 'basis
for this phenomenon presented as yet, ‘;Je assumed vthe oscillations
to be random fluctuations about the linear relationship. Any oscillations

in the R(1) or R(3) lines are masked by the scatter in the data.
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FIGURE 15

This is a plot of the combined (RUN A + RUN B) R(2)
integrated absorption vs. density. The oscillation
in the data may be of theoretical importance or simply

random fluctuations as we have assumed.
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CHAPTER 7
CONCLUSIONS

A comparison between the transition moments calculated by
Wolniewicz [1], Ford and Browne [3],and found experimentally

by Gush [8] and the present work is given in the following table.

TABLE 5. THE PERMANENT DIPOLE MOMENT OF HD (in 10~ D)

WOLNIEWICZ TORD & BROWNE IGUSH+| | PRESENT WORK'
R(0) ~8.36 -8.31 5.42 - -
R(1) -8.38 © -8.30 '5.52 9.4 = .3
R(2) -8.39 -8.28 6.18 8.0 % .2
R(3) -8.41 -8.26 6.141 9.8 = .

The ground vibrational permanent dipole moment appears to be
J-dependent and ranges from -8.0 * .2 to -9.8 + .U x ZLONL‘L D. The
errors quoted are those given by a least squares fit of the data
tc a straight line, where the weighting of each point is relative
to the magnitude of the error bar assoéiated with it. These values
are in excellent agreement with ab initio calculations [1], [ 3], [u]
which indicate a value of  approximately -8.4 x ZLO”LL D.

The intracollisional interference parameter "a" was found to

be J-dependent, ranging from -5.5 * 1.3 to -9.6 * .5 x 10—3 Amagat—l.

i experimental results
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These results are consistent with the expectation value
of lal = 5.4 x 107° Amagat—l, as predicted by [1]. The negative
sign associate with "a" indicates that the sign of the induced
moment 1is opposite to that of the permanent dipole moment, i.e.
uo > 0.

Further experimentation is in progress to clarify the other
observed effects. Mixtures of HD with heavy, inert, perturbing
gases (i.e. Krypton and Xenon) would allow us to alter the induced
moment, keeping the permanent moment the same. This would change
the value of the intracollisional interference parameter, thereby
enabling us to further test the theory of intracollisional interference
already observed in the fundamental band by McKellar [9]7.

Low temperatures would change the stimulated emission term

- - T .
“i/KT - e Ei/Kl) in equation (2.1). This would allow us to

(e
calculate the permanent dipole moment of HD under different conditions
to check the validity of our results. Also these experiments would
allow us to cbserve the evolution of the Fano-lineshape.

The oscillations which may be present. in the combined R(2)
data (Figure 15) could be confirmed by using a finer mesh of
densities with more attention paid to eliminating water vapor from

the system.

Low density experiments may enable us to reconcile with
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theory the apparent J-dependence of the ground vibrational permanent

dipole moment of HD. i.e at low densities, the relationship between

Jai?) dw and p may become strongly non-linear, with the intercepts of
all lines (R(1), R(2) and R(3))being equal. This possibility is
po

being studied at present [28] although we are unaware of any definitive

results as yet.
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