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Abstract

Abstract

The call for clean energy has driven the power system to become increasingly dominated by

renewable energy sources (RESs). This has led to a reduced proportion of power contribu-

tions by conventional synchronous generators. As a result, the grid is becoming more prone to

frequency excursions from fluctuations between the electrical generation and demand due to

the decreasing system inertia. RESs are interfaced to the grid by power electronic converters,

such as the modular multilevel converter (MMC). The MMC has an inherent energy storage

that can be dynamically controlled. This capability has been used to compensate power

imbalances and effectively reduce the magnitude of the consequent frequency excursions.

The research in this thesis investigates how different system parameters and operating

conditions impact the ability of such energy-based frequency support control to improve

the frequency response, through detailed electromagnetic transients (EMT) simulations in

PSCAD/EMTDC. One important factor is the response speed of the MMC. A model is

proposed to simulate the dynamics of the DC voltages and currents in the MMC, from which

a closed-form equation is derived to approximate its settling time. The model is validated

by EMT simulations and used to investigate how varying system parameters and operating

conditions impact the MMC response speed. It may be used as a design tool in determining

operating and sizing requirements for the MMC with frequency support capability.
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Chapter 1

Introduction

1.1 Background

An equilibrium between electrical energy generation and demand in power systems is not

always attained. Limits of the available generation profiles, dynamics of the demand, and

contingencies are among factors that disturb the power balance. When such power imbalances

occur, the system frequency deviates from its nominal value. Proper countermeasures must,

therefore, be set in place to regulate the frequency and prevent instability.

In conventional AC power systems dominated by synchronous generators (SGs), the

inertia of the large rotating masses help maintain the frequency near its nominal value

(e.g., 60 Hz in North America). The kinetic energy of the rotating masses is autonomously

changed according to the frequency deviation as per the swing equation, and helps to restore

the power balance [1]. In other words, the inertial nature of the rotating shaft serves as a

reservoir of energy that can help maintain the system frequency when imbalances between

the generation and load occur. This is referred to as primary frequency control and helps
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1.1 Background

to prevent significant frequency deviations. Secondary frequency control is triggered after

to help restore the power balance. Then, tertiary frequency control is executed by system

operators to change the states of the generating units accordingly [2].

In response to the call for clean energy, the demand for renewable energy sources (RESs)

has been on the rise [3,4]. Consequently, the proportion of generation from RESs to generation

from SGs is increasing, and will continue to do so. With RESs typically located far from where

the energy is used, low-loss power transfer over long distances is essential. This is one of the

main reasons why high-voltage direct current (HVDC) transmission systems are being used

to connect RESs to the AC grid [5–7]. HVDC transmission is generally categorized by two

converter types, namely line-commutated converters (LCCs) and voltage-sourced converters

(VSCs) [8, 9]. Both converters have been studied extensively in literature, and it has been

concluded that the VSC alternative is more suitable for HVDC applications because of its

superior power control, better harmonic performance, and efficiency [10,11].

The concept of multilevel VSCs eventually brought forth the modular multilevel converter

(MMC) topologies. The MMC can be seen as a multilevel VSC and is built upon a number

of series-connected submodules (SMs) [12, 13]. Its high modularity and ease of scalability,

along with its efficiency and improved harmonic performance over conventional VSCs have

demonstrated its potential [14–17]. In recent years, the MMC has become a top candidate

for HVDC applications [6, 18–21].

It is important to note that the RESs generally produce DC power or AC power that

is unsuitable for direct connection to an AC system, and are, therefore, connected to the

AC grid via static power electronic converters [3, 22, 23]. As a result of this inverter-based

interface, the rotating masses that the power system conventionally relies on to dampen

the frequency excursions is not present. As illustrated in Fig. 1.1, the converter acts as
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1.2 Problem Definition

an interface between the DC RESs and the AC grid. This may include connections with

transmission lines (represented by the short-line model for simplicity) on both sides, and a

DC-link capacitor on the converter’s DC-side to help maintain the DC-side voltage.

RESs Converter AC Grid

///

Fig. 1.1: Converter as interface between DC RESs and AC grid.

With the converter not inherently possessing inertia, the overall inertia of the power

system will consequently decrease and become more prone to instability. Studies in [24], for

example, have already shown the trend of the decreasing inertia in the Eastern Interconnec-

tion in North America. This concern must be addressed in order to ensure that the power

system complies with the grid standards and codes [25, 26], and continues to operate with

adequate security margins.

1.2 Problem Definition

The SGs have been conventionally relied on to mitigate the frequency excursions that occur

due to perturbations in the power system. This is because of their inherently large inertia.

However, as RESs take up a higher proportion in generation portfolios, the system inertia

decreases and the inherent frequency damping may no longer be sufficient. The decommis-

sioning of SGs as renewables are brought into service accelerates the erosion of system inertia.

The frequency excursions must be mitigated by an alternative means.

A general solution is to augment the control functions of an MMC to include the addi-

tional role of supporting the system frequency, since it already acts as the interface between
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1.3 Research Objectives

the RESs and the AC grid. This consideration is possible because of the MMC’s inherent

capability to supply and absorb energy. The use of MMCs for frequency support in HVDC

systems has taken on several approaches, but the common trait among them is that the

converter’s control schemes are implemented to achieve this additional capability. In other

words, the MMC does not inherently possess a large inertia like SGs, but its energy con-

trol schemes can be used to achieve the same effect, albeit with limitations and differences.

However, the implementation details such as controller parameters are dependent on the

system. For example, some systems may be inherently more resilient against frequency ex-

cursions than other systems, and would, therefore, have different controller requirements.

Some contributing factors may be governed by the sizing of the components of the MMC.

Furthermore, as system penetration levels continue to increase, the controller functionalities

may be compromised and there may also be implications on the sizing requirements. It is

therefore necessary to investigate these relationships and evaluate the trade-offs.

1.3 Research Objectives

The main objectives of this research and methodologies adopted to address them are de-

scribed as follows:

• Implementation of an energy-based control frequency support scheme in an MMC sys-

tem. This will be done by augmenting the conventional control system of an MMC

with provisions to allow short-term energy transactions with the SM capacitors.

• Investigation and analysis of the effectiveness of MMC energy control in mitigating

frequency excursions. The impact of energy control on the frequency nadir and the

duration of the arresting period will be quantitatively evaluated under different system

- 4 -



1.4 Thesis Organization

conditions in a series of parametric studies through detailed electromagnetic transients

(EMT) simulations (in PSCAD/EMTDC).

• Development of an explicit mathematical model for component sizing of the MMC un-

der different system and operating conditions. The model will be derived based on

the fundamental differential equations of MMC operation and simplified into a 2 × 2

state-space form representing its DC dynamics. From this, a closed-form equation that

provides an estimate of its settling time will be obtained.

• Implementation of the model as a custom component in PSCAD/EMTDC and its val-

idation against detailed simulations, including the integration of conventional MMC

control schemes. The model equations will be written as a black box program and

interfaced with control systems developed in PSCAD/EMTDC. Once the simulation

parameters are provided, the voltage and current output waveforms will be compared

against those from PSCAD/EMTDC.

• Investigation and analysis of MMC response speed under different component sizes and

operating points. Parametric studies will be conducted both using the model and in

PSCAD/EMTDC with varying parameters, and the impacts on the response speed will

be quantitatively compared and evaluated.

1.4 Thesis Organization

The remainder of this thesis is divided into four chapters as described below:

• Chapter 2: The operation, conventional and frequency support control schemes, as

well as sizing methods for MMCs found in literature are reviewed.
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• Chapter 3: The energy control scheme is developed and implemented. A parametric

study is conducted to investigate the impact of different system parameters on the

effectiveness of energy control in mitigating frequency excursions.

• Chapter 4: The closed-form equations of the mathematical model are developed and

validated. A parametric study is conducted to investigate the impact of different system

parameters on MMC operating with consideration of energy control requirements.

• Chapter 5: The contributions and conclusions of this thesis are summarized, and

recommendations for future work are discussed.
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Chapter 2

Literature Review

The material reviewed in this chapter lays the foundations for the research presented in

the consequent chapters of this thesis. Fundamentals of MMC operation are first discussed,

including conventional control systems. It is followed up by newer control schemes designed

for frequency support. Capacitor sizing of the MMCs is also included.

2.1 MMC Fundamentals

2.1.1 Topology

The conventional three-phase MMC topology [18] is shown in Fig. 2.1 . As indicated, each

phase (leg) consists of an upper and a lower arm. Each arm consists of N submodules (SMs)

connected in series. These SMs are what enable the high modularity and scalability of the

MMC. For example, higher power and voltage ratings can be achieved with the inclusion of

more SMs, without any changes in the MMC topology or altering the individual SM ratings.

The arm inductors are included to absorb any voltage mismatch in the DC loop of each
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2.1 MMC Fundamentals

SM

SM

SM

iupa

Larm

Rarm

ilowa

Larm

Rarm

SM

SM

SM

SM

SM

SM

Larm

Rarm

Larm

Rarm

SM

SM

SM

SM

SM

SM

Larm

Rarm

Larm

Rarm

SM

SM

SM

iAC
a

phase a out
phase b out
phase c out

−

+
VDC

2

−

+
VDC

2

−

+

vupa

upper arm

lower arm

phase leg

Fig. 2.1: Conventional three-phase MMC topology.

arm according to Kirchhoff’s Voltage Law (KVL). They also have the additional benefit of

suppressing higher order harmonics in the arm currents. An arm resistance is included to

represent the switching and conduction losses within each arm.

The SMs in each arm are switched in or out according to a generated switching signal.

Ideally, there are N SMs inserted and N SMs bypassed in each phase at each time instant
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2.1 MMC Fundamentals

to satisfy KVL. This is assuming that the voltage of each SM is maintained at its nominal

voltage given by

Vsm,nom =
VDC

N
, (2.1)

where VDC is the DC-link voltage, typically from an external DC source. This property

enables the MMC to operate as an (N + 1)-level VSC. Further operating capabilities and

details of the MMC depend on its SM topology/topologies and switching signals.

2.1.1.1 Submodules

The SM topology is a primary determinant of the MMC’s operating capabilities. Various SM

topologies have been investigated in the interest of expanding the MMC capabilities, such as

the inclusion of more voltage levels for each SM, DC-side fault blocking, and the reduction of

power losses. The most common SM topologies [18] are the half-bridge (HB) and full-bridge

(FB) SMs, which are shown in Fig. 2.2.

Csm

−

+

Vsm
−

+

Vc

S1

S2

(a) Half-bridge submodule.

Csm

−

+

Vsm

−

+

Vc

S1

S2

S3

S4

(b) Full-bridge submodule.

Fig. 2.2: Conventional submodule topologies.

The FB SM is advantageous over the HB SM in aspects including its ability to output a

negative voltage and DC-side fault blocking capability. However, as the FB SM also comes

- 9 -



2.1 MMC Fundamentals

at the additional cost of size and switching and conduction losses, the HB SM has been the

more common of the two. This thesis will, therefore, consider the HB SM implementation of

the conventional MMC.

During normal operation, the HB SM has four possible states based on the states of its

two switches S1 and S2. These four states are shown in Fig. 2.3 and the corresponding switch

configurations are summarized in Table 2.1.

Csm

−

+

Vsm
−

+

Vc

S1

S2

(a) Inserted; positive current.

Csm

−

+

Vsm
−

+

Vc

S1

S2

(b) Inserted; negative current.

Csm

−

+

Vsm
−

+

Vc

S1

S2

(c) Bypassed; positive current.

Csm

−

+

Vsm
−

+

Vc

S1

S2

(d) Bypassed; negative current.

Fig. 2.3: Half-bridge submodule states.

When the HB SM is bypassed, it has no contribution to the arm voltage regardless of

the current direction because the capacitor is not inserted. On the other hand, when the HB

SM is inserted, it contributes a voltage of Vsm to the arm voltage. However, the capacitor
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2.1 MMC Fundamentals

Table 2.1: Half-Bridge Submodule Switch Configurations

S1 S2 Inserted/Bypassed Vsm Current Direction
OFF OFF Inserted Vc Positive
ON OFF Inserted Vc Negative
OFF ON Bypassed 0 Positive
OFF OFF Bypassed 0 Negative

voltage, and therefore Vsm, will either decrease or increase based on the current direction,

and at a rate based on the size of Csm. The capacitor will be charging when the current is

positive, so the SM voltage will be increasing. Vice versa, the capacitor will be discharging

when the current is negative, so the SM voltage will be decreasing. The functionality of the

MMC depends on maintaining these SM voltages near their nominal value. At the same

time, only N SMs in each phase will be inserted at each time instant. One of the main roles

of the converter’s switching scheme is, therefore, to ensure that the SMs are inserted and

bypassed such that their voltages are maintained near their nominal value.

2.1.2 Switching Signal Generation

The switching signals need to determine (i) how many and (ii) which SMs are inserted at

each time instant. The former is determined by the modulation method, and the latter is

determined according to the balancing method. Both of these are discussed in this section.

2.1.2.1 Modulation

The most common modulation methods for MMCs are classified as pulse-width modulation

(PWM) based and nearest level control (NLC). The functionality of both types are reviewed.

- 11 -



2.1 MMC Fundamentals

2.1.2.2 Pulse-Width Modulation

PWM methods are based on continuously comparing a carrier (triangular) waveform against

a (sinusoidal) reference waveform mref(t). This technique has been conventionally used in

2-level VSCs and a sample is illustrated in Fig. 2.4. As shown, when mref(t) is larger than

t

carrier

0

-−1

-1

mref

1

0

-

t

Fig. 2.4: Basis of PWM operation.

the carrier, an output signal of 1 is generated as shown in the lower graph. On the contrary,

no signal is generated if mref(t) is less than the carrier. The output signal is consequently a

series of pulses with varying widths. These pulses dictate the configurations of the converter

switches and, therefore, its operation at each instant of time. However, this strategy only

applies to two SMs in a phase of an MMC: one SM in the upper arm and one SM in the lower

arm. An extension is necessary in order to apply this concept in multi-SM MMC operation.

The most common class of PWMmethods for MMCs is sub-classified as carrier-disposition

PWM techniques (CD-PWM) [18]. Their basis is still on a comparison of a carrier and a

reference waveform as above; however, instead of only having one carrier, there are N carriers

in order to be able to account for all the N SMs in the MMC. Variations between these N

carriers breaks CD-PWM into further subsets, but they will not be discussed in detail here.

PWM methods are typically used when there is a small number of SMs. This is mainly
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2.1 MMC Fundamentals

because the switching occurs at a high frequency, so the associated losses become significant

especially as the number of SMs increases. For an MMC with many SMs, a lower frequency

modulation method is preferred.

2.1.2.3 Nearest Level Control

NLC is based on discretizing the reference waveform into levels that are integer multiples

of the individual nominal SM voltage (Vsm,nom). Under normal operating conditions, each

phase of the MMC is only able to provide an output that is a multiple of the SM voltage.

This is due to the nature of its series-connected and balanced SMs. The discretization of

the reference waveform, therefore, reflects the MMC output vout more meaningfully. An

example of discretizing an mref(t) to vout is illustrated in Fig. 2.5. Note that all values are

per-unitized with respect to half of the DC-link voltage, VDC

2
. At each time instant, mref(t)

t
vout

0

-−1

-1

mref

Fig. 2.5: Basis of NLC operation.

is rounded to the nearest available level. It is noted that not all of the possible levels may

be used depending on mref(t). In practice, there are reference waveforms for the upper and

lower arms separately and the per-unitized representation explicitly determines the number

of SMs that will be inserted in each arm at each instant in time. As shown, the resolution is

Vsm,nom and as per (2.1), there are N + 1 possible levels for a range of 0 to VDC

2
.
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2.1 MMC Fundamentals

The resolution is evidently dependent on N . A coarse resolution means that the dis-

cretization does not closely resemble the reference waveform, introducing significant low

order harmonics, which may not be easily filtered out. NLC is therefore more practical when

there are a large number of SMs. Further, its low frequency switching behaviour helps to

minimize the switching losses. This is the method that will be used in this thesis.

2.1.2.4 Sorting and Balancing

The MMC functionality as described so far requires the SM voltages to be balanced and

maintained close to their nominal values. When the SM is bypassed, it will not experience

any voltage changes. However, when a SM is inserted, the capacitor voltage will charge or

discharge depending on the current direction. This will deviate the SM voltage. Taking note

that the arm currents are AC and will therefore be positive or negative at different time

instances, it is possible to keep the SM voltages balanced.

When the current direction is positive, inserted SM capacitors will be charged. Only N of

the 2N SMs in each phase are inserted at each time instant. Therefore the SMs with the lowest

capacitor voltages must be inserted in order to minimize the imbalance [27]. On the other

hand, when the current direction is negative, inserted SM capacitors will discharge. Therefore

the highest capacitor voltages should be inserted. In order to determine the highest/lowest

capacitor voltages, all the SM voltages must be measured and then sorted using a sorting

algorithm. Efficient sorting algorithms would be necessary in order to not compromise the

speed, especially with more SMs.

A simple sort and balance scheme has been shown to be able to keep the SM voltages

well-balanced. This is the method that is used in this thesis. Further balancing schemes

are not discussed further. The main point is that the SM voltages are maintained balanced
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2.2 Conventional Control Methods

during operation; this assumption will be taken in the consequent work.

2.2 Conventional Control Methods

2.2.1 Direct Control

Direct control methods make use of the relationship between the AC- and DC-side voltages

of the MMC that exists under ideal conditions via the modulation index m

VAC = m
VDC

2
, (2.2)

where VAC is the amplitude of the phase voltage, and VDC is the DC-side voltage. This

relationship neglects variations in the DC-side voltage and any losses within the converter

(e.g., across the arm inductor and resistor). The modulation index is therefore a control

variable for the AC voltage.

An MMC may be connected to an AC system in the view of an equivalent circuit as

shown in Fig. 2.6. In this case, the active and reactive power transfers from the MMC to the

P,Q

VAC

X
Vsys

Fig. 2.6: Equivalent circuit of MMC connected to an AC system.

AC system are given by

P =
VACVsys

X
sin δ (2.3a)

Q =
VACVsys cos δ − V 2

sys

X
, (2.3b)
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2.2 Conventional Control Methods

where Vsys is the system voltage and X is the line reactance. The line resistance is neglected

under the assumption that it is negligibly small compared to the reactance, which is typically

the case in the interest of low-loss power transfer. From (2.3), it is evident that the two

variables are VAC and δ, since Vsys is usually a predetermined value. Furthermore, from (2.2),

the value of VAC is controlled by m. In other words, m and δ are the control variables

and their usage depends on what type of bus the MMC is connected to at the point of

common coupling (PCC). For a power-voltage (PV) bus, the real power and voltage must

be maintained. For an active-reactive power (PQ) bus, the active power and reactive power

must be maintained. The two respective quantities may be held close to their set reference

points by the use of properly tuned PI controllers as shown in Fig. 2.7. The relatively

PIPref
+

−

Pmeas

δ
Σ

PIVAC,ref
+

−

VAC,meas

m
Σ

PIQref
+

−

Qmeas

m
Σ

Fig. 2.7: Controllers used for PV/PQ control.

greater sensitivities of δ on P than Q, as well as m on VAC or Q than P , are what dictate

the illustrated implementations. However, it must be noted that the tuning of PI controllers

may not be completely straightforward, because there is still coupling between the quantities

to control. This can be addressed by a decoupled control scheme.
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2.2.2 Decoupled Control

The basis for the decoupled control scheme is presented in this subsection. From the active

and reactive powers, which are expressed as

P = vsys,aiAC,a + vsys,biAC,b + vsys,ciAC,c (2.4a)

Q = vsys,bciAC,a + vsys,caiAC,b + vsys,abiAC,c (2.4b)

in the abc domain, may be transformed to dq0 domain using Park’s transformation as

P =
3

2
(Vsys,dIAC,d + Vsys,qIAC,q) + Vsys,0IAC,0 (2.5a)

Q =
3

2
(Vsys,dIAC,q − Vsys,qIAC,d), (2.5b)

here Vsys,d, Vsys,q, Vsys,0 and IAC,d, IAC,q, IAC,0 are the d, q, and 0 components of the voltage

and current respectively. Applying KVL along the path from the DC- to AC-side of the

MMC yields

vAC = vsys +

(
Rarm

2
+RAC

)
iAC +

(
Larm

2
+ LAC

)
diAC

dt
(2.6)

in the abc domain, which may also be transformed to the dq0 frame as

VAC,dq0 = Vsys,dq0 +

(
Rarm

2
+RAC

)
IAC,dq0 +

(
Larm

2
+ LAC

)
dIAC,dq0

dt

+

(
Larm

2
+ LAC

)
ω


0 1 0

−1 0 0

0 0 0

 IAC,dq0. (2.7)
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By implementing two controllers to control, for example, the P and Vsys in the case of a PV

bus, the d and q components of the current may be obtained and used in conjunction to

compute and control the converter voltage. An example (neglecting the resistances because

they are typically small compared to the impedance) is shown in Fig. 2.8. One benefit of

Σ PI Σ

ω
(
LAC

2
+ Larm

)

PI Σ

ΣΣ ΣΣ PI PI

ω
(
LAC

2
+ Larm

)
Pref

+

−

IAC,d

+
−

VAC,d
+

+

+

Vsys,ref
+

−

IAC,d

VAC,q

IAC,q

+

−
IAC,q

Vsys,d

Vsys,q

+

+

−

Vsys,meas

Pmeas

Fig. 2.8: Controllers used for decoupled AC active power and AC voltage control.

decoupled control which must be emphasized is that the converter current can be limited as

enforced by the left-most PI controllers.

2.2.3 Circulating Current Suppression Control

A circulating current suppression control (CCSC) scheme is implemented to minimize the

circulating currents in the MMC in [28]. The fundamentals of this scheme are reiterated here

for convenience of the reader. The circulating current through phase j is expressed as

icircj =
iupj + ilowj

2
. (2.8)

Assuming symmetric operation, the circulating current will only contain the DC and even-

order harmonic components. Furthermore, only the components up to the second harmonic
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are typically considered because it is the most prominent harmonic, and higher order harmon-

ics are relatively small [15–17]. Therefore the circulating currents for each phase j = a, b, c

are expressed as

icirca =
IDC

3
+ I2 sin(2ωt+ φ), (2.9a)

icircb =
IDC

3
+ I2 sin(2ω(t−

2π

3
) + φ) =

IDC

3
+ I2 sin(2ωt+ φ+

2π

3
), (2.9b)

icircc =
IDC

3
+ I2 sin(2ω(t+

2π

3
) + φ) =

IDC

3
+ I2 sin(2ωt+ φ− 2π

3
), (2.9c)

where φ is the initial phase angle. It is indicated in (2.9) that the second-order harmonic is

inherently in negative sequence. Additionally, applying KVL along the DC loop of the MMC

yields

VDC = vup + 2Larm
d

dt
icirc + 2Rarmi

circ + vlow, (2.10)

which may be rearranged to

(
Larm

d

dt
+Rarm

)
icirc =

1

2

(
VDC −

(
vup + vlow

) )
. (2.11)

The right-hand-side of (2.11), which will be used to control the circulating current, is denoted

as

vj =
1

2

(
VDC − (vup + vlow)

)
(2.12)

for each phase j, and upon substitution of (2.9), is converted to the dq0 domain as

Vd

Vq

 = Larm
d

dt

Icircd

Icircq

+Rarm

Icircd

Icircq

+

 0 −2ωLarm

2ωLarm 0


Icircd

Icircq

 (2.13)
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which is the basis of the CCSC scheme. It is noted that the 0 component has been neglected

since it is zero due to the balanced three-phase system assumption. Similar to the decoupled

control scheme, with Icircd and Icircq as the inputs and Vd and Vq as the outputs, the explicitly

linear relationships can be implemented as they are, and PI controllers can be tuned to

implement the non-linear terms of this control scheme. The outputs are second harmonic

terms that are injected into the modulation reference waveform to manifest the effect of

suppressed circulating currents.

2.2.4 Phase-Locked Loop

The MMC must be properly synchronized to the grid in order for its control schemes to

fulfill their intended functionalities. Synchronization may be attained using a phase-locked

loop (PLL) at the PCC in order to obtain a reference phase angle θPLL. The mathematical

basis of a PLL is to bring

vsys sin(ωt− θPLL) = vsys sin(ωt) cos θPLL − vsys cos(ωt) sin θPLL (2.14)

to zero at all times using θPLL. The PLL has successfully locked onto the grid voltage when

this becomes true. A closed-loop control system can be implemented to enforce this control

as shown in Fig. 2.9.

2.3 Frequency Support Methods

The capability of frequency support by MMCs is achieved by the use of control schemes

and its inherently stored electrostatic energy. These are broadly based on the control of
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Fig. 2.9: Block diagram for phase-locked loop.

the MMC’s internal energy to provide (or absorb) the necessary amount of power during

a disturbance in order to minimize the frequency deviation. This controlled provision helps

maintain the frequency near its nominal value in spite of the system having low inherent

inertia. This response must be sufficiently fast in order to provide proper primary frequency

support. The implementations in literature can be categorized into mainly two strategies: (i)

emulation of the behaviour of an SG, and (ii) explicit maintenance of power balance.

2.3.1 Inertia Emulation Approach

A subset of frequency control implementations are based on the idea of controlling the con-

verter such that it operates analogously to an SG. The intention is to emulate the mechanical

inertia of the SG. The energy stored in the capacitors of the converter is deployed in a manner

similar to the energy stored in the rotating masses of conventional SGs. These methods have

been classified as inertia emulation control, which have also been referred as virtual/synthetic

inertia [29]. Their key characteristic is their emulation of an SG; that their output power is

directly proportional to the rate of change of frequency (ROCOF).

This way of operating the converter has been investigated in the virtual synchronous

- 21 -



2.3 Frequency Support Methods

machine (initially abbreviated VISMA [30] and then VSM in later works [31,32]). Controllers

to accurately track the voltage at the PCC with the grid are required. In [33], synchronverters,

which are inverters mimicing the operation of SGs, are introduced. Their concept is based

on VISMA, but is not dependent on the tracking of the reference currents or voltages. This

strategy has been implemented in an MMC in [34]. The emulation of SG behaviour is based on

the swing equation, which is used to govern the control system [31–39]. The measurements

are compared to a reference and processed through a series of controllers. These signals

modify the reference waveform to change the operating point of the MMC.

A drawback to this swing equation-based control scheme is the dependency on the RO-

COF measurement, which is sensitive to noise and may, therefore, compromise the intended

functionality. Frequency control schemes that are not explicitly based on the swing equation

have also been studied in literature.

2.3.2 Energy Control Approach

Another general frequency control approach uses energy-based control schemes to directly

maintain power balance. Unlike inertia emulation control, the swing equation dependency

is not necessarily explicit. This approach typically makes use of capacitors because they are

most promising for inertia enhancement based on response speed and low cost, and include

minimal hardware adjustments [40]. The property of a fast response speed is particularly

important because the intention is to provide primary frequency support.

In [41], the MMC circulating currents are controlled to drive the MMC beyond its normal

maximum power limits. The MMC is operated in overload for a few seconds to provide the

additional power needed, effectively carrying out a primary frequency control. The thermal

limits of the IGBTs of the MMC SMs were considered because of the overload conditions. It
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was observed that sufficient support was provided by the MMC in overload in approximately

five seconds with small temperature margins (∼5°C). However, this approach requires over-

sizing the converter, which may not always be feasible.

In [42] it is observed that the energy stored in the MMC’s SM capacitors for providing

frequency support is significantly less than the contribution from the SGs. It is speculated,

however, that the contribution of the energy stored in the MMC would be more significant

in weak AC grids. Related studies continued despite the observed level of contribution from

the MMC, because the implementation of more RESs would weaken the existing AC grid.

The MMC characteristic that the energy stored is not directly connected to the DC-link

is used to an advantage in [43]. The capacitance seen by the DC-link is increased because of

the inclusion of the capacitance from the MMC SMs, resulting in less DC voltage variations.

The amount of DC voltage variation was also seen to be dependent on the tracking of the

DC voltage by the controllers. The energy-based control scheme indicated an additional

degree of freedom not otherwise available in a non-energy-based control scheme [28, 44].

This is because in the non-energy based control scheme, the energy and DC voltage are not

separated. Another similar technique where the capacitance seen by the DC-link is varied to

regulate the power balance is used to improve DC voltage quality in [45], and to improve the

stability in MMC-HVDC systems with large DC reactors in [46]. An energy-based control

strategy is used to calculate the required capacitance of the MMC, and the corresponding

number of SMs that are inserted at each time instant. It is also noted that this technique

does not affect the AC-side dynamics. Control schemes that also use the MMC’s internally

stored energy are implemented in [47] and [48]. In both, the limits on the energy that can

be supplied from the MMC are based upon the SM capacitor voltages.

It is evident that the requirement of maintaining the SM capacitor voltages near their
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nominal values is the limiting factor in the available energy that can be used for frequency

support. However, an MMC may contain redundant SMs as a backup in case an SM fails

during operation [49]. The voltage stress on the individual SMs is also relaxed with the

increase in the total number of SMs. This comes at the cost of more SMs and an increase in

switching and conduction losses. Nevertheless, the additional energy from the redundant SMs

expands the capability for energy exchange of the MMC in the interest of frequency support.

In [50, 51], the redundant SMs are used to provide more energy or absorb excess energy as

required. The above schemes take a common assumption that the energy stored in each arm

is evenly distributed among all of the SM capacitors in the arm. This is a consequence of

assuming that a balancing method [27] is deployed with the MMC operation. The balanced

nature of the SMs is a basis of the MMC operation because of the modularity [13].

It is also important to note that the SM capacitor has a key contribution to the energy

exchange capacity of the MMC. For energy-based control strategies, the tracking of the

energy is essential to proper performance. The work in [45, 46, 52] particularly places such

emphasis. There is the requirement that the energy controller is sufficiently faster than the

DC voltage dynamics. Otherwise, this assumption made in the control strategy is no longer

valid, and the DC voltage variations from the energy exchange of the MMC capacitors may

be compromised. An example of meeting this requirement is given in [45] for having its energy

controller response speed as 30 ms if the DC voltage controller response speed is 100 ms. It

is also noted that with smaller SM capacitances, the response speed of the energy controller

must be faster because there would be more variation in the DC voltage dynamics.

In [53], the response delay, ramp up rate, and capacity of the energy control were inves-

tigated. However, the duration of the energy control was not limited. One of the conclusions

made was that the ramp up rate was the most important factor in achieving an effective
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energy control, and a large capacity was only effective if the ramp up rate was sufficient. The

amount of energy is dependent on the total energy storage capacity of the MMC, which is

dominantly sized based on its SM capacitances. At the same time, as the RES penetration

level increases, this energy storage also increases with the connection of more MMCs. This

may limit the required energy storage of a single MMC. The inherent property of energy

storage elements also means that with higher capacitances, the ramp up rate may slow down.

As observed in the literature above, there is an evident relationship between the DC

voltage dynamics, the available internal energy, and SM capacitor voltage of the MMC, which

define the required response speed of the frequency control support scheme. Accordingly, the

size of the SM capacitors of the MMC should also have a significant contribution [52,54–62].

2.4 Capacitor Sizing Methods

The optimal sizing of the MMC SM capacitors is important for proper performance and

minimization of cost and size. A lower limit for the SM capacitance considering only voltage

limits is provided in [55]. In [56, 57], an energy-based analysis is conducted and an analytic

expression for the minimum SM capacitance is derived based on the maximum allowable

energy and capacitor voltage deviations. A graphical analysis of the range of the capacitor

voltages, the number of SMs, and power of the MMC is presented in [58]. The analyses

in [59–61] also conclude that the SM capacitance is the main factor contributing to the SM

capacitor voltage ripple reduction. While none of these studies included schemes for frequency

support, it is consistently evident that the SM capacitor voltage ripple and available energy

of the MMC are dependent on the SM capacitance. In [52], an analytic expression is derived

based on its specific control scheme to calculate the required equivalent capacitance for an
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MMC operating with energy exchange for frequency support at a given time instant. The

capacitor was sized to limit the voltage deviation within a specified range (5%).

Since the response speed of a control scheme has been shown to be dependent on a

variety of factors, the implications of the SM capacitance on the MMC operation beyond the

SM capacitor voltage ripple must be considered. In [63], the Floquet-Lyapunov Theorem was

applied to linearize the dynamic state equations of the MMC. Around an initial operating

point, the eigenvalues were obtained for different cases of component sizes as a means of

iterative design. The eigenvalues were used to observe the damping of transients. In [64],

an analytic expression for a time constant related to the time required for the upper and

lower arms of the MMC to become balanced again after an unbalanced disturbance is derived.

Natural operation was considered and the SM capacitance is seen to have an effect on the time

constant. With larger capacitance, this time became longer, which is undesirable. However,

the time for the voltages to become balanced again is not necessarily the only condition to

determine if the MMC has settled to a new operating point, and therefore may not provide

full information about the response speed of the MMC upon a disturbance.

2.5 Summary

Unlike SGs, RESs do not inherently possess inertia to provide primary frequency support

during power imbalances. Consequently, the overall inertia of the system decreases as the

proportion of RESs in the network continues to increase. To resolve this, the enabling of

frequency support by MMCs is being studied.

This capability is realized using control schemes that make use of the internally stored

energy from the SM capacitors of the MMC. However, the controllers are typically restricted
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to meet a specified response speed in order for the control scheme to function as intended.

The challenge arises from the fact that the required response speed is dependent on the

MMC operation and its parameters. At the same time, the components of the MMCs are

typically desired to be minimally sized in the interest of both cost and space.

Previous studies have shown the frequency control schemes being limited by the SM

capacitances. Although the limitation may be alleviated with larger capacitances, in addition

to the increased cost and space, increasing the capacitance slows down the response time

of the MMC. For energy control, the response speed must be fast in order to emulate the

primary frequency response. It is therefore necessary to understand the trade-offs between

the SM capacitance and MMC response time to disturbances.

- 27 -



Chapter 3

Control of the Energy Stored in

MMCs

An MMC inherently stores energy within its SM capacitors. This energy level is convention-

ally maintained at the nominal value, because the SMs are kept at their nominal voltage

using a sorting and balancing control scheme. The capacitor voltage ripple and energy stored

in the arm inductors are typically negligible, so the nominal energy level is given by

EMMC = 6×N × 1

2
CsmV

2
sm,nom, (3.1)

which is the sum of the energy stored in all of the SMs in each arm (N) of the MMC. This

expression shows that the energy stored in the MMC can be dynamically changed through

the voltage of the SM capacitors. While this energy is not conventionally changed, it is

possible to do so and its effects are investigated in this chapter.
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3.1 Concepts and Implementation of Energy Control

When a perturbation disturbs the power balance between electrical generation and demand

in the power system, frequency deviations occur as per the swing equation [1]. As power is

a change in energy over time, i.e.,

PMMC =
∆EMMC

∆t
, (3.2)

where

∆EMMC = 6×N × 1

2
Csm

(
V 2
sm − V 2

sm,nom

)
(3.3)

is the difference in energy from nominal, the energy stored in the MMC can be used to

compensate, at least in part, such power imbalances. For example, if there is a shortage

of power, some energy may be released from the MMC SMs to provide additional power.

Similarly, if there is an excess of power, some energy may be absorbed by the SMs. The

intended merit of dynamically controlling the energy stored in an MMC is to minimize this

power imbalance, so that the effective power imbalance seen by the SGs, and therefore the

frequency deviations, will be less drastic.

A control system must be implemented to vary the energy stored in an MMC, as this is

not an inherent feature. This is done by augmenting the conventional control system with an

energy controller as shown in Fig. 3.1. The conventional PQ and CCSC schemes are present

and implemented as usual, except the zero-sequence component of the generated modulation

signals from CCSC that is conventionally unused is now controlled by the energy controller.

The energy controller is responsible for controlling the energy stored in the MMC at any

instant of time through the average value of the SM voltages. This enables controlled changes
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Fig. 3.1: Energy controller integrated with conventional control schemes.

in energy and, therefore, release or absorption of power as per (3.2). The increase (or decrease)

in the expected power output of the MMC (∆P ) is input to the PQ control to adjust the

power reference. It should also be noted that each SM will still have approximately the same

average voltage as enforced by the sorting and balancing scheme. However, the value of the

average voltage will be slightly higher or lower than the nominal value based on whether

energy control has been used to discharge or further charge the SM capacitors.

In Fig. 3.2, the implementation details for the energy controller are presented. As shown,

ωref +
Σ

ωmeas

−

∆ω
PI|∆ω| > ωtol |∆E| < ∆Emax

1
s

∆P

To PQ

∆E

−

+

Σ

Eref

Emeas

−
PI

Fig. 3.2: Energy controller scheme to vary the energy stored in an MMC.

the power imbalance that the energy controller should try to compensate for is defined by

the frequency deviation. This is because in the power system, the frequency is defined by the
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speed of the rotating shafts of the SGs. This frequency is the value that must be maintained

and varies according to power imbalances as per the swing equation. By compensating the

power imbalances, the frequency deviations can be minimized. If the frequency is within

the accepted tolerance, as might be defined by grid codes, there is no need to trigger the

energy control as enforced by the first logic block. But if the frequency has deviated outside

of the tolerated bounds, then the mapping from frequency to power is realized by the PI

controller. This power compensation signal output from the PI controller would ideally be

used immediately, but the limitation on the amount of energy deviation the MMC can

tolerate places a second logic condition. The maximum energy deviation ∆Emax may be

defined by the tolerance that the average voltage of the SM must remain within (e.g., ±5%);

otherwise, the operation of an MMC may be compromised. The amount of energy that can

be used for power compensation given by (3.3) is, therefore, limited by this tolerance. The

instantaneous energy deviation required for power compensation ∆E is obtained from the

integration of the power compensation ∆P signal and constantly checked. If there is already

too much energy deviation, ∆P is zero as forced by the logic condition, so that ∆E cannot

deviate further. The ∆P signal is sent to modify the power reference in PQ control. The ∆E

signal is compared with Eref , which represents the nominal energy stored in the MMC given

by (3.1) and Emeas, which is the measured energy stored in the MMC given by

Emeas = 6×N × 1

2
CsmV

2
sm, (3.4)

so that the signal sent through the PI controller to the zero-sequence component along with

the signals from CCSC represents the required energy deviation that has taken the error

between the expected and measured energy values into account.
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An example of using energy control is now conceptually demonstrated. The frequency,

SM voltage, and power, responses will be observed. A sample frequency response upon a

load increase perturbation is illustrated in Fig. 3.3. The dashed line is when energy control

is not used, and the solid line is when energy control is used. For frequency, the properties

of interest are tnadir and fnadir. The time tnadir is defined as the time between the instant of

perturbation and the time at which the frequency nadir fnadir is reached. This is because

the former defines the maximum frequency deviation, and the latter defines the ROCOF.

As indicated, at t = 20 s, the system is subjected to a perturbation. Correspondingly, the

frequency begins to drop and at around t = 21 s the frequency deviates beyond the tolerated

deviation of 0.2 Hz. At this point, the energy controller is triggered and its effect is shown

by the increase in frequency, heading back to the nominal 60 Hz value. It does not last

indefinitely, however, because soon after, the frequency begins to drop again as the energy

control has terminated. Despite this brief momentary action, it can be seen that the frequency

nadir is less deviated from nominal when energy control is used. Additionally, it takes a

longer time after the perturbation to reach the frequency nadir. These beneficial effects are

not manifested without energy control. With energy control, the SGs do not need to change

their operating point as rapidly or as much, which results in less frequency excursions as

expected.

The action of energy control can also be seen through the discharge of SM voltages in

Fig. 3.4. The dashed line is when energy control is not used, and the solid line is when

energy is used. As previously stated, the perturbation occurs at t = 20 s and energy control

is triggered around t = 21 s. The solid line consistently illustrates the capacitor voltage

discharge starting around t = 21 s. The discharge terminates shortly after, when the capacitor

voltage has deviated close to 5% from its nominal value since this was the set tolerance. The
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Fig. 3.3: Example frequency response with and without energy control; (b) is a zoom in of (a) on the dotted
boxed region.
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Fig. 3.4: Example capacitor voltage response with and without energy control.

small difference in the settling voltage in this example may be attributed to the measurement

delay of the average SM voltage. Due to SM voltage ripple, this difference is reasonably small

and does not significantly impact the capabilities of energy control. On the other hand, the

dashed line does not show any voltage deviation as per the conventional control of an MMC.

The discharge of the SM capacitors is manifested as a power compensation. In Fig. 3.5,

the power responses of the MMC and SG are compared when energy control is and is not

implemented. As before, the dashed and solid lines indicate whether energy control is used.

PAC, PDC, PMMC, and PSG are the AC- and DC-side powers of the MMC, the power from

the SM capacitors resulting to energy control, and the power from the SGs respectively.

Without energy control, the SG takes on the full perturbation. The SM capacitors do not

provide any additional power, and the AC and the DC powers of the MMC remain the same

because they do not contribute to the perturbation. This is because the references set by the

conventional control schemes remain fixed. However, with energy control, once the frequency

has deviated outside accepted levels, the SMs provide the excess power, which is reflected in
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Fig. 3.5: Example power responses with (solid lines) and without (dashed lines) energy control.

the overall increase in the AC side of the MMC. In other words, the AC power of the MMC

increases without increases in the DC power. This is important because the DC-side of the

MMC is where the RESs are connected, and they may not be able to sustain large power

perturbations. Their output demand should be kept relatively constant. It is also important

to note that energy control is not limited to load increases. For example, in the case of a

load decrease, the reverse is true in which the SMs absorb power.

In the provided example, it has become evident that there may be merit in implementing

energy control in MMCs. The energy storage capacity of the MMC is a particularly important

design parameter. The number of SMs in the initial MMC design is determined by the DC-

side voltage and individual capacitor ratings. This means that in order to increase the energy

storage capacity of an MMC and, therefore the amount of usable energy, the SM capacitance

Csm should be the factor that is increased. Furthermore, in low system penetration levels,

the contribution of power from SGs dominates the response compared to the contribution

from the MMC. However, it is expected that more RESs will be integrated into the power
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system. This means that the penetration levels are expected to rise. As a result, there may

be more MMCs in the system, and therefore a larger amount of usable energy. A simulation

case study is conducted to investigate the relationships between the MMC energy storage,

system penetration level and inertia, as well as the frequency response.

3.2 Test System

A simulation case in PSCAD/EMTDC is designed and set up in order to study the relation-

ships between different energy storage capacities, system penetration levels, machine inertia,

system perturbations, and their impact on the level of improvement in the frequency response

due to energy control. The test system is illustrated in Fig. 3.6. The parameters for each

SG MMC

SG MMC

SG MMC

SG MMC

SG MMC

Ltf Llink

Ltf Llink

Ltf Llink

Ltf Llink

Ltf Llink

Pload

Fig. 3.6: Test system for MMC with energy control connected with SGs.

unit are outlined in Table 3.1 and 3.2, respectively. Note that the number of SMs (N), SM

capacitance (Csm), arm inductance (Larm), and AC-side inductance (Llink) are not specified

in Table 3.2. This is because different MMC designs are tested and these parameters are
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Table 3.1: Synchronous Generator Parameters

Parameter Value

Rated capacity S 200 [MVA]

Output power PSG 150 [MW]

Fundamental frequency f0 60 [Hz]

Inertia constant H 4 [s]

Transformer inductance Ltf 6%

Transformer winding 20 [kV] : 110 [kV]

Power-frequency droop Rdroop 4%

Table 3.2: MMC Parameters

Parameter Value

Output power PAC 150 [MW]

Rated DC voltage VDC 200 [kV]

Arm resistance Rarm 1 [Ω]

specified in their respective sections.

The SGs and MMCs are connected to a frequency independent constant power load.

The frequency dependence is not included for simplicity to allow the study to focus on the

aforementioned parameters and their relationships. This is acceptable since the perturbations

that are applied in the study are load increases, in which the system has a frequency drop,

so the case being considered is stricter.

It is first noted that in order to test different system penetration levels, the power con-

tribution from the SGs and the MMCs must be varied, since the penetration level ρ of this

test system is given by

ρ =
Total power from MMCs

Total load power
. (3.5)
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However, this is not feasible by simply considering a single SG and MMC, because there

would be too much deviation from their rated operating points. This would compromise

their operation and, therefore, the acquired results. Consequently, both the SG and MMC

are equivalently represented by smaller, identical units connected in parallel. This way, the

total contribution from SGs and MMCs can vary over a wide range without any individual

unit deviating too far from its rated operating point. The penetration level is varied based on

how many of each unit is connected to the constant power load. For example, to generate a

system with a penetration level of 60%, two of the SGs and three of the MMCs are connected.

Similarly, for a penetration level of 80%, one SG and four MMCs are connected.

The MMC has the conventional PQ and circulating current controls implemented, as

well as the energy control and sorting and balancing schemes. It is assumed that the DC-

side voltage of the converter is kept constant. Energy control is not activated unless the

frequency exceeds the tolerance bounds of ±0.2 Hz, and is terminated when the SM voltages

deviate more than 5% from their nominal value. The former is because it is not necessary to

change the frequency response when it is still within an acceptable range from the nominal

value, and the latter is to ensure that the fundamental operation of the MMC is maintained.

It is noted that energy control may show greater improvements in the inertial response

if it is allowed to be triggered sooner, because it would mean a faster response and therefore

emulate the primary frequency response more closely. However, from a practical perspective,

energy control cannot be triggered at the instant of perturbation, because such events are

typically not known exactly beforehand. Furthermore, the system frequency is constantly

deviating around its nominal value, which sets the requirement to use a threshold to detect

the perturbation. Taking these into consideration, this is why the trigger condition for energy

control has used a tolerance bound.
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3.3 Parametric Study on Energy Control

In this section, parametric analyses are conducted to investigate the merits of energy control

in MMCs under different sizing and system conditions. These merits are related to the level

of improvement in the frequency response. They specifically consider the severity of the

frequency nadir and how long it takes to reach this point after the system is subjected to

a perturbation (i.e., the duration of the arresting period). The design variables include the

SM capacitance (Csm), the system penetration level (ρ), and the inertia constant (HSG) of

the SG. Two MMCs with different ranges of energy storage are considered and subjected to

two different perturbations. For each, the parametric analyses are described in this section.

3.3.1 MMC with Small Energy Storage

An MMC with a small energy storage, referred as MMC 1 henceforth, is first investigated.

It has the same parameters as previously described in Table 3.2, with N = 80 SMs and a

base SM capacitance of Csm = 4000 µF. The inductances are Larm = 15 mH and Llink =

6 mH (0.093 pu and 0.037 pu, respectively, using base values of 200 MVA and 110 kV).

A parametric study is conducted by varying Csm and the system RES penetration level ρ

with the values listed in Table 3.3. This allows the frequency response improvement under

different energy storage and penetration levels to be analyzed.

Table 3.3: Values used in SM Capacitance and RES Penetration Parametric Analysis for MMC 1

Csm

[µF] 4000 4800 5600 6400 7200 8000

[kJ/MW] 40 48 56 64 72 80

ρ 0.2 0.4 0.6 0.8

Using the described test system, at t = 40 s, a perturbation of a 2% and 5% increase
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in the load are individually applied. Since a wide variety of RES penetrated systems are

involved in the case study, the perturbation is restricted from being too large to ensure

that all cases remain stable for analysis. The transient behaviour of the frequency and SM

voltages are observed for the 2% perturbation cases first.

Fig. 3.7 shows a sample of the time-domain frequency responses under varying RES

penetration levels. Each curve represents a different penetration level, and the dashed and
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Fig. 3.7: Sample result of the system frequency responses under varying RES penetration levels with (solid
lines) and without (dashed lines) energy control.

solid lines are to compare between when energy is not and is included, respectively. Similar to

expectations, the frequency nadir is not as far deviated from the nominal value when energy

control is included. However, it can also be seen that with increasing penetration levels, the

frequency nadir becomes more severe. This is consequent of the decreasing system inertia,

which makes the system more susceptible to frequency excursions.

Regardless of whether or not there is energy control, the frequency nadir is a larger

deviation as the penetration level increases. In other words, while energy control does help

- 40 -



3.3 Parametric Study on Energy Control

lower the frequency excursions, it does not fully compensate for the effect of decreasing

inertia. Furthermore, the amount of improvement in the frequency nadir with energy control

varies with the penetration level. This is later analyzed in a quantitative manner. Another

point of emphasis is that the difference in the time duration of the arresting period due to

energy control varies for each penetration case. This is because in higher RES penetrated

systems, there are relatively more MMCs and, therefore, more energy available for frequency

support. The duration of energy control is therefore longer, so the duration of the arresting

period can be extended longer. A quantitative analysis on the time to the frequency nadir

is also conducted later.

Fig. 3.8 shows a sample of the time-domain SM voltage responses under varying RES

penetration levels. The observation from these waveforms is to help explain some of the
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Fig. 3.8: Sample result of the SM voltage responses under varying RES penetration levels with (solid lines)
and without (dashed lines) energy control.

behaviours seen in the frequency responses. As before, each curve represents a different

penetration level, and the dashed and solid lines are to compare between when energy is
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not and is included, respectively. In this case study, the system load is increased and is,

therefore, in a power shortage. When there is no energy control, the SM voltages remain at

their nominal values as per conventional control as illustrated. On the contrary, when there

is energy control, all of the MMC capacitors are discharged from their nominal value to make

up for the power imbalance to provide the excess power as reflected in the waveforms. After

the capacitor voltage has dropped to a specified threshold (e.g., 0.95 pu as shown), energy

control is deactivated because the SM capacitors must maintain a minimum charge in order

for the MMC to function normally. This is enforced by the trigger conditions of the energy

controller. It is noted that depending on the implementation, there may be small differences in

the settling voltage, which may be attributed to the measurement of the average SM voltage.

Due to SM voltage ripple, this difference is reasonable. It is small and does not impact the

capabilities of energy control. Another behaviour of note is that the time instant at which

the SM capacitors begin to discharge varies across the different penetration cases. As the

penetration level increases, energy control is triggered sooner since the frequency violates the

acceptable tolerance range due to the larger frequency excursions in lower inertia systems.

This is consistent with the previously observed frequency responses.

With the behaviours of the responses observed in the time domain, it is useful to quanti-

tatively evaluate the frequency improvement. This includes the frequency nadir and the time

at which it occurs after the perturbation. In Fig. 3.9a, the frequency nadir with and without

energy control is plotted against different energy storage levels on the horizontal axis and dif-

ferent penetration levels by different coloured lines. This is to observe the magnitudes of the

frequency nadirs. In Fig. 3.9b, the percent improvement in the frequency nadir is plotted in a

similar manner to show the quantitative comparison. There are three particular observations

that should be noted from Fig. 3.9. First, increasing the penetration level generally shows
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Fig. 3.9: Comparison of frequency nadirs by (a) magnitude for with (solid lines) and without (dashed
lines) energy control, and by (b) percent improvement under varying energy storage capacities and RES
penetration levels with MMC 1 subjected to a 2% increase in load.
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greater improvement, but has diminishing returns. In this particular system, increasing the

energy storage (via the SM capacitance) of the system decreased the level of improvement in

the frequency nadir. Nevertheless, the frequency nadir when energy control is included still

shows an improvement in the frequency nadir. Second, the energy storage capacity appears

to have a larger effect on the frequency nadir improvement at higher penetration levels than

at lower penetration levels. This may have to do with the fact that the load contribution is

dominated by the MMCs, so their individual behaviour accumulates a greater overall effect.

Lastly, regardless of the energy storage capacity or RES penetration level, the improvement

in the frequency nadir is small. This may be because there is not enough energy available for

use by energy control, or the discharge rate is too slow to manifest the necessary power. Both

would have implications on the merits of energy control. It is important to note that this

may also be due to the control parameters, which have a significant impact on the operation

of energy control.

In Fig. 3.10, the time duration that the arresting period is extended by as a result

of energy control is illustrated. Again the graph has the energy storage increasing along

the horizontal axis, and different lines representing different penetration levels. The dashed

and solid lines are to compare between when energy is not and is included, respectively. The

percentage of improvement is also included. The duration of frequency control, and therefore

the time extended to reach the frequency nadir, is theoretically directly proportional to the

energy available for use. In this study, the rest of the parameters and the controls are the

same across all cases, so as the energy storage of the MMC increases, this proportional

relationship is expected to be observed. However, it can be seen from the graph that there

are non-linearities in the time gained by energy control. At the base energy storage level, there

are two inconsistencies to the expected results from theory to mention. The first is that the
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Fig. 3.10: Comparison of times to reach the frequency nadir after the perturbation occurs by (a) magnitude
for with (solid lines) and without (dashed lines) energy control, and by (b) percent improvement under
varying energy storage capacities and RES penetration levels with MMC 1 subjected to a 2% increase in
load.
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time gained by energy control is largest in the lowest RES penetrated system, and a system

with a penetration level of 40% had a greater time gain than a system with a penetration

level of 60%. The former is especially high compared to expectations. However, from the

previous graph (Fig. 3.9) it must also be noted that this came at the cost of a slightly lower

frequency nadir, which is undesirable. Furthermore, contrary to theoretical expectations,

energy control does not always result in a time gain. The observed non-linearities may be

attributed to controller parameters of the control systems. It is possible that the controllers

could be better tuned for an improved response, however, all controller parameters were kept

constant across all cases to preserve consistency. Nevertheless, as the energy storage levels

increases, the general trend is that the amount of time bought by energy control when it is

implemented increases. When there is no energy control, the time at which the frequency

nadir occurs remains constant as expected. It must also be noted that the time at which

the nadir occurs is earlier than when there is no energy control for the lower energy storage

levels. These observations highlight the importance of such analyses due to the differences

between theory and results.

Using the same system and parametric values, the study is now conducted for a larger

perturbation of 5% load increase. The frequency nadir results are presented in Fig. 3.11. It is

noted that the frequency nadir is lower than in the 2% perturbation study for all parametric

cases. This is expected because the magnitude of the perturbation increased while all other

parameters remained unchanged. Without energy control, this is the main difference between

these two cases. On the other hand, with energy control, it is observed that there is generally

less improvement in the frequency nadir as the energy storage capacity increases as before.

The trends as observed in the 2% perturbation case are seen again here. As the improvement

is still small, but the frequency nadir itself is more significant, it shows that the energy
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Fig. 3.11: Comparison of frequency nadirs by (a) magnitude for with (solid lines) and without (dashed
lines) energy control, and by (b) percent improvement under varying energy storage capacities and RES
penetration levels with MMC 1 subjected to a 5% increase in load.
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control alone does not sufficiently improve the frequency response. Furthermore, it appears

that the percentage improvement in the higher RES penetrated systems are impacted more

by the increased perturbation than the lower RES penetrated systems. This observation is

quantitatively analyzed next.

The improvement in the frequency nadir is explicitly compared between the two pertur-

bation cases as a percent improvement in Fig. 3.12. The comparison is done with respect to
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Fig. 3.12: Comparison of the percent improvement in the frequency nadir due to energy control between a
2% and 5% increase in load under varying energy storage capacities and RES penetration levels with MMC
1.

the 2% perturbation case. In other words, a positive percent improvement means that the

5% perturbation case showed greater merit, and a negative percent improvement means that

the 2% perturbation case showed greater merit. With the lowest RES penetration level at

base energy storage, the result is significantly different than the other parametric cases as

observed before, and is attributed to the controller parameters. It is generally seen that the

improvement in the frequency nadir is larger than in the 2% perturbation case with the lower

RES penetration levels (20% and 40%), but is often larger with higher RES penetration levels
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(60% and 80%). The latter directly corresponds to the increasing concern that higher RES

penetrated systems are more prone to perturbations than lower RES penetrated systems,

and therefore demonstrates the importance of energy control. As the energy storage capacity

increases, these differences become less significant. In other words, the diminishing returns

in the smaller perturbation case with higher RES penetration levels is more prominent. This

means that when the system is subjected to a small perturbation, it is important to take the

RES penetration level into account to evaluate whether energy control should be triggered.

It is noted, however, that the percent changes in the frequency nadir are still low.

The time after the perturbation at which it occurs are presented in Fig. 3.13 respectively.

Again, not all cases result in an improvement in the time to reach the frequency nadir for

when the energy storage capacity is low, and differences from theory in the time gained to

reach the frequency nadir due to energy control are observed. The largest RES penetrated

system, which should have the largest time gain, has the least of all the RES penetration levels

in magnitude. In terms of percent improvement, however, the largest RES penetrated system

generally reflects what is expected from theory. There are also generally more cases with an

improvement in the time to reach the frequency nadir after the perturbation occurs than the

2% perturbation case. The results are impacted by the magnitude of the perturbation, which

places the MMC in a different operating point. This affects whether its controller parameters

result in beneficial or adverse effects.

The times to reach the frequency nadir are compared between the 2% and 5% perturba-

tion cases as a percent improvement in Fig. 3.14. As shown, when the energy storage capacity

of the MMC is increased by 80%, the 5% perturbation case shows significantly more merit

than the 2% case. On the other hand, while not as significant, the 2% perturbation case

shows notable more merit than the 5% case. Almost all of the cases show that the 2% per-
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Fig. 3.13: Comparison of times to reach the frequency nadir after the perturbation occurs by (a) magnitude
for with (solid lines) and without (dashed lines) energy control, and by (b) percent improvement under
varying energy storage capacities and RES penetration levels with MMC 1 subjected to a 5% increase in
load.

- 50 -



3.3 Parametric Study on Energy Control

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
E/E

0

-200

-100

0

100

200

300

400

500

600

t na
di

r [%
]

 = 0.2  = 0.4  = 0.6  = 0.8

Fig. 3.14: Comparison of the percent improvement in the time to reach the frequency nadir after the
perturbation occurs due to energy control between a 2% and 5% increase in load under varying energy
storage capacities and RES penetration levels with MMC 1.

turbation case had greater merit. This is because energy control is expected to terminate

earlier with larger perturbations due to the faster release rate of energy.

3.3.2 MMC with Large Energy Storage

An MMC with a large energy storage, referred as MMC 2 henceforth, is investigated in this

section. It has N = 12 SMs with a base SM capacitance Csm = 4000 µF. The inductances

are Larm = 4.7 mH and Llink = 11 mH (0.03 pu and 0.069 pu, respectively, using base values

of 200 MVA and 110 kV). The SM capacitance and RES penetration levels are varied in a

parametric manner. The same values are used as with MMC 1, but the kJ/MW conversion

has been updated as shown in Table 3.4. The control system also remains the same, except

the controller gains have been adjusted for MMC 2.

The first difference between MMC 1 and MMC 2 is the number of SMs. The number of
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Table 3.4: Values used in SM Capacitance and RES Penetration Parametric Analysis for MMC 2

Csm

[µF] 4000 4800 5600 6400 7200 8000

[kJ/MW] 267 320 373 427 480 533

ρ 0.2 0.4 0.6 0.8

SMs affects the nominal SM voltage (since both MMCs have the same rated DC voltage),

which affects the total energy storage. MMC 2 has a larger nominal SM voltage and therefore

more energy available for frequency support. The other difference is that they have different

controller parameters for the same control system. It is noted that the energy storage of

MMC 2 is relatively significant. In MMC 1, the operation of energy control was limited by

the amount of energy that was available for use. MMC 2 has this energy increased relative

to MMC 1, which allows the study to investigate the effectiveness of energy control when it

is able to (theoretically) operate for a longer time duration. From an alternative perspective,

the available energy could also be supplied from other energy reserves, such as battery energy

storage systems, and not solely from the SMs of the MMC. A parametric study is conducted

by varying Csm and the ρ in the same manner as MMC 1. The frequency nadirs and the time

at which they occur after the perturbation are analyzed (i.e., the duration of the arresting

period) for MMC 2 and compared against those obtained with MMC 1.

In Fig. 3.15, the frequency nadir with and without energy control is plotted against dif-

ferent energy storage levels on the horizontal axis and different penetration levels by different

coloured lines. The dashed and solid lines are to compare between when energy is not and is

included, respectively. The percent improvement is included for a quantitative observation.

Once again, there is not much improvement in the frequency nadir, but energy control does

have a nadir closer to the nominal frequency nonetheless. MMC 1 had an almost monoton-

ically decreasing trend for the percent improvement in the frequency nadir. This is not the
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Fig. 3.15: Comparison of frequency nadirs by (a) magnitude for with (solid lines) and without (dashed
lines) energy control, and by (b) percent improvement under varying energy storage capacities and RES
penetration levels with MMC 2 subjected to a 2% increase in load.
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case in MMC 2. In MMC 2, the frequency nadir improvement level is relatively constant

across varying energy storage levels for low penetration levels. For higher penetration levels,

the diminishing returns becomes evident after around a 40−60% increase in the energy stor-

age as shown. These are attributed to the differences in their controller parameters, which

means that the observed behaviour can be affected by the controller parameters. The level

of improvement could be either increased or decreased depending on the controller tuning.

However, all controller parameters have been kept constant across all parametric cases to

maintain consistency. In theory, both MMCs were expected to show an improved frequency

nadir with their increasing energy capacities which allow for greater power compensation.

In Fig. 3.16, the time duration that the arresting period is extended by as a result of

energy control is illustrated in the same manner as the previous graphs. It can be seen

that as the energy storage levels increase, the time extended to reach the frequency nadir

increases. Furthermore, the effect is amplified with higher penetration levels. These are all

due to the increasing levels in the energy storage, and therefore the time duration that

energy control can be active for. It is emphasized that the time extension is more sensitive

to the increasing penetration level than the energy storage level. This is because there is a

greater increase in the available energy when the penetration level increases. However, this

improvement is not linear as shown. It is also implied that at high penetration levels, the

energy storage rating does not need to be as large to achieve the same effect. This makes

energy control more practical. For MMC 2, while energy control may not have improved

the nadir, it still extended the duration of the arresting period and, therefore, effectively

improved the ROCOF. Compared to MMC 1, the time extension is larger due to the larger

total energy storage MMC 2 has. Furthermore, all of the cases showed an improvement in

the time extension. This is a consequence of having a larger nominal SM voltage. In this
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Fig. 3.16: Comparison of times to reach the frequency nadir after the perturbation occurs by (a) magnitude
for with (solid lines) and without (dashed lines) energy control, and by (b) percent improvement under
varying energy storage capacities and RES penetration levels with MMC 2 subjected to a 2% increase in
load.
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particular case, the increase in the nominal SM voltage is more significant than the number

of SMs decreased. However, increasing the energy storage capacity does not necessarily have

a linear effect on the time extension. This must be taken into account when sizing the SM

capacitors for energy control. Furthermore, from a practical perspective, it is not necessarily

the case that the the MMC will have a large energy storage due to a relatively high nominal

SM voltage. It is the SM capacitance that needs to be high because the nominal SM voltage

is typically limited by the switch ratings. Conventionally, the SM capacitance is sized by

the SM voltage ripple and in the interest of cost and volume. With energy control, the

implications on the MMC response speed need to be considered.

When the perturbation is increased to 5%, the frequency nadirs are observed and shown

in Fig. 3.17. There is still not much improvement in the magnitude of the frequency nadir,

but it can be seen through the percent improvement that there are variations compared

to the 2% perturbation case. As shown, the largest RES penetration level does not have

as much improvement compared to before. Instead, there is more improvement in the 60%

RES penetrated system. The observations are attributed to the controller parameters. The

controller parameters are optimized for the normal operating point of the MMC. However,

after the perturbation occurs, the MMC is at a different operating point which may impact

energy control in a non-linear manner. As with MMC 1, while it is possible that the controllers

could be better tuned for an improved response, all controller parameters were kept constant

across all cases to preserve consistency.

The percent improvements in the frequency nadir are compared between the 2% and 5%

perturbation cases as a percent improvement in Fig. 3.18 to quantitatively show the effect of

the perturbation magnitude. As before, a positive percent improvement means greater merit

in the 5% perturbation case, and a negative percent improvement means greater merit in
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Fig. 3.17: Comparison of frequency nadirs by (a) magnitude for with (solid lines) and without (dashed
lines) energy control, and by (b) percent improvement under varying energy storage capacities and RES
penetration levels with MMC 2 subjected to a 5% increase in load.
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Fig. 3.18: Comparison of the percent improvement in the frequency nadir due to energy control between a
2% and 5% increase in load under varying energy storage capacities and RES penetration levels with MMC
2.

the 2% perturbation case. It is evident that for almost all cases, the 2% perturbation case

had a greater percent improvement in the frequency nadir. This trend is similar to MMC 1

and is attributed to the fact that more energy is required for energy control to provide the

same level of improvement when the system is subjected to a larger perturbation.

The duration of the arresting period is also observed as shown in Fig. 3.19. It can be

seen that the time after the perturbation at which the frequency nadir occurs is not always

longer with energy control as with the 2% perturbation case. More significantly, the 80% RES

penetrated system now has the least merit in terms of magnitude instead of the greatest.

However, it still has the largest percent improvement. The percent improvement is also

increasing in close accordance with theory. It is particularly evident in this graph that the

percent improvement in the time is less than for the 2% perturbation because of the higher

energy demand rate. As an example, for the 80% RES penetrated system, the largest percent

improvement obtained was close to 40% with the 2% perturbation, but is less than 20% with
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Fig. 3.19: Comparison of times to reach the frequency nadir after the perturbation occurs by (a) magnitude
for with (solid lines) and without (dashed lines) energy control, and by (b) percent improvement under
varying energy storage capacities and RES penetration levels with MMC 2 subjected to a 5% increase in
load.
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the 5% perturbation.

The times to reach the frequency nadir are compared between the 2% and 5% perturba-

tion cases as a percent improvement in Fig. 3.20. The 2% perturbation case has greater merit
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Fig. 3.20: Comparison of the percent improvement in the time to reach the frequency nadir after the
perturbation occurs due to energy control between a 2% and 5% increase in load under varying energy
storage capacities and RES penetration levels with MMC 2.

for all the presented cases. This is consistent with the MMC 1. The need for more energy as

the perturbation levels increase appears to be emphasized once again. This may not be the

only case, however. As MMC 2 already has a relatively large energy storage capacity, it is

more likely that the performance is impacted by the release rate ability of the SM capacitors.

The capacitors may not be able to discharge as fast as the energy controller demands of it,

especially since the perturbation and therefore necessary discharge rate has increased. This

is a limitation of energy control that must be considered during design.
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3.3.3 Inertia of Synchronous Generators

As the system penetration level increases, the total system inertia decreases as a result of

the SGs having less total contribution to the load. This results in the increasing severity

of frequency excursions. In the previous two examples (MMC 1 and MMC 2), while energy

control could beneficially alter the frequency response, it was clear that the inertia of the

system had an impact on how well the frequency response was improved. The system inertia

was previously decreased by varying the system penetration level. However, it is also possible

to decrease the system inertia through the inertia constant of the SGs. To test this, the same

test system with MMC 1 is run at a fixed penetration level of 60%, and SM capacitance and

the inertia constant of the SGs is varied according to Table 3.5.

Table 3.5: Values used in SM Capacitance and Inertia Constant Parametric Analysis

Csm

[µF] 4000 4800 5600 6400 7200 8000

[kJ/MW] 40 48 56 64 72 80

HSG [s] 3 4 5 6

MMC 1 is selected because it has more SMs as is typical in HVDC applications and the

perturbation of a 2% increase in load is used. In Fig. 3.21, the frequency nadir is plotted

against different values of SG inertia constants on the horizontal axis and different MMC

energy storage levels by different coloured lines. The frequency nadir remains constant across

different energy storage levels when energy control is not active as before and expected.

With energy control, MMC 1 previously showed diminishing returns in the frequency nadir

improvement and the same is seen again. Each curve represents a case with a different SG

inertia constant, and it is evident that the frequency nadir improvement is not much affected

across different SG inertia values. While the values of the frequency nadirs is decreasing with
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Fig. 3.21: Comparison of frequency nadirs by (a) magnitude for with (solid lines) and without (dashed
lines) energy control, and by (b) percent improvement under varying energy storage capacities and SG
inertia constants with MMC 1.
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the decreasing inertia as per theory, there is relatively less improvement in the frequency.

These are all consistent and similar with the parametric study on varying RES penetration

levels, because both of these studies relate to the decreasing inertia of the system. The

importance of this graph is to emphasize that energy control does not fully compensate the

increased frequency excursions with the decreasing inertia of the system due to using SGs

with smaller inherent inertia.

In Fig. 3.22, the times to reach the frequency nadir due to energy control are plotted

against different values of the inertia constant of the SGs on the horizontal axis and different

energy storage levels by different coloured lines. As shown, the results are consistent from

the previously obtained results. There is no improvement in the time to the frequency nadir

when energy control is not active, and energy control does not always improve the dura-

tion of the arresting period. This emphasizes the importance of sizing the SM capacitors

correctly and selecting the corresponding controller parameters properly. However, similar

to the parametric study on varying RES penetration levels, the improvement in the time

increases with increasing energy storage levels. This is true with the decreasing inertia of

the SGs as well, because it equivalently corresponds to increasing RES penetration levels as

the load contribution becomes more dominated by the RESs. This graph provides a different

perspective on how different system parameters impact the effects of energy control.

3.4 Summary

In this chapter, the basis of energy control was reviewed and implemented in a system with

SGs and MMCs. Parametric analyses were conducted with varying SM capacitances, RES

penetration levels, and SG inertia constants through detailed PSCAD/EMTDC simulations
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Fig. 3.22: Comparison of the times to frequency nadirs by (a) magnitude for with (solid lines) and without
(dashed lines) energy control, and by (b) percent improvement under varying energy storage capacities and
SG inertia constants with MMC 1.
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to investigate their impact on the effectiveness of energy control to improve the frequency

response. Two MMCs with a different number of SMs and controller parameters were tested

and subjected to two different perturbations.

Results showed that increasing the energy storage of the MMC by increasing the SM

capacitance showed improvements in the frequency nadir and arresting period duration, but

also showed diminishing returns. In other words, there is an upper limit on SM capacitance.

The usage of energy control in systems with higher RES penetration levels generally showed

greater improvements because of the greater total energy available. The improvements in

the frequency nadir can partially compensate for the increasing frequency deviations due

to increasing penetration levels and decreasing SG inertia. It was also seen that the level of

improvement decreased with larger perturbations, because either faster controllers or a larger

energy storage is needed for the energy controller to have the same level of improvement.

Furthermore, the controller parameters introduced non-linearities in the results that caused

them to deviate from those expected from theory, and there was not always an improvement

in the inertial response. This highlights the importance of conducting detailed studies.

Energy control is implemented as an additional functionality to the fundamental oper-

ation of an MMC that does not require additional electrical components to the system. In

other words, its operation is dependent on the MMC design, so different operating and MMC

sizing parameters affect how well it improves the frequency response. It must also be ensured

that energy control does not compromise the conventional operation of the MMC.
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Chapter 4

Response Speed Modelling and Sizing

Considerations of MMCs

The level of improvement in the frequency response contributed by energy control is depen-

dent on the MMC’s ability to charge/discharge its SM capacitors within a sufficient amount

of time. As power is the derivative of energy with respect to time, if the SM voltages cannot

change fast enough, the power contributions expected by energy control to counter the power

imbalances from a perturbation may be compromised. This means that even if the MMC has

a large energy storage capacity available for use by energy control, there may not be improve-

ments in the frequency response because the MMC is not capable of absorbing/releasing the

energy at the rate demanded by energy control.

In this chapter, parametric analyses on various MMC parameters are conducted. These

parametric analyses are conducted through a developed mathematical model that is vali-

dated against detailed simulations in PSCAD/EMTDC. The model development will first

be discussed, followed by its validation and investigation of the results.
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4.1 Derivation of Mathematical Model

In this section, the derivation of the model is presented. The model is a 2 x 2 state-space

representation of the DC components of the SM voltages and arm currents of an MMC. From

this model, a closed-form expression is derived from which the settling time of these wave-

forms can be approximated. The explicit construction of these waveforms is not necessary,

which makes the model computationally efficient for this purpose. The two state equations

of the model are derived with the MMC’s operating point and their individual differential

equations as the basis. While the DC components of the SM voltages and arm currents are

the state variables, the derivation for each involves the AC components as well.

The first state variable that is defined in this section is the DC component of the SM

capacitor voltage. The dynamics of the capacitor voltage of a SM in the upper arm of the

converter are governed by the following differential equation:

d

dt
vupc =

1

Csm

mupiup, (4.1)

where mup is the modulation reference waveform for the upper arm and iup is the upper arm

current. The modulation reference waveform is based on mref which defines the operating

point of the MMC. This derivation will consider its fundamental component and an optional

second-harmonic injection (when CCSC is included, for example), expressed as

mref = m1 sin(ωt+ α1) +m2 sin(2ωt+ α2), (4.2)

where m1 is the modulation index and α1 is the phase shift for the fundamental frequency

component, and m2 is the modulation index and α2 is the phase shift for the second order
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frequency component. Then for the upper arm of phase a,

mup =
1

2

(
1−mref

)
. (4.3)

The arm current may be represented as a Fourier series

iup = I0 +
∞∑
n=1

In sin(nωt+ φn). (4.4)

To simplify the analysis, only the current harmonics up to the second one are considered.

This is because higher-order current harmonics are typically of much smaller magnitude and

may therefore be neglected without compromising accuracy in typical cases [15–17]. Then

(4.4) may be reduced to

iup = I0 + I1 sin(ωt+ φ1) + I2 sin(2ωt+ φ2). (4.5)

Equation (4.2) is substituted into (4.3), and then with (4.5) into (4.1). Expanding the terms,

applying basic trigonometric identities, and then simplifying yields

d

dt
vupc =

d

dt
Vc0 +

d

dt
vc1 +

d

dt
vc2 +

d

dt
vc3 (4.6)

where

d

dt
Vc0 =

1

2Csm

I0 −
m1

4Csm

I1 cos(α1 − φ1)−
m2

4Csm

I2 cos(α2 − φ2) (4.7a)
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d

dt
vc1 =

1

2Csm

I1 sin(ωt+ φ1)−
m1

2Csm

I0 sin(ωt+ α1)

− m1

4Csm

I2 cos(ωt− α1 + φ2)−
m2

4Csm

I1 cos(ωt+ α2 − φ1) (4.7b)

d

dt
vc2 =

1

2Csm

I2 sin(2ωt+ φ2) +
m1

4Csm

I1 cos(2ωt+ α1 + φ1)−
m2

2Csm

I0 sin(2ωt+ α2) (4.7c)

d

dt
vc3 =

m1

4Csm

I2 cos(3ωt+ α1 + φ2) +
m2

4Csm

I1 cos(3ωt+ α2 + φ1). (4.7d)

That is, each frequency component being considered in the SM capacitor voltage in (4.6)

has been separated. Integrating (4.7b), (4.7c), and (4.7d) respectively yields

vc1 =
−1

2ωCsm

I1 cos(ωt+ φ1) +
m1

2ωCsm

I0 cos(ωt+ α1)

− m1

4ωCsm

I2 sin(ωt− α1 + φ2)−
m2

4ωCsm

I1 sin(ωt+ α2 − φ1) (4.8a)

vc2 =
−1

4ωCsm

I2 cos(2ωt+φ2)+
m1

8ωCsm

I1 sin(2ωt+α1 +φ1)+
m2

4ωCsm

I0 cos(2ωt+α2) (4.8b)

vc3 =
m1

12ωCsm

I2 sin(3ωt+ α1 + φ2) +
m2

12ωCsm

I1 cos(3ωt+ α2 + φ1). (4.8c)

In the rotating reference frame, (4.7a) is expressed as

d

dt
V up
c0 =

1

2Csm

I0 −
m1q

4Csm

I1q −
m1d

4Csm

I1d −
m2q

4Csm

I2q −
m2d

4Csm

I2d (4.9)

and will be used later in this derivation.

The second state variable is the DC component of the arm current. The dynamics of the

current in the upper arm are governed by its differential equations. These are obtained upon

consideration of KVL applied to the DC and AC loops of the MMC as illustrated in Fig. 4.1.

It is assumed that the AC-side of the MMC consists of an R-L load. Applying KVL along

- 69 -



4.1 Derivation of Mathematical Model
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−
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−
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−

+

vup

DC loop
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Fig. 4.1: MMC KVL paths.

the DC loop (dotted line path) yields

VDC = vup + Larm
d

dt
iup +Rarmi

up + Larm
d

dt
ilow +Rarmi

low + vlow, (4.10)

and applying KVL along the AC loop (dashed line path) yields

VDC

2
= vup + Larm

d

dt
iup +Rarmi

up +RACiAC + LAC
d

dt
iAC. (4.11)
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Assuming symmetric MMC operation, the upper and lower arm currents are equally dis-

tributed, so that for the even-order components [16],

vup = vlow (4.12a)

iup = ilow (4.12b)

and the load current may be expressed as

iAC =
iup

2
. (4.13)

Then (4.10) can be rewritten as

VDC = 2vup + 2Larm
d

dt
iup + 2Rarmi

up (4.14)

and (4.11) can be rewritten as

VDC = vup + Leq
d

dt
iup +Reqi

up (4.15)

with the equivalent inductance and resistance defined as

Leq = Larm + 2LAC (4.16a)

Req = Rarm + 2RAC. (4.16b)

Each frequency component in the governing differential equations for the SM voltages and

arm currents is now considered separately. It must be noted that a set of λ and ξ equations
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as defined in Appendix A.1 and A.2, respectively, is used to simplify the representation of

the formulas in this mathematical model in the rotating reference frame throughout the rest

of this derivation.

Considering only the fundamental components of (4.15) yields

0 = vup1 + Leq
d

dt
iup1 +Reqi

up
1 . (4.17)

With balanced SM voltages and N SMs inserted at each time instant,

vup1 = {Nmup(Vc0 + vc1 + vc2 + vc3)}1 (4.18)

where the {}1 notation denotes that only the fundamental-frequency components inside the

{} brackets are taken. Equation (4.2) is first substituted into (4.3), then with (4.8a), (4.8b),

and (4.8c) into (4.18), and lastly into (4.17). Applying standard trigonometric identities,

equating the sin(ωt) and cos(ωt) terms and simplifying yields two equations of the form

λ1Vc0 + λ2I0 + λ3I1q + λ4I1d + λ5I2q + λ6I2d = 0 (4.19a)

λ7Vc0 + λ8I0 + λ9I1q + λ10I1d + λ11I2q + λ12I2d = 0 (4.19b)

in the dq0 domain where (4.19a) are from the sin(ωt) terms and (4.19b) are from the cos(ωt)

terms.

In a similar manner, considering only the second harmonic components in (4.14)

0 = 2vup2 + 2Larm
d

dt
iup2 + 2Rarmi

up
2 . (4.20)
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With balanced SM voltages and N SMs inserted at each time instant,

vup2 = {Nmup(Vc0 + vc1 + vc2 + vc3)}2 (4.21)

where the {}2 notation denotes that only the second-order frequency components inside the

{} brackets are taken. Equation (4.2) is first substituted into (4.3), then with (4.8a), (4.8b),

and (4.8c) into (4.21), and lastly into (4.20). Applying standard trigonometric identities,

equating the sin(2ωt) and cos(2ωt) terms and simplifying yields two equations of the form

λ13Vc0 + λ14I0 + λ15I1q + λ16I1d + λ17I2q + λ18I2d = 0 (4.22a)

λ19Vc0 + λ20I0 + λ21I1q + λ22I1d + λ23I2q + λ24I2d = 0 (4.22b)

in the dq0 domain where (4.22a) are from the sin(2ωt) terms and (4.22b) are from the

cos(2ωt) terms.

Lastly, considering only the DC components in (4.14),

VDC = 2vup0 + 2Larm
d

dt
I0 + 2RarmI0 (4.23)

and with balanced SM voltages and N SMs inserted at each time instant,

vup0 = {Nmup(Vc0 + vc1 + vc2 + vc3)}0 (4.24)

where the {}0 notation denotes that only the DC components inside the {} brackets are

taken. Equation (4.2) is first substituted into (4.3), then with (4.8a), (4.8b), and (4.8c)

into (4.24), and next into (4.23). Applying standard trigonometric identities and simplifying
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yields

d

dt
I0 = ξ5VDC − Rarm

Larm

I0 +
N

2Larm

Vc0 +
λ2

2Larm

I1q +
λ8

2Larm

I1d +
λ14

2Larm

I2q +
λ20

2Larm

I2d. (4.25)

At this point, the state equations for the DC components of the SM voltages and arm currents

have been obtained, but not yet fully simplified. It is first noted that (4.19a), (4.19b), (4.22a),

and (4.22b) constitute a system of equations and the expressions for I1q, I1d, I2q and I2d may

be solved for in terms of Vc0 and I0. The general form for the given system is



λ3 λ4 λ5 λ6

λ9 λ10 λ11 λ12

λ15 λ16 λ17 λ18

λ21 λ22 λ23 λ24





I1q

I1d

I2q

I2d


+



λ1

λ7

λ13

λ19


Vc0 +



λ2

λ8

λ14

λ20


I0 =



0

0

0

0


. (4.26)

The expressions for I1q, I1d, I2q and I2d in terms of Vc0 and I0 are then substituted into (4.9)

and (4.25) and expressed in a state-space form:

d

dt

Vc0

I0

 =

ξ1 ξ2

ξ3 ξ4


Vc0

I0

+

 0

ξ5

VDC. (4.27)

It must be noted that while there are 24 λ terms, only 16 of these are distinct when

the modulation reference waveform considers the fundamental and second-order frequency

components. Furthermore, if only the fundamental-frequency component is considered, only

12 distinct λ terms need to be calculated (Appendix A.1.1). The reason for presenting 24 λ

terms is to maintain the flexibility of the model. In this form, not only can these two cases

be considered without any changes in the formulations, but also if the modulation reference
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waveform were to include other harmonics for example, the additions to the model are minor.

Only the differential equation for the SM voltage (4.9) needs to be expanded if (4.2) does

not include all of the desired terms. Similarly, if the system topology were to change, only

the differential equation for the arm current needs to be updated. The equations for the AC

components simply need to have the same form as (4.19a), (4.19b), (4.22a), and (4.22b), so

that a system of equations for I1q, I1d, I2q and I2d in terms of Vc0 and I0 similar to (4.26)

may be constructed and solved in the same manner as presented.

In (4.27), there are two coupled first-order differential equations. The response time of

this type of mathematical system is measurable by a time constant, which is derived from the

real part of its eigenvalues. Input variables will not impact the system eigenvalues; therefore,

only the matrix with the ξ terms needs to be considered. Considering under-damped cases

where

4(ξ1ξ4 − ξ2ξ3) > (ξ1 + ξ4)
2 (4.28)

which will be held for small resistances as is typically the case, its two eigenvalues are

complex conjugate pairs and, therefore, have the same real part. The time constant may

then be expressed as

τ = − 2

ξ1 + ξ4
(4.29)

where the settling time is typically 3τ to 5τ . Equation (4.29) therefore provides an estimation

of the response time of the MMC and can be obtained analytically. This means that the

response time of the MMC may be determined without the computational cost of circuit

simulations or iterative calculations.
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4.2 Validation of Mathematical Model

A simulation case in PSCAD/EMTDC is designed and set up in order to validate the model.

An MMC is connected to a resistive load and the operation of the MMC is controlled using

PQ and CCSC schemes. Symmetric operation with a constant DC-side source is assumed.

Perturbations are applied to the DC-side voltage to study the DC responses of the SM

voltages in the MMC.

Table 4.1: MMC System Parameters

Parameter Value

Output power PAC 150 [MW]

Rated DC voltage VDC 200 [kV]

Number of submodules per arm N 80

Submodule capacitance Csm 4000 [µF]

Arm inductance Larm 50 [mH]

Arm resistance Rarm 1 [Ω]

Load resistance RAC 80.17 [Ω]

Although the main purpose of the model is to provide a time constant for the settling time

of the SM voltage and arm current’s DC components, the model is also able to reconstruct the

AC components of the waveforms from their DC dynamics. This capability is used to validate

the accuracy of the model. With the AC components, it also means that the control systems

can be integrated with the simulation. In Fig. 4.2, the SM voltage, arm current, and power

responses from the model are compared against those simulated from PSCAD/EMTDC.

The meaning of average in the legend is that only the DC components are considered for the

model, and a moving average with a centered window of one cycle length at 60 Hz is applied

for the PSCAD waveforms. Each case includes the PQ control scheme, and CCSC scheme if
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Fig. 4.2: Comparison of responses from the model and PSCAD/EMTDC simulation to a +5% change in
VDC with Csm = 4000 µF and Larm = 50 mH for (a) SM voltage [kV] and (b) arm current [kA] responses
where the solid lines are the full waveform, and the dashed lines are the averaged waveform, and (c) power
[MW] responses where the solid lines are when with CCSC, and the dashed lines are when without CCSC.
(Continued on next page)
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Fig. 4.2: (Continued from previous page) Comparison of responses from the model and PSCAD/EMTDC
simulation to a +5% change in VDC with Csm = 4000 µF and Larm = 50 mH for (a) SM voltage [kV] and (b)
arm current [kA] responses where the solid lines are the full waveform, and the dashed lines are the averaged
waveform, and (c) power [MW] responses where the solid lines are when with CCSC, and the dashed lines
are when without CCSC.

specified (solid line).

It can first be seen that the DC components represented by the model capture the moving

average of the PSCAD/EMTDC simulated waveforms. However, the advantage of using the

model to simulate the DC components is that the waveform does not need to be known in

advance. In PSCAD/EMTDC, the moving average cannot use a centered window because

the signal is causal. If the average were being captured in real time, there would be a time

delay because a backward window must be used. The model does not have this limitation.

It can also be seen that the AC components are sufficiently captured. Since control systems

based on the AC component values at each time step were included, this validates the model

accuracy and demonstrates its ability to simulate the waveforms. It is noted that the model

does not capture as much detail as the simulated waveforms. This is consequent of the model
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not considering harmonics greater than the second order.

It is particularly evident in the arm currents (Fig. 4.2b) that the CCSC scheme handles

the second harmonic current properly, since when CCSC is active, the second harmonic

current becomes significantly less. It can be seen that CCSC does not have a significant

impact on the settling time. This is because the magnitude of the second harmonic injected

into the modulation reference waveform is small compared to the fundamental component.

If the modulation reference waveform were to have a strong impact on the settling time, it

should therefore be the fundamental modulation index that is studied.

The limitation of the model is demonstrated by repeating this simulation case but with

a lower arm inductance. The arm inductance Larm is now decreased to 15 mH (0.09 pu using

base values of 200 MVA and 110 kV) from the previous value of 50 mH (0.31 pu). The

accuracy of the model in reconstructing the AC components is largely dependent on the

relative size of the AC transients to the DC transients. This is consequent of the model basis

and it means that with more significant AC components, the model accuracy decreases as

demonstrated in Fig. 4.3. With a lower arm inductance, the AC transients are now more

prominent than before. The model is no longer able to capture the AC components of the

waveforms to the same degree of accuracy. Nevertheless, the DC component still sufficiently

captures the moving average of the simulated waveforms, and this is the primary importance.

It must be recalled and emphasized that the main purpose of the model is to provide an

estimate for the settling time of the SM voltage and arm current DC components. As the

model still fulfills this purpose - even if it cannot always capture the AC dynamics - the

formulations are still valid. This is consistent with the merit that the model does not need

any waveform simulation to provide the settling time constant.
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Fig. 4.3: Comparison of responses from the model and PSCAD/EMTDC simulation to a +5% change in
VDC with Csm = 4000 µF and Larm = 15 mH for (a) SM voltage [kV] and (b) arm current [kA] responses
where the solid lines are the full waveform, and the dashed lines are the averaged waveform, and (c) power
[MW] responses. (Continued on next page)

- 80 -



4.2 Validation of Mathematical Model

2.45 2.5 2.55 2.6
Time [s]

110

115

120

125

130

135

140

145

P
A

C
(t

)

Model Simulation

(c)

Fig. 4.3: (Continued from previous page) Comparison of responses from the model and PSCAD/EMTDC
simulation to a +5% change in VDC with Csm = 4000 µF and Larm = 15 mH for (a) SM voltage [kV] and (b)
arm current [kA] responses where the solid lines are the full waveform, and the dashed lines are the averaged
waveform, and (c) power [MW] responses.

4.2.1 Settling Time Extraction Algorithms

The settling time obtained from simulation needs to be arithmetically extracted from the

waveforms in order to perform quantitative comparisons between the model’s predictions

and PSCAD/EMTDC simulations. Two particular approaches are considered: one based on

the DC components as in the model, and one based on the full waveform.

4.2.1.1 DC-Based Extraction

The idea of this extraction algorithm is to observe the moving average (centered window) of

the simulated waveform. When the moving average has settled, the waveform is considered

as settled. However, if different SM capacitances are tested, there may be an impact on

the measured settling time. This is because the SM voltage ripple generally decreases with
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increasing SM capacitance. In calculating the moving average, with a smaller ripple, the

measured settling time may be incorrectly underestimated. Similarly, with a larger ripple,

the measured settling time may be incorrectly overestimated. The concern for this arises

because all test cases should have the same tolerance rules for waveform settling in order to

maintain consistency.

4.2.1.2 Full-Waveform-Based Extraction

The idea of this extraction algorithm is to observe the full simulated waveform, rather than

only the DC component. The waveform is considered as settled when it reaches periodic

steady-state (within a specified tolerance). With this settling condition, a variance in the

SM voltage ripple will not have a significant impact on the measured settling time as with

the DC-based extraction method. At each time-step, the algorithm looks three cycles ahead

and compares to the three cycles from the previous time-step. These are compared using a

circular shift, because if the waveform has settled, there should be a shift where these two

data sequences are the same within a tolerance. Three cycles are used in order to take into

account outliers (anomalies) where the waveform seemed to have settled, but suddenly needs

more time to settle according to the set tolerance due to switching transients for instance.

4.3 Parametric Study on Response Speed

In this section, parametric analyses are conducted to investigate the MMC’s settling time

under different sizing and operating conditions. The primary design variable is the SM ca-

pacitance Csm because it is the main energy storage element in the MMC. The secondary

design variables include the arm inductance Larm, the modulation index m, and the load
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power factor. The observation variable is the settling time of the SM voltages upon a per-

turbation, which is predicted using the derived mathematical model and compared against

detailed PSCAD/EMTDC simulations. This definition provides insight on how the electrical

components and operating point of an MMC affect its response speed, which is an important

factor to consider when implementing energy control. Each parametric analysis is described

in a separate subsection in the same aforementioned order.

4.3.1 SM Capacitance and Arm Inductance

The test system is run as described in Section 4.2 with the SM capacitance Csm and arm

inductance Larm varied parametrically. The values used for these two variables are tabulated

in Table 4.2. The modulation index is fixed at 0.9 and the load is at unity power factor.

Table 4.2: Values used in SM Capacitance and Arm Inductance Parametric Analysis

Csm [µF] 4000 4800 5600 6400 7200 8000

Larm [mH] 15 20 25 30 35 40

Using the derived model, a time constant τ for the DC component of the SM voltage

is obtained for each parametric case. This is used to set the upper and lower bounds of the

predicted settling time of the full waveform. The measured settling time is obtained through

data processing of the detailed PSCAD/EMTDC simulations for each parametric case using

the full-waveform-based extraction algorithm. Different perturbation levels in the DC-side

voltage of the MMC are also tested. These results are shown in Fig. 4.4. Each graph contains

three surface plots. The two surface plots of lower opacity outlined in red and magenta

represent three and five time constants, respectively, as determined by the mathematical

model. This provides an estimated range for the actual settling time of the waveforms, which
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(a)

(b)

Fig. 4.4: SM voltage settling times with perturbation of (a) +5% (b) −10% (c) +2% change in VDC for
SM capacitance and arm inductance parametric analysis. Time bounds predicted by model in lower opacity,
measured time in higher opacity. (Continued on next page)
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(c)

Fig. 4.4: (Continued from previous page) SM voltage settling times with perturbation of (a) +5% (b) −10%
(c) +2% change in VDC for SM capacitance and arm inductance parametric analysis. Time bounds predicted
by model in lower opacity, measured time in higher opacity.

are plotted in higher opacity. If the highest opacity surface plot falls between the two lower

opacity surface plots, it means that the model has successfully approximated the settling

time.

The general trend observed is that increasing either the SM capacitance or arm induc-

tance increases the settling time of the waveform. This is consequent of the inherent proper-

ties of these energy storage elements and is to be expected. The decreased di
dt

(by inductors)

and dv
dt

(by capacitors) capabilities contribute to the slow down. It is important to note that

the increments on the arm inductance are an order of magnitude higher than the increments

on the SM capacitance. The resulting increase in settling time, however, does not have a

difference of an order of magnitude. Furthermore, as the arm inductance increases, the effect

from the SM capacitance increases. In other words, the impact these two components have

on the MMC response time is not completely decoupled. This means that in selecting the

SM capacitance with the consideration of the response speed, the arm inductance is also an
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important factor to account for.

The validity of the model predictions are quantitatively evaluated against the measured

settling times. The error terror is quantified by how much the measured settling time tmeas is

outside the bounds predicted by the mode, which may be represented by

terror =


tmeas − 3τ if tmeas < 3τ

tmeas − 5τ if tmeas > 5τ

0 otherwise.

(4.30)

That is, the three possibilities are that the measured settling time tmeas is either (i) less than

the lower bound, (ii) more than the upper bound, or (iii) inside the bounds predicted by

the model. In the first case, the error will be negative to represent that the settling time

was shorter than anticipated. In the second case, the error will be positive to represent that

the settling time was longer than anticipated. If neither of these two cases is true, then the

settling time was within the range predicted by the model and the error is quantified as zero.

An error analysis is conducted for each parametric case and shown in Fig. 4.5. It can be

seen in the plots that the model accuracy depends on at least two factors: the magnitude of

the perturbation and the SM voltage ripple. The former is evident across the different per-

turbations (Figures 4.5a, 4.5b, and 4.5c). The measured settling time is within the bounds

predicted by the model for the majority of the parametric cases for the 5% and 2% per-

turbations. However, with the larger 10% perturbation, there are more cases in which the

error is positive. The measured settling time is longer than predicted and this is because the

system may need more than five time constants to settle to the same level as the smaller per-

turbations. Some error could also be attributed to the measurement, since the measurement
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(a)

(b)

Fig. 4.5: Error of model SM voltage settling times subjected to a perturbation of (a) +5% (b) −10% (c)
+2% change in VDC for the SM capacitance and arm inductance parametric analysis considering (d) peak-
to-peak SM voltage ripple. (Continued on next page)
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(c)

(d)

Fig. 4.5: (Continued from previous page) Error of model SM voltage settling times subjected to a pertur-
bation of (a) +5% (b) −10% (c) +2% change in VDC for the SM capacitance and arm inductance parametric
analysis considering (d) peak-to-peak SM voltage ripple.
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observes the full cycle of the waveform, and not only the DC component like the model. That

is, some AC transients which are not fully accounted for in the model might be extending

the settling time of the full waveform.

The SM voltage ripple, as shown in Fig. 4.5d, may also affect the model accuracy. The

general trend is that as the ripple decreases, the model is more accurate. This is consistent

with the implicit model assumption that the AC transients are not significant compared to

the DC transients. It is noted, however, that for the 10% perturbation case, there are some

parametric cases that have more error despite having a smaller ripple. This behaviour may

be attributed back to the longer settling time due to a larger perturbation.

4.3.2 SM Capacitance and Modulation Index

In this section, the SM capacitance Csm and modulation index m are varied in a parametric

manner. At a fixed operating point, the modulation reference waveform is fixed and only the

fundamental component is considered here. The arm inductance is fixed at 15 mH and the

load power factor is unity across all parametric cases. The values used for these two variables

are tabulated in Table 4.3. As before, the model is used to predict a range for the settling

Table 4.3: Values used in SM Capacitance and Modulation Index Parametric Analysis

Csm [µF] 4000 4800 5600 6400 7200 8000

m 0.75 0.8 0.85 0.9 0.95 1

time and is validated against the settling time obtained from detailed PSCAD/EMTDC

simulations for each parametric case. These results are shown in Fig. 4.6. The same set of

perturbations on the DC-side voltage of the MMC are tested. Each graph contains three

surface plots following the same previous conventions. It is shown that the modulation index
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(a)

(b)

Fig. 4.6: SM voltage settling times with perturbation of (a) +5% (b) −10% (c) +2% change in VDC for SM
capacitance and modulation index parametric analysis. Time bounds predicted by model in lower opacity,
measured time in higher opacity. (Continued on next page)
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(c)

Fig. 4.6: (Continued from previous page) SM voltage settling times with perturbation of (a) +5% (b)
−10% (c) +2% change in VDC for SM capacitance and modulation index parametric analysis. Time bounds
predicted by model in lower opacity, measured time in higher opacity.

does not have a significant impact on the settling time. This is supported by both the model

and the acquired measurements. There is little variation in the settling times due to variations

in the modulation index than variations in the inductance or capacitance. The same can be

interpreted intuitively by considering that the modulation index is less inherent to an MMC

than the sizing of its components, and therefore comparatively has less dominance in the

natural response. This means in the interest of the settling time, the modulation index is

not necessarily a primary factor of consideration.

To verify these results, an error analysis is conducted for each parametric case as before

and shown in Fig. 4.7. As explained previously, the magnitude of the perturbation and the

SM voltage ripple affect the model accuracy. The same behaviour regarding these two factors

is seen again. However, compared to the parametric study with the arm inductance, there

are more cases with error and the upper bound on the error is higher. This is because the SM

voltage ripple is more significant in this parametric study as shown in Fig. 4.7d, and suggests
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(a)

(b)

Fig. 4.7: Error of model SM voltage settling times subjected to a perturbation of (a) +5% (b) −10% (c)
+2% change in VDC for the SM capacitance and modulation index parametric analysis considering (d) peak-
to-peak SM voltage ripple. (Continued on next page)
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(c)

(d)

Fig. 4.7: (Continued from previous page) Error of model SM voltage settling times subjected to a perturba-
tion of (a) +5% (b) −10% (c) +2% change in VDC for the SM capacitance and modulation index parametric
analysis considering (d) peak-to-peak SM voltage ripple.
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that while the modulation index does not greatly affect the settling time, it plays a role in

determining the SM voltage ripple. This is particularly true when the SM capacitance is

lower. At the same time, the SM voltage ripple is higher than the parametric study with the

arm inductance because there the arm inductance is fixed and at a lower value. Therefore,

when the MMC is operating at a large modulation index, careful consideration should be

taken against the ripple.

4.3.3 SM Capacitance and Load Power Factor

In this section, the SM capacitance Csm and load power factor are varied in a parametric

manner. The same test system as was described in Section 4.2 is still being used. The values

used for these two variables are tabulated in Table 4.4. This range of power factors is selected

to be consistent with the typical operating points of an MMC. The load is of type R-L and

the magnitude of the impedance is fixed across all parametric cases. This means that the

proportion of impedance from resistance and reactance must be varied to achieve different

load power factors. An R-L load is used to because it is representative of a typical load that

an MMC would be connected to in a power system. Each set of R-L values is computed and

tabulated in Table 4.5. The modulation index and arm inductance are fixed at 0.9 and 15

mH respectively across all cases.

Table 4.4: Values used in SM Capacitance and Load Power Factor Parametric Analysis

Csm [µF] 4000 4800 5600 6400 7200 8000

Power Factor 0.7 0.75 0.8 0.85 0.9 0.95 1

Once again, the model is used to predict a range for the settling time and is validated

against the settling time obtained from detailed PSCAD/EMTDC simulations for each para-
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Table 4.5: Values of Load Components for Different Power Factors

Power Factor 0.7 0.75 0.8 0.85 0.9 0.95 1

RAC [Ω] 56.4667 60.5000 64.5333 68.5667 72.6000 76.6333 80.6667

LAC [mH] 0.1528 0.1415 0.1284 0.1127 0.0933 0.0668 0

metric case subjected to the same set of perturbations on the DC-side voltage of the MMC.

These results are shown in Fig. 4.8. Each graph contains three surface plots following the

same previous conventions, and indicate that the load power factor does not have a significant

impact on the settling time. Although a lower factor means that the load is more inductive,

this may not significantly affect the settling time predicted by the model because it is on

the AC-side of the MMC. The time constant derived from the model is only based on the

transients of the DC components. While there are more cases in which the measured settling

time is closer to the upper bounds predicted by the model, this may not be attributed to the

load power factor as the both the modelled and simulated settling times indicate relatively

constant values across different power factors. It must be noted that as per Table 4.5, the

load inductance across the different power factors does not vary greatly, which is consistent

with the little observed changes in the settling times. This draws the conclusion back to the

first parametric study that besides the SM capacitance, the arm inductance generally holds

dominance in determining the MMC response speed.

The error analysis is conducted for each parametric case as before and shown in Fig.

4.9. The same errors that can be attributed to the magnitude of the perturbation and the

SM voltage ripple affect the model accuracy are evident. As can be seen and previously

mentioned, there are more cases in which the measured settling time is closer to the upper

bounds predicted by the model with larger perturbations. Fig. 4.9c which is the case with
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(a)

(b)

Fig. 4.8: SM voltage settling times with perturbation of (a) +5% (b) −10% (c) +2% change in VDC for
SM capacitance and power factor parametric analysis. Time bounds predicted by model in lower opacity,
measured time in higher opacity. (Continued on next page)
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(c)

Fig. 4.8: (Continued from previous page) SM voltage settling times with perturbation of (a) +5% (b) −10%
(c) +2% change in VDC for SM capacitance and power factor parametric analysis. Time bounds predicted
by model in lower opacity, measured time in higher opacity.

the smallest perturbation applied is theoretically the most accurate of the presented cases.

It is noted that in this case particularly, there is some effect of the increasing inductive load

for large Csm values when the model becomes more accurate. Therefore, it can be concluded

that a more inductive load may slow down the settling time, but it is not very significant.

This means that the focus on component sizing should still be primarily associated with the

SM capacitance and arm inductance. Similar to the modulation index, the load power factor

is not as inherent to the operation of the MMC.
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(a)

(b)

Fig. 4.9: Error of model SM voltage settling times subjected to a perturbation of (a) +5% (b) −10% (c)
+2% change in VDC for the SM capacitance and power factor parametric analysis considering (d) peak-to-
peak SM voltage ripple. (Continued on next page)
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(c)

(d)

Fig. 4.9: (Continued from previous page) Error of model SM voltage settling times subjected to a pertur-
bation of (a) +5% (b) −10% (c) +2% change in VDC for the SM capacitance and power factor parametric
analysis considering (d) peak-to-peak SM voltage ripple.
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4.4 Summary

In this chapter, a 2× 2 state space model was developed for the DC components of the SM

voltage and arm current of the MMC. The model was compared against PSCAD/EMTDC

simulations and shown to be able to capture the DC behaviour of these waveforms. Fur-

thermore, when the AC transients are not significant (compared to the DC transients), the

model can capture the full waveform of these waveforms. More importantly, from the model

a closed-form equation for the settling time of the SM voltages of the MMC was derived. It

was shown that increasing the SM capacitance and arm inductance are primary factor for

increasing the settling time. On the other hand, factors relating to the operating point of

the MMC, such as the modulation index and load power factor, did not have much effect

on the settling time. The equation may be used as a design tool to size the components and

determine the operating point of an MMC that meet a specified response speed. This is a

key factor to the effectiveness of energy control in mitigating frequency excursions. Various

parametric analyses were conducted to investigate the impact of such parameters on the

response speed.
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Chapter 5

Contributions, Conclusions, and

Recommendations for Future Work

As electrical power generation becomes increasingly dominated by RESs, the contribution

from SGs becomes proportionally less. However, RESs do not possess the large inherent

inertia as SGs do, which results in a decreasing system inertia. This means that the natural

inherent frequency damping may no longer be sufficient. Control schemes are implemented

in MMCs to provide them with frequency support capability to help address this concern.

However, the implementation is not simple. There are various factors that must be considered

in order to provide the proper controller requirements and parameters to the control scheme.

Otherwise, the intended merits from the controls may be compromised. In this thesis, the use

of a frequency support control scheme in an MMC and how different system parameters affect

its performance were investigated and analyzed both qualitatively and quantitatively. The

main contributions and conclusions are summarized in this chapter, and recommendations

to extend the scope of study are also identified.
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5.1 Main Contributions and Conclusions

In this research, an energy-based control frequency support scheme was implemented in an

MMC. This allows the MMC to respond to power imbalances by absorbing/releasing some of

its internally stored energy when the system is subjected to a perturbation. Impacts of differ-

ent system parameters on how effectively the control scheme mitigated frequency excursions

were investigated through simulation studies, and a model was developed to provide a math-

ematical basis of the observations. The following are the main contributions and conclusions

of this thesis:

• A system consisting of SGs and MMCs implemented with frequency support capability

was developed in PSCAD/EMTDC. The frequency nadir and duration of the arresting

period were observed through detailed simulation studies for when energy control was

and was not implemented to evaluate the improvement in the inertial response. Results

showed that the energy-based control frequency support scheme does not necessarily

improve the frequency response. When it does, however, energy control improves the

frequency response by extending the duration of the arresting period. The changes

in the frequency nadir were relatively less due to the limited variation allowed in the

energy stored in the MMC.

• The energy storage capacity of the MMC, the RES penetration level, and system

inertia were varied in a parametric manner to investigate how these factors affect the

performance of the energy-based control frequency support scheme. This was done for

two different converters and under two different perturbations. Results showed that

increasing the energy storage capacity of the MMC extended the duration that the

frequency support scheme was active for, resulting in longer arresting periods. The
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same was seen with increasing RES penetration levels, but in larger amount due to the

greater increases in the total amount of available energy that can be used for frequency

support. The quantitative improvements were not linear as expected from theory due to

the non-linearities in the control system. Furthermore, the energy-based control scheme

does not fully compensate the effect of the decreasing system inertia. This showed

that the system inertia is a determining factor on the necessity of frequency support.

Furthermore, the usability of energy control decreases with increasing perturbations

due to the amount of energy that is required and the faster rates at which it must

change.

• A state-space model representing the DC dynamics of the MMC was developed based

on the fundamental differential equations of MMC operation, from which a closed-

form equation for the MMC settling time was derived. The model was implemented

as a custom component in PSCAD/EMTDC, and results were compared against de-

tailed simulations in PSCAD/EMTDC. It was demonstrated that as the energy storage

elements of the MMC increase, which are typically high when the MMC is designed

for frequency support, that the dynamics of the arm currents and SM voltages are

dominated by their DC components.

• The impact of the SM capacitance, arm inductance, modulation index, and load power

factor of the MMC on its natural response speed were quantitatively evaluated using the

model equation and the simulated waveforms from PSCAD/EMTDC. Results showed

that the SM capacitance and arm inductance have a primary impact on the settling

time of the arm current and SM voltages. Furthermore, their impact is non-linear and

has a coupled effect. The modulation index and load power factor have less impact.
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5.2 Future Work

In this thesis, parametric studies were conducted by simulations to study the impact of

energy control on the system frequency response under different system and operating con-

ditions. This has provided insight towards the design of MMCs for energy control as the RES

penetration level of the grid increases. Due to the many possibilities of MMC, controllers, as

well as system configurations and parameters, further research in this direction is available.

The following extensions to this research are proposed:

• Conduct parametric analyses for different frequency support (energy control based)

schemes. In this thesis, only one general energy control method for frequency support

was studied. However, other schemes can be studied such as those that are inertia

emulation based or require more input measurements such as ROCOF.

• Study the effect of redundant SMs in the MMC. It was seen that the SM capacitance

is a determining factor in the frequency response improvement contributed by energy

control. With redundant SMs, the MMC has more energy that can be used for com-

pensate power imbalances. The trade-offs between including more (redundant) SMs

and the MMC response speed may be studied.

• Evaluate the effectiveness of energy control for different types of governors and turbines

(e.g., steam). This research only used a hydro-type governor and turbine. It was seen

that the system parameters had an effect on the natural frequency response, and there-

fore the necessity of energy control. Different governor/turbine actions may affect the

requirements of energy control because of their different responses to a perturbation.

• Include frequency dependence in the system load. This research only considered a
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frequency independent load. With frequency dependence, the system load and therefore

the power compensation required by the energy controller will vary and likely affect

the level of improvement in the inertial response acquired through energy control.

• Investigate the use of energy control for damping oscillations in the power system. The

applicability of energy control is not limited to only improving the frequency response.

Different uses of energy control may have different sizing guidelines for energy storage.
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Appendix A

Model Equations

A.1 λ Equations
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A.1.1 Special Case: Fundamental Component Only in mref

λ13 = 0 (A.2a)

λ19 = 0 (A.2b)
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ξ5 =
1
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