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Abstract

Picture-naming and reading behavior of two retarded children was
compared in two experimental conditions. In Phase 1 the conditions
were the same: a correct-response light flashed after every correct
verbal response, and a primary reinforcer was automatically delivered
immediately following the light after every fifth correct verbal res-
ponse. There was no consistent difference in performance for either
subject between conditions.

In Phase 2, a lever-press response was required to produce prim—
ary reinforcers after correct verbal responding. Condition 1 remained
the same in Phase 2 as in Phase 1. The verbal performance of one sub-
ject was consistently superior in the condition requiring a lever—
press response during this phase. For the other subject, there was no
consistent difference in performance between conditions during this
phase, nor was there any consistent change in performance in either
condition from Phases 1 and 2.

Phase 3, for the subject who showed an increase in performance
during the lever-press contingency in Phase 2, was a reversal to the
conditions of Phase 1, in that a lever—press response Was no longer
required to produce primary reinforcers. Performance for this subject
improved dramatically in both conditions compared to the prior perform-
ance exhibited in either Phases 1 or 2, but there was no consistent
difference between conditions. The research ended for this subject
at this point. In Phase 3 for the subject who showed no difference
in performance between Phases 1 and 2, another primary reinforcer was

introduced, in addition to the initial primary reinforcer, but delivered
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according to a different schedule of reinforcement. The subject's per-
formance changed dramatically and immediately, and was superior in the
condition requiring a lever-press response.

In Phase 4, which was a reversal to the conditions of Phase 2,
performance in the condition not requiring a lever-press response improv—
ed to the level attained in the condition requiring a lever-press res—
ponse, but there was no consistent difference between conditions.

Phase 5, which was identical to the conditions of Phase L, was
conducted following a 7 month break in the research, and performance in
both conditions deteriorated with no consistent difference between them.

Phase 6 was a return to the conditions of Phase 3, in that two
primary reinforcers were delivered according to two different schedules
of reinforcement. Performance improved in both conditions, but was
superior in the condition requiring a lever-press response. This sup-
erior performance was consistently maintained throughout this phase.

Phase 7 was a return to the conditions of Phases 2 and A4, and
performance deteriorated to the point of extinction, with no consistent
difference between conditions throughout the phase. Thus, when the
magnitude of reinforcement was increased for the second subject, her
performance replicated the major finding that was obtained with the
first subject: presenting reinforcement contingent on a lever—press
response, after correct verbal responding, produced better performance
than did presenting reinforcement contingent only on correct verbal

responding.
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INTRODUCTION

"Reinforcement — the control of behavior through its consequen—
ces — is generally recognized to be a key variable in determining the
characteristics of behavior" (Sidman, 1960, p. 31). "A reinforcer
(reinforcing stimulus) is an event which changes subsequent behavior
when it follows behavior in time. Operationally, an event is identif-
ied as a positive reinforcer if the frequency of responses of a given
class (operant) increases when the presentation of the event is made
contingent upon a response of that class" (Morse, 1966, p. 53).

The most common experimental procedure with children involves
the presentation of positive reinforcers. Such popularity probably
stems from the fact that sensitivity to stimulus consequences is one
basic criterion for establishing a response as an operant and that
presentation of positive reinforcers is the most acceptable reinforce-
ment to apply to children (Bijou and Baer, 1966).

One type of positive reinforcer that has proven popular with
children has been classified as consummables (Bijou and Sturgess,
1959) and include candy (M&M's, Smarties), other solid foods (raisins,
currants, peanuts, cookies), and various liquids (milk, Kool-aid,
apple juice). There are many studies in the literature where consumm-—
ables have been used as reinforcers. For example, Fuller (1949) used
a warm sugar—milk solution to shape arm-raising behavior in a "vege-—
tative human organism". Patterson (1966) used M&M's as a primary
reinforcer with a five year old boy to extinguish his tantrum behav-
ior. Wolf, Risley, and Mees (1964) used bites of breakfast as a

primary reinforcer to teach a 3%~year-old autistic boy to wear his



glasses.

Tt is evident that not all behavior is generated and maintained
solely by primary reinforcers. A primary, or unconditioned, reinforcer
(e.g., food, water, etc.) is a stimulus whose reinforcing properties
do not depend on a history of conditioning - or at least, not on a
history of conditioning that can be specified (Kelleher, 1966). Much,
if not most, behavior of humans is generated and maintained largely
by secondary, or conditioned, reinforcers (e.g., money, tokens, praise,
etc.). Such conditioned reinforcers as poker chips and pegs (tokens)
have been used in conjunction with such unconditioned reinforcers as
candy, ice-cream, and cookies (as back-up reinforcers) to generate and
maintain a wide variety of human behaviors (e.g., Dalton, Rubino, and
Hislop, 1973, used tokens, praise, and candy with severely retarded
children to test the effectiveness of a token economy system; Miller
and Schneider, 1970, used pegs, snacks, and activities to generate and
maintain writing responses with normal children in a Head Start pro-
gram; Mandelker, Brigham, and Bushell, 1970, used poker chips, gym-
time, cookies, and stories to compare the effects of token procedures
on a teacher's social contacts with her students; and, Ferritor,
Buckholdt, Hamblin, and Smith, 1972, used poker chips, lce-cream,
candy, and field trips to generate and maintain attending behavior and
correct work in a third grade classroom).

A review of the literature indicates that seldom is an uncon-
ditioned reinforcer used alone to generate and maintain behavior in
higher organisms. Rather, unconditioned reinforcers are most often

used in conjunction with conditioned reinforcers to generate and
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maintain behavior; and with good reason. Many problems can arise when
utilizing unconditioned reinforcers that can be easily rectified
through the use of conditioned reinforcers. For example, it is often
the case that the unconditioned reinforcer cannot be arranged to im-
mediately follow the behavior to be strengthened. Because a reinforcer
strengthens behavior it follows, any delay between a specific behavior
and the presentation of the reinforcer reduces the probability of
strengthening that specific behavior. For example, in an experiment
with rats, Grice (1948) found that with as little as two seconds delay
in delivery of the reinforcer, it required about ten times as many
conditioning trials to form a discrimination than were required with
immediate reinforcement.

A second problem, specific to utilizing primary reinforcers, is
that presenting reinforcers immediately after a specific behavior often
interrupts responding (Ayllon and Azrin, 1968)., For example, reinforc-
ing a child with M&M's involves time for consuming the candies that
could have been utilized to generate more responses.

A third problem, often a natural consequence of the second, is
that reinforcing a high rate of responding on a continuous or low
intermittent schedule of reinforcement with primary reinforcement
could cause satiation (Ayllon and Azrin, 1968). A continuous schedule
of reinforcement is reinforcement of every response within the limits
of an operant class, whereas a low intermittent schedule of reinforce~
ment of some, but not all, responses within the limits of an operant
class (Catania, 1968).

These, and other problems pertaining to the use of primary re-
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inforcers may be circumvented by the use of conditioned reinforcers., A
conditioned reinforcer bridges the delay between the desired response
and the delivery of the reinforcer; a conditioned reinforcer allows
sequences of responses to be reinforced without interruption by deliv-
ery and consumption of the reinforcer; a conditioned reinforcer allows
the response to be reinforced at any time. This last-mentioned advan—
tage is partially advantageous when using primary reinforcers (e.ge.,
picnics, parties) whose presentation are restricted to time and place
(Ayllon and Azrin, 1968).

However, while the effectiveness of conditioned reinforcers have
been widely investigated in both basic and applied research (discussed
extensively by Hendry, 1969; Kelleher, 1966; Kelleher and Gollub, 1962;
and, Ayllon and Azrin, 1968), rarely have they been the specific vari-
able of interest in either area of research; i.e., investigation into the
precise conditions for developing a conditioned reinforcer. It could
be that applied researchers see this an an issue for basic research,
but Sidman (1960) states, and it is doubtful this statement is res—
tricted to basic research, that precise investigation of specific
variables is crucial to the science of behavior. He says "we must con-
sider our science immeasurably enriched each time someone brings
another sample of behavior under precise experimental control(Sidman,
1960, p. 17).

Fortunately, there are a few applied studies that have investi-
gated the precise conditions necessary for the establishment of a
stimulus as a conditioned reinforcer. For example, Lovaas, Frietag,

Kinder, Rubenstein, Schaffer, and Simmons (Note 1) initially paired
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the conditioned reinforcer "good" with each bite of food received by a
psychotic child independent of his behavior. After this pairing was
well established each bite of food was then made contingent on a lever-
press response. The conditioned reinforcer "good" continued to be
paired with food delivery. Once the lever-pressing behavior was
strengthened they gradually increased the number of correct responses
required for a bite of food. Fach correct lever-press response con—
tinued to be accompanied by the conditioned reinforcer "good". ILovaas,
et.al. (Note 1) found they were able to strengthen and maintain lever-
pressing behavior with much less primary reinforcement than was initi-
ally required as long as the conditioned reinforcer "good! was occas—
ionally paired with the unconditioned reinforcer (food). Reynolds and
Risley (1968) described the conditions under which adult attention
would function as a reinforcer. They found pairing adult attention
with primary reinforcers could increase a four year old child®s rate
of talking if they attended to the child verbally when she talked.
Conversely, the adult attention lost its reinforcing properties when
primary reinforcers were no longer paired with it. Stephens (Note 2)
compared the effects of tokens and praise as conditioned reinforcers
in a picture-naming task with retarded children. He reported that the
children learned to name more pictures, emitted more correct responses,
and spent less time engaging in inattentive behavior when praise was
the conditioned reinforcer employed. However, Brazier (Note 3) re-
ported that the children in his research learned to name more pictures,
emitted more correct responses, and spent less time engaging in in-

attentive behavior when tokens were the conditioned reinforcer
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employed. This example serves to emphasize the importeance of Sidman's
(1960) criticisms; i.e., that precise investigation of specific vari-
ables is the key to developing a science of behavior. Baer, Wolf, and
Risley (1968) lend further support to Sidman by advocating that applied
behavior analysis should attempt to analyze effective procedures into
their effective components. In other words, precise investigation of
specific variables.

In a more recent study, Stephens (Note 4) investigated the
effects of sequential and non-sequential conditioned reinforcers in a
picture-naming task with retarded children. Picture-naming behavior
was compared in two experimental conditions. In one condition sequen-—
tially illuminated lights, which accumulated, were contingent upon
correct responses, whereas in the other condition, light—flashes, which
did not accumulate, were contingent upon correct responses. The sub-
jects were reinforced according to a fixed-ratio schedule of rein-
forcement where delivery of a primary reinforcer was contingent on
five correct verbal responses (FR5). In addition, during specific
phases of the research, subsequent to emitting five correct verbal
responses a lever-press response was required to produce primary re-
inforcement, to increase the likelihood that the children attended to
the lights. Stephens found, initially, that performance was superior
for one subject in the light-flash condition, as compared to the
sequentially illuminated light condition, but not different for the
other two subjects. With the introduction of the lever-press response
requirement, he found performance was consistently superior in the

light-flash condition for all subjects. Furthermore, when the
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schedule of primary reinforcement was increased to FR1O the behavior of
two subjects remained consistently superior in the light-flash condi-
tion, while the behavior of one subject deteriorated in both conditionse.
When the schedule of primary reinforcement was reversed to FR5 the per-
formance in the light-flash condition seemed to be superior to the se-
quential light condition as a result of sequential lights discrimin-
atively controlling low response rates when the probability of deliv—
ery of primary reinforcers was low. Furthermore, for two subjects,
the lights in either condition seemed to function as conditioned rein-
forcers only when a specific attending response was required. This
too would lend support to Sidman's (1960) criticisms regarding precise
investigation of specific variables, since Stephens' research seems to
indicate that the simple pairing of stimuli and reinforcers is not al-
ways a sufficient procedure for establishing stimuli as conditioned
reinforcers.

The purpose of the present research, which was a systematic rep-—
lication of Stephens (Note 2), was to further investigate one of his
major findings. Stephens found, that for all subjects, performance in
the light-flash condition was superior to that in the sequential light
condition and that performance under FR5 was superior to that under
FR10. He found also that the stimulus lights on the stimulus re-
sponse panel apparently functioned as conditioned reinforcers for two
of the three subjects, only when a specific attending response (lever-
press) was required to produce primary reinforcement.

The present research, employing an FR5 schedule of primary re-

inforcement, compared two conditions, which differed only in that in
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one condition a required attending response was necessary to produce
primary reinforcers in some experimental phases., Specifically, correct—
response light—-flashes followed each correct verbal response in both
conditions, with primary reinforcement contingent upon completion of
the ratio of the schedule of reinforcement in effect. However, in one
of the conditions in certain phases, subsequent to completing the
ratio of reinforcement in effect for picture-naming and reading re-—
sponses, a specific response was required to produce primary rein-
forcers. In summary, in one condition a correct-response light-flash
followed each correct verbal response and was paired with the auto-
matic delivery of a primary reinforcer after each fifth correct verbal
response. In another condition, a correct-response light-flash follow-
ed each correct verbal response, but the subjects were required to emit
a specific response following completion of the ratio of reinforcement

in effect, in order to produce delivery of a primary reinforcer.



METHOD

Subjects

The subjects were two autistic children from Mapleside Cottage
at the St. Amant Centre, Winnipeg, Canada. The children in this re-~
search had been hospitalized for several years prior and were chosen
on the basis of the following criterias
1) Both subjects could imitate some of the verbal responses of the
experimenter. For example, if the experimenter held up a picture of a
ball and said, "What's this? A ball"., the subjects would imitate the
response "ball",
2) Both subjects had limited object-naming repertoires. Arlene
could not speak in complete sentences, or imitate many words reliably,
and in many instances per pronounciation of certain words was inapp—
ropriate. Gary had a more extensive verbal repertoire than Arlene and
was able to talk in simple complete sentences.

Arlene was five years old and had been hospitalized for almost
L years at the time of this research. She displayed very little un~-
prompted verbal behavior and that wverbal behavior emitted was often
unintelligible. She preferred to play on her own and would often sit
for long periods of time either staring at her hands, rocking back and
forth, turning in circles, or a combination of all three. Arlene was
totally naive to all aspects of this research. She had never encount-
ered the experimental equipment, picture-naming procedures, or sched-
ule of reinforcement used.

Gary was also five years old and had been hospitalized since he

was two months old. Gary's verbal repertoire was more extensive than
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Arlene's. He was a very hyperactive child, rarely sitting still for
more than a few seconds. He was familiar with many aspects of this
research having been a subject in two earlier experimental investi-
gations (Stephens, Note 2, Note 4). Therefore, he had previously en-
countered the physical surroundings, equipment used, was familiar with
the picture-naming procedure, and had been exposed to the schedule of
reinforcement.
Apparatus

This research was conducted in the Behavior Modification Re—
search Laboratory at the St. Amant Centre in Wimnipeg, Canada. The
laboratory was divided into several small cubicles of varying size,
sufficient for research involving single subjects. The cubicle used
in this research was approximately 8 ft. x 10 ft. and contained a low
counter along one wall on which was placed a Lehigh Valley Electronics
Modular Human Intellignce System (#520 — 02). The cubicle also con-
tained a small child-size table, three child-size chairs, a one-way
window, and a small hole through which passed power cables from the
Human Intelligence System. The one-way window and hole were located
in the wall separating the experimental cubicle from the equipment room.
A subject was seated at the table opposite the experimenter with the
Human Intelligence System located on the counter to his immediate left
and within easy reach.

The Human Intelligence System was composed of six snap—on panels
of which only two were operative throughout this research. One of the
operative panels was a candy dispenser and the other contained two

translucent stimulus-response keys. These keys could be individually
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illuminated with red or green light from a source behind the panel.
These panels were joined by cables to a programmable digital logic sys—
tem located in the equipment room. The operation of this equipment was
silent with the exception of a series of electromechanical counters.
Two small push-button switches, operated by the experimenter, were
connected to two inputs of the programming equipment.

A stimulus-response panel, 14 in. x 14 in. x 3 in., was located
on the table in front of the subject. On the right side of this panel
was a small blue light (correct-response light). Immediately below
this light, on the side of the panel facing the subject, was a black
lever approximately 1 inch in length. The stimulus-response panel was
also joined by a power—cable to the equipment in the equipment room.

The picture~cards used throughout this research measured 5 in.

x 7 in. and were of a high quality glossy cardboard. They were ob-—
tained from a Peabody Language Development Kit. The printed-word cards
used in this research had the same dimensions as the picture-cards and
were constructed by the author. The letters were printed on the cards
with a Columbia and Chart Rubber Stamp Kit (#200) on flat-white paper.

Preliminary Procedures

Prior to conducting this research it was necessary to conduct
preliminary training for Arlene to establish a number of behaviors,
pre-requisite to the research, that were not in the subject's reper-
toire. Arlene was totally naive. She had not learned to make eye-
contact or to name pictures. However, Gary had already learned to
make eye-contact and to name pictures, so preliminary training proce-

dures were instituted, not to train him, but rather, to ensure that
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the pre~requisite behaviors existed in high strength and to maximize
the likelihood that these behaviors would come under stimulus control
of the experimental situation.

Shaping of Eye-Contact

Since Arlene was experimentally naive and had no attending be-
havior in her repertoire, it was necessary to shape eye-contact, as
such a behavior would facilitate the establishment of other pre-reg-—
uisite behaviors. A high rate of eye-contact increases the likelihood
that the subject will learn to imitate with a high degree of accuracy.
Also, with a high rate of eye-contact, the experimenter can be confi-
dent that when he prompts the subject in the appropriate steps of the
picture-naming procedure, the subject is attending to him and not
being reinforced for inattentive behavior.

The subject was seated opposite the experimenter, separated by
a table in the experimental cubicle. Initially, the requirement for
reinforcement was one second of eye-contact between the subject and
experimenter. Bach time the subject engaged in eye-contact with the
experimenter the subject was reinforced. The time interval was gradu-
ally increased until the subject was making eye-contact with the ex-
perimenter for a full five seconds. For Arlene, this required three
twenty minute sessions at the end of which time she was making eye-
contact with the experimenter for three to five seconds consistentlye.
For Gary, who was familiar with all aspects of the research, little
time was necessary in shaping eye-contact. Within three or four
trials he consistently engaged in eye-contact for durations of five

seconds.
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Shaping of Stimulus—Key Pressing

The equipment and procedures used throughout the research were
introduced to the subjects prior to any experimental sessions being
conducted so as to thoroughly familiarize them with the appartus and
general procedures. An attending response was defined as a depression
of the appropriate stimulus-key, with enough force to activate the
micro-switch, which turned off the illuminated, coloured background.
Using an electro-mechanically detected key press as the attending
response eliminates any possibility of experimenter bias that could
be associated with the more commonly used eye-contact attending re-
sponses

Prior to the shaping procedure for key pressing, a few picture-
cards were selected at random. The purpose of this was to find pic-
ture—cards that the subjects were able to consistently name, or whose
names they could at least imitate, to ensure that the subjects would
be reinforced for pressing the key during the shaping of this responsee.
Once the subject engaged in eye-contact with the experimenter, one
of the pre-selected pictures was immediately presented with the
following verbal prompt: "Arlene (Gary), what's this? Apple (name
of picture)", If the subject imitated the name corredtly, the
experimenter immediately pressed the hand-held push-button switch
which flashed the blue correct-response light on the stimulus response
panel for one second and automatically delivered a "Smartie" into the
receptacle of the candy dispenser. If the child did not emit a re-
sponse, or failed to imitate the name correctly, the experimenter

placed the picture-card face-down on the table and waited for the
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subject to make eye-contact again. This procedure continued until two

picture~-cards were found that the subject consistently imitated correct—

ly. These picture-cards were used by the experimenter while shaping
key pressing behavior.

The experimenter held one of the randomly chosen picture-cards
beside the response key, with the blank-side of the card facing the
subject. The experimenter then instructed the subject to press the
key. When the subject pressed the key with enough force to activate
the micro-switch, the experimenter immediately presented the picture-
side of the card to the subject and said "Arlene, what's this? Apple".
When the subject correctly imitated the picture-name she was immedi-

ately reinforced. If the subject did not imitate the name of the

picture-card correctly, the experimenter immediately turned the picture

card face~down and pressed the hand-held switch that re-illuminated
the background of the stimulus key. As the procedure continued the
number of verbal prompts to press the stimulus key were rapidly de-
creased. At the same time, the experimenter gradually withdrew the
picture~card face-down on the table in front of him and pointed to the
appropriate key. The pointing was gradually eliminated.

Throughout both shaping and experimental procedures the experi-
menter did not attend to the subject if the subject was engaged in
inattentive behavior; i.e., not making eye~contact with the experi-
menter. The experimenter looked down at the table, watching the
stimulus key peripherally, until the subject pressed the stimulus
key sufficiently to turn off the illuminated background. The experi-

menter would then immediately present the face-side of the picture-
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card to the subject and give the appropriate verbal prompt. This con—
tinued until both subjects consistently pressed the stimulus key in
order to have a picture-card presented. This procedure required three
twenty-minute sessions for Arlene and only two trials for Gary. At
the end of this time both subjects consistently pressed the key when
illuminated and only rarely when not. It was further observed that
both subjects almost always made some verbal response when the picture-
card was presented.

Picture-Naming Behavior

Prior to conducting this research it was necessary to ensure
that the subjects were able to not only imitate picture-names but also
£o0 name them. Picture-naming behavior was established in the following
manner: The picture—cards that were used in the shaping of key-press—
ing behavior, which both subjects could imitate, were presented to
each subject according to the following steps.

(A) The experimenter presented the first picture-card, contin-
gent on a key press, to the subject and said "What's this _ _ _ _
(name of picture)". If the subject imitated the name of the picture-
card correctly he was immediately reinforced. The experimenter then
proceeded to step (B). If the subject incorrectly imitated the pic-
ture-name, or failed to respond within 8 seconds, the experimenter
re—illuminated the response key and remained at step (A).

(B) The same picture-card presented in step (A) was again
presented to the subject contingent on a key press. When the picture-

card was presented the experimenter said "Whatts this?", If the sub-

ject named the picture-card correctly, the experimentér immediately
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reinforced him, and proceeded to step (C). If the subject did not
name it correctly, or failed to emit a response, the experimenter re-
turned to step (A),

(C) The second picture, which had been used in the key-press
shaping procedure, was used in step (C) and the procedure used in
step (A) was repeated. If the subject correctly imitated the name of
the picture~card he was immediately reinforced. The experimenter then
proceeded to step (D). If the subject incorrectly imitated the
picture-name, or failed to respond within 8 seconds, the experimenter
re-illuminated the response key and remained at step (C).

(D) The same picture-card presented in step (C) was again pre—
sented to the subject, contingent on a key press. When the picture-
card was presented the experimenter said "What's this?" If the sub-
ject named the picture-card correctly, the experimenter immediately
reinforced him., If the subject did not name the picture correctly, or
failed to emit a response, the experimenter returned to step (C).

These steps - (A — D) - were repeated until the subjects were correctly
naming the pictures at least 50% of the time.

After one twenty minute session Gary could correctly name both
picture-cards consistently. After four twenty-minute sessions Arlene
could correctly name both pictures consistently.

Throughout the procedure for picture-naming behavior the schedule
of reinforcement was gradually increased from a continuous reinforce—
ment schedule (i.e., primary reinforcement contingent upon each correct
response) to a fixed-ratio schedule of reinforcement in which primary

reinforcement was contingent on five correct responses. The blue
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correct-response light on the stimulus-response panel flashed on after
every correct response for one second and was accompanied by the auto-
matic delivery of the primary reinforcer after every fifth correct ver—
bal response. No other conditioned reinforcer was used. The experi-
menter never praised the subject (i.e., "good boy") following a correct
verbal response, nor did the experimenter ever say 'no" following an
incorrect verbal response, or an occurrence where the subject failed
to emit a verbal response.

Misbehavior

Behaviors which compete with attending responses or are disrup-
tive have often been classified in research of this type as mis-
behavior. Punishment is then usually made contingent on these be-
haviors (Sulzbacher and Houser, 1968). Misbehavior was dealt with
in this research as follows:

(1) Punishment was not contingent on inattentive or disruptive
behaviors. The subject could do as he wished as long as he remained
seated in his chair. If he attempted to leave his chair he was
immediately grasped by the shoulders and pushed down into his chair
in a firm manner. This was accompanied by a sharp "No" from the
experimenter.

(2) The immediate surroundings of the experimental cubicle
were designed so that there was a minimum of opportunity for the
subject to make unauthorized contact with the apparatus or items
important to the research. The clock timing the sessions, and the
microphone used to record verbal responses; were placed on the counter

to the experimenter's right, out of reach of the subject. The only
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objects within reach of the subjects were those on the table. This
included the sheet for recording data, the stimulus-response panel,
and the picture—card being taught. The subject was seated with the
back of his chair against the wall and the table placed within an inch
or two of the subject's chest. This restricted the subject's reach to
the objects on the table. The data sheet and picture-card were held
by the experimenter and attempts to grab these items were dealt with
by keeping a firm grip on them while totally ignoring the subject.
Such attempts soon extinguished as the subject was never successful
in obtaining any of the articles. The frequency of grabbing or play-
ing with the objects on the table decreased to a near zero level.

(3) It is possible that those picture~cards presented just
prior to primary reinforcement might have acquired the status of a
conditioned reinforcer. Thus, it could be argued that should a sub-
ject be misbehaving when a picture-card was presented, such inappropri-
ate behaviors would be reinforced. It could be argued, then, that per-
haps the picture-card should be presented contingent on a key press
only when the subject was sitting quietly, to avoid adventitiously
reinforcing inappropriate behaviors. However, this was not the pro-
cedure. Regardless of the behaviors of the subject, the picture-card
was presented, contingent on a key press. This was done so as to
avoid confounding of the effects of differential presentation of
picture-cards with the effects of the schedule of reinforcement in
effect. For example, one phase of this research might produce more
"emotional® behaviors than another, and if the experimenter did not

present picture-cards to the subject while engaging in these
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inappropriate behaviors, the dependent variables could be affected.
These effects could not be attributed to the independent variables,
nor as a result of differential presentation of picture-cards, or a
combination of both.

(4) Until the subject had pressed the stimulus key, the ex—
perimenter did not attend to the subject in any way. This procedure
was maintained throughout this research to prevent the experimenter's
attention from reinforcing any inappropriate behaviors of the subject.

Picture~-Name and Word Baseline

This research involved an investigation of picture-naming and
reading behavior, but both children were taught to name pictures first.
A baseline was necessary to determine beforehand the words the subjects
could or could not pronounce and the picture-cards each could or could
not identify. If this was not done, any differences in picture-naming
behavior, rather than being the result of the required attending re-
sponse, might be the result of the pictures in one condition not being
pronounceable by the subject, or more picture-cards in one condition
being known prior to the experiment. To ensure that all picture-cards
to be taught were unknown and pronounceable, the following procedure
was carried out with a series of picture-cards.

(1) The experimenter presented a picture-card and said "What's
this?"

(2) If the subject correctly named the picture the experimenter
said "Good" and proceeded to the next picture. If the subject did not
correctly name the picture, the experimenter repeated the question and

said the name of the picture. If the subject correctly imitated the
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name of the picture the experimenter said "Good" and proceeded to the

next picture in the series. If the picture-card was not imitated
correctly it was discarded from the experimental word pools.

(3) A large pool of approximately 75 picture-cards were pre—

sented three times according to Steps (1) and (2) on three consecutive

days. Pictures that were named correctly without prompts from the
experimenter on each day were categorized as Known Words. Pictures

not correctly named, but whose names were imitated correctly on each

day, were categorized as Unknown Words. All other pictures were dis-

carded from the research. Throughout the baseline procedure every
fifth correct response was responded to by the experimenter with
"Good" (as was every other correct verbal response) and Was accom—
panied by the delivery of a primary reinforcer.

Gary's baseline produced 53 Known Words and 20 Unknown Words.
Arlene's baseline produced 5 Known Words and 41 Unknown Words.

Pictures categorized as Known and Unknown Words were then ran—
domly assigned to two pools. One pool of Unknown Words was taught
according to the conditions relevant to one experimental condition
(Lever Condition) and the other pool according to the conditions
relevant to the other experimental condition (Non-Lever Condition).
For Arlene, the pools of Known and Unknown Words were replenished
three times, by three further baselines taken during the course of
the research. For Gary, it was necessary to change the task, as he

was so proficient at naming pictures. Since it was so difficult to

provide an ample supply of relevant pictures the task was changed from

picture-naming to a printed-word reading task. The procedures for
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taking a baseline and teaching the printed-words were identical to the
procedures for taking a baseline and teaching picture-cards.

Picture-Naming and Word—-Identification (Reading) Procedure

The procedure used for teaching the children to name picture-
cards and printed word-cards was similar to that described by Martin
(1969). Refer to Figure 1 when following the description of this pro-

cedure.
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(1) The experimenter presented a randomly chosen Unknown pic—
ture or word-card, contingent on a key press by the subject, and said
"hat's this? (name of picture)". This was called a prompt
trisl. If the subject correctly imitated the name of the card, the
experimenter immediately pressed the hand-held switch which caused
the blue correct-response light on the stimulus—control panel to flash
on for one second. The experimenter then proceeded to step (2). If
the subject did not correctly imitate the name of the picture or word—
card, the experimenter put the card face-down and repeated step (1),
Tf the subject failed to emit a response within 8 seconds, the stimu-
lus key light automatically came on, the experimenter immediately
placed the card face-down, and waited for the subject to press the
stimulus key. Step (1) was repeated until the subject correctly
imitated the name of the card.

(2) Contingent on a stimulus key press, the experimenter imm-
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ediately presented the same Unknown card and said "What's this?" This
was called a question trial. If the subject correctly named the card
the experimenter immediately presented a single flash of the correct
response light and proceeded to Step (3). If the subject incorrectly
named the card, the experimenter placed it face-down, re-set the stim-
ulus key light by pressing the hand-held switch, and returned to Step
(1).

(3) When Step (R) was successfully completed, the procedures
of Steps (1) and (2) were then repeated by the experimenter with a
randomly selected Known card.

(4) Successful completion of Steps (1) and (2) with the Known
card lead to four more question trials. The order of these question
trials varied but both Known and Unknown cards were always given two
trials each. The order varied from column to column on the data

sheets, a sample of which is shown in Figure 1, to prevent the subject

from learning the order of presentation of cards. If the subject em-
itted an incorrect response, or failed to emit any response on either
question trial testing the Unknown card, the experimenter recorded an
error and returned to Step (1) - the new word prompt trial. If the
subject emitted an incorrect response, or failed to emit any response
on either question trial testing the Known card, the experimenter
recorded an error and returned to Step (R2) — the known word prompt

trial. The subject was required to emit correct responses in each
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step in Column 1 of the data sheet (Figure 2) before advancing to
Colum 2.

(5) The identical procedure was followed in Column 2 with the
following changes: a different Known card was used and the order of
the last four question trials in Column 2 differed from the order of
presentation in Colums 1 and 3. Advancement to Colum 3 was contin-
gent on correct responses in all steps of Colum 2.

(6) The identical procedure of Column 1 and 2 was followed in
Column 3 with the following changes: a different Known card was used
and the order of the last four question trials in Column 3 differed
from the order of presentation in Columns 1 and 2.

When Steps (1) to (6) had been successfully completed for an
Unknown card - i.e., correct responses in all steps of all three col-
ums - that card was said to have "reached criterion". It was then
tested in the following manner: at the beginning of the next three
consecutive sessions of the experimental condition in which the Un—
known picture or word had reached criterion, the experimenter pre-
sented the card, contingent on a key press, and said "What's this?"
If the subject correctly named the card on all three occasions, it was
categorized as a learned or Known picture or word. If the subject
failed to name it correctly on any of these three testing days, the
experimenter again taught the card, using the same procedure and be-
ginning at Step (1). Unknown cards were eliminated from the experi-
ment and a new Unknown card taught if either of the following require-
ments were met:

" (a) 1If, at the end of the sixth session, any Unknown picture
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or word had not "reached criterion", it was eliminated.

(b) If an Unknown picture or word was not learned after the
sixth time it had reached criterion, it was discarded.

According to the above requirements, five picture cards were
eliminated from Arlene's word pool in the Lever Condition and six from
the word pool in the Non-Lever Condition. Gary had no picture cards
or printed-word cards eliminated from the word pool in either condition.

Experimental Procedures

The purpose of this research was to observe the effects of a re-
quired attending response on conditioned reinforcer effectiveness in
a picture-naming and reading task with retarded children. There were
two conditions — the Lever Condition and Non-Lever Condition. In order
for the subject to receive primary reinforcers in the Lever Condition
the subject was first required to attend to a blue stimulus (correct—
response) light, and second, when required, to press a lever located
immediately below the light. In the Non-Lever Condition the subject
was not required to press the lever in order that primary reinforcers
be delivered. The correct-response light still flashed for one second
after each correct response and delivery of primary reinforcers was
contingent on fulfillment of the ratio of the schedule of reinforce-
ment in effect; i.e., a primary reinforcer was contingent on five
correct responses.

Sessions were conducted at approximately the same time each
morning Monday to Friday. In the ILever Condition, a twenty minute
session was run under a fixed-ratio schedule of reinforcement; and,

following a ten minute break, the Non-Lever Condition was run for
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twenty minutes, using the same schedule of reinforcement. The sequence
of the conditions was alternated each subsequent session.
Phase 1

A fixed-ratio schedule of reinforcement was in effect in both
Lever and Non-Lever Conditions in Phase 1; a schedule of reinforcement
where primary reinforcement was contingent on five correct responses.
Presentation of a picture-card or printed-word card by the experimenter
was contingent on the subject pressing rhe appropriate key; i.e., that
key associated with either the Lever or Non-Iever Condition with ample
force to close the micro-switch that turned off the coloured background.
After each correct response the correct-response light on the stimulus
control panel flashed for one second, and every fifth correct response
was accompanied by the automatic delivery of a candy.

If the subject made an error by emitting an incorrect response,
or failing to emit a response within 8 seconds, the experimenter re-
i1luminated the background of the stimulus key. Errors included in-
correct responses and omissionsj i.e., "errors of commission" and
"errors of omission"., Phase 1 lasted 19 sessions for Gary and 10
sessions for Arlene.

Phase 2

Tn Phase 2 the conditions prevalent in the Non-Lever Condition
in Phase 1 remained the same. The correct-response light flashed on
for one second following each correct response and, after every fifth
correct response, was accompanied by the automatic delivery of a pri-
mary reinforcer. The Lever Condition was the same, with these excep-

tions: following the fifth correct response the correct-response
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light on the stimulus control panel came on and remained on. Delivery
of the primary reinforcer was contingent on the subJect pressing the
lever on the stimulus control panel with enough force to activate the
micro-switch which turned off the blue light. This lever press result-
ed in the immediate delivery of the primary reinforcer. The subject
had 8 seconds in which to press the lever. If the subject failed to
press the lever in the required amount of time the experimenter press—
ed the lever, removed the primary reinforcer from the automatic candy
dispenser, and recorded an error. The experimenter ignored the sub-
ject if this tactic was necessary. Gary never failed to press the
lever in the required amount of time, at any time throughout the re-—
search, but it was necessary to employ this tactic twice for Arlene,
Both occurrences were in Phase 2. Phase 2 lasted 20 sessions for
Gary and 11 sessions for Arlene.

Phase 3

For Gary, Phase 3 was conducted to defermine if any differences
between the results of Phases 1 and 2 were a result of the experimental
manipulations in Phase 2, If any differences in the results of Phases
1 and 2 were a result of the addition of the lever-press in the ILever
Condition, then those differences should have disappeared when the
lever press was no longer required. The removal of the required lever-—
press response was, then, simply a return to baseline conditions of
Phase 1. Phase 3 lasted 12 sessions for Gary.

Since in Arlene's case, the addition of the lever press in Phase
2 had no apparent effect, Phase 3 was conducted to investigate the

possibility that the lack of the differential effect that was obvious
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in Gary's data was due to a weak primary reinforcer. At this point, in
both conditions, one ounce servings of juice were delivered according
to a variable-ratio schedule of reinforcement where the subject was re-
inforced an average of once every four correct responses. In addition
to the juice, Smarties were still delivered according to the fixed-
ratio schedule of reinforcement initially in effect. Otherwise the
conditions described in Phase 2 remained the same in Phase 3. Phase 3
lasted 17 sessions for Arlene.
Phase L

Phase L was conducted for Arlene (Gary did not serve past Phase
3) to determine if any differences between results of Phases 2 and 3
were a result of the experimental manipulation in Phase 3. If any
differences in the results of Phases 1 and 3 were a result of the
addition of juice on a variable-ratio schedule of reinforcement, then
those differences should have disappeared when the juice was no longer
present. Removal of the julce was simply a return to the conditions
present in Phase 2. Phase L lasted 9 sessions for Arlene.
Phase 5

Phase 5 was conducted, following a 7 month break, to determine
if the effects of Phase L had been maintained. That is, Phases 4 and
5 were identical; the only difference being the 7 month break between
them. Phase 5 lasted 2 sessions.
Phase 6

Phase 6 was conducted to determine if the effects observed in
Phase 3 (the presentation of juice on a variable-ratio L schedule of

reinforcement, in addition to Smarties on a fixed-ratio 5 schedule
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of reinforcement) resulted from the addition of juice reinforcement.
If the differences in the results of Phase 3, compared to Phases 2, L,
and 5, were due to the addition of juice, then those differences should
again be apparent in Phase 6, with the addition of juice. Phase 6
was therefore a return to the conditions present in Phase 3 and lasted
19 sessions.
Phase 7

Phase 7 was conducted to determine if removal of juice, the con-
ditions present in Phase 6, would explain the differences between
Phases 5 and 6., If the differences were due to the addition of Juice,
then removal of juice should have resulted in those differences dis-
appearing. Phase 7 lasted 12 sessions.

Dependent Variables

Several dependent variables were measured in this researchs

(1) The number of correct responses per session. A correct re-
sponse was recorded by the experimenter each time the subject correct-
1y named or imitated the name of the picture or word-card. In addi-
tion to recording correct responses with the aid of the experimental
equipment, the experimenter also recorded responses on a data sheet
placed on the table beside him.

(2) The number of errors per session. Fach incorrect naming or
incorrect imitation response, or each instance where a response did
not occur within 8 seconds after the prompt or question, was recorded
as an error by the experimenter. These responses were recorded in a
manner similar to that of correct responses.

(3) The number of picture-names or printed word-cards learned
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per session. These measures were recorded cumulatively and included
only those picture or word-cards that had "reached criterion" via
Steps (1) to (6) of the picture-naming procedure, and had been correct—
ly identified, without a prompt, by the subject on three consecutive
sessions of the experimental condition in which they had been taught.

(4) Total trials per session. This included the cumulative
number of correct responses, incorrect responses, and omissions per
session.

(5) Accuracy, defined as the ratio of correct responses to
total trials per session. This ratio was obtained by dividing the
number of correct responses by the number of correct responses, in-
correct responses, and omissions per session.

Inter-Observer Reliability

In order to eliminate the possibility of experimenter bilas, an
inter-observer reliability coefficient was determined to check the con-
sistency of the experimenter's decisions as to whether or not the sub-
jects'! responses were correct or incorrect.

Thirteen of Gary's experimental sessions, and eighteen of
Arlene's, chosen at random, were recorded on audio~tape and an indep-
endent observer listened to the verbal responses of the subjects from
these recordings. By virtue of the order of trials in the picture-
naming procedure, before the observer heard any responses from the
subjects, she would hear the experimenter verbally prompt the subjects,
thus being informed as to what the correct response was. When the
subject responded, the observer would then record whether or not she

thought the response was correct or incorrect before she heard the
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experimenter's decision. Since the experimenter never said "Good"
after a correct response, or "No" after incorrect responses, or omi~
ssions, the only manner to determine how the experimenter had recorded
the response was to follow a sample data sheet to see if the experi~
menter returned to a prompt trial, or proceeded to the next step. This
procedure was used for all those sessions recorded. A comparison of
the observer's and experimenter's data then revealed the number. of
agreements and disagreements. Agreements and disagreements were de-
fined as follows:

(1) A disagreement was recorded if the observer recorded an in-
correct response, and a comparison revealed that the experimenter re—
corded a correct response. If the comparison indicated the experi-
menter had recorded an incorrect response, an agreement was recorded.

(2) A disagreement was recorded if the observer recorded a
correct response, and a comparison indicated the experimenter had re-—
corded an incorrect response. If the comparison indicated the experi-
menter had recorded a correct response, an agreement was recorded.

Two inter—observer reliability coefficient percentages were
calculated.

(a) The number of agreements on correct responses divided by
the number of agreements on correct responses plus the total number of
disagreements on correct responses.

(b) The number of agreements on incorrect responses divided by
the number of agreements on incorrect responses plus the total number
of disagreements on incorrect responses.

For Gary, the inter-observer reliability coefficient was 96%
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and for incorrect responses was 93%. For Arlence, the inter-observer
reliability coefficient for correct responses was 87% and for incorrect

responses was 68%.
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Results

Correct Responses

Figure 3 shows the number of correct responses per session for
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both Arlene and Gary. There was no consistent session difference be-
tween the Lever and Non-Lever Conditions in Phase 1 for both subjects.

Tn Phase 2, Gary's data indicates that the introduction of the
lever press contingency resulted in an increase in the number of cor-
rect responses per session in the Lever Condition and a subsequent de—
crease in the number of correct responses per session in the Non-
ILever Cbndition. There were consistently more correct responses in
the Lever Condition than in the Non-Iever Condition throughout this
phase. Arlene's data indicates that the introduction of the lever—
press contingency had no apparent effect on the number of correct re—~
sponses per session in either condition and there was no consistent
difference between conditions throughout this phase.

Tn Phase 3, which for Gary was a return to the conditions of
Phase 1, Gary's data indicated that the deletion of the lever press
contingency resulted in an increase in the number of correct responses
per session in both conditions, with no consistent difference between
conditions throughout this phase. In Phase 3 for Arlene, the addition
of juice on a variable-ratio schedule of reinforcement in both con-
ditions resulted in an immediate and consistent increase in the num-

ber of correct responses per session in the Lever Condition. Subse~




Figure 3. The total number of correct responses
per session for each subject in the

lever and no lever conditions.



-2 -

T T ) * ” Y v ” T Y
iemgey g 9)<1Jl¢1 ¢ 1 188 Al atad =y by oy e by ey R R R AR S SR ok Rl st xﬂllf.i‘a BERIRIE »l«»«!« I
! 1¢ Easi el Al Sed it 3 ™1 ' 4..4,.: NA “ r- u(,vaw.w L B .W.Yx«.ii;a,..,n.i e gy g g i ;11a > Ty e et g ]
!711.4.(.1”:7.?\7 -1 t ERGn il e e s t R4 r A - ey ke g B E it I BES &..Fw N et
g e e e b g g b g gy B TSR ey by e g by e ed serem ity
BB i o S AR DTS I S A ) e f e e
g -y Ik et s I R R L At R B ST SRV D e I s Sk I =
ey pep ey g |TJ...|T.0. R I T e B R PSR S TP I R IO T TN ,

ape gy g iy
P

et b e | v

ARE SRS I . 4;.4&.,11,7: RES ARGl B s ee s S Rl o Rt

v g e g s F by gy b e

™
; gty e | - @ @ N ¥ Y
Do

IR

P o RSSO (SYSEME

pomtine

g vt g ey

faaitl Ret il RAEn el is S8 Sbinies R ints R Rot RSt SR S e
ot Rt RETCR S ,eiT..Ji.i PEESN .«L:_f.,L.T?; .

AR R R R e T B o s o e R e e R

. N 1
AL TT T R peven e

e -

AN DR SEe
:

sy ib e

p g Rl 0'.\

et e
A R )

O L T m R I

Sof 13395478

A@#mA =it B R R TIT B TN, e e
FER TRV T 1|4| .. e e gy oy PRI & -
. DR N g g U .
; N A B R e > ™ ea-
E - K . ;a‘!TJ»L:.!J\.wl. - Q. . ./tu sy~
_ R T o~ [N o

by ~ -

i e e S S TR r~ 3. 2o

g ooy @ oo ,”ﬁj

>

s
o
et N ke
fremrogr e %
: !
.1«;. o h
R ~ .
{ =i %
Q
Iy
2
-
>
X
-
, n-
-
Q,.
Q
o
.
o~
\ N
= w
X ~-
2
-~
w
-

s 7...

e

Py
M

Ty

747

i

e

Ry

o A

H 4

IFETEESERL

- 3 YN o
P N NN S VA A

NOISERS Y A7 S0 SRy LoV

[P




- L3 -

quently, there was an immediate and consistent decrease in the number
of correct responses per session in the Non-Lever Condition. This
effect was consistent throughout Phase 3.

In Phase L, which was the deletion of the juice, the number of
correct responses per session increased immediately in the Non-Lever
Condition. The Lever Condition remained stable and there was no con-
sistent difference between conditions throughout this phase.

In Phase 5, which was the same as Phase 4 following a 7 month
break, the number of correct responses decreased in both conditions
with no consistent difference between conditions throughout this
Phase,

In Phase 6, which was a return to the conditions of Phase 3, the
addition of juice on a variable-ratio schedule of reinforcement was
associated with a sudden increase in the number of incorrect responses
per session in both conditions. However, there was a greater and con—
sistent increase in the number of correct responses per session in the
Iever Condition and this effect was consistent throughout this phase.

In summary, Gary's data indicated that the introduction of the
lever press contingency had the effect of increasing the number of
correct responses per session in the Lever Condition and subsequently
decreasing the number of correct responses per session in the Non-
Iever Condition. Arlene's data indicated that the initial intro-
duction of the lever press contingency had virtually no effect on the
number of correct responses per session in either condition. However,
with the addition of juice on a variable-ratio schedule of reinforce-

ment, the lever press contingency was associated with an increase in
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the number of correct responses per session in the Lever Condition, and
a subsequent decrease in the number of correct responses per session in
the Non-Lever Condition.
Errors

Figure L shows the number of errors per session for both Arlene
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and Gary. There was no consistent difference from session to session
between the Lever and Non-Iever Conditions in Phase 1 for both subjects.

In Phase 2, Gary's data indicated that the introduction of the
lever press contingency resulted in an increase in the number of errors
per session in both conditions. However, there were consistently more
errors per session in the Non-Lever Condition than in the Lever Con-
dition. Arlene's data indicated that the introduction of the lever
press contingency had no effect on the number of errors per session in
both conditions and there was no consistent difference between con-
ditions throughout this phase.

In Phase 3 of Gary's data, the number of errors per session in
both conditions remained unstable with no consistent difference between
them. Arlene's data indicated that the introduction of the juice re-
sulted in an immediate and consistent increase in the number of errors
per session in the Lever Condition between Phases 2 and 3. This
effect was consistent throughout this phase.

In Phase L the number of errors per session decreased in both

conditions to a near zero level.



Figure L. The total number of errors per session
for each subject in the lever and no

lever conditions.
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In Phase 5 the number of errors per session increased in both

conditions, just as correct responses decreased in both conditions in
this phase. For the first 15 sessions there was a consistent differ~

ence between conditions in the number of errors per session throughout

the remainder of this phase.
In Phase 6 the addition of juice had very little effect initi-

ally. There was no consistent difference for the first ten sessions

but this was followed by an increase in the number of errors per ses—

sion in the Non-Lever Condition. The number of errors per session
in the lever Condition remained stable and this difference between
conditions was maintained for the remainder of Phase 6.

In Phase 7, the deletion of juice had a stabilizing effect in
both conditions with no consistent difference between conditions,.

In summary,'Gary's data indicated that the lever press contin-

gency had the effect of increasing the number of errors in both con-

ditions. Arlene's data indicated that the initial introduction of the

lever had no effect on the number of the errors per session in both
conditions. However, the addition of juice resulted in an increase
in errors in the Non-Lever Condition and no difference was recorded
in the Lever Condition between Phases 2 and 3.

Total Trials

Figure 5 shows the number of total trials per session for both
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Gary and Arlene. There was no consistent session to session differ-



Figure 5. The total number of trials per session
for each subject in the lever and no

lever conditionse
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ences in Phase 1 between the Lever and Non-Lever Conditions for both
subjects. However, Gary's data indicated greater instability than
Arlene's data in the number of total trials per session.

In Phase 2 for Gary, the addition of the lever was associated
with a sudden and consistent difference between conditions. While
there was only a slight increase in the number of total trials per
session in the Lever Condition, there was a substantial decrease in the
number of total trials per session in the Non-Lever Condition. This
effect was consistently maintained throughout Phase 2. The reader is
reminded that the number of correct responses in Phase 2 of the Non-
Lever Condition took a sudden drop, thus, the effects on total trials
is predictable since this variable is the sum of correct and incorrect
responses per session. Arlene's data indicated that the addition of
the lever had no consistent effect on the number of total trials per
session. There was consistent instability in both the Lever and Non-
Lever Conditions throughout Phase 2.

Tn Phase 3 of Gary's data, the deletion of the lever had a
sudden effect on both conditionse. The number of total trials suddenly
increased in the Non-Lever Condition and just as suddently decreased
in the Iever Condition. This instability lasted approximately 7 ses-
sions with the number of total trials gradually increasing in both
conditions until there was no consistent session to session difference
between them. Arlene's data indicated that the addition of juice was
associated with a consistent difference in the number of total trials
per session between conditions. Total trials increased in the Lever

Condition, slightly decreased in the Non-Lever Condition, and this
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difference was consistently maintained, with the exception of 3 ses—
sions, throughout Phase 3.

In Phase 4, the deletion of juice was associated with an immedi-
ate increase in the number of total trials per session in the Non-
Tever Condition, and a corresponding decrease in the Lever Condition.
The two conditions stabilized with non consistent session to session
difference throughout Phase L.

Tn Phase 5, the number of total trials decreased gradually in
both conditions with non consistent session to session difference
throughout this phase.

In Phase 6, the addition of juice was associated with a rapid
increase in the number of total trials per session in both conditions.
Again, these results are predictable from looking at the data on corr-
ect responses and incorrect responses in this phasej 1.e., correct
responses increased substantially, while errors remained stable; hence,
the corresponding increase in total trials. The Lever Condition had a
greater increase than the Non-Lever Condition and this difference was
maintained throughout Phase 6.

Tn Phase 7, the deletion of juice was associated with a sudden
and continuous decrease in the number of total trials per session in
both conditions. There was no consistent difference between condi-
tions throughout this phase.

Tn summary, Gary's data indicated that the lever press contin-~
gency was associated with an increase in the number of total trials
per session in the Lever Condition, and a subsequent decrease in the

Non-Lever Condition. Arlene's data indicated that the initial intro=-
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duction of the lever had no consistent effect on the number of total
trials. However, the introduction of the juice was associated with
an increase in the number of total trials in the Lever Condition and a
corresponding decrease in the Non-Lever Condition.

Ratio of Correct Responses to Total Trials

Figure 6 shows the ratio of correct responses to total trials for

Gary and Arlene. There was no consistent session to session difference
in Phase 1 between the Lever and Non-Lever Conditions for both subjects.
In Phase 2 of Gary's data, the addition of the lever resulted in
a decrease in the ratio of correct responses to total trials per ses—
sion in both conditions. The decrease was greater in the Non-Lever
Condition and this effect was maintained throughout Phase 2. Arlene's
data indicated that the addition of the lever had no consistent effect
on the ratio of correct responses between conditions.
In Phase 3 of Gary's data, the deletion of the lever had a
stabilizing effect on the ratio of correct responses to total trials
in both conditions throughout this phase. Arlene's data indicated
the addition of juice had an immediate and consistent effect on the
ratio of correct responses to total trials between conditions. While
the effects of the Lever Condition remained as they were in Phase 2,
the effects of the Non-Lever Condition decreased immediately and sub-
stantially. This difference between conditions remained consistent

throughout this phase.



Figure 6. The ratio of correct responses to total
trials per session for each subject in |

the lever and no lever conditions.
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In Phase 4, the deletion of juice had an immediate effect on the
ratio of correct responses to total trials per session in both condi-~
tions. While the ratio in the Lever Condition only increased gradually

and slightly, the ratio in the Non-ILever Condition increased immediate-

ly and dramatically. There was no consistent session to session differ—

ence between conditions and this effect was maintained throughout
Phase L.

In the initial sessions of Phase 5, which was actually the con-
tinuation of Phase L following a seven month break, the ratio of cor-
rect responses to total trials per session decreased substantially in
the Non-Lever Condition. However, after approximately 15 sessions
of instability and a consistent difference between conditions, the
ratio of correct responses to total trials per session in both condi-
tions decreased gradually and simultaneously. There was no session to
session differences between conditions for the remainder of Phase 5.

In Phase 6, the addition of juice was assoclated with a small
consistent difference between conditions in initial sessions, with
this difference becoming substantially greater, and remaining consis—
tent for the remainder of the sessions in Phase 6. While the ratio
of correct responses in the Lever Condition remained stable throughout
Phase 6, the ratio in the Non-Lever Condition became unstable and de-
creased steadily.

In Phase 7, the deletion of julce was associated initially with
a slight increase in the ratio of correct responses to total trials in
the Non-Iever Condition, and with non consistent difference between

conditions. The ratio of correct responses to total trials decreased
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steadily for the remainder of Phase 7.

In summary, Gary's data indicated that the lever press contin-
gency was associated with a decrease in both conditions but this de-
crease was greater in the Non-Lever Condition. Arlene's data indi-
cated that the initial introduction of the lever had no consistent
effect on the ratio of correct responses to total trials. However,
the introduction of juice was associated with an immediate and sub-
stantial decrease in the ratio in the Non-Lever Condition, and the
effects remained stable in the Lever Condition.

Cumulative Words Iearned Per Session

Figure 7 shows the cumulative number of words learned per

e s CoR Gow G gon oEn Coo e e e Gee G Moo oo Gme Gom Geo caoe  GEe  Gem o Gom oo

Emn P Gmo men o Do mmo Cos Goe oY Ghe Toee Gon e men Gae RAn Gee  Gae oo R0 mwe ome

session for both subjects.

In Phase 1, Gary's data indicated that he learned to read 10
printed word—cards in the Lever Condition and 5 printed word—cards in
the Non-Lever Condition. Arlenet's data indicated that she learned to
name 7 pictures in the Lever Condition and 3 pictures in the Non-Lever
Condition.

In Phase 2, the addition of the lever press contingency was
associlated with Gary learning to name 6 printed word—cards in the
Lever Condition, and 3 printed word—cards in the Non-Lever Condition.
Arlene's data indicated she learned to name 4 pictures in the Lever
Condition and 3 pictures in the Non-Lever Condition.

In Phase 3, Gary's data indicated that he learned to read 5



Figure 7. The cumulative number of pictures
and/or printed words learned by

each subject in each phase in the

lever and no lever conditions.
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printed word-cards in the Lever Condition and 2 printed word—cards in
the Non-Lever Condition. Arlene's data indicated that she learned to
name 6 pictures in the Lever Condition and none (0) in the Non-Lever
Condition.

In Phase k4, Arlene learned to name none (0) in the Lever Condi-
tion and 1 picture in the Non~Lever Condition.

In Phase 5, Arlene's data indicated that she learned to name 10
pictures in the Iever Condition and 2 pictures in the Non-Lever Condi-
tion.

In Phase 6, Arlene's data indicated that she learned to name 21
pictures in the Lever Condition and only 4 pictures in the Non-ILever
Condition.,

In Phase 7, Arlene's data indicated that she learned to name 8
pictures in the Iever Condition and 5 in the Non-lLever Condition.

Both subjects consistently learned more words in the Lever Con-
dition than in the Non-Lever Condition. Gary's data indicated that he
learned to read 21 printed word—cards in the lever Condition and 10 in
the Non-Lever Condition. Arlene's data indicated that she learned to
name 56 pictures in the Lever Condition and 18 pictures in the Non-

Lever Condition.
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DISCUSSION

In summary, both subjects were reinforced initially for imitating
picture-names or naming them on a fixed-ratio 5 schedule of reinforce-
ment. However, Gary's task was later changed to a printed-word card
reading task. There were two conditions in the research: the Non-
Lever Condition and the Lever Condition. In the Non-ILever Condition
each correct response was followed by a flashing light and each fifth
correct response accompanied the flashing light with the simultaneous
delivery of a primary reinforcer., In the Lever Condition the proce-
dure was identical with the exception that following each fifth correct
response the flashing (correct-response) light came on and stayed on.
The subject was then required to press a lever which resulted in the
immediate delivery of a primary reinforcer. In addition to this pro-
cedure, Arlene's research necessitated the addition of a second type
of primary reinforcer and was delivered according to a variable-ratio
schedule of reinforcement.

In general, the performance of both subjects was superior in the
Lever Condition than in the Non-Lever Condition. Both subjects consis-
tently made more correct responses and fewer errors per session, had
more total trials per session, had higher ratios per session, and
learned either more picture-names or printed word—cards in the Lever
Condition than in the Non-Lever Condition.

For Gary, there was no consistent difference in performance be-
tween Conditions in Phase 1. He made approximately the same number of
correct responses, errors, and total trials per session; similar ratios

of correct responses to total trials per session, and learned to read



- 65 -

approximately the same number of printed word—cards in Phase 1,

With the addition of the required lever press response, Gary's
performance was superior in the Lever Condition in Phase 2. He made
more correct responses per session, fewer errors per session, more
total trials per session, a higher ratio of correct responses to total
trials per session, and learned to read more printed-word cards in the
Lever Condition in Phase 2.

In Phase 3, which was identical to the conditions of Phase 1,
Gary's performance again indicated no consistent difference between
conditions for all of the dependent variables being measured except
the number of printed-word cards learned. Gary made approximately the
same number of correct responses, errors and total trials per session.
He learned to read twice as many printed-word cards in the Lever Con-
dition in Phase 3.

For Arlene, there was no consistent difference in performance
between conditions in Phase 1. She made approximately the same number
of correct responses, errors, and total trials per session, had similar
ratios of correct responses to total trials per session, and learned to
name approximately the same number of pictures.

In Phase 2, the addition of the required lever press response had
no effect on Arlene's performance and there was no consistent differ-
ence between conditions. Arlene made approximately the same number of
correct responses, errors, and total trials per session, had similar
ratios of correct responses to total trials per session, and learned
to name approximately the same number of pictures.

With the addition of a more powerful primary reinforcer in
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Phase 3, Arlene's performance was consistently superior in the Lever
Condition. She made more correct responses per session, fewer errors
per session, more total trials per session, and had a higher ratio of
correct responses to total trials per session in the Lever Condition.
In addition, Arlene learned to name several pictures in the Lever Con-
dition, whereas she did not learn any in the Non-Lever Condition.

With the deletion of the more powerful reinforcer, Arlene's per-
formance decreased in Phase 4 and once again there was no consistent
difference between conditions. Arlene made approximately the same
number of correct responses, errors, and total trials per session, had
similar ratios of correct responses to total trials per session, and
learned to name approximately the same number of pictures.

Phase 5, for Arlene, was identical to Phase 4 and took place
following a 7 month break. Initially, there was a consistent differ-
ence between conditions in that Arlene made more correct responses and
fewer errors per session, and had a higher ratio of correct responses
to total trials per session in the Lever Condition. Performance
measured by the number of total trials per session and the number of
picture names learned was highly variable, with no consistent differ-
ence between conditions in this phase measured by correct responses,
errors, and ratios of correct responses to total trials, was short-
lived. After approximately 12 sessions there was no consistent differ-
ence in performance between conditions. Arlene made approximately the
same number of correct responses, errors, and total trials per session,
and had similar ratios of correct responses, errors, and total trials

per session. Thus, there was no consistent difference in performance
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between conditions as measured by the above-mentioned dependent vari-
ables in Phase 5. Over-all performance in this phase decreased to
the point of extinction.

In Phase 6, which was a return to the conditions of Phase 3, the
addition of juice, which was a more powerful reinforcer, had the same
effect on performance in Phase 3. Performance was superior in the
Lever Condition in that Arlene made more correct responses, fewer
errors, more total trials per session, had a higher ratio of correct
responses to total trials per session, and learned to name more pic-
tures.

In Phase 7, the deletion of the more powerful primary reinforcer
resulted in there being no consistent difference between conditions.
Arlene made approximately the same number of correct responses, errors,
and total trials per session, and had similar ratios of correct re-—
sponses to total trials. However, she did learn to name more pictures
in the Lever Condition. Over—all performance in Phase 7 steadily de-
creased to the point of extinction.

There are several interesting points that warrant discussion at
this point:

Prior to the introduction of the lever-press response, Arlene's
performance indicated no consistent difference between conditions.
With the introduction of the required lever press response, Arlene's
performance again revealed no consistent difference between conditions.
On the possibility that perhaps the primary reinforcer (Smarties) was
not powerful enough to reveal the effect of a required attending re-

sponse, one ounce servings of juice on a variable-ratio 4 schedule of



- 68 -
réinforcement, in conjunction with the original primary reinforcer on a
fixed=ratio 5 schedule of reinforcement, were introduced. Performance
in the Non-Lever Condition deteriorated, while performance in the Lever
Condition improved, although only slightly. With the suspension of
delivery of Juilce, performance in both conditions again indicated no
consistent difference. In fact, performance in both conditions sur-
passed that level attained prior to the introduction of juice. Follow-
ing a 7 month break in the research, the Lever Condition vs. the Non-
Lever Condition was again put into effect. In this phase, performance
steadily worsened and Arlene's picture-naming behavior virtually ex~—
tinguished. However, with the re-introduction of juice in Phase 6,
performance dramatically and immediately improved in both the Lever and
Non-Lever Conditions. The Lever Condition was superior to the Non-
Lever Condition and this was consistent throughout the phase. Thus,
the effect first achieved in Phase L was replicated; l.e., the julce
brought out the effect of the required attending response, substanti-
ally supporting the effectiveness and necessity for a powerful rein-
forcer.

There was one main difference between the Lever and Non-Lever
Conditions which might account for the superior performance in the
Lever Condition when a lever press response was required. Gary's data
indicated that with the introduction of the required attending response
in the Lever Condition, performance improved slightly in that condition,
and decreased in the Non-Lever Condition. The only difference between
conditions was that following a fifth correct response in the Lever

Condition the correct—response light remained on, and a lever-press
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response was required to produce the primary reinforcer. In the Non-
Lever Condition, the primary reinforcer was delivered automatically
following the fifth correct response. No lever-press response wWas re-—
quired. It could be that the difference in performance between the two
conditions was due to a more powerful discriminative stimulus and con-—
ditioned reinforcer in the Lever Condition. While a light-flash follow-
ed each correct response in both conditions, the correct-response light
did not remain on following the fifth correct response in the Non-
Lever Condition, nor was a lever-press response required to produce the
primary reinforcer in that condition. It could be that the correct—
response light was not as powerful a discriminative stimulus or con-—
ditioned reinforcer as in the Lever Condition. However, Phase 1 of
Gary's'data indicated a higher performance level in the Non-Lever Con-
dition as compared to Phase 2, The introduction of the lever-press
response in the ILever Condition appears to have produced a decrease in
performance in the Non-Lever Condition. It can only be speculated that
perhaps the required lever-press response made the correct-response
~light a more powerful discriminative stimulus and conditioned reinforcer,
and that the resulting increase in the Lever Condition had some negative
transitory effect on the Non-lLever Condition. Performance appears to
have decreased in the Non-Lever Condition as a direct result of more
powerful discriminative cues in the Lever Condition. It is almost in-
dicative of a behavioral contrast effect. However, it only reasonably
adheres to Reynold!s (1967) definition; i.e., when the consequences of
a response become less reinforcing in the present of one stimulus, we

can expect the frequency of the response to increase in the presence
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of another stimulus, where its consequences remain reinforcing. What,
in fact, did happen was that performance decreased in one condition,
but only maintained its level and occasionally decreased slightly, in
the other condition.

In Phase 2 of Gary's data, the addition of the required lever—
press response resulted in only a slight improvement in the Lever Con-
dition. This could be due to the possibility that the correct-response
light was as powerful a discriminative stimulus and conditioned rein-
forcer as necessary to produce and maintain performance attained. Add-
ition of the lever-press response may only have added slightly to an
already high level of performance. Gary was a very sophisticated sub-
ject and it is likely that the effectiveness and merit of a required
attending response could be better realized with a less sophisticated
subjecte.

Arlene's data showed that the introduction of the required lever—
press response in Phase 2 had virtually no effect on performance, main-
taining that level attained in Phase 1. With ﬁhe introduction of one
ounce servings of juice on a variable-ratio schedule of reinforcement
(which it was thought would result in more effective reinforcement
of the behavior in both conditions) performance in the Lever Condition
substantially improved, while dramatically decreasing in the Non-Lever
Condition. Once again, perhaps this difference is due to more power—
ful discriminative cues and conditioned reinforcer in the Lever Con-
‘dition as opposed to the Non-Lever Condition.

The introduction of the lever—press response had three main

effects. First, Gary's performance was better in the Lever Condition
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than in the Non-ILever Condition, whereas there was no difference be~
tween conditions when a lever-press response was not required. When
reinforcement effectiveness was increased for Arlene by adding juice
reinforcement, her performance was superior in the Lever Condition,
whereas there was no difference between conditions when a lever-press
response was not required. Second, performance for both subjects im—
proved in the Lever Condition when a lever-press response was re@uired
to produce primary reinforcement. Third, performance for both subjects
decreased dramatically in the Non-Lever Condition when a lever-press
response wWas required in the Lever Condition. This effect was immedi-
ate for both subjects and maintained throughout the phase. When a
lever—-press response wWas no longer required, Gary's performance immed-
ilately improved in both conditions, reaching a level of performance
never before attained. For Arlene, deletion of the juice in Phase 4
produced an effect similar to that Gary's indicated when a lever-press
response was no longer required. Performance in the Non-Lever GCondi-
tion immediately and dramatically improved. However, there was very
little difference In performance in the Lever Condition and norconsis—
tent difference in performance between conditions.

In summary, the three main effects of the lever-press response
were that performance was superior in the Lever Condition for both
subjects, overall performance improved in the Lever Condition for both
subjects, and performance decreased in the Non-Lever Condition for both
subjects. It is possible that the superior performance in the Lever
Condition can be partially accounted for by the effect the lever had

on the correct-response lights that flashed on following each correct
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response. 1f both Gary and Arlene were attending to the correct—re-—
sponse light only in those phases requiring a lever-press response,

then that correct—response light would be a discriminative stimulus

and conditioned reinforcer only in those phases. This explanation is
compatible with Kelleher and Schoenfeld's (1950) view that merely pair-
ing a stimulus with a reinforcer is not a sufficient condition for the
establishment of that stimulus as a conditioned reinforcer. They stated
that a stimulus, in order to acquire reinforcing properties, must be a
discriminative stimulus for some response. In other words, the subject
must "attend" to the stimulus. FBnsuring that a subject will attend to

a stimulus is achieved by establishing a stimulus as a discriminative
stimulus for some operant response (Terrace, 1966).

As for the level of performance decreasing in the Non-Lever Con-—
dition, reasons for this are much more speculative., Perhaps the lever-
press response so enhanced the discriminative stimulus and conditioned
reinforcer qualities of the correct—response light in the Lever Con-
dition that the light's discriminative stimulus and conditioned rein-
foréing properties were greatly reduced in the Non-Iever Condition.
This could have been a behaviorai‘contrast effects Whatever the rea—
son, the introduction of the required attending response had an immedi~
ate and maintained decreasing effect in the level of performance in
the Non-Lever Condition.

Tt therefore seems that in this research, simply pairing a light
that followed each correct response with a primary reinforcer was not
a guarantee that the subjects were attending to the correct-response

light. That is, the pairing procedure did not guarantee that the
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light acquired discriminative control of the subject's responding. To
increase the likelihood that the subjects attended to the light, a
specific attending response (i.e., a lever-press) was required and
differentially reinforced in the presence of the correct-response light.
This required attending response did not guarantee that the subjects
would attend to the light, but it increased the likelihood of that
occurring. Performance did improve when this required attending re-
sponse was added.

The results of the present research suggest the following con-
clusions. The data suggest that performance is superior in the Lever
Condition only when a specific response is required to produce primary
reinforcement. This would suggest that when a specific attending re-
sponse is not required, the correct-response light may not be function-
ing as a conditioned reinforcer, even though the light is periodically
paired with the delivery of primary reinforcers. It was observed in
this research that Arlene rarely, and Gary never, pressed the lever in
the absence of an illuminated stimulus light, and both subjects always
pressed the lever when the lights were 1lit. This would suggest that
the correct-response light discriminatively controlled lever-press
responses. Therefore, performance may have been superior when a
specific attending response was required, because the correct-response
light was effectively serving as a conditioned reinforcer.

The sophistication, or functioning level, of the subject seems
to warrant some consideration. Gary was a high functioning subject,
and his performance improved simultaneously and dramatically in both

conditions, with no consistent difference between them, when the
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lever-press response was no longer required. Performance improved to

a level higher than ever previously attained, and was maintained to

the end of the phase. Arlene, on the obther hand, was a low functioning
subject, and her performance decreased in both conditions to the point
of extinction, once the more powerful reinforcer was removed and the
lever-press response no longer required. It seems, then, that once
more subtle cues were in effect, Arlene's performance immediately
improved. It is suggested that once Gary learned to attend, he con-
tinued to do so, even when mofe subtle cues were in effect and the
lever-press response no longer being required. It is further suggested
that perhaps the correct-response light continued to serve as a power-
ful and effective conditioned reinforcer, even when the lever-press
response was no longer required. Thus, it may be the case that the
level of sophistication is a determining factor with regard to the
effectiveneés of a required attending response.

This research has a number of implications for the use of con-
ditioned reinforcers in procedures for training the mentally retarded.
First, the research suggests that simply pairing a stimulus with the
delivery of a reinforéer does not guarantee that the stimulus will ac-
quire reinforcing properties. The likelihood of a stimulus acquiring
reinforcing properties is increased if a specific response in the
presence of that stimulus is required to produce the reinforcer. Thus,
the addition of the attending response in this research made the lights

a more effective conditioned reinforcer. Since tokens and praise are.

the two most common conditioned reinforcers used in applied settings this

research would suggest that tokens are more likely than praise to ac-
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quire reinforcing properties. Token usage requires a specific response
to produce reinforcement; i.e., exchanging them for primary reinforcers.
This would increase the likelihood of tokens acquiring reinforcing prop-
erties. However, this is not the case with praise. Praise is normally
paired temporally with the delivery of other reinforcers. There is no
required attending response and thus no guarantee that it is being
attended to. To increase the likelihood of praise acquiring reinforc-
ing properties a required attending response in its presence, such as

a lever-press response, should be required to produce primary reinforce-
rS.

Second, it appears necessary to have access to a powerful re-
inforcer in order for the required attending response to be effective.
Until juice was added as a reinforcer for Arlene, in conjunction with
Smarties, there was no consistent difference between Phases 1 and 2.

The addition of juice resulted in the Smarties becoming a more effective
and powerful reinforcer,

Third, it would appear that the effectiveness of a required
attending response may be directly related to the sophistication, or
functioning level, of the subject being worked with. If this research
is any indication, then it would be suggested that to efficiently and
effectively generate the effect of a required attending response, the
subject should be highly sophisticated.

Finally, the results of this research would suggest that the most
effective combination to use by someone teaching picture-naming or read-
ing would be to use No Lever in both Conditions, since performance

over—all was superior when there was no lever-press response required
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in both Conditions. The total number of correct responses when a
lever-press response was not required in either condition was far
greater than the total number of correct responses when a lever-press
response was required in only one condition. Similarly, there were
fewer errors, more total trials, a higher ratio of correct responses
to total trials, and more words learned when there was no lever-press
response required in both Conditions than when a lever-press response
was required in only one Condition. However, other research of this
type (Stephens, 197L) indicates that when the lever—press response was
required in both Conditions, performance was better than it was when
the lever-press response was not required in both Conditions, and when
the lever-press response was required in only one Condition. It seems
essential that to unravel the confusion surrounding conditioned rein-—
forcers and required attending responses, further research be conducted
to investigate the effects of the various combinations. For example,
can the effects generated in the combinations used in this research
(No Lever vs. No Lever, No Lever vs. Lever) be replicated using a
different research design — i.e., No Lever vs. No Lever and Lever vs.
Iever -~ or are different effects generated? Research conducted to
investigate these and similar questions can only serve to reduce the
confusion prevalent regarding conditioned reinforcers and required

attending responses.
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