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Abstract

This thesispresents a novel technique farediction of thetransient stability status of a
power systenfollowing a large disturbance such as a faaftid application of the the

nique for subsequent emergency contfidie prediction isnadebased on the synabw
nously measured samples of the magnitufdandamental frequency voltagdasorsat

major generatiofload centers The voltage samplemetaken immediately aftea fault is
cleaedandused as inpstto a binary classifier based oapport vector machines to iade

tify the transient stability condition. The classifier is trained using examples of the post
fault recovery voltage(inputs)obtained through simulatiorend the correspondingast

bility status (output) determined using a poweglebased stability index. Studies with

the New England 38us test system indicate that the proposed algorithm can correctly
recognize when the power system is approaching transient instability. The prop@sed sy
tem is then applied to Venezuelan povegstemand Manitoba Hydro power gritb
demonstrate the applicability for large practical power syst@mgormance of the pr
posed transient stability prediction scheme under the presence of asymmetrical faults,
voltage sensitive loads, unlearned netwimiologies and measurement noiges found

to be satisfactory.

Once an impending transient instability situation has been detected, appropriete eme
gency control strategies are triggered to minimize the impact obnhlse safe operation

of the networkand reduce the possibility of a blackotUhis thesis examines two diffe



ent emergency control schemes) A fuzzylogic based emergency load and generator
shedding scheme and b) Wgh voltage direct current {HVdc) power order reduction
scheme based oryrschronized phasors measurements. These strategies were developed
for two power systems with contrasting characteristics: one for the Venezuelan power
system which is a conventional power system completely based on alternating current
(AC) transmission, ahthe other for the Manitoba Hydro network which heavily depend

on long HVdc transmission for power transfer. fineposedwide area control systems

demonstrated good performance on the Venezuelan and Manitoba Hydro power grids.
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Chapter 1

Introduction

This chaptepresents the background, motivatiandobjectives of the researchA short
review of the concepts ofpower systems stability, operating states #mlwide area
measurement is also included to reinforce the background necessary to formulate the th

sis objectives.The chapter ends with a short introduction to the organization of thesis.

1.1 Background

Powersystems are designed to be able to adjusiatmus disturbances such as faults,
sudden and large changes in loads or loss of generatidrcontinue to operate satisfa

torily within the desired bounds of voltage and frequency. However, unexpected events
can happen in the system leading to rotgl@nfrequency or voltage instabilify]. Eco-
nomicincentives and other factors have led to increased electric transmission sgstem u
age, power transfer, and changes in historic usage patterns, both among regions and
within individual utilities. New transmission construction loden lagged behind these
changes, resulting in lower operating marginsreasing the probability &fystemwide

instabilities[2].
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Among the neasures thatanbe undertaken to minimize the impactsoich systenwide
instabilitiesinclude the implementation &temedialAction Schemes (RAS), also known

as Special Protection Systems (SR®)System Integrity Protection Systems (SIPS)
These schemes have become more common primarily because they are less costly and
quicker to permit, design, and build than other alternatsugch as constructing major
transmission lines and power plds Equipmentspecific protection schemekat are
traditionally present in power systems are not adequate for providing solutioysteéms

wide problemsandremedial action schemes usually require system wide measurements
[4]. Modern technologies such as synchronized phasor measurement and fast and secure
telecommunication capabilities allowettdevelopment of hitherto arploredsolutions

againstvoltage, frequency or angular instability due to these large disturbances

1.2 Power systemtability

Power System Stability is defined as the ability of the system to regain an equilibrium
state after being subjected to a physical disturbaPoeer system stability can be d
vided into:

a) rotor (or power) angle stability;

b) frequency stability; and

c) voltage stability[5].
This classification is presented kiigure 1.1. Power systera are nonlinear dynamic sy
tems. Thus the stability of a power systdapend on the sie of the disturbance as well
as the initial conditions. As a consequence, rotor angle and voltage stability can be d

vided into two subcategories: smalhd largedisturbance stability.
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The stability ofa power system is mainly related to the electrome@ phenomena of

the elements interacting in the system, being also affected by the fast electromagnetic and
slow thermodynamic phenomena. Therefore, depending of the phenomena being studied,
the stability could be referred as shorterm stability andong-term stability.

This thesis stuiiks the large disturbance rotor angle stabilighenomena angroposes
monitoring andcontrol strategies to mitigate the consequences of large disturb@hees.

large disturbance rotor angle stabilitg also commonly referred to as ttransient sa-

bility, and in this thesis, both these terms are .used

Power System

Stability
Rotor Angle Frequency Voltage
Stability Stability Stability
Small-Disturbance Large-Disturbance Small-Disturbance Large-Disturbance
Angle Stability Angle Stability Voltage Stability Voltage Stability
Non-oscillatory Oscillatory -~ E
Instability Instability Mid-Term Long-Term

Figurel.1 Stability classificatior]5].

1.3 Power gstemoperatingstates

Clear definitionof the power systenoperatingstateshelps understandinthe objectives
of transient stability pradtion and control schemes developed latehia thesisA con-
ceptual classificationf different states of operation wéisst proposecby DyLiacco|[6]

in 1967.DyLiacco classified operating states into three categories as normal, emergency
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and restorativestates.This classification was extended by Fink and Car[sgnn 1978
usingfive states, namelynormal alert emergencyin extremis andrestorative Figure

1.2, from referencd8], shows these operating states and how the transition from one
state to other can take place.

In general, a power system can be represented using a set of differential equations that
describe the system dynamicsset of equality constraints that describe the power ba
ances(noted ask in Figure 1.2), and a set of inequalitgonstraintsthat describe the
equipment capacity limits and acceptable ranges of variables such as bus \ntitegks

asl in Figurel.2). In thenormal operating stateall system wariablesare within the no

mal range andoth the equality and inequalityonstraints are satisd. Normally, a
powersystem operatesith an adequate security margin and is able to withstanahthe i
pact of asingle contingencywithout violating system catraints.The security margiim

the above sentengenerally means a measuretloé distance to an event thmaay cause

the system to become unstataadit is also referred to as trstability margin9].

A power system enters to thkert statewhen the level of adequacy of the systesai-

rity margin hasdecrease but the system is still not violating the constraiwhen a
power system is imlert stae, an occurrence of motherdisturbance might lead to ave
loading of equipment taking the system to #neergency stater the in extremis state

depending on thseverityof the disturbance.
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Disturbance

______ Control action

Preventive

A O NG Restorative
Control Procedures
RESTORATIVE ] ALERT

E violated E satisfied E: Equa_llity

| satisfied J | satisfied Constraints
A I: Inequality

: Emergency 1 Constraints

Control 1

Figurel1.2 Classification of the powelystems statef8]

When inthe alert state the power system can bestorel to thenormal stateby taking
preventive control actions like generation rescheduling. This action will redistribute the
power flow to prevenbverloading ofequipment under certain contingencids. cases
where the generation reserve is not enough to take preventive contro| tietisgstem

will remain inalert stateuntil the condition that promotes thisk of failure disappears

for example due to improvedleagheror completion of somepecial maintenance.

When the voltage levels decredmdowthe minimum permissiblemit for safe operation
andor some equipmenare overloadedthe system isonsidered to bén emergency
state During this condition emergency control actions like load/generation rejection,
HVdc supplementary control, dynamic brakirigstvalving, among otheraeeds to be
engagedIf appropriate control actions are not takédmenthe system will move to tha
extremisstatewherepartial or totablackoutwill occur.

The restorative stateeomprisesof the moment when control actions or sequencef a

tionsare takerto reestablish the energy supply to the loadsoss the system.
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The focus ofthis research works on the early detection of the occurrence oeare-
gency stateand fast activation of suitablemergency contromeasuredo restore the

normal operation of the grid after critical disturbances.

1.4 Wide area measurememrtchnology

Modern power systemare complex and spread over a large geographical area-Ther
fore, effective monitoring requires measurements at different locations and coramunic
tion of the measurements to a central locatidme correcttime alignment of the mea
urementstaken at differat locationswas always a challenge. Proper time alignment is
particularly important when performing peasortem analysis after a severe disturbance,
validaing simulation models or in real time monitoring, protection and control. &he r
cent advent of thevide-area measurements technology based on synchronized phasor
measurements has provided a solution to this propdgm

Synchronized phasor measurempnbvides voltage and current phasors synchronized
with high precision to a commdime reference. This is achieved by time synctizing

the sampling of signals and time tagging the phasors using the global positioning system
(GPS)[10]. Time synchronized phasors, referred toSgmchrophasotstogether with
modern communication and computation technology facilitate the monitoring of the state
of a power system, including the phase angles of bus volsagelne currents

A generic repesentation of a wide area measurensgtemis shown inFigure 1.3.
Measurements provided by the Phasor Measur
by a local omputer and transmitted at a high speed over a-kea communication

network to a host computer known as Phasor Data Concentrator [POPChhe function
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of PDC is to gather the data from several PMUs installed in different geographaal loc

tions of the network, verify its integrity, and create a coherent stream of simultaneously

recorded data for utilization in défent applications.

Monitoring,

|:| Protection and

Control
- ll Applications

Figurel.3 Wide area measuremeetchnology

1.4.1 Phasors

A phasor represesia periodic waveform as a rotating vector in a complex plane.lAn A
ternating Current (AC) waveform can be mathematically represested

©O0 & AT100 %o (1.1)

Where: & is the magnitude of the sinusoidal waveform
1 is the instantaneous angular frequency

%0is the angular starting point of the waveform
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In phasomotation this signal is typically representediag1.2).
O @ %o (1.2)
where® is the magnitude of the phasand%.is the position of rotating phasor against

the real axisY ‘Gsillustrated inFigurel.4.

Figurel1.4 lllustration of a rotating phasor

Sincethe correlation with the equivalent RMS quantity is desiedhe synchrophasor
definition, a scale factor opFVic must be applied to the magnitudéheresultirg phasor

representatiors:

(1.3)

%0

W —

78
IEEE Standard C37.113005[11] definessynchrophasor as the magnitude and angle of

a casine signal as referenced to an absolute point in d@ingkeprovides other details such

as accuracy limits and format for presenting synchrophasar data

1.4.2  Phasor measurement it (PMU)

A Phasor Measurement Unit is a device that computes the voltage and phasors s-

ing the analogue sigrafrom the system. Voltage and curremaveformsfor which the
phasors are to be determined are measured using current and voltage tranafafrders
livered to the PMUas thregphase analogue signals. Each signal is filtered using an anti

aliasing filter and sent to an analogeedigital converter (®C) where the signal is
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sampled.The sampling instances are synchronized with the GPS claakaocuracyof

less than fis. This is achievedising an oscillator phaselocked with the one pulse per
second signal received from@PS receiverThen the orthogonal components of each
phasorare computedtypically usingthe Discrete Fourier Transform (DETHinally, a

time stanp that defines the boundary of the power frequency period is attached to the

phasor.The functional diagram of a PMU is presentefigure1.5.

[

GPS
Receiver
Phase-Locked
oscillator
_ T v [E—
Anadlog | Anti-aliasin S S—>
. g £ ®
inputs (From ’ L Hlter —»| AD —» D P> §§_>
Clsand PTs) =
—> S >

Figure1.5 Functional diagram of a PMU
1.5 Motivation behind theasearch

Power systems in North America and Europe experienced a number of blackouts in the
recent pastThe impact of these blackouigas massive: tens ahillions of customers

were affected and billions of Hars were lost to the econonf$]. Although investment

in network infrastructure is imperative to improve the grid reliability, it is extremely e

pensive to design a power system to completely prevent rare multiple disturl@nces.
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the other handan increae in the transmission network capaetynedoes not inherently
enhance the security of the power systemetiarinatethe probability of blackoutgl2].

As stated in the previous sectigpgecial protection systems provitiss costly andaster

to implement solutiogito minimize the impact of rare disturbances that could lead to
blackouts or partial collapsesast recognition oévolving transient instabilitgonditions

is very crucial taallow effective control and protection actigis]. A typical power sg-

tem ould exhibit transientnstablity within a period as short asme secondfter a severe
disturbance despite the large inediathe synchronous generatamsnnected to it. Thus
any emergency control system designed to prevent transient instability should respond
within afew hundred®f milliseconds Although ®veral attempthave been made de-
velopmethods for detectingansientinstabilitiesin nearreattime (within several tens of
milliseconds)[10, 13-15], more research is needed to develop practically applicable
methods that can be used in emergezmytrol systemsThe possibity of monitoring the
entire power system is indispensable for successfully predicting the transient stability b
haviour.Availability of Phasor Measurement Undad the related communication iafr
structure enableearreattime measurement of the essahtvarables of gpower system
spread on a wide geographic aréae Synchronized Measurement Technology (SMT)
based on the Phasor Measurement Units (PMigEcommunication technology, and the
capability of computerso processa large amount ofeattime data are approaching a
level that is acceptable for implementing respeased protection and control against
transientinstability [10]. Furthermore, theecentadvances in m@chinelearningted-
niquessuch adArtificial Neural Networks ANN), Decision Tree¢DT), Kernel Regrs-

sion (KR) and Support Vector MachindSVM) [16-23] haveopened up new avenues
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for developng moresophsticated and intelligent solutions to difficult problems such as
early prediction of impending instabilities in a power system. These factors motivated the
exploration of machine learnidgased methatto predict the transient stability states of a
power gstem using wide area phasor measurements and use such early pssdickon
termine and activate appropriate emergency control actioddthough there are some
previous attemptgEL3-15] to develop similar emergency control algorithms, most of them
are demonstrated on small test systems. However, testing of such methods-eodkrge

(> 1000 buses) real power systems is imperative to comprehendhthieadity of appy-

ing sophisticated control algorithms on real power systems.

1.6 Researchlgectiveand ontributions

The main goal of this researchvasto investigate techniques for quick determination of
the transient stabilitystate of a power systeafter subjectingt to a large disturbance

such as a fault. Thenderlyinghypothesis of the investigation is that the measurements
obtaired through phasor measurements units installed at different locations of the power
system provides sufficient informah to ascertain th&ansientstability statusThe re-

search also investigated how early prediction of stability status can be used to design
emergency control againgansient instabilityDuring the course of theesearchthe fol-

lowing contributions were made.

Literature pertaining to previous research which investigated the probl@nmediting

the transientstability status of gpower systenwas reviewedThese methodwere stud-

ied in detail categorizing them based on the approach usedsditablity of each a-
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proachfor near reatime applicationsvasevaluatedbased on information available. The
resuts of this literature review angresented in Chapter 2.

A new method that utilizes the padisturbancaneasurement® predict the system tna
sient stability statusvas proposedThe method involves use of a Support Vectas-M
chine (SVM) classifier to determine the future stability status based on the widerarea sy
chronized phasor measurements obtained immediately after a disturbaadeansient
stability status prediction referred to in this thasiglifferent from thewell known and
widely investigateanline dynamic security assessment where a stability margin is calc
lated for an anticipated set of credible contingencies (uspedigiefined) starting from a
known operating poinfusuallyobtained througlsupervisory control and data acquisition
(SCADA) system [24]. The aim of online dynamic security assessmergreventive
control, if the stability margin is unacceptable for a specific contingelmcgontrast, he

aim of the transiergtability statusprediction methodlevelopedn this is to triggeeme-
gency controlfter occurrence of a severe disturbance if an impending instabilig is d
tected through measurements; as such it is fundamentally different in its potenital appl
cation. Futhermore,no prior knowledge of thenature of theactual contingencys as-
sumedn predicting thdransientstability status.

Therearea number of different measurable power system variables such as frequency,
voltage magnitudes, and voltage phase anglésh can be used gwimary inputs for
predicing the transient stability statuShe research investigatehe effectiveness of
these variables as predictorstbé transient stabilitystatus,as well asndicators of the
requiredfor emergencycontrol ations.One major contribution of this research was the

identification ofthe importance of synchronously measuvettage phasormagnitudes
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which are directly available from phasor measurement wastsn early indicator of the
transient instability.

The method of designing the transient stability prediction scheme and its applicability
was demonstrated using a number of test power systems. The concept was first proved
using a 3%us power system, and then applied to two real power systems: the Manitob
Hydro power system and the Venezuelan power system. The accuracy of prediction and
its sensitivity to different factors such #ee operating pointpature of loads, noisy data,

and the network topology changesrestudied.

The possibility of detectingnpending transient instability conditions at early stalge a
lows designing appropriate emergency control schemes focused on preserving-the tra
sient stability and the integrity of the power syst&mergency control actions areuds

ally system dependent dirmake useof specific characteristics of the particular power
system. Thus the emergency control systems investigated in this thesis used the Manitoba
Hydro power system and the Venezuelan power systeexasples. The two systems

have contrasting charaetstics:Manitoba Hydro system is characterized by its high-vol

age direct current (Hit) transmission system whereas the Venezuelan power grid is
characterized by its 765 k¥c transmission systenThe thesis develops a fuzzy logic
based approach for dgeing an emergency load and generator shedding scheme for the
Venezuelan power systemnda rule-based approach for designing an emergencgddV
power order control scheme for the Manitoba Hydro power system. The performance of

the developed emergency ¢a schemes were demonstrated using simulations.
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1.7 Thesisoverview

Thethesisis organized as follows. In Chapter 2, tiesults of the survey dfansientsta-

bility analysis methods commonly found in the literature @nesentedThe review n-
cludes examinatiowf the suitabilityof various transient stability analysis methdds

near reatime applications

The concept of the transient stability status prediction schgmposedn this thesis is
introduced in Chapter 3. Thagorithm as welas a brief explanation of the machine
learning techniqueised in the algorithmSupport Vector Machine (SVMjs presented.
Chapter 3also includes a comparison of the performance of various transient stability
status predictors.

In Chapter 4the propsed transient stability status prediction algorithm is appli¢g/do

real power system netwakthe Venezuelan power grid and Manitoba Hydro power
network. Detailedresults of theprediction accuracyestsandthe sensitivity studies are
presented.

Application of the transient stability status prediction for initiatmgergency contraic-
tionsto mitigate transient instabilitis presented in Chapter B this chapterthe devé
opment and testing dfvo example SPSare presented he first SPSs basd on a fuzzy
logic based controller to minimize the consequences of harmful disturbances im-conve
tional ac power system. The secoi®PSis a rule based scheme fBiVdc power order
reduction to stabilize the system once a transient instability conditdmiected.

Chapter 6 presents tlmeajor conclusionshighlights themain contributionsand makes
severalsuggestioa for future research in the area of power systems transient stability

prediction ana&emergencyontrolusingsynchrophasors



Chapter 2

Transientstability of power g/stems

2.1 Introduction

The objective of this chapter is to introduce the essential background informatiog and r
view the existing work related to the research. The existing transient stability assessment
methals and their suitability foreattime applicatiors based on synchronized phasor
measurement technology are review&te advantages and drawbacks of each method
are discussedrinally, the performancexpected from th@hasor measuremeunnhits &

specifig in the relevant standards drgefly examined

2.2 Power systemtability

2.2.1  Stability theory

A power systemas any dynamic systens represented by a set of differential ancealg
braic equations. These equations have the general structure given by:
o0 Qdw o (2.1)

T Qe 0 (2.2)
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wherex is the vector of state variabléghe power systerhas an equilibrium poing. at
time & if "Qdoe, k mforall © o . After subjecting to a disturbance, if the trajectory
of x remains in the vicinity of the equilibrium point & H>then the system is referred
as stableThe system is referred as asymptotically stable if the trajectory returns to an
equilibriumpoint aso© Hb.
The set of equations represented by (2.1) comptise differential equations that model
the generators, motors, including their control schemes, and all other devices whose d
namics are considered in the stability anal{8js The state vectos 0 typically include
generator rotor angles, angular speeds, field voltages, damping winding currents, and the
state variables associated with controllers and otipg@ipment such as FACTS devices.
A power netvark has much faster response comparetiecelectricamachines and ¢p
trollers connected to it, and therefore, the network response is assumed instantaneous.
Thus, the network and the static loads are represented using set of algebraic equations as
in (2.2).
The system is initially assumed to be at agisturbance steadstate condition governed
by the equations

wo "A' ©o B o m (2.3)
The superscriptr) i i@dicates predistubance. At this condition the system is at lequili
rium, and the initial conditions are obtained from the classical power flow solution. At
0 T1the fault or the disturbance in the systems is initiated. At this point the conditions

of the system change and therefore, the dynamics of the power systpnesenéed by:

0o "Fwo T o &g (2.4)
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In (2.4) the superscripfhighlights the faulty condition or the period of time when the
disturbance is present in the system. This fault or disturbance is eventually removed by
the protection deces at timey, ;known as the clearing time. The removal of the faulted
path of the system results in a topology change, and consequently the right hand side of
the initial differential equation (2.1) is altered. Finallye postdisturbancedynamicsis
expressed as:

oo Afide By O b (2.5)

The stability analysis usually takes place during the post disturbance period.

2.2.2  Transientstability : time domain approach

In large disturbance rotor angle stability or the transient stabiligations of the gy
chronous machine rotor angles are the main fo€use domain simulation (TDS)pa
proach solves the Differential and Algebraic Equations (DAE) given by atyl 48d
(2.2) using stepby-step numerical integratioand obtains the macharrotor angle vaa-

tion along the timeThe application othis approach to assess the transient stability of an
electric power system has been extensively reported in the litef81@,e25]. Initially,

it was restricted to systems with small number of generators due to the compiexity i
volved in solving the set of differential equations that represents the dynamic ofche ele
tric machines. The enormous evolution of the digital computers made possible the utiliz
tion of time domain simulation as a tool to analyze the transient stabilitiacde power
system. hie moderncommercialtransient stability simulation software programs not

only handle power systems with a large number of generators, but also use sophisticated
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models to represent the power system elements, enabling accurate tirstagidity as-
sessmenf{26, 27].

During the assessment of the stability of the systimdifferentid and algebraic e
tionsare solvedseparatelyFirst the algebraic equatior{2.2) are solvedollowing a dis-
turbance to caldatethe bus voliges bus current injectiongnd the remainingon-state
variables.Once this initial step is achieved, the time dependant varighlea by(2.1),

are calculated using tHanown values of state variablebtained in the initial stagéd-

nally, an explicit integration method is used to calculate the values of state variables for
the net time step[8, 25).

Integration methods as gaictorcorrector, Rung&utta are known as explicit methods.

They use the dependent variable values computed in the previous step to obtain the next
step values. These methods are easy to implement even when a complex set of system
state equations need b@ solved8]. In order to capture the proper dynamics aret pr
serve the simulation stability it is necessary to keep the integratiorstepesmaller than

the lowest time constant of the system. On the other hand, there are integration methods
known as implicit integation methods. The classical and simplest is the trapezoidal rule.
This method is based on the linear interpolation and uses trapezoids to obtain the area
under the curve.

The simultaneous solution schesniatuse implicit integration methadransform he
differential equations (2) into a set of state variableguationgx) and bus voltages/f

for the current and following time stephesesets ofstate variablesquationsare solved
togetherwith the algebraic equations representing ¢hectrical network to obtain the

values of the state variables and other-state variablgat the next time step.
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Time domain simulation programs usesmgle line representatioof a balanced three
phase network. Wralanced networks caused by unbalanced faultsiarelated by cm-
bining bahncedsequence networks derived by symmetrical components an@gkis
Although, time domain simulation programs pd®saccurate and reliablesassent of
system information following a disturbance, it can only be usednterioally calculate
the timeewlution of power system variables followingkaown disturbance foa given

pre-disturbance operating condition.

2.2.3 Equal-Area aiterion and its extensions

The EqualArea criterion (EAC) is a graphical method used to assess the transielnt stabi
ity of an electric power system. The origin of the method is not well known yet but some
publications explaining this technique shdeen presented, specially analyzing-one
machine connected to an infinite @ 9, 25]. The principle ofEAC is developeaon-
sidering a singlenachine connected to an infinite bilsough a transmissionetwork

The electromechanicabehaviour of such a single machine infinite bus (SMIByvgo

systemcould be represented using the motion or swing equation:

b O 5 (2.6)
Where
M = Inertia coefficient of the machine
1 = Angl e between the machineé
0 = Mechanical power input to theachine

0 = Electric power output from the machine
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0 = Accelerating power

Multiplication of both sides ofhe swing equation b¥217Q pandintegrationgives

Q] 10 0
%6 o &7

wherg| is the rotor angle before the start of disturbafiée process that happens after
a network faulion this systentan be illustrated on@ | diagram as shown iRigure
2.1. At the initial operatingpoint, 0 0 , andthe correspondingower angleis]
The relationship between the electric powentputd and the power angle before the
fault, duing the fault, and after clearing the fault ateown inthe red green and blue
curves. When a fault occurs, the electric poveertput of the generator almost instant
neously drops to a pointce on theblue curve. Due to the slow electromechanica r
sponse of the generatohetrotor cannoaccelerate instantaneously, but gradutithges
the blue curve up to pointce due to increase afotor speed beyond theynchronous
speed At pointeae, the fault is removed and the electrical power jumpgdiat €z on
the greencurve, makingd 0 . Thus the rotor starts tdecelera, but] keeps i-
creasinguntil reaching a maximumalue . After that,the rotor angleshould starto
return otherwise the generator will be moving to loss of synchrof@nin Figure2.1,

0 represents thaccelerating areand shows the nekinetic energy gaied during the
fault-on period and represents thdecelerating areshowingthe potential energyb-

sorked by the system.
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Figure2.1 Powefi angle curve showing the areas defined in the Equal Area Griteri

At the initial point — 11, and after the disturbanee become positive ard increases
As mentioned earlier, if the system is stable, the rotor anghleouldchangeahedirection
after reaching and, thus— should become zero again whien [29]. Thee-

fore, the stability criterion could be written as:

CA

Q 17 U
) — "0 T 2.8
Qo O 1 (2.8)

The integral in (2.8) represents the difference between the aredd @& in Figure2.2

[29], where two cases are compared in ternth@if powerangle curve. Both cases were
generated considering a thyglease fault in the system with only difference being the
fault clearing times. The curve on the left corresponds to a stable case and if carefully
analysed, it is possible to observattid 0 . This means that the energy gained-du

ing the rotor acceleration is equal to the enexgsorbediuring the deceleration area. On
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the other hand, for the unstable case (presented on the right) the accelerating area is much
bigger than deceleliag area 0 0 , meaning that the energy gained during the rotor

acceleration is greater than the eneatpgorbedduring the deceleration area. Thus no

feasiblg and the generator looses synchronism.
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Figure2.2 Rotor response (defined by the swing equation) superimposed on thé aoglercurve for a
stablecase(left) and an unstablease(right) [29]

The disadvantage of this approach is the simplicity of the models used to assess the st
bility. The generator is represented by the classical model and the speed govermer and e
citation controller effectare neglectefi30].

The applicability of the original version dEqual Area Criterion is limited to the ideal
case of a single machine interconnected to an indfinite The concept ofEAC was &-
tended to multmachine power systems in the late eighties by two separate research
groups led by Rahinfi31] , and Xug32] through the introduction of the Extended Equal
Area Criterion (EEAC).

The EEAC is based afe principlethat transient instability is a result thfe separation

of generator rotor angles into two clustereafieing subjected to a severe transiest di
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turbance. These two groups of generators are called the critical cluster and the remaining
cluster of machine€ach group of machines is replaced by an equivalent machine redu
ing the multimachine system to avb machines system. One of the two equivaleat m
chines represents the dynamic behaviour associated with the critical cluster of machines
promoting the instability of the system. The other equivalent machine represenys the d
namics of the remaining clustef machines.

Finally, the equivalent twonachine system ifurther reduced to a one machineon-
nectedto aninfinite bus (OMIB)systemfor which theconventional EAC can be applied

to estimate the transient stability mar§@8]. The main assumption the EEAC is that

during the study perth the rotor angles of each cluster are represented by the center of
anglesis calculated just before the fault occufie centre of angles or centre of inertia
angle for each clustés given by:

B O
—5 (2.9)
whergg  and’O are thegenerator rotor angle and inertia constant of'thgeneratoand

¢ is the number of generatin thecluster Similar to the EAC, the EEAC formulation

also uses the classical model of generator representing the mechanical dynamics of the

generatorsThus errorgdue toignoring the electrical dynamics of the rotor circuit and the

controllersare still present

2.2.4  Transientenergybasedmethods

Energy criterion for transient stability analysis was the earliest of all direct methods of

multi-machine powesystem transient stability assessment. These techniques were exte
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sions of the equal area criterion to power systems with more than two generaters repr
sented by the classical moda#].

A typical analogy used to explain this method is the kinetic and potential energi assoc
ated with a ballalling in a bowl. Once a disturbance occurs, the power system gains k
netic and potential energy that makes the system move away from the initial equilibrium
point [8]. After removing the fault, the kinetic energy is convertdd potential energy

and the power systetries to absorb this energy to bring the system back to a new equ
librium point. The amount of power that the system is able to absorb depends on-the post
disturbance network configuration. Figure 2.3, the energyangle relationship is pr

s e nt e gthe sy&tem isiin equilibrium. After the disturbance, the system gains kinetic
and potenti al ener gy un t.iAfter thishtbe kiddtisenangy b a n c e
transform into potential energy which should be absorbed afterwards to prevemt-this e

ergy level reaching the critical energy level where the loss of synchronism is imminent.

Energ
CriticalEnergyLevel
A
Kinetic .
Erernd ) "ot
A
Potential
Energyo d)
0 ‘o te tu 180 Rotor Angle{)

Figure2.3 Energyanglerelationship to illustrate the transiemezgy method
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2.2.5 Hybrid methods

Transient stability assessmetgichniquesthat combire time domain simulations with
transient energy based methods have also jpegosed These methods are less accurate
than the original time domain simulatiotdowever,the hybrid methodgain a signiif
cant reduction of the computational requiremamd extract important information such
as stability margins from time domain simulatidB86]. Computation of astability ma-

gin allows determiration ofwhetherthe system is moving weardinstability or not.Some

of thesetechniques have been used dynamic securityassessment. The mastievant
hybrid transient stability assessmeme¢thods are explained briefly in the followingcse

tions.

2.2.5.1. Timedomain transient energy function methods

Time domaintransientenergyfunctionmethods determine the stability @fower system
without solving tle differential equations that governs the dynamic behaviour of the sy
t em. This method is based on the Lyapuno\
method. The avoidance of solving the differential equations is translated as ignoring the
effects of the xcitation system and controllers, as well the governing systems. The tra
sient stability analysis is calculated by ignoring the slow transient and representing the
generators using the classical mof#l. During theanalysis all the formulations are
done relative tohe center of inertia (CO8ngle[8, 9, 25].
If the admittancenatrix of the system is given by:

® "0 Q6 (2.10

The transient energy function is expressed as
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v p 3 5
w = U] 0o — —
C
0 WéE+ — 2.11)
0 QE+0— —
Where — — —
— 1 1 Generator angle respect@®I angle

"@1Q Indices for generators;

i Indicates the referenge

1 Angular speed of generator rotor with respect to the COI

6 0006 ;

O 0070 ;

‘O Constant voltage behind the direct axis reactance of the generator

0 Inertia constant of generat®}

0 Transfer susceptantetween generator&andj in the bus admittance matrix

‘O Transfer conductandgetween generator@ndj in the bus admittance matrix
The transient energy level of the system is the sum of the kinetic energy gained by the
generators during the disturbanee, o and the potential energyy  absorbedy the
electric system to keep the generator inside the stability region.

© o1 6 — (2.12)
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The transient energy present during the qulistiurbance periodw is compared
against a transient energy threshold or reference value

If w w , the system is assessed as stable. When ® , the system is corti

ered as unstable. The sensitivity is analyzed by computing the energy tMergit-

tained by

~

Yo wg 0" ° (2.13)

A detailed explanation of the method and its computatigpsstan be found i3, 9, 25].

The values of phase angles and generator speeds required to calculate the kinetic and p
tential energy functions can be obtained from phasor measurements, but knowledge of
the post disturbance system topology and accurate system impedance paramgtiéirs are

required to calculate the transfer admittances.

2.2.5.2. SIME (Single Machine Equivalangthod

This method successfully combines the computational efficiency of the direct methods
and the modeling accuracy of timdemain simulatiorj35]. The concept is based on the
ideas used in the extended equal area criterion. The generators are divided irdge two c
herent groups called theitical group and the remaining group. The group of generators
that have rotor angles with larger deviation from the COI amgkthe critical cluster.

The rest of the generatoferm the remaining group. Proper identification of these two
coherent groupallows reducing the mulmachine power system to an equivalent-one
machine infinite bus (OMIB) system as pointed out earlier. The equal area criterion is
then applied by comparing the accelerating and decelerating areas to obtain a stability

statug30Q].
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Time-domain simulation is used in this method to classify machines into two groups.
During the simulation, the rotor angles are compared and organized in the decreasing o
der of the deviation of tor angles from their adjacent machineke Thachines with the
largest deviations are considered as candidate critical machines.
Once, the critical group is identified, the corresponding OMIB parameters are computed
using the procedure described below:

1. Transform the two clusters previously identified into two equivalent machises, u

ing their partial centre of angles.

(2.14)

wherel is the inertia coefficient of thié" machine.
2. Reduce this two machine system into an equivalent OMIB whose rotor angle and
mechanical power are given by:

10 e o 1 ) (2.15)
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5 5o (2.16)

0 0 0 70 0
whereM is the equivalent OMIB inertia coefficient. This methods is explain in further
detail in the literaturg30Q].
Finally, a stability margin is obtained using the classical equal area criterion, where:

-5 5 (2.17)

For a given scenario the, the system is unstable ifrtand it is stable whea 1. The
condition where- Ttis considered the boundary. Moreover, two stability margins (u

stable margin and stable margin) are computed.

_ Po (2.18)
C

— D Q1 (2.19)

Where— and- are the unstable and stable stability margaspectivelyy and] are
the clearing and instability angleBhis methodhas been appliechainly for contingency

filtering in transient stability assessment to minimize time domain simulation efforts.
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2.2.6  Machine learningbasedmethods

Machine learningand intelligent techniques have made rapid progress in the re@ent de
ades. The potential oftéicial intelligencetechniqguesuch adArtificial Neural Networks
(ANN), Fuzzy SystemsDecision TreeqDT), Kernel Regression anfSupport Vector
Machines forapplication in solving difficult power system problems has been well re
ognized[16-23].

ANNSs can be used for function approximation as aslfor classification problems. One

of the relevant early application of ANNs was for regression in transient stabilitg-asses
ment[22]. In this work, an ANN was trained talculate the critical clearing time forf-di

ferent loading conditions in a small power system. After the initial success, the focus of
the research shifted to the development of online applicafiffjssuch as online yd

namic security assessment.

ThoseANN implementations used ofine generated transient stability déta the pu-

poses such as inptdature seleabn, trainingof ANN, and finally forperfomanceevd-

uation testsOne of the limitations that researchers faced when using ANN based m
thods was the possibility of having many local solutions and the slow rate of convergence
during the training36].

Decision trees (DT) have also been applied to assess the transient stability condition of
power system§l?, 19]. DT obtains a liear mapping function after splitting the training
data in a sequential manner. The training or the building of decision rules inveles d
termining a threshold margin that accomplishes certain critgfia DT is considerably

easy and fast to implemef88] and especially suitable for classification problems. They
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work best for the applications that requaremall number of outputs. The main drawback
is the lack of accuracy due to the rgotimized methods used for training the classifiers.

In 1995, a new classification method known as Support Vector Machine (SVM) evas pr
posed 39]. The advantage of this new approach over traditional ANNs is the calculation
of a globally optimum solution. Some applicatiofsS&M for transient stability asses
ment is reported if21, 23] and shown to provide high accuracy and smaller training time
compared to conventional ANN and athmachine learning based methods. However,
the studies reported if21, 23] required a large number of inputs to achieve sufficient
classification accuracy.

Most of the nethods described above were developed to compute some form of stability
margin for a known contingency. This is the main objective of dynamic securitysasses
ment, which could & performed offline or onlinél’he research reported in this thasis
vestigatesa slightly different problem, which is to predict ttiansient stabilitystatusaf-

ter a disturbancasingthe postfault measurement®No knowledge of the contingency is
assumedThus many of the transient stability assessment methods found in theitéera

cannot be directly applie

2.3 Special protectionystens against transiennstabl-
ity
Special Protection Systems (SPS) are specialized sclumsigmed to detectarticular

conditiors in the power systenteatmay causeinusual stress to the power system, and
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subsequently trigger particulactiors to counteract the observed caimh in a cm-
trolled mannef4qQ].

In some cases, SPSs are designed to detect a system cahditisnknowno causen-
stability, overload, or voltage collapse. The actitmsnprove the condition of the sy
temmay require the opening of one or more lines, tripping of generatmsol of

the HVdcpower transfers, intentional shedding of load, or other measures that will

alleviate the problem of concern.

2.3.1  Examples ofexisting SPS

In one of the arliest schemes of wide area -@ifitstep protection, Tokyo Electric Power

Co. (TEPCO) used the measured phase angle difference between two groupsasf gener
tors to predict the future phase angle difference. If a prescribed angle difference threshold
is exceeded, a controlled system separation scheme is implemgtitedrhe Western

Area stability and voltage Control System (WACS) implemented on the Billene
Power Administration (BPA) system uses the time integral of the weighted average of 12
voltage magnitude measurements on the 500 kV network as a measure of instability.
Control actions such as capacitor or reactor bank switching and generatorgirgygin
taken when this integral exae certain preset thresholg?]. An alternative algorithm

of the same system uses generator reactive power measurements asahdutias to

the controller and uses a fuzzy logic system to determine final control geti@ns

Another algorithm is suggested 43], which does not require kwledge of the system

and useonly the onl i ne measurements of genemrat or 6s

matches to predict the transient angular stability of the generator. It implies that there
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would not be any need for tuning/adaptation procedure when applied this methed on a
other power system. The valve affecting the mechanical input of a generatotrislled

in order to stabilize the generator

A general separation scheme was propasdd4]; the authors apply thMormal Form

method to the ManitobBlydro power systerno determine groups of machines that swing
coherently against each other following a small perturbation. The boundaries separating
coherent generator groups are identified and tripped to form iglddlddf these islands

are deemed to be not stable, then various techniques such as load shedding, generation
curtailment, relay tripping, are implemented

In summary, special protection schemes installed so far by many ualigesostly and
require the implementation of complex schemes for the neatimelenhancement of

the transient stability of the grid. Consequently, there is a need for the development of
simpler and more effective methods based on the current techrsplolgyas PMU mea
urements. Therefore, the research work presented in this thesis focuses in presenting
novel wide area control schemes to improve the transient stability condition of the system

after being subjected to a critical disturbance.

2.3.2  Proposals inliterature

Use of machine learning techniques to predict the transient stability status of a p@wer sy
tem after a fault has been previously studiefdir47]. The measured resistance based
method in[47] only aims to predict the out step conditions in a tie line. The decision
tree/rule based method jA49 is able to predict the system wide stability status but r

quires 12 wcafter fault clearance to make accurate predictibnf48] an array of na-
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ral networks (NNs) has been used to predict unstable oscillations bdtmagroups of
generators. These NNs take phase angle difference between the two generator buses and
its rate of change as inpufBhe outputs of the NNs are processed through a votmg pr
cedure to determine the transient stability status of the sy§tearmethod requires trai

ing of a large number of NNs depending on the number of generators in the dgstem.
the approach propose [49], oscillations aftethe clearance d sever faularemodeled

using an autoregressiVAR) model for which the input is the voltage phase differences
betweerthe substationsThe dability of the system is determined by analyzing the roots

of the pulse transfer function of ti& model

Referencg46] proposed a SVM classifier and a set of-jgentified voltage variation
trajectory templates to predict the transient stability status. The measuredtagevare
compared with the templates to evaluate a fuzzy membership that indicate the similarity
between the measured voltage variations and the templates. The similarity valumes are i
put to the trained SVM make the classificatibnzestigations made ding this research
found that identification ofmoothvoltage trajectory templates asedin [46] becomes
difficult for somecases due to characteristics specific the given power systems

In referencd50], KernelRidge Regressionwhich is somewhat similar t8VM has been

used toestimate a transient stability boundary (TSB) as a nonlinear funatipower
system variables. Thisork could be classified in the broad arealpfiamic security s
sessmenand has applications in other areas such as dynamic security constrained opt

mal power flow and relispatch of generation for preventive control.
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2.3.3 Eventbased SPSs vs response basdelSs

Most special protection systems that conpolver gridsare event based systethsitac-

tivate in response to a selected set of contingencies. These event based systems contin
ously monitor the status signals frorarious elements in the power system via teteco
munication links. A change in the status signals would indicate a contingency and the
SPS logic is programmed to take a-petermined remedial action based on the particular
combination of status signals. tAbugh such event based protection systems xare e
tremely fast their complexity grows as the system char{@d$. Another concern with

the event based systems is the response to unforeseen situations.

Alternative to event based special protection systems are the response based special pr
tection systems. These systems rather than responding to specifi, ¢éalemtactions in
response to abnormal situations detected through system variables such as voltages and
power flows[52]. It is well known that abnormal situations could lead to transierd-inst
bility within a few second$9]. For this reaon, the speed of gathering the data is critical

in the response based special protection systems to enhance the transient stability. Fu
thermore, effective monitoring requires measurements at the different geograplaeal loc
tions [53] and communication of the measurements to a central location. The correct
alignment of these measurements in time is particularly important iimealstability
assessmerfor emergency control after a severe disturbance. The-avieke measer

ments technology based on synchronized phasor measurements provides a potential sol

tion to this problenj4].
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2.4 Synchrophasors performanageria

The constant development PMUs technology is allowing higher mezasat accuracy

and time resolution, increasing the capability of perceiving different phenomena in the
power system. The accuracy of the phasors computed by a PMU is affected during the
transients due to deviations in the frequeany the distortion of awveform The phasor

is concept defined for a particular frequenapd assuming perfectly sinusoidal wav

form. But in practice the frequency deviations are unavoidafigorithms have being
developed for applying corrections during-afiminal frequenciesHowever in control

and protection applications, the accuracy of measurement matters most in when there is a
disturbance in the system. The problem investigated in this thesis, that is early prediction
of transient stability status after a disturbancd amergency control requires measur

ments taken during transient periods where it is susceptible to the errors emanating from
the offnominal frequencyand waveformdistortion The IEEE Standar€37.1182005

on Synchrophasofd.1] defines PMU performance under steady conditions. A |
Synchrophasors standard is being developed where the PMU performance under transient
conditions is addressdg84]. Some of themportantconsiderationselevant tothe appi

cation of synchrophasor technology are discussed in the following subsections.

2.4.1 Measurementaccuracy

The accuracy of a synchrophasor depends bottheraccuracy of the phase and the
magnitude over a range of operating conditions. Thus the accuragyotlarophasor is

measured by a quantity defined as "Total Vector Error (TVE)". Bviefined a$11]:
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(2.20)

oy 8
Yw O Zp MM

where8 and8 represents the real and imaginary components of the theoretical exact
synchrophasor an® 1T and8 1 represent the components of the estimated spachr
phasor.

In the most demanding accuracy class (Level 1), the PMU must maintain less than 1%
TVE under condions of 5 Hz of offnominal frequency, according to the Syrehr
phasor standarfdl1]. A TVE of 1% amounts to maximum of 1% error in the magnitude
with zero error in phaser 0.573 error in phase with zero error in the magnitude.

A PMU also measures the frequeni@eynd the ratef change of frequency), however a
frequency measurement accuracy is not specified in the stardiewdrthelessit has
documented in the literature that PMUs are among the best frequency transduters avai

able, delivering accuracy of a few millihertz (iyally 1 3 mHz)[11] .

2.4.2  Synchrophasos during transients

It is known that powesystem voltage and current waveforms are not steady state sin
soids, particularly during system disturbances. They frequently contain sustaired ha
monic and nofharmonic components. In addition, because of farits other switching
transients, there may be step changes in the magnitude and phase angles oé-the wav
forms. Other disturbances result in relatively slow changes in phase angles amd magn
tudes due to electromechanical oscillations of machine rotorsalasing filters used in

the PMUs attenuate the high frequency signals to insignificant vifues
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The estimation of phasors is typically performed over one period of the nhominal system
frequency. During this transient period, there are changes in the magnitude and phase of
the waeforms. Generally, the phasor computations can be accurately estimated within a
range of + 5Hz around the nominal frequency. Step changes in the input signals due to
electromagnetic transients may occur within the data window, in which case, one needs

to consider whether the phasor estimate obtained in that window iq #jlid

Some effective techniques (ATransient Moni
phasors has been developed and are being used in the commercially availab[5MUs

More detailed specifications and testing methods to evaluate PMU performance under
transient conditions will be included in the new versiorthaef standard under devplo

ment[56)].

2.4.3 Communication of PMU data

The communication facilities are a key element to the phasors data acquisition &nd appl
cation,especiallyfor transiat stability prediction and control which require fast detection
and remedial actions. There are two key elements to be considered during the design
process of a wide area based application: the channel capacity and the latency. The
amount of data generatdy a PMU will depend on the resolution required (number of
phasor per second) for a specific application. But it is considered not a limitation for the
conventional communication infrastructure available in most utilities due to the modest
amount of daté&ransmitted by a PMU.

On the other hand, the latency will rely on the type of communication infrastrueaure b

ing used. Leased telephone circuits were among the first communication media used for
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PMU data acquisition. They can still be used for fstutbance analysis, system
benchmarking or other applications where latency is not of importance.

Currently, most of the utilities use microwave links but shifting towards the-disc

cables when the communication links are upgraded. {fejpigc links albw faster data
transfer rates that require for the protection and control applicatioearly applications

the phasor measurements are communicated to the control center data concentrator over
analog microwave links and modems, but currently the difltal-optics is the most
preferred medi§s7].

The latency of fiber optic digital communication is arounebPOms, while latency using
modems over analog microwave channels is over 8{bB8jsDepending on the comumn
nication infrastructure used for an application, these time delagsan additionaltime
delaydue to the phasatata correlation carried out in tROC should be taken into ce
sideration

Otherimportant issuethat need to be addreskduring the development and impleme

tation of Wide Area application is the consideratidrthe case of missinMUsor erio-

neous dataThe reliability of thedeployedapplications will rely on the quality of the
communication platform as well as the measurement devices. The redundancy in the
communication links will increase the cost of the implementation considerably. An alte
native to tackle this situation is placing PMUs in different busgislethe same cohen¢

area. Some buses are electrically close and they respond similarly under contingencies in
the grid. They capture almost the same dynamic behaviour of that particular section of
the grid. In case of losing the measurement of one of those PMUs, the ingmaiit

continues to monitor that section of the grid and the application could continue in service.
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In the case of erroneous datdis could be detected by comparing subsequent measur
ments The Phasor Data Concentrator (PDC) detltésdata arrival olost packet and
requests a new packet to the PMU. This may add an additional delay in the measurement.
In cases where the PDC is not able to detect erroneous measurements, some interpolation

techniques could be implemented to replace the missing measire

2.5 Concluding emarks

Themain aim of his research is the system protection against large disturbancerrotor a
gle instability, which is also commonly referred to as the transient instabilitge tase

of a disturbance leading to transi@mgtability, fast recognition of the potentially dange
ous conditions is very crucial for allowing sufficient time to take control acfibdls

This chapter presenteal short survey of early transient stability assessment methods
which are predominantly developed for dynamic security assesstheintadvantages
and limitations in near redime applications based on the wide area measuremént tec
nology. Recently published reaech related to predicting the transient stability based on
measurements was reviewed. Many of these metipply machine learning techniques
for learring complex relationshipbetween theneasured power systevariables and the
transient stabilityAccuracy of phasor measurements as well as the speed and reliability
of telecommunication infrastructure are important preconditions required for imglemen

ing wide area measurement based control and protections schemes.



Chapter 3

Early prediction of transient gability

status

3.1 Introduction

The basic framework of the transiestability statuspredictionscheme proposed in this
thesis is presented in this chapter. The generic structuhe pfoposed scheme consists

of a classifier which uses systeneasurements taken after a disturbance as inputs to
classify the future transient stability statusstebleor unstable The performance of the
proposed scheme was systematically evaluated with different candidate predictor sets to
select the most suitabieputs. The tests were carried out using a test power system that

is commonly used for power systems dynamic research.

3.2 Definition of transient stability tatus prediction and
its dbjectives

In this thesis, the termmansient stability status predictiameansprogressive monitoring

of power system variables after a disturbance and determining whether the transient
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swingsarising from the disturbanae stable or nofThe aim of such exercise is to iact

vate suitable emergency control actiaugh as syste separation, generation shedding,
load shedding, dynamic breaking, generator fast valving, and HVdc terminal cantrol

an instability conditionis detected Since the time frame associigith transient stabi

ity phenomena is in the order of a secahé, prediction of transient stability status has to

be extremely fast, in order to allow sufficient time for taking a remedial action. Transient
stability status predictioexplored in this thesidiffers fromthe online dynamic security
assessmenwhich wually facuseson the determination of a stability margin such as the
critical clearing time (CCT) in response t@@aen contingencyln contrast to dynamic
security assessmertansientstability predictiondoes not focus on a patrticular fault or
distubance, angrimarily involves monitoring ofthe post disturbance period.

Generator rotor angles and speeds are directly affected by the electromechanical changes
that occur during an external disturbance. The transient instability generally manifests as
separation of generator rotor angles. Thus the most direct indicators of the trarssient st
bility status are the generator rotor angles. Deviation of the generator rotor angles from
their prefault steady state values is a result of the acceleration or ceasieof the o-

tors due to transient imbalance between the mechanical power and the electrical power
output. Therefore, the rate of change of rotor angles or the frequency deviations are a
other potential set of indicators. However, generator voltageslsvandirectly affected

as the electrical power output of the generators could vary during théaptigberiod.

Figure 3.1 shows an example of the typical vameis of the voltage magnitudes, rotor
angles and the speeds of the generators in a power systetmeaitgsubjectedto a three

phase short circuit. These waveforms are obtained by simulating a fault in-lios 89st



3.2 Definition of transient stability status prediction and its objectives 43

system[34]. The fault is applied at 0.1 seconds and cleared after 5 cyidiesplotted
curves are the voltage magnitudes, rotor angles and the rotor speeds of the 10 generators
connected to the test networkhis fault leads to a transient instability which is clearly

indicated by the separating generator rotor angles.
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Figure3.1 Variations of the voltage magnitudes, rotor angles and generator speeds during a contingency
leading to instability

In Figure 3.2, the variations of the voltage magnitudes, rotor angles and generator speed
corresponding to a caséfaultthat is noteading to transient instability is present&te
contingency applied is similar to the previous case, but at a diffeyeation on the 39

bus New England test system. The same variables corresponding to the 10 generators are

shown in the graphs.
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Figure3.2 Variations of the voltage magnitudes, rotor angles and genegeds during a contingency
not leading to instability

During and after clearing the fault, all three variables (voltage magnitude, rotor angle and
rotor speed) show some charggel those changes are somewhat different for the stable
and unstable casethe proposed investigation is based on the hypothesis that subtle di
ferencesexising in the trajectories of these variabfedowing theclearingof a fault can

indicate whether the system is going to be transient stable after the distuwbantéor
example, the generator voltage variations shown on the two gmapghtigure 3.3 have

some subtle differences during the interested period shown in.Bidx@$op grapleorre-

sponds to a case where the system is stable after a fault and the bottom graph is for a fault

that leads to system instability. Such differences should help predicting the stability status
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after a fault. Based on the hypothesis stated above, webmadtle to find a relationship
between the observed variations in the rotor angle, frequency or voltages and the transient
stability status. However, for a mutiachine system this relationship is not straightfo

ward, but can be learned from examples gisiimachine learning technique.
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Figure3.3 Variations of the generator voltages following a fault that is not leading transient instability (top)
and a fault that is leading to transient instability (bwoito

3.3 Approachfor transient stability statuggdiction

The problem of predicting the future transient stability status based qmethentmeas-
urements can be formulated as a classification probkesmown inFigure3.4. The n-

puts to the classifiex;(k), are the sampled values of the predictor variables, which could
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be the generator rotor angles, speeds or the voltage magnitudes, while they@)ipis,

the stability statuswith k beingthe sample number andbeingthe measurement point.

The complex relationship between the piagtlt variations of the power system variables

and the system stability status is learned by the classifier during the trainbeggro

x1(K)
Xl(k+l) _>

X1 (k+d) ——

Xo(K) —
Xe(k+l) =

X2 (k+d) —>

Xo(k+d) ——>

classifier

Sability status

predictors

Figure3.4 Arrangement of the transient stability prediction scheme

It is assumed that all input variables, for example the voltages of different generators

which could be located geographically far from each other, are sampled simultaneously

as shown irFigure3.5. This type of synchronized sampling can be achieved using phasor

measurement units. The sampled values of the different variables need to be commun

cated to a central location where the transient stability status predistiperformed.

Thus this thesis assumes availability of suitable wide area measurement infrastructure.

The peformance requirements expected from the wide area measurement infrastructure

was brieflydiscussedn Chapter 2
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Figure3.5 Synchronized sampling ofvo signhak

The general procedure for designing the classifier of the proposed transient stability
status prediction scheme is illustrated-igure 3.6. The classifier neeto be trained s+

ing example data. The training datee generated through simulation of various credible
contingencies in theonsidered powesystem. Then the features for the classifaatire
extracted from the simulation outputs and a class label is attached to each set of inputs
features depending on the stability status observed after the contindepayt of this
database is then used for training the classifier. The rest is oisedrification of the

trained classifier.

Two important factors for the success of this scheme are the selection of appropriate set
of inputs (or predictors), and the accuracy of classification. After a careful review of
various techniques, Support VectMachines (SVMs) was selected for implementation

of the classifier. The technique is described in Section 3.4. The procedure usedder the s

lection of predictors and the results of this investigation are presented in Section 3.5.
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Figure3.6 Process oflesigningthe transientstability predictionscheme

3.4 Support Vector MachinéSVM) classification

The Support VectoMachines are a general method to solve classification, regressl
estimation problems. i@&n aset of nputoutput (possibly noisy@xamples, training of an

SVM classifier involvesinding an optimal decision functioh(x) that accurately predicts
unseen data into different classes and minimizes the classification39jroGiven a set

of training data e h MBhesfty , where e~ \JTare the input vectors and

w N plp are the corresponding class labels, an SVM seeks to construct a hyperplane
that separates the data with the maximum margin of separdB8jtyN is the number of
observations, anD is the dimension of the i vectors.

Traditional neural networlnd other machine learnimgproachesave suffered difficl

ties withgeneralization, producing models that can ditethe useddata.The reason for
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this effect is the type obptimization algorithmsused during th parameter selection
stageand the statisticgbrinciples used to obtaithe bestpossiblemodel[39]. In 1995
Vapnik proposed the foundation of what is knowrSapport Vector Mehines (SVM).
Since then, this technique has been used to solve different prothlemsits attractive
features and promising empirical performaf8é@. The mainattractivefeatureof SVM

is the generalization capabilityhich is less affected by the number of input featuras.
SVM classifiers keep a high performanggder changes in the input signals due toavari
tions in the system analyzed. This is a key factor in power system applications due to
wide range of operatingonditions and topology changes undergoing power grid.It

is alsoless affected byariatiorsin the input signals due to noisyeasurements

The problemformulation relies onthe StructuralRisk Minimization (SRM) principle,
which has been shown to be supetmtraditional Empirical Risk Miningation (ERM)
principle employed byhe conventionhneural networks.

The decision functionf a SVM binary classifiecan be written as
QO i QOE | 60 ol A (3.1)

Where oﬂ Tare the support vectorgg Ois a nonlinear vector function that maps the i
put vector onto a higher dimensional feature spagge w is the label corresponding to

thej™ support vectorN® is the number of support vectolsisab as t e jrara the a n d
Lagran@ multipliers obtained from solving the dual optimization problem that minimizes

the objective function
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g;ﬁm 6 v (3.2)
subject to
v m VE pBh (3.3)
w1 A p v
(3.4)

| E ptBh

This optimization is the proce#isat trains the SVM by selecting the support vectors from
the training data set. The parameter C(>0) in the objective function giveR)ns(a fa-
tor that controls the tradeff between the separation margin and training ertsgis
the norm of a veor perpendicular to the separation hyperplanewace the slackar-
ables which measure degree of misclassificati@®8]. The inner product 0 O

o' i is calledthe kernel functiorand denotedby 0 6ff 7. In Figure3.7, the pra-
ess of mapping the input vector onto the higher dimenksspzece is shownAmong, the
common kernel functions arthe polynomials, radial basis functions and sigmoi@-fun
tions. Thekernelfunction used in thighesisis the radial basis functig8.5). This is most
widely used function due to its outstanding performance for most scientific applications
and overcomethe drawback of polynomial functisnvhich requires the selection of the
optimal order of thdunctionthat maximizes the classification accuracy for the stability

prediction

(3.5)
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where s is thewidth of the Gaussianhis was selected because it gaventiost satisfe-
tory resultswhen compared to the other alternative such as linear and polynongal fun

tions.

High dimensional feature space

Linear classifier

Figure3.7 Nonlinear SVM classification by mapping the input vector into a high dimensional feature space

3.5 Comparison of iferent transient stability tatuspre-

dictors

As discussed in Section 3.2amsient instability o power systemis directly related to

the angular separation between generators, and therefore, the genésatmgls or the
terminalvoltage phase angidave beenused for deriving indicators of transient instabi

ity. Most of thepreviously reportedransient ingability assessment and predictionalg

rithms use measured rotor angles (or voltage phase angels) as th¢grf s, 30, 34].
Nevertheless, tobservean angular separatidha is largeenough to assess the system
stability, a considerable window of timmeeed to be passed after the faulkdditionally,

in order to be meaningful, the rotor angle measurements should be expressed relative to a

common reference frame called thatre of angles. The reference or the centre of angles
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is not a constant and it has to be evaluated for each time instant considering the-rotor a
gles of all the generators connected to the system as that instant using (2.1). Computation
of the reference @hexpressing all angles relative to it involves an extra processing step
that should be taken into consideratj@n9, 25].

Although the transient stability is a phenomenon associated with rotor angles, variations
of the rotor speed (as indicated by the frequency) andait@ge magnitudes after a fault

can provide some useful information about the subsequent stakdlitg of the system.

For examplethe Bonneville PowerAd mi ni strationés (BPA) Wi d €
Voltage Control SystemWACS) uses voltage magnitudes measurement inputé2].

In this research, use of two alternatives, namely (i) the generator speeds and (i) the te
minal voltage magnitudes, for predicting the transient stability of the system are exa
ined. All three quantities can be easily obtained through a Bdidd Wide Area Maa

urement System

3.5.1 Testsystem

The IEEE 39%us system (New Englammbwer systemwas use@s a test systeto gen-
erate the data required fsaining and evalatingthe performance of theroposed tra-
sient stability status predictischemeThis test system compris&9 buses10 gener#
ing units, 19 loads, and 46 transmissions lif8%. The System is showin Figure3.8.

This system has beg@opularlyused for testing stability enheement application$4].
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3.5.2 Training datageneration

Data required for training the classifier were generated throughinefflynamic simu-
tions[59]. The commercial softwar@ransient Stability Assessment Tool (TSATas

used for this purposerhe contingencies considered were thpbase to ground faults on
each bus and three locations Z&f6, 50% and 75%f the length) on each transmission
line. A stardard clearing time of 5 cyclesas assumedbr all the contingenciesThe
above contingencies were repeated at thifierentoperatingevels(basecase base load

plus 5%, 7% and 10 %icreasg A total of 492 simulation cases were generated and for
eachcase, the postontingency variations of generator voltage magnitudes, speeds and

rotor angles were recorded.
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Figure3.8 IEEE-39 bus test power system
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A class labelwas assignetib eachsimulation casdased ora transient stability index
calculated based on generator rotor angles. This index is calculated afteretdemain
simulationin TSAT [26]. The index is computed for each island in system, if the system

is separated into independent power islands as a result of the contingency. The index is

defined as

0@t &S (3.6)
0@t &8

Wheressy s is the absolute value of the maximum kEngf separation between any
two generators during the pdsiult period. When the transient stability index Tttthe
system is considered as stable and the <cl

case; otherwise the system is transientlyunstaba nd t he dlbass khabéelgne

3.5.3 Cross \alidation

Generally, design of a classifiasingmachine learning require&o datasets, a learning

set and a testing sdthe keaning data set is used to train the classifierthatesting data

set isused to evaluate the classifier accuracy for unseen g@eghe method used for
partitioning thesimulationdatéase into training and testing setscalled kfold cross
validation. In this method data is split into K partitions of approximately equal size. One
partition is reserved for testing, and the rest of the data are usedifiorgthe classifer.

This processs repeated, each time selecting a diffeqgeantition for testing, until all K
partitions have been used as a test set. Finally, the average of these errors is taken as the
expected prediction error. The steps followed for evaluating the classifier using cross

validation are:
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Divide the data set intK partitiors. In this case, K has been selected as 4.
Leave out one of the partitions for testing the classifier.

Use the remaining K data groups for building the binary classifier.

> > > >

Use the test set in the classifier and determine the error betwe@bsbrved and
predicted labels.

A Repeat step 2 through 4 until all the partitions have been evaluated by the classifier.

3.5.4  Comparison ofpredictors

A systematic investigation to compare the prediction accuracy with different inputs was
carried out and the results are presemdelgure3.9, wherethe accuracyf the classifier

is plotted against the number of consecutive samples of a given variable used to create
the input vectofd) for the classificationThe performance of the classifieith the three
different input variablesconsidered (oltage phasor magnitudes tae fundamental fe-
guency, rotor angles and generator spgatk compared in the graph. According to the
results obtained, the best accuracy was always obtained with the classifier which used
voltage magnitudes as inputs. Fenttmore, this classifier was able to achieve over 98%
accuracy just with four consecutive samples of each generator bus voltage. The max
mum prediction accuracy achieved using the rotor angles was 94.1%, but that required
using 12 samples of each generatmior angle. These results confirm the observation
made in[46], that is voltage magnitudes can more accurately predidirdinsient stabi

ity of a power system within a shorter time period when compared to conventionally used

rotor angles.
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Figure 3.9 Variation of prediction accuracy with the number of samples of the inpiatola

The resultdn Figure 3.9 also indicate that the generator speeds (frequerngiegiso a
goodpredictor of transient stability. However, inder to achieve the prediction accuracy
comparable to that achieved with generator voltage magnitudes, use of 12 consecutive
samples of each generator speed was required. The sooner the prediction is completed the
longer the time available to take contaations to avoid a possible system collapse. The
response of generator speed and the rotor angle to a fault are considerably slower than
that of the voltage magnitudes which has a gimstantaneous change after the distu
bance.

Due to inertia, the genator rotor speeds and thetor angles require longer periods of

time to show a considerable deviation from their-fandt steady state values. Use of
combinations of inputs consisting oftor angles and voltage magnitudes or generator

speeds and voltagmagnitudes was not much effective as a longer time windoe-is r
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quired to observe significant improvement in the accuracy of prediction. This also leads
to increase the number of inputs to the SVM rapidly without significant gain in accuracy.
Based on thabove observations, the stability prediction scheme that uses only feur co
secutive samples of voltages magnitudes as inputs was selected for further analysis in the

nextchapter of this thesis.

3.6 Concluding emarks

In this chapter, the framework of thewearansient stability prediction scheme, which
featuresa Support Vector Machine binary classifizras introduced. The chapter also
compared the effectiveness of three possible transient stability status predanagpted
values ofthe (i) bus voltage ragnitudes(ii) generator speedmd (iii) the rotor angles,
taken immediately after the fault clearan€his study carried out using the IEEB9 bus

test systemshowed that bus voltage magnitudes result in the most accurate and-the fas
est predictionsThe other variables required a longer period of time to reliably declare the

impending transient instabilities.



Chapter 4

Prediction of transient stability with \olt-

age nagnitudes

4.1 Introduction

In Chapter 3, anovel approach forfast predicton of the transient stability status of a
multi-machine power system was formally presenfidte noveltyof the proposed

proach lies in use of poesisturbance voltage magnitudas predictors of transient sthbi

ity status and application &upport Vector Machinelassification theoryor prediction.

After evaluating the classification performance withethrdifferent input variables
namely the generator rotor angles, generator speeds and the generator voltage magn
tudes, it was found that voltage magnitudes is the most promising indicator fot-predic
ing the transient stability status of the system aftarge disturbance. In this chapter, the
performance ofhe transient stability statysediction system which takes the generator
voltage magnitudes as inputstigroughly testedising simulations models dfifferent

test systemsicluding large actualgwer systems
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4.2 Voltage nagnitudesastransient stability gedictors

When a fault occurs, the bus voltages in the systentdipe the fault is cleared, the bus
voltages attempt to recover to normal limits. The rate of recovery howdffers based

on the severity of the fault. Examination of many simulation cases showed it in
case of a fault that would lead to transient instability, this rate of recovery of voltages is
somewhat slower than the case of a fault that does notdesansient instability. This
difference helps the classifier to predict any impending transient instability at a very early
stage.

When using the rotor angle based algorithms, the rotor angles need to be referred to the
Center of Inertia (COIl) angle tebmeaningful. Calculation of the COI angle requires the
inertia values of all connected generators. Furthermore, COI angletodsei updated in
reattime using the measurements. However, use of voltage magnitudes, which does not
need such referencing eeqt for normalizing using fixed, known base values, simplifies
the required redime processing.

In the proposed algorithm, it is assumed thatgnal can be generated to trigger the-tra
sient stability status prediction algorithm using eittngaping signal(s) issued by the4

cal protectionor by observing the transient dim the voltage magnitudesdue tothe

fault. Generation of the trigger signal will be described later in the thdsstrigger &

lows identifying the instance when the fault is cleared and startingllectingthe san-

ples of the input variables to construct the classifier input vex}of fie version of cls

sifier chosen for further studies takes four consecugywmelsonously measured samples

of each generator bus voltage magnitude to form the input vector for the classifier. These

sampled points are very close to each other in magnitude and discrimination between st
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ble and unstable cases is not straightforwamlwéVer,in the SVM classifier these -
puts aremappedto a higher dimensional space using radial basis kernel functioriegnak

the classification achievable using a linear hyper plane

4.3 Detailed testing on 38us test gstem

4.3.1 Accuracy of predicting transient stability statusafter symmetri-

cal faults

The training and testing data used in the investigation carried out in Chapter 3 were ge
erated using the conventional dynamic simulation package (T&4].) These simual-

tions provide the positive sequencetagke phasors of bus voltages and very accurate for
symmetrical faults. These types of disturbances are characterized by a prominent voltage
dip during the fault. In this test, the same simulation database generated in Section 3.4.4
of the previous chaptevill be used.

About 75 % of the generated data was uf@draining theclassifierand the remaining

25 % was utilized for testing the performance. During the training process the support
vectors are calculated which are the parameters that definetihmalogeparating hype

plane. The regularization parame@andthep ar amet er o2 associ ated
were optimized through a grid seardbring theK-folded cross validation procesz-e
plained previously.

After training the classifier, the classiition accuracy for unseen casesstested. The

details of theresults obtained are presentedT@ble 4.1. The classier demonstrated a

perfectaccuracyin predicting the stability status for the contingencies that do not lead to
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instability. For thecases where the contingency results in teantdnstability,the predic-
tion accuracywas 95.45%,which corresponds to 45 out of 47 cas€ke overall predi-

tion accuracy is 126 out of 128 cases, or 98.4%.

Table4.1 Predictionaccuracyfor symmetrical ults

Prediction Accuracy on Testing Data
Condition
Classified as Stable (% Classified as Unstable (9
Stable Case| 10, (g1/81) 0%  (0/81)
Unstable Cas{ /500 (2747) 95.4% (45/47)

4.3.2 Accuracy of predicting transient stability &atus after asymmet-

rical faults

The proposed transient stability prediction technique showed good performadee
symmetrical faultsAlthough less severe in nature, most of the faults in power systems
are asymmetrical faults, and therefore it is importardrisure that the proposed system
works well even under asymmetrical faults. Not only the unstable conditions should be
predicted accurately, but also the stable conditions should be predicted as accurate as
possible to avoid unnecessary control actions.

Stability programs use sequence impedance data to simulate asymmetrical faults but ou
put only the positive sequence voltages. Initial investigations showed that postive s
guence voltages alone do not contain sufficient information to successfully preslict
postcontingency stability status under all types of faults. Beside that théguiisbus

voltages calculated in these stability programs under unbalanced conditions arg-only a
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proximate. Therefore, in order to accurately test the performance unblaianced ao
ditions, the power system was simulated in an electromagnetic transient (EMTR)-simul
tion program. The 3®Bus New England test system was implemented in
PSCAD/EMTDC. The PSCAD simulation model was creabdated against the phasor
domain moel [61]. This type of simulations requires much longer computational time

compared to the dynamic simulationsread out in stability programs such as TSAT.

4.3.2.1. Generation gimulation database

Themodel of theEEE 39 budest system in PSCAD/EMTDC was used to simulate var
ousasymmetricabnd symmetricafaults The fault types simulated were: sindjiee to
ground, line-to-line, and lineto-line to groundas well asthreephaseto ground faults

The faults were created on all transmission liaeslifferent locations (25%, 50% and
75% ofthe linelength). The faults were clearati differentclearing timesn the range of

5 to 10 cyclesThese simulations were repeated at diffeteatling conditionganging

from 95% to 112% ofthe base cadead. In total 8,355simulationcases were generated

to use as training and testing data.

PSCAD/EMTDC simulations pruce time domains waveforms. The voltage phasors
were extracted from these waveforms using Fast Fourier Transform (FFT) component
available in the software program. In order to emulate the function of a PMU, output of
the FFT was sampled at a rate of oample per cycle. Phasor values of all three phase
voltages were recorded. This is an additional step required in extracting the voltage

phasor magnitude data when compared with TSAT simulation program which directly
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givespositive sequence voltagdasorsThis process extracting phasor magnitudes is i

lustrated inFigure4.1.

4 A

PMU EMULATION SAMPLING

Input Vector
Fast (X1c, X2c,€ |, Xnc)

Fourier -

PSCAD SIMULATION

(Time Domain

Signals) Transform

Figure4.1 Pre-processingof PSCADgenerated simulatiotiata

4.3.2.2. Modifiedtransient stability status prediction scheme

The structure of the transiestability prediction system was modified to accommodate
asymmetrical faults. Since all three phase voltages are used,cthssdiers, one per

each phase, were trained using voltage magnitudasylbne of the classifiers predicted

the system to be unstable, the system is considered unstable. Thus the outputs of the three
classifiers were combined using an OR logic. A mediftransient status prediction
scheme is showm Figure4.2.

Thegenerabprocess of developing the SVdlassifier for theransientstability predition
schemewas presented irFigure 3.6. Note that if significant changes occur in the-ne
work or new disturbances need to be considered, the SVM must be retragradad-

fying the simulation database accordingly. Initially, the training process comprises the
cal cul ation of t h e s’k the regularizajpoa pasametdr and she o
bandwidth respectively. This is achieved using id gearch method and it is the most

time consuming stage of the classifier implementatidns TSillustrated by the training
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time required for this process when uséso ofthe full databaseThe timerequiredto

run the SVM training program coded in MAAB on a personal computer with &mntel

Core 2 Duo @ 2.33 GHz processor and 3 GB of RAM mem@g51480.0 seconds (14
hours and 18 minutes approximately). Once, the optimal kernel parameters are obtained
the support vectors that will hold the separating hyperplane need to be computed. The
elapsed timdor this computatiorwas 48.0seconds. This timingvas obtainedusing a
function available inMatlab programming language. Therefore, the total training time is

approximately 55280 seconds.
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Figure4.2 Modified transient stability status predictiocheme

4.3.2.3. Predictiomesult@ndperformance

The performance of the proposed transient stability status poedalgorithm is eval-

ated by using the trained classifiers to predict stability status of the unseen cases in the
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test data set. In this analysien folds cross validation was applied. The optimal settings
for the Gaussian Radial Basis Function kernel found through a grid searci¥ was

and the optimal value of the penalty parameter C=33.3. In order to analyze thenperfor
ane, the test data was separated according to the type of fault. This allows observing
how the classifier is performing under each type of faults. The results are summarized in
Tables4.2t0 4.6.

When all types of faultsrre consideredihe stable cases werpredicted as stable with
100% accuracy. In predicting the stability status of unstable cases, the highest accuracy
was obtained in predicting the stability condition aftegkgphase to ground faultsAn
accuracy of 100% was obtained in this typeaflfs. The prediction accuracy decreased

to 94.87% and 97.73% during the classification of phagase and phage-phaseto-

ground faults respectivelyzor the case of thrgghase to ground faults, the accuraay i
creased to 98.24%. Careful analysighe# misclassified cases showed that they were the

marginally unstable cases and therefore misclassified as stable.

Table4.2 Transientstability status prediction accurafoyr single-phaseo ground faults

Prediction Accuracy on Testing Data
Condition

Classified as Stable (% Classified as Unstable (9

Stable Case | 15094 (210/219) 0% (0/219)

Unstable Casi 0% (0/36) 100% (36/36)
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Table4.3 Transientstability status prediction accurafoy phaseto-phase faults

Prediction Accuracy on Testing Data
Condition

Classified as Stable (% Classified as Unstable (9

Stable Case | 1000 (173/173) 0% (0/173)

Unstable Casi

5.13% (2/39) 94.87% (37/39)

Table4.4 Transientstability status prediction accurafiy phaseto-phasé to-groundfaults

Prediction Accuracy on Testing Data
Condition
Classified as Stable (% Classified as Unstable (9
Stable Case | 14504 (137/137) 0% (0/137)
Unstable Cas{ 5 5794 (1/a4) 97.73% (43/44)

Table4.5 Transientstability status prediction accurafoy 3-phasé to-groundfaults

Prediction Accuracy on Testing Data
Condition

Classified as Stable (% Classified as Unstable (9
Stable Case 100% (103/103) 0% (0/103)
Unstable Cas{ 4 7504 (1/57) 98.24% (56/57)

Table4.6 Transientstability statuspredictionaccuracy forthe entire database

Prediction Accuracy on Testing Data
Condition

Classified as Stable (% Classified as Unstable (9

Stable Case | 15004 (660/660) 0% (0/660)

Unstable Casi

2.84 % (5/176) 97.16 % (171/176)
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4.3.3  Prediction accuracyand speed

The transient stability status prediction results presented so far indicate that overall acc
racy is above 95%. Further analysis of the results show that predictions are 100% acc
rate when the system remains stable after the disturbance, that the schemeésure.

When predicting the stability status after contingencies that cause transient instability, the
accuracy is slightly lower, and there are few unstable cases that are incorrectly predicted.
This could be due to smaller number of unstable pettierthe training database.

Since the transient stability is a very fast phenomenon that demands a corrective action
within short period of time (< 14B0], fast detection of instability is essential. The time
before loss of synchronism is dependent on the system inertia, damping and the severity
of the disturbance. The frequency of a swing can vary from a few tenths of a Hz to 2 Hz
[62]. If a maximum swing frequency of 1 Hz is considered, aboutdrtssavailable to
predict the stability status and deliver control decision to actuators within the first swing.
Observation tne required in the proposed method is 0.0&{4ycles) and that allows

over 400 ms for measurement, telecommunication and processing delays.

Once the datdthe vector of voltage magnitudes collected from 10 generator HV side
terminals)is provided thetime required to classifa given unseen cases 0.03l swhen

used a MATLAB progranon a computer with an Intel Core 2 Duo @ 2.33 GHz moce

sor and 3 GB of RAM memoryn a real power system, monitoring of more voltages may

be required depending on thgstem characteristic3he algorithmshould becoded in a

lower level programming language to increase the computational performance.
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4.3.4  Effect of voltage dependent loads

As mentioned previously, prediction of transient stability status was possible dife to d
ferences in the rate of recovery of the voltage following clearing of a fault. This rate of
recovery could be affected by the type of loads connected to the system, specially the
voltage dependent loads. It is well known theg presence of induction oos adversely
affects the transient stability of powsystems Referencg63] which discusssthe ds-
advantages of usingpngant impedance representatiohloads in stability studies points

out thathigher initial fault recovery voltageis one of the factors that could contribute to
erroneous result3hevoltage depressions resulting from the faults may cause tripping or
change of control modes in certain loads sucimdsiction motos and HVDC caverters.
When the bus voltages recover after fault clearance, these load componentstattempt
store their powewithin the timeperiodconsideredn transientstability. For this reason

it is considered that use ah appropriate load modil important inthe analysis of tra-
sientstability of a powersystem[64].

In order to evaluate the effect of voltage dependent loads on the proposed algbiethm
constant power loads considered in thebB9 test system were replaced by a composite
load. To represent this type of loadCLOD model available in the commercial software
Power System Simulator (PSS/E)7] wasimported to TSAT model of the 38us test
system The reasorfor adoptingthis load model was the requirement of the simulation
tool (TSAT) to haveconsistency irall dynamic modelof the systemunder the same
simulation platform which was PSS/E formahis load represeation take into account

the effect oflarge and small induction machines connected to the netaesrkvell as
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fluorescentlighting, constant current and constant polaads[27]. In Figure 4.3, the

main elements considered in this load representation are illustrated.

_

Large Discharge Constant ReFr,rla:Dnlnv_::( I;/0»<?=ds
Motors Lightin MVA _
ghting Q= Qgo X V?

Figure4.3 Scheme of the componentsnsidered in thelynamicmodel of the load

Simulations were carried out with different load compositions; the percentage of indu
tion motor component in the load was varied from 10 to 60 %, which is considered as the
range of induction motor component ypical HV substation loaf64]. Figure4.4 illus-

trate the effect of induction motor composition on the {faslt voltage trajectory dbus

30 of the test system after being subjected to@h8se to ground fault on ttiee can-
necting buses 4 and 14The curves irFigure 4.4 clearly show that the higher thoer-
centage of induction motor compositidhe slower the recovery rate of the bus voltage
magnitude. The test results presentediable4.7 show that this effect makes it eadier
discriminak contingencies that lead to transient instability.

In Table4.7, the overall accuracy of predicting transient stability status under different
load compositions is presented. During the simulations, the percentages of discharge
lighting and small inductio motors were kept constant at 20% of the total load while the

large induction motor composition was varied from 10 to 60% as shoWabie4.7.
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Figure4.4 Voltage trajectories for different percentagarafuctionmotor composition in théoad

It was assumed that large induction motors are disconnected when the bus voltages drop
below 08 p.u. and they get reconnected when the bus voltages climbtbazl® pu..

The same composition was applied to all loads in thbugStest system. The contimge

cies applied were thrgghase to ground faults at various locations and a typical clearing
time d 5 cycleswas assumedrrhe number of contingencies considered at a given load
composition was 92. This gives a total of 552 cases when the six induction mota-comp
sition levelsare consideredrhese new cases were not used for training the classifier. P
rameters determined from the previous datalfased in Sectiort.3.1) were used to
identify the stability status under these changes in the load compositioacdiracy of

the classifier improved as the percentage of large induction mai®increased. When

the composition of large induction motors was 10 and 20% the prediction accuracies
were 98.2% and 99.3 % respectivelyWhen the composition of induction noos is

30% or higher, the transient stability status prediction was 100% accurate.
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Table4.7 Effect of the load compatsbn on the tassification accuracy

Load Composition Overall Accuracy
Large Induction| Small Inductionj Discharge | Constant of Classifier
Machines (%)| Machines (%) || Lighting (%) | Power (%) (%)
10 20 20 50 98.519
20 20 20 40 99.259
30 20 20 30 100.0
40 20 20 20 100.0
50 20 20 10 100.0
60 20 20 0 100.0

4.3.5 Impact of the network topology changes

Topology of a transmission network can be subjected to changes during the operation for
various reasons such as equipmauiages, scheduled maintenance, and other technical
and economic reasons. In general, when designing the classiigeert configurations
should be taken into account. However, it is infeasible to consider all possibilities when
generating the training data. The transient stability status prediction scheme should be
able to work even with small changes to the netwopology. To verify the robustness
of the approach, the transient stability prediction method was tested under some topology
changes. Three different scenarios were evaluated independently:

a) Generator 37 and the transmission line interconneBlusgs B and 26 in the

test system were taken out of service,

b) The transmission line interconnecting Bus 5 and Bus 8 out of seamite

c) The transmission line interconnecting Bus 22 and Bus 23 out of service.
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Such network changes are common in the dajatooperation of power systems t© a
commodate maintenance or operational requirements. This topology change altered the
pre-fault power flow and the voltage profile of the network. This also provides aetew r
covery characteristic after the system is subjgdo a fault. The classifier trained with

the original test systenthe classifier used in Section 4.423s used to predict the tra

sient stability of the altered network. The contingencies considered were-Isiegie

ground transmission line faulfapplied at 25%, 50% and 75% of lengtihis type of

fault was selected for representing the most common type in power neivinerkault
clearance times were rang&#dm 510 cycles.A total of 558 cases were generated for
each scenario studied. All e cases were used as unseen cases to the prediction alg

rithm. The classification results are summarizediable4.8.

Table4.8 Transient &ability prediction under network topology changes

Prediction Accuracy on Testing Data

Scenario Classified as Stable| Classified as Unstable
(%) (%)

-Generator 37 out

Stable Case 99.76% (430/431) 0.23% (1/431)
-Line between Bu

Unstable Case
25 and Bus 26 out 3.15% (4/127) 96.85% (123/127)
i |
Line between Bus | Stable Case 100% (446/446) 0% (0/446)
and Bus 8 out Unstable Case | 55700 (4112) | 96.42% (108/112)
-Line between Buj{ Stable Case 100% (454/454) 0% (0/454)

22 and Bus 23 out Unstable Case 3.84% (4/104) 96.15% (100/104)
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According to the results, the proposed algorithm managed to predict the transient stability

with reasonable accuracy, even when the network topologygheamed.

4.3.6 Effect of measurementerrors

The IEEE Standard for Synchrophasors for Power Syststipgilates that PMUs with

Level 1 compliancéaveto have a total vector error less th¥ [11]. Thus wherusing

such PMUs to measure the bus voltages, the expected maximum magnitude error is 1%
(in the case of total error is due to error in phasor magnitude).

In order to test the prediction performance under measurement arrargjom error é»

tween 0 and 1% waslded to all the bus voltage measurements before using them as i
puts to the binary classifier. The complete database which was uSedtion4.3.3 was

used for this test. Initially, the algorithm was tested without using this new noisy data to
train theclassifier. The performance was very poor, as could be observieabia4.9.

This test demonstrates that noisy measurements can seriously affect the prediation acc

racy.

Table4.9 Transient stability predictioaccuracy with noisy inputs (using the classifrained with training
data without noise)

Prediction Accuracy on Testing Data
Condition

Classified as Stablgb) | Classified as Unstable (9

Stable Case | 7, 046% (866/1202) 27.954% (336/1202)

Unstable Casy 51 97504 (197/636)|  69.025 % (439/636)
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In investigating the ways to improve classification performance under noisy itipeits,
classifier was rérained with noisy input data before testi@nce the classifier is trained
with noisy input data, the situation improvddhe results presented Trable4.10 shows a
slight degradation of performance compared to the case of without noisewastable
to predict the transient stability status with an overall accura®%.8%, even wherthe
random measurement errors are present in inputlsigna

Table4.10 Transient stability prediction accuracy with noisy inputs (using the classifier trained with noisy
training data)

Prediction Accuracy on Testing Data
Condition

Classified as Stable (% Classified as Unstable (9

Stable Case | g5 4106 (1189/1202)) 1.58% (13/1202)

Unstable Casi

4.12% (43/636) 93.24 % (593/636)

4.4 Application to apower systemwith multiple DC in-

feeds

In this section the performance of the classifier on a power system with multiplenBC 1
feeds is evaluated. For testing the algorithm a modified version of the New Engtand 39
bus test network was used. The details of the modifications are presefédl ifhis

new network contains two D{nks as shown in the single line diagram showkigure

4.5. For data generation and management, the same methodology described in Section

4.3.2.1was used. fie database of simulations was separated into traamdgesting data
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with 75% of the cases allocated for training while the rest is reserved for testingsthe cla
sification accuracyThe fault types simulatedcludedsingleline to ground, lineo-line,

and lineto-line to groundas well aghreephaseto ground faultsThe faults were created

on all transmission lineat different locations (25%, 50% and 75%loé linelength)for

the base loading cas€he clearing timewere varied betweehto 10 cgles

A total of 2,137 cases were simulated using the Power System simulation tool PSCAD.
As mentiored in the previous chapter, the training data set was selected by using the
cross validation method. The total population was approximately divided grmups of
egual composition of stable and unstable cases. Three of these groups were wéich repr
sents 75% of the populatiarsed to train the classifiand the remaining was used as test
dataset. This process is repeated until all groups have beensusstl dataset. The sla
sification errorwasobtained as the average of all individual errors. The results @re su
marized inTable4.11.

Table4.11 Classifierperformancedor power networkswith multiple HVdc-infeeds

Prediction Accuracy on Testing Data
Condition
Classified as Stable (% Classified as Unstable (9
Stable Case | 14594 (406/406) 0% (0/406)
UnstableCasel 5 7504 (2/a1) 96.25 % (39/41)

The overall accuracy i189.5%% (445 out of 447). Two out of the 41 unstable cases were
wrongly classified as stable cases. Careful examination showed that these two cases are
marginally unstable cases. Thdemonstrates that the proposed algorithm could also be

used to predict the stability statustime network with multipleHVdclinks.
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Figure4.5 IEEE-39 bus test power systeafter adding multiplédVdcinfeeds
4.5 Application tothe Venezuelapowersystem

In this section, the proposed transient stability status prediction algorithm is tested on
model ofthe Venezuelan PowekElectric Network, which is a practical example od
large AC power system. An up to datlynamic model of theVenezuelan powesystem

was available in PSS/E formafor this study. The dynamic modebf the Venezuelan
Electric System used for this study included all components in the power system from
4.16 kV distribtion level to 765 kV extra high voltage transmission leldle PPS/E
model included protection associated with generators and large moteod;sbeptrip-

ping andload shedding schemeblowever, line distance protection was not modeled.
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The PPS/E modeif the power system was imported to TSAT software programrto pe
form the simulations due to flexibility of TSAT when generatidjverse set of training

and testing scenarios in somewhat automated manner.

45.1 Main features of the Venezuelapower system

TheVenezuelan power system is a highly interconnected grid with a total poweagener
tion of approximately 1300 MW. Generation is predominantly (70%) hydro based and
is located mostly in the southern region of the country along the Caroni River. The load
certres are concentrated in the central and northern regions and therefore energy is tran
ported via long transmission lines at voltagés65 kV, 400kV and 230 kV. The rde

elled system comprises of 1140 major buses of which 7are at 765 kV leveR8 areat

400 kV level,and 74are 230 kV level. The rest of the buses are at subtransmission and
primary distribution levelsSome of thebuses are provided withstatic reactive power
compensation (SViCandafew transmissiofinesareseries compensad. The Veneze-

lan system is also interconnected to the northern Brazilian and Colombian grids through
230 kV actie lines.

The main characteristics of the Venezuelan systemswargnarizedn Table 4.12. A
simplified diagram of the Venezuela Power System is presentemjume 4.6. Each e-
gionincludesthe sub transmission system below 230 kV and small generation plants. The
main synchronized measurement points used to predict the transient stability ane also i

dicated on the diagram.
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Table4.12 Salientfeaures of the/enezuelampower system

Number of Buses 1140
Number of lines 914
Transformers 567
Number of Generators 91
Induction Motors (Large) 56

Static Voltage Compensators 2

Constant Current Loads 356
Constant MVA Loads 56

Total Power 15759 MW
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Figure4.6 Simplified single line diagram of the Venezuelan power system
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45.2 PMU location

In a large power system thesealarge numbenof generators and it is neither economical
nor required to monitor all of them. In this study, 15 PMUs were plandtie high vat
age(230 kV, 400 kV and 765 kWvbuses closéo large generatidioad centers. The sp

cific locations of the PMUs were seledt partly based on tHamiliarity of the system
andthe knowledgegained through stability studiel$ will be shown later in this chapter

that the 15 PMU locations chosen are sufficient for effective prediction of the syatem st
bility status after beingubjected to a disturbanc&he number and the placement of
PMUs, shown on the simplified network diagramHigure 4.6, can however be opt
mized using a techniquesctuas the one presented[Bb, 66]. As indicated in65] it

may be required to incorporate expert knowledge to PMU location selection process.
Some simulation examples are discussed below.

Figure4.7 andFigure4.8 show the voltage magnitude and rotor angle trajectoriesaespe
tively for a 3 phas¢o-ground fault on a transmission line interconnecting two 230 kV
substatbns. Clearing of the fault by removing the liater5 cyclescauses transmission
capacity loss of 175 MW. The fault does not caais@nsient stability problem, and the
voltage recovers after the fault. iigure 4.8, which shows rotor angles of all generators

in the system, it is also possible to observe that the rotor angles find a new stabilization

point after the oscillations are dampaat afterabout 3.2 sc
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Figure4.7 Voltage trajectories during a disturbance not leading to transient instability
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Figure4.8 Rotor angles during a disturbance not leading to teabénstability
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In contrastFigure4.9 andFigure4.10 show the waveformsorresponding to a different
3-phaseto-ground fault on a transmission line interconnecting two 765 kV substations
Guri and Malena. This disturbance resulted in a losks368.9MW of transmission &-

pacity. This scenario corresponds to a high loadingitiondvith a large generatieload
imbalance. This transmission line interconnectarge generation conglomerate in the
Southern region with the largest states and industrial centres located in the Central region
of the country. This fault is a very seeecontingency and led to a condition of instabi

ity.

In Figure 4.9, a poor voltage recovery after the disturbance can be observed. Voltage
magnitudes of some of the monitored buses stay below 0.6 p.u. during tHaubtoges-

riod. On the other hand, the rotangles of some critical machines accelerate against the
rest of the system. These are the very small generators which range f20nVIW¥ of
capacity with a very small inertia in comparison to the large generators connected to the

network.

Voltage (p.u.)

Time (Sec)

Figure4.9 Voltage tajectories during a disturbanieading to transient instability
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Figure4.10 Rotorangles duringa disturbancéeading totransient instability

45.3 Designof the SVM classifier

As mentioned earlier, it was assumed that only 15 Synchronized Measurement Points are
available. The selected locations include large generation centres that respond to power
imbalances originated by seeecontingenciesThus the resulting SVM classifier has 60
inputs (15 buses x 4 consecutive samples). Since the system is simulated in TSAT, only
the positive sequence phasors can be obtained. Thus only one classifier is needed to be
trained.

In order to tain the classifier simulation database was created. For each simulation case,
variations of the voltage magnitudes at the synchronized measurement points (15 buses)
were recorded, and at the end of the simulation, observed stability ata$ noted as the

class labelContingencies simulated were thglease to ground faults on all transmission

lines at 400 kV and 765 kV level. The fault clearing times were varied betwk@rgs





















































































































































































































