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Abstract 

This thesis presents a novel technique for prediction of the transient stability status of a 

power system following a large disturbance such as a fault, and application of the tech-

nique for subsequent emergency control. The prediction is made based on the synchro-

nously measured samples of the magnitudes of fundamental frequency voltage phasors at 

major generation/load centers. The voltage samples are taken immediately after a fault is 

cleared and used as inputs to a binary classifier based on support vector machines to iden-

tify the transient stability condition. The classifier is trained using examples of the post-

fault recovery voltages (inputs) obtained through simulations and the corresponding sta-

bility status (output) determined using a power angle-based stability index. Studies with 

the New England 39-bus test system indicate that the proposed algorithm can correctly 

recognize when the power system is approaching transient instability. The proposed sys-

tem is then applied to Venezuelan power system and Manitoba Hydro power grid to 

demonstrate the applicability for large practical power systems. Performance of the pro-

posed transient stability prediction scheme under the presence of asymmetrical faults, 

voltage sensitive loads, unlearned network topologies and measurement noise was found 

to be satisfactory.  

Once an impending transient instability situation has been detected, appropriate emer-

gency control strategies are triggered to minimize the impact of this on the safe operation 

of the network and reduce the possibility of a blackout. This thesis examines two differ-



ent emergency control schemes: a) A fuzzy logic based emergency load and generator 

shedding scheme and b) A high voltage direct current (HVdc) power order reduction 

scheme based on synchronized phasors measurements. These strategies were developed 

for two power systems with contrasting characteristics: one for the Venezuelan power 

system which is a conventional power system completely based on alternating current 

(AC) transmission, and the other for the Manitoba Hydro network which heavily depend 

on long HVdc transmission for power transfer. The proposed wide area control systems 

demonstrated good performance on the Venezuelan and Manitoba Hydro power grids. 
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Chapter 1   

Introduction 

This chapter presents the background, motivation, and objectives of the research. A short 

review of the concepts of power systems stability, operating states and the wide area 

measurement is also included to reinforce the background necessary to formulate the the-

sis objectives.  The chapter ends with a short introduction to the organization of thesis. 

1.1 Background 

Power systems are designed to be able to adjust to various disturbances such as faults, 

sudden and large changes in loads or loss of generation, and continue to operate satisfac-

torily within the desired bounds of voltage and frequency. However, unexpected events 

can happen in the system leading to rotor angle, frequency or voltage instability [1]. Eco-

nomic incentives and other factors have led to increased electric transmission system us-

age, power transfer, and changes in historic usage patterns, both among regions and 

within individual utilities. New transmission construction has often lagged behind these 

changes, resulting in lower operating margins, increasing the probability of system-wide 

instabilities [2]. 
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Among the measures that can be undertaken to minimize the impact of such system-wide 

instabilities include the implementation of Remedial Action Schemes (RAS), also known 

as Special Protection Systems (SPS) or System Integrity Protection Systems (SIPS). 

These schemes have become more common primarily because they are less costly and 

quicker to permit, design, and build than other alternatives such as constructing major 

transmission lines and power plants[3]. Equipment-specific protection schemes that are 

traditionally present in power systems are not adequate for providing solutions to system-

wide problems, and remedial action schemes usually require system wide measurements 

[4]. Modern technologies such as synchronized phasor measurement and fast and secure 

telecommunication capabilities allow the development of hitherto unexplored solutions 

against voltage, frequency or angular instability due to these large disturbances. 

1.2 Power system stability 

Power System Stability is defined as the ability of the system to regain an equilibrium 

state after being subjected to a physical disturbance. Power system stability can be di-

vided into:  

a) rotor (or power) angle stability;  

b) frequency stability; and  

c) voltage stability [5].  

This classification is presented in Figure 1.1. Power systems are nonlinear dynamic sys-

tems. Thus the stability of a power system depends on the size of the disturbance as well 

as the initial conditions. As a consequence, rotor angle and voltage stability can be di-

vided into two subcategories: small- and large-disturbance stability. 
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The stability of a power system is mainly related to the electromechanical phenomena of 

the elements interacting in the system, being also affected by the fast electromagnetic and 

slow thermodynamic phenomena. Therefore, depending of the phenomena being studied, 

the stability could be referred to as short-term stability and long-term stability.  

This thesis studies the large disturbance rotor angle stability phenomena and proposes 

monitoring and control strategies to mitigate the consequences of large disturbances. The 

large disturbance rotor angle stability is also commonly referred to as the transient sta-

bility, and in this thesis, both these terms are used. 

 

Figure 1.1 Stability classification [5]. 

1.3 Power system operating states 

Clear definition of the power system operating states helps understanding the objectives 

of transient stability prediction and control schemes developed later in this thesis. A con-

ceptual classification of different states of operation was first proposed by DyLiacco [6] 

in 1967. DyLiacco classified operating states into three categories as normal, emergency 
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and restorative states. This classification was extended by Fink and Carlsen [7] in 1978 

using five states, namely: normal, alert, emergency, in extremis, and restorative. Figure 

1.2, from reference [8], shows these operating states and how the transition from one 

state to other can take place.  

In general, a power system can be represented using a set of differential equations that 

describe the system dynamics, a set of equality constraints that describe the power bal-

ances (noted as E in Figure 1.2), and a set of inequality constraints that describe the 

equipment capacity limits and acceptable ranges of variables such as bus voltages (noted 

as I  in Figure 1.2). In the normal operating state, all system variables are within the nor-

mal range and both the equality and inequality constraints are satisfied. Normally, a 

power system operates with an adequate security margin and is able to withstand the im-

pact of a single contingency without violating system constraints. The security margin in 

the above sentence generally means a measure of the distance to an event that may cause 

the system to become unstable, and it is also referred to as the stability margin [9]. 

A power system enters to the alert state when the level of adequacy of the system secu-

rity margin has decreased but the system is still not violating the constraints. When a 

power system is in alert state, an occurrence of another disturbance might lead to over-

loading of equipment taking the system to the emergency state or the in extremis state 

depending on the severity of the disturbance. 



1.3 Power system operating states  5 

 

 

Figure 1.2 Classification of the power systems states [8] 

When in the alert state, the power system can be restored to the normal state by taking 

preventive control actions like generation rescheduling. This action will redistribute the 

power flow to prevent overloading of equipment under certain contingencies. In cases 

where the generation reserve is not enough to take preventive control action, the system 

will remain in alert state until the condition that promotes the risk of failure disappears, 

for example due to improved weather or completion of some special maintenance. 

When the voltage levels decrease below the minimum permissible limit for safe operation 

and/or some equipment are overloaded, the system is considered to be in emergency 

state. During this condition emergency control actions like load/generation rejection, 

HVdc supplementary control, dynamic braking, fast-valving, among others needs to be 

engaged. If appropriate control actions are not taken, then the system will move to the in 

extremis state where partial or total blackout will occur. 

The restorative state comprises of the moment when control actions or sequence of ac-

tions are taken to re-establish the energy supply to the loads across the system. 
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The focus of this research work is on the early detection of the occurrence of an emer-

gency state, and fast activation of suitable emergency control measures to restore the 

normal operation of the grid after critical disturbances. 

1.4 Wide area measurement technology 

Modern power systems are complex and spread over a large geographical area. There-

fore, effective monitoring requires measurements at different locations and communica-

tion of the measurements to a central location. The correct time alignment of the meas-

urements taken at different locations was always a challenge. Proper time alignment is 

particularly important when performing post-mortem analysis after a severe disturbance, 

validating simulation models or in real time monitoring, protection and control.  The re-

cent advent of the wide-area measurements technology based on synchronized phasor 

measurements has provided a solution to this problem [4].  

Synchronized phasor measurement provides voltage and current phasors synchronized 

with high precision to a common time reference. This is achieved by time synchronizing 

the sampling of signals and time tagging the phasors using the global positioning system 

(GPS) [10]. Time synchronized phasors, referred to as Synchrophasors, together with 

modern communication and computation technology facilitate the monitoring of the state 

of a power system, including the phase angles of bus voltages and line currents.  

A generic representation of a wide area measurement system is shown in Figure 1.3. 

Measurements provided by the Phasor Measurement Units (PMUôs) are usually collected 

by a local computer and transmitted at a high speed over a local-area communication 

network to a host computer known as Phasor Data Concentrator (PDC) [10]. The function 
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of PDC is to gather the data from several PMUs installed in different geographical loca-

tions of the network, verify its integrity, and create a coherent stream of simultaneously 

recorded data for utilization in different applications. 

 

Figure 1.3 Wide area measurement technology 

1.4.1 Phasors 

A phasor represents a periodic waveform as a rotating vector in a complex plane. An Al-

ternating Current (AC) waveform can be mathematically represented as: 

ὼὸ ὢ ÃÏÓὸ ‰  (1.1)  

 

Where: ὢ  is the magnitude of the sinusoidal waveform 

 is the instantaneous angular frequency  

 ‰ is the angular starting point of the waveform 
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In phasor notation, this signal is typically represented as in (1.2). 

ὢ ὢ  ᷁‰ (1.2)  

where ὢ  is the magnitude of the phasor, and ‰ is the position of rotating phasor against 

the real axis ὙὩ as illustrated in Figure 1.4. 

 

 

 

 

 

 

 
Figure 1.4 Illustration of a rotating phasor 

 

Since the correlation with the equivalent RMS quantity is desired in the synchrophasor 

definition, a scale factor of  ρȾЍς must be applied to the magnitude. The resulting phasor 

representation is: 

ὢ
ὢ

Ѝς
 ᷁‰ 

(1.3)  

IEEE Standard C37.118-2005 [11] defines synchrophasor as the magnitude and angle of 

a cosine signal as referenced to an absolute point in time and provides other details such 

as accuracy limits and format for presenting synchrophasor data. 

1.4.2 Phasor measurement unit (PMU)  

A Phasor Measurement Unit is a device that computes the voltage and current phasors us-

ing the analogue signals from the system. Voltage and current waveforms for which the 

phasors are to be determined are measured using current and voltage transformers and de-

livered to the PMU as three-phase analogue signals. Each signal is filtered using an anti-

aliasing filter and sent to an analogue-to-digital converter (ADC) where the signal is 

Re Im 

ὸ ὢ  
ὢ  

 

ὢ  

ὢ 
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sampled. The sampling instances are synchronized with the GPS clock to an accuracy of 

less than 1µs. This is achieved using an oscillator phase-locked with the one pulse per 

second signal received from a GPS receiver. Then, the orthogonal components of each 

phasor are computed, typically using the Discrete Fourier Transform (DFT). Finally, a 

time stamp that defines the boundary of the power frequency period is attached to the 

phasor. The functional diagram of a PMU is presented in Figure 1.5. 

 

Figure 1.5 Functional diagram of a PMU 
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Power systems in North America and Europe experienced a number of blackouts in the 
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the other hand, an increase in the transmission network capacity alone does not inherently 

enhance the security of the power system nor eliminate the probability of blackouts [12]. 

As stated in the previous section, special protection systems provide less costly and faster 

to implement solutions to minimize the impact of rare disturbances that could lead to 

blackouts or partial collapses. Fast recognition of evolving transient instability conditions 

is very crucial to allow effective control and protection actions [13]. A typical power sys-

tem could exhibit transient instability within a period as short as one second after a severe 

disturbance despite the large inertia of the synchronous generators connected to it. Thus 

any emergency control system designed to prevent transient instability should respond 

within a few hundreds of milliseconds. Although several attempts have been made to de-

velop methods for detecting transient instabilities in near real-time (within several tens of 

milliseconds) [10, 13-15], more research is needed to develop practically applicable 

methods that can be used in emergency control systems. The possibility of monitoring the 

entire power system is indispensable for successfully predicting the transient stability be-

haviour. Availability of Phasor Measurement Units and the related communication infra-

structure enable near real-time measurement of the essential variables of a power system 

spread on a wide geographic area. The Synchronized Measurement Technology (SMT) 

based on the Phasor Measurement Units (PMUs), telecommunication technology, and the 

capability of computers to process a large amount of real-time data are approaching a 

level that is acceptable for implementing response-based protection and control against 

transient instability [10]. Furthermore, the recent advances in machine learning tech-

niques such as Artificial Neural Networks (ANN), Decision Trees (DT), Kernel Regres-

sion (KR) and Support Vector Machines (SVM) [16-23]  have opened up new avenues 
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for developing more sophisticated and intelligent solutions to difficult problems such as 

early prediction of impending instabilities in a power system. These factors motivated the 

exploration of machine learning-based methods to predict the transient stability states of a 

power system using wide area phasor measurements and use such early predictions to de-

termine and activate appropriate emergency control actions. Although there are some 

previous attempts [13-15] to develop similar emergency control algorithms, most of them 

are demonstrated on small test systems. However, testing of such methods on large-scale 

(> 1000 buses) real power systems is imperative to comprehend the practicality of apply-

ing sophisticated control algorithms on real power systems.  

1.6 Research objective and contributions 

The main goal of this research was to investigate techniques for quick determination of 

the transient stability state of a power system after subjecting it to a large disturbance 

such as a fault. The underlying hypothesis of the investigation is that the measurements 

obtained through phasor measurements units installed at different locations of the power 

system provides sufficient information to ascertain the transient stability status. The re-

search also investigated how early prediction of stability status can be used to design 

emergency control against transient instability. During the course of the research, the fol-

lowing contributions were made.   

Literature pertaining to previous research which investigated the problem of predicting 

the transient stability status of a power system was reviewed. These methods were stud-

ied in detail categorizing them based on the approach used. The suitability of each ap-
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proach for near real-time applications was evaluated based on information available. The 

results of this literature review are presented in Chapter 2.   

A new method that utilizes the post-disturbance measurements to predict the system tran-

sient stability status was proposed. The method involves use of a Support Vector Ma-

chine (SVM) classifier to determine the future stability status based on the wide area syn-

chronized phasor measurements obtained immediately after a disturbance. The transient 

stability status prediction referred to in this thesis is different from the well known and 

widely investigated online dynamic security assessment where a stability margin is calcu-

lated for an anticipated set of credible contingencies (usually pre-defined) starting from a 

known operating point (usually obtained through supervisory control and data acquisition 

(SCADA) system) [24]. The aim of online dynamic security assessment is preventive 

control, if the stability margin is unacceptable for a specific contingency. In contrast, the 

aim of the transient stability status prediction method developed in this is to trigger emer-

gency control after occurrence of a severe disturbance if an impending instability is de-

tected through measurements; as such it is fundamentally different in its potential appli-

cation. Furthermore, no prior knowledge of the nature of the actual contingency is as-

sumed in predicting the transient stability status. 

There are a number of different measurable power system variables such as frequency, 

voltage magnitudes, and voltage phase angles which can be used as primary inputs for 

predicting the transient stability status. The research investigated the effectiveness of 

these variables as predictors of the transient stability status, as well as indicators of the 

required for emergency control actions. One major contribution of this research was the 

identification of the importance of synchronously measured voltage phasor magnitudes, 
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which are directly available from phasor measurement units, as an early indicator of the 

transient instability.   

The method of designing the transient stability prediction scheme and its applicability 

was demonstrated using a number of test power systems. The concept was first proved 

using a 39-bus power system, and then applied to two real power systems: the Manitoba 

Hydro power system and the Venezuelan power system. The accuracy of prediction and 

its sensitivity to different factors such as the operating point, nature of loads, noisy data, 

and the network topology changes were studied.  

The possibility of detecting impending transient instability conditions at early stage al-

lows designing appropriate emergency control schemes focused on preserving the tran-

sient stability and the integrity of the power system. Emergency control actions are usu-

ally system dependent and make use of specific characteristics of the particular power 

system. Thus the emergency control systems investigated in this thesis used the Manitoba 

Hydro power system and the Venezuelan power system as examples. The two systems 

have contrasting characteristics: Manitoba Hydro system is characterized by its high volt-

age direct current (HVdc) transmission system whereas the Venezuelan power grid is 

characterized by its 765 kV ac transmission system. The thesis develops a fuzzy logic 

based approach for designing an emergency load and generator shedding scheme for the 

Venezuelan power system, and a rule-based approach for designing an emergency HVdc 

power order control scheme for the Manitoba Hydro power system. The performance of 

the developed emergency control schemes were demonstrated using simulations.   
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1.7 Thesis overview 

The thesis is organized as follows. In Chapter 2, the results of the survey of transient sta-

bility analysis methods commonly found in the literature are presented. The review in-

cludes examination of the suitability of various transient stability analysis methods for 

near real-time applications.  

The concept of the transient stability status prediction scheme proposed in this thesis is 

introduced in Chapter 3. The algorithm as well as a brief explanation of the machine 

learning technique used in the algorithm, Support Vector Machine (SVM), is presented. 

Chapter 3 also includes a comparison of the performance of various transient stability 

status predictors.   

In Chapter 4, the proposed transient stability status prediction algorithm is applied to two 

real power system networks, the Venezuelan power grid and Manitoba Hydro power 

network. Detailed results of the prediction accuracy tests and the sensitivity studies are 

presented. 

Application of the transient stability status prediction for initiating emergency control ac-

tions to mitigate transient instability is presented in Chapter 5. In this chapter, the devel-

opment and testing of two example SPSs are presented. The first SPS is based on a fuzzy 

logic based controller to minimize the consequences of harmful disturbances in conven-

tional ac power system. The second SPS is a rule based scheme for HVdc power order 

reduction to stabilize the system once a transient instability condition is detected.  

Chapter 6 presents the major conclusions, highlights the main contributions, and makes 

several suggestions for future research in the area of power systems transient stability 

prediction and emergency control using synchrophasors. 



 

 

Chapter 2   

Transient stability of power systems 

2.1 Introduction 

The objective of this chapter is to introduce the essential background information and re-

view the existing work related to the research. The existing transient stability assessment 

methods and their suitability for real-time applications based on synchronized phasor 

measurement technology are reviewed. The advantages and drawbacks of each method 

are discussed. Finally, the performance expected from the phasor measurement units as 

specified in the relevant standards are briefly examined.  

2.2 Power system stability 

2.2.1 Stability theory 

A power system, as any dynamic system, is represented by a set of differential and alge-

braic equations. These equations have the general structure given by: 

●ὸ  Ὢὸȟ●ὸ  (2.1)  

π  Ὣὸȟ●ὸ  (2.2)  
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where x is the vector of state variables. The power system has an equilibrium point ●▫ at 

time  ὸέ if  Ὢὸȟ●▫ ḳπ for all  ὸ ὸ. After subjecting to a disturbance, if the trajectory 

of x remains in the vicinity of the equilibrium point as  ὸO Њ then the system is referred 

as stable. The system is referred as asymptotically stable if the trajectory returns to an 

equilibrium point as  ὸO Њ.  

The set of equations represented by (2.1) comprises the differential equations that model 

the generators, motors, including their control schemes, and all other devices whose dy-

namics are considered in the stability analysis [9]. The state vector ●ὸ typically include 

generator rotor angles, angular speeds, field voltages, damping winding currents, and the 

state variables associated with controllers and other equipment such as FACTS devices. 

A power network has much faster response compared to the electrical machines and con-

trollers connected to it, and therefore, the network response is assumed instantaneous.  

Thus, the network and the static loads are represented using set of algebraic equations as 

in (2.2).   

The system is initially assumed to be at a pre-disturbance steady-state condition governed 

by the equations 

ὼὸ ὪὴὶὩὼὸ               Њ ὸ π (2.3)  

The superscript  ὴὶὩ indicates predistubance. At this condition the system is at equilib-

rium, and the initial conditions are obtained from the classical power flow solution. At 

 ὸ π the fault or the disturbance in the systems is initiated. At this point the conditions 

of the system change and therefore, the dynamics of the power system is represented by: 

ὼὸ ὪὪὼὸ               π ὸ ὸὧὰ (2.4)  



2.2 Power system stability  17 

 

In (2.4) the superscript Ὢ highlights the faulty condition or the period of time when the 

disturbance is present in the system.  This fault or disturbance is eventually removed by 

the protection devices at time ὸὧὰ, known as the clearing time. The removal of the faulted 

path of the system results in a topology change, and consequently the right hand side of 

the initial differential equation (2.1) is altered. Finally, the post disturbance dynamics is 

expressed as: 

ὼὸ Ὢὴέίὸὼὸ               ὸὧὰ ὸ Њ (2.5)  

The stability analysis usually takes place during the post disturbance period. 

2.2.2 Transient stability : time domain approach 

In large disturbance rotor angle stability or the transient stability, variations of the syn-

chronous machine rotor angles are the main focus. Time domain simulation (TDS) ap-

proach solves the Differential and Algebraic Equations (DAE) given by and (2.1) and 

(2.2) using step-by-step numerical integration, and obtains the machine rotor angle varia-

tion along the time. The application of this approach to assess the transient stability of an 

electric power system has been extensively reported in the literature [8, 9, 25].  Initially, 

it was restricted to systems with small number of generators due to the complexity in-

volved in solving the set of differential equations that represents the dynamic of the elec-

tric machines. The enormous evolution of the digital computers made possible the utiliza-

tion of time domain simulation as a tool to analyze the transient stability of a large power 

system. The modern commercial transient stability simulation software programs not 

only handle power systems with a large number of generators, but also use sophisticated 
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models to represent the power system elements, enabling accurate transient stability as-

sessment [26, 27]. 

During the assessment of the stability of the system, the differential and algebraic equa-

tions are solved separately. First the algebraic equations (2.2) are solved following a dis-

turbance to calculate the bus voltages, bus current injections, and the remaining non-state 

variables. Once this initial step is achieved, the time dependant variables given by (2.1), 

are calculated using the known values of state variables obtained in the initial stage. Fi-

nally, an explicit integration method is used to calculate the values of state variables for 

the next time step [8, 25]. 

Integration methods as predictor-corrector, Runge-Kutta are known as explicit methods. 

They use the dependent variable values computed in the previous step to obtain the next 

step values. These methods are easy to implement even when a complex set of system 

state equations need to be solved [8]. In order to capture the proper dynamics and pre-

serve the simulation stability it is necessary to keep the integration time-step smaller than 

the lowest time constant of the system. On the other hand, there are integration methods 

known as implicit integration methods. The classical and simplest is the trapezoidal rule. 

This method is based on the linear interpolation and uses trapezoids to obtain the area 

under the curve. 

The simultaneous solution schemes that use implicit integration methods transform the 

differential equations (2.1) into a set of state variables equations (x) and bus voltages (V) 

for the current and following time step. These sets of state variables equations are solved 

together with the algebraic equations representing the electrical network to obtain the 

values of the state variables and other non-state variables at the next time step. 
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Time domain simulation programs use a single line representation of a balanced three 

phase network. Unbalanced networks caused by unbalanced faults are simulated by com-

bining balanced sequence networks derived by symmetrical components analysis [28]. 

Although, time domain simulation programs provide accurate and reliable assessment of 

system information following a disturbance, it can only be used to numerically calculate 

the time evolution of power system variables following a known disturbance for a given 

pre-disturbance operating condition.  

2.2.3 Equal-Area criterion and its extensions 

The Equal-Area criterion (EAC) is a graphical method used to assess the transient stabil-

ity of an electric power system. The origin of the method is not well known yet but some 

publications explaining this technique has been presented, specially analyzing one-

machine connected to an infinite bus [8, 9, 25]. The principle of EAC is developed con-

sidering a single-machine connected to an infinite bus through a transmission network. 

The electromechanical behaviour of such a single machine infinite bus (SMIB) power 

system could be represented using the motion or swing equation: 

ὓ
Ὠ

Ὠὸ
ὖ ὖ ὖ (2.6)  

Where 

M = Inertia coefficient of the machine 

  Angle between the machineôs rotor and the infinite bus system = 

ὖ  = Mechanical power input to the machine 

ὖ = Electric power output from the machine 
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ὖ = Accelerating power 

Multiplication of both sides of the swing equation byὨȾὨὸ) and integration gives 

Ὠ

Ὠὸ

 ὖ ὖ

Ὄ
Ὠ(2.7)     

where  is the rotor angle before the start of disturbance. The process that happens after 

a network fault on this system can be illustrated on a ὖ  diagram as shown in Figure 

2.1.  At the initial operating point, ὖ ὖ , and the corresponding power angle is . 

The relationships between the electric power output ὖ  and the power angle  before the 

fault, during the fault, and after clearing the fault are shown in the red, green and blue 

curves.  When a fault occurs, the electric power output of the generator almost instanta-

neously drops to a point  ͼὦͼ  on the blue curve. Due to the slow electromechanical re-

sponse of the generator, the rotor cannot accelerate instantaneously, but gradually traces 

the blue curve up to point  ͼὧͼ due to increase of rotor speed beyond the synchronous 

speed. At point ͼὧͼ , the fault is removed and the electrical power jumps to point ͼὨͼ on 

the green curve, making ὖ ὖ   . Thus the rotor starts to decelerate, but  keeps in-

creasing until reaching a maximum value    . After that, the rotor angle should start to 

return, otherwise the generator will be moving to loss of synchronism [9]. In Figure 2.1, 

ὃ represents the accelerating area and shows the net kinetic energy gained during the 

fault-on period and ὃ represents the decelerating area showing the potential energy ab-

sorbed by the system.   
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Figure 2.1 Powerïangle curve showing the areas defined in the Equal Area Criterion 

 

At the initial point,  π, and after the disturbance  become positive and  increases. 

As mentioned earlier, if the system is stable, the rotor angle  should change the direction 

after reaching   and, thus  should become zero again when      [29]. There-

fore, the stability criterion could be written as: 

Ὠ

Ὠὸ

 ὖ ὖ

Ὄ
Ὠ π   (2.8)  

The integral in (2.8) represents the difference between the areas  ὃ ÁÎÄ ὃ  in Figure 2.2 

[29], where two cases are compared in terms of their power-angle curve. Both cases were 

generated considering a three-phase fault in the system with only difference being the 

fault clearing times. The curve on the left corresponds to a stable case and if carefully 

analysed, it is possible to observe that  ὃ ὃ . This means that the energy gained dur-

ing the rotor acceleration is equal to the energy absorbed during the deceleration area. On 
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the other hand, for the unstable case (presented on the right) the accelerating area is much 

bigger than decelerating area ὃ ὃ  , meaning that the energy gained during the rotor 

acceleration is greater than the energy absorbed during the deceleration area. Thus no 

feasible   and the generator looses synchronism. 

 

 

Figure 2.2 Rotor response (defined by the swing equation) superimposed on the powerïangle curve for a 

stable case (left) and an unstable case (right) [29]  

The disadvantage of this approach is the simplicity of the models used to assess the sta-

bility. The generator is represented by the classical model and the speed governor and ex-

citation controller effects are neglected [30].  

The applicability of the original version of Equal Area Criterion is limited to the ideal 

case of a single machine interconnected to an infinite-bus. The concept of EAC was ex-

tended to multi-machine power systems in the late eighties by two separate research 

groups led by Rahimi [31] , and Xue [32] through the introduction of the Extended Equal 

Area Criterion (EEAC).  

The EEAC is based on the principle that transient instability is a result of the separation 

of generator rotor angles into two clusters after being subjected to a severe transient dis-
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turbance. These two groups of generators are called the critical cluster and the remaining 

cluster of machines. Each group of machines is replaced by an equivalent machine reduc-

ing the multi-machine system to a two machines system. One of the two equivalent ma-

chines represents the dynamic behaviour associated with the critical cluster of machines 

promoting the instability of the system. The other equivalent machine represents the dy-

namics of the remaining cluster of machines. 

Finally, the equivalent two-machine system is further reduced to a one machine  con-

nected to an infinite bus (OMIB) system for which the conventional  EAC can be applied 

to estimate the transient stability margin [33]. The main assumption in the EEAC is that 

during the study period, the rotor angles of each cluster are represented by the center of 

angles is calculated just before the fault occurs. The centre of angles or centre of inertia 

angle for each cluster is given by: 


В Ὄ

Ὄ
 (2.9)  

where   and Ὄ are the generator rotor angle and inertia constant of the i
th
 generator and 

ὲ is the number of generators in the cluster. Similar to the EAC, the EEAC formulation 

also uses the classical model of generator representing the mechanical dynamics of the 

generators. Thus errors due to ignoring the electrical dynamics of the rotor circuit and the 

controllers are still present.   

2.2.4 Transient energy based methods 

Energy criterion for transient stability analysis was the earliest of all direct methods of 

multi-machine power system transient stability assessment. These techniques were exten-
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sions of the equal area criterion to power systems with more than two generators repre-

sented by the classical model [34].  

A typical analogy used to explain this method is the kinetic and potential energy associ-

ated with a ball rolling in a bowl. Once a disturbance occurs, the power system gains ki-

netic and potential energy that makes the system move away from the initial equilibrium 

point [8]. After removing the fault, the kinetic energy is converted into potential energy 

and the power system tries to absorb this energy to bring the system back to a new equi-

librium point. The amount of power that the system is able to absorb depends on the post-

disturbance network configuration. In Figure 2.3, the energy-angle relationship is pre-

sented. At ŭ0, the system is in equilibrium. After the disturbance, the system gains kinetic 

and potential energy until the disturbance is removed at ŭc. After this, the kinetic energy 

transform into potential energy which should be absorbed afterwards to prevent this en-

ergy level reaching the critical energy level where the loss of synchronism is imminent.  

 

Figure 2.3 Energy-angle relationship to illustrate the transient energy method 
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2.2.5 Hybrid methods 

Transient stability assessment techniques that combine time domain simulations with 

transient energy based methods have also been proposed. These methods are less accurate 

than the original time domain simulations. However, the hybrid methods gain a signifi-

cant reduction of the computational requirement and extract important information such 

as stability margins from time domain simulations [30]. Computation of a stability mar-

gin allows determination of whether the system is moving toward instability or not. Some 

of these techniques have been used for dynamic security assessment. The most relevant 

hybrid transient stability assessment methods are explained briefly in the following sec-

tions. 

2.2.5.1. Time domain transient energy function methods 

Time domain transient energy function methods determine the stability of a power system 

without solving the differential equations that governs the dynamic behaviour of the sys-

tem. This method is based on the Lyapunovôs second method or Lyapunovôs direct 

method.  The avoidance of solving the differential equations is translated as ignoring the 

effects of the excitation system and controllers, as well the governing systems. The tran-

sient stability analysis is calculated by ignoring the slow transient and representing the 

generators using the classical model [8]. During the analysis, all the formulations are 

done relative to the center of inertia (COI) angle [8, 9, 25].  

If the admittance matrix of the system is given by: 

ὣ Ὃ Ὦὄ (2.10)  

The transient energy function is expressed as 
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ὡ
ρ

ς
ὓ ὖ— —

ὅὧέί— —

Ὀὧέί—Ὠ— —  

(2.11)  

Where  — — — 

—     Generator angle respect to COI angle 

ὭȟὮ  Indices for generators; 

ί  Indicates the reference; 

  Angular speed of generator rotor with respect to the COI 

ὅ ὉὉὄ  ; 

Ὀ ὉὉὋ  ; 

Ὁ  Constant voltage behind the direct axis reactance of the generator i; 

ὓ  Inertia constant of generator Ὥ ; 

ὄ  Transfer susceptance between generators i and j in the bus admittance matrix 

Ὃ  Transfer conductance between generators i and j in the bus admittance matrix 

The transient energy level of the system is the sum of the kinetic energy gained by the 

generators during the disturbance ὡὑὉ and the potential energy ὡ  absorbed by the 

electric system to keep the generator inside the stability region. 

ὡ ὡ  ὡ — (2.12)  
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The transient energy present during the post-disturbance period ὡ  is compared 

against a transient energy threshold or reference value ὡ .  

If  ὡ ὡ , the system is assessed as stable. When ὡ ὡ  , the system is consid-

ered as unstable. The sensitivity is analyzed by computing the energy margin Ўὡ ob-

tained by 

Ўὡ ὡὧ ὡὴὨ (2.13)  

A detailed explanation of the method and its computation steps can be found in [8, 9, 25]. 

The values of phase angles and generator speeds required to calculate the kinetic and po-

tential energy functions can be obtained from phasor measurements, but knowledge of 

the post disturbance system topology and accurate system impedance parameters are still 

required to calculate the transfer admittances.   

2.2.5.2.  SIME (Single Machine Equivalent) method 

This method successfully combines the computational efficiency of the direct methods 

and the modeling accuracy of time-domain simulation [35].  The concept is based on the 

ideas used in the extended equal area criterion. The generators are divided into two co-

herent groups called the critical group and the remaining group. The group of generators 

that have rotor angles with larger deviation from the COI angle are the critical cluster. 

The rest of the generators form the remaining group. Proper identification of these two 

coherent groups allows reducing the multi-machine power system to an equivalent one-

machine infinite bus (OMIB) system as pointed out earlier. The equal area criterion is 

then applied by comparing the accelerating and decelerating areas to obtain a stability 

status [30].  
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Time-domain simulation is used in this method to classify machines into two groups. 

During the simulation, the rotor angles are compared and organized in the decreasing or-

der of the deviation of rotor angles from their adjacent machines. The machines with the 

largest deviations are considered as candidate critical machines.  

Once, the critical group is identified, the corresponding OMIB parameters are computed 

using the procedure described below: 

1. Transform the two clusters previously identified into two equivalent machines, us-

ing their partial centre of angles.  

 ḙὓ ὓ ὸ       

 ɴ 

 

ὓ ὓ

 ɴ 

 

 ḙὓ ὓ ὸ       

 ɴ 

 

ὓ ὓ

 ɴ 

 

(2.14)  

where ὓ  is the inertia coefficient of the k
th
 machine. 

2. Reduce this two machine system into an equivalent OMIB whose rotor angle and 

mechanical power are given by:  

ὸḙ ὸ  ὸ (2.15)  
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ὖ ὸ ὓ ὓ ὖͺ ὸ

 ɴ 

ὓ ὖͺ ὸ       

 ɴ 

        

ὓ ὓ ὓ  Ⱦὓ ὓ  

(2.16)  

where M is the equivalent OMIB inertia coefficient. This methods is explain in further 

detail in the literature [30]. 

Finally, a stability margin is obtained using the classical equal area criterion, where: 

– ὃ ὃ  (2.17)  

 

For a given scenario the, the system is unstable if – π and it is stable when – π . The 

condition where – π is considered the boundary. Moreover, two stability margins (un-

stable margin and stable margin) are computed.  

–
ρ

ς
ὓ  (2.18)  

– ȿὖȿὨ(2.19)  

Where –  and – are the unstable and stable stability margins respectively.  and  are 

the clearing and instability angles. This method has been applied mainly for contingency 

filtering in transient stability assessment to minimize time domain simulation efforts. 
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2.2.6 Machine learning based methods 

Machine learning and intelligent techniques have made rapid progress in the recent dec-

ades. The potential of artificial intelligence techniques such as Artificial Neural Networks 

(ANN), Fuzzy Systems, Decision Trees (DT), Kernel Regression and Support Vector 

Machines  for application in solving difficult power system problems has been well rec-

ognized [16-23].  

ANNs can be used for function approximation as well as for classification problems. One 

of the relevant early application of ANNs was for regression in transient stability assess-

ment [22]. In this work, an ANN was trained to calculate the critical clearing time for dif-

ferent loading conditions in a small power system. After the initial success, the focus of 

the research shifted to the development of online applications [18] such as online dy-

namic security assessment.  

Those ANN implementations used off-line generated transient stability data for the pur-

poses such as input feature selection, training of ANN, and finally for performance eval-

uation tests. One of the limitations that researchers faced when using ANN based me-

thods was the possibility of having many local solutions and the slow rate of convergence 

during the training [36]. 

Decision trees (DT) have also been applied to assess the transient stability condition of 

power systems [17, 19]. DT obtains a linear mapping function after splitting the training 

data in a sequential manner. The training or the building of decision rules involves de-

termining a threshold margin that accomplishes certain criteria [37].  DT is considerably 

easy and fast to implement [38] and especially suitable for classification problems. They 



2.3 Special protection systems against transient instability  31 

 

work best for the applications that require a small number of outputs. The main drawback 

is the lack of accuracy due to the non-optimized methods used for training the classifiers. 

In 1995, a new classification method known as Support Vector Machine (SVM) was pro-

posed [39]. The advantage of this new approach over traditional ANNs is the calculation 

of a globally optimum solution. Some applications of SVM for transient stability assess-

ment is reported in [21, 23] and shown to provide high accuracy and smaller training time 

compared to conventional ANN and other machine learning based methods. However, 

the studies reported in [21, 23] required a large number of inputs to achieve sufficient 

classification accuracy. 

Most of the methods described above were developed to compute some form of stability 

margin for a known contingency. This is the main objective of dynamic security assess-

ment, which could be performed offline or online. The research reported in this thesis in-

vestigates a slightly different problem, which is to predict the transient stability status af-

ter a disturbance using the post-fault measurements. No knowledge of the contingency is 

assumed. Thus many of the transient stability assessment methods found in the literature 

cannot be directly applied.  

2.3 Special protection systems against transient instabil-

ity 

Special Protection Systems (SPS) are specialized schemes designed to detect a particular 

conditions in the power systems that may cause unusual  stress to the power system, and 
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subsequently trigger particular actions to counteract the observed condition in  a con-

trolled manner [40].   

In some cases, SPSs are designed to detect a system condition that is known to cause in-

stability, overload, or voltage collapse.  The  actions to improve the condition of the sys-

tem may require the  opening of  one or more lines,  tripping  of  generators, control of 

the HVdc power  transfers,  intentional  shedding  of  load, or  other measures that will  

alleviate  the problem of  concern.   

2.3.1 Examples of existing SPS  

In one of the earliest schemes of wide area out-of-step protection, Tokyo Electric Power 

Co. (TEPCO) used the measured phase angle difference between two groups of genera-

tors to predict the future phase angle difference. If a prescribed angle difference threshold 

is exceeded, a controlled system separation scheme is implemented [41]. The Western 

Area stability and voltage Control System (WACS) implemented on the Bonneville 

Power Administration (BPA) system uses the time integral of the weighted average of 12 

voltage magnitude measurements on the 500 kV network as a measure of instability. 

Control actions such as capacitor or reactor bank switching and generator tripping are 

taken when this integral exceeds certain preset thresholds [42]. An alternative algorithm 

of the same system uses generator reactive power measurements as additional inputs to 

the controller and uses a fuzzy logic system to determine final control actions [42]. 

Another algorithm is suggested in[43], which does not require knowledge of the system 

and uses only the on-line measurements of generatorôs rotor angles and power mis-

matches to predict the  transient angular stability of the generator. It implies that there 
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would not be any need for tuning/adaptation procedure when applied this method on an-

other power system. The valve affecting the mechanical input of a generator is controlled 

in order to stabilize the generator. 

A general separation scheme was proposed in [44]; the authors apply the Normal Form 

method to the Manitoba-Hydro power system to determine groups of machines that swing 

coherently against each other following a small perturbation. The boundaries separating 

coherent generator groups are identified and tripped to form islands [44]. If these islands 

are deemed to be not stable, then various techniques such as load shedding, generation 

curtailment, relay tripping, are implemented. 

In summary, special protection schemes installed so far by many utilities are costly and 

require the implementation of complex schemes for the near real-time enhancement of 

the transient stability of the grid. Consequently, there is a need for the development of 

simpler and more effective methods based on the current technology such as PMU meas-

urements. Therefore, the research work presented in this thesis focuses in presenting 

novel wide area control schemes to improve the transient stability condition of the system 

after being subjected to a critical disturbance. 

2.3.2 Proposals in literature 

Use of machine learning techniques to predict the transient stability status of a power sys-

tem after a fault has been previously studied in [45-47]. The measured resistance based 

method in [47] only aims to predict the out of step conditions in a tie line. The decision 

tree/rule based method in [45] is able to predict the system wide stability status but re-

quires 1-2 sec after fault clearance to make accurate predictions. In [48] an array of neu-
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ral networks (NNs) has been used to predict unstable oscillations between two groups of 

generators. These NNs take phase angle difference between the two generator buses and 

its rate of change as inputs. The outputs of the NNs are processed through a voting pro-

cedure to determine the transient stability status of the system. The method requires train-

ing of a large number of NNs depending on the number of generators in the system. In 

the approach propose in [49], oscillations after the clearance of a sever fault are modeled 

using an autoregressive (AR) model for which the input is the voltage phase differences 

between the substations. The stability of the system is determined by analyzing the roots 

of the pulse transfer function of the AR model. 

Reference [46] proposed a SVM classifier and a set of pre-identified voltage variation 

trajectory templates to predict the transient stability status. The measured bus voltages are 

compared with the templates to evaluate a fuzzy membership that indicate the similarity 

between the measured voltage variations and the templates. The similarity values are in-

put to the trained SVM make the classification. Investigations made during this research 

found that identification of smooth voltage trajectory templates as used in [46] becomes 

difficult for some cases due to characteristics specific the given power systems.  

In reference [50], Kernel Ridge Regression, which is somewhat similar to SVM has been 

used to estimate a transient stability boundary (TSB) as a nonlinear function of power 

system variables. This work could be classified in the broad area of dynamic security as-

sessment and has applications in other areas such as dynamic security constrained opti-

mal power flow and re-dispatch of generation for preventive control.    
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2.3.3 Event based SPSs vs response based SPSs   

Most special protection systems that control power grids are event based systems that ac-

tivate in response to a selected set of contingencies. These event based systems continu-

ously monitor the status signals from various elements in the power system via telecom-

munication links. A change in the status signals would indicate a contingency and the 

SPS logic is programmed to take a pre-determined remedial action based on the particular 

combination of status signals. Although such event based protection systems are ex-

tremely fast their complexity grows as the system changes  [51]. Another concern with 

the event based systems is the response to unforeseen situations.  

Alternative to event based special protection systems are the response based special pro-

tection systems. These systems rather than responding to specific events, take actions in 

response to abnormal situations detected through system variables such as voltages and 

power flows [52]. It is well known that abnormal situations could lead to transient insta-

bility within a few seconds [9]. For this reason, the speed of gathering the data is critical 

in the response based special protection systems to enhance the transient stability. Fur-

thermore, effective monitoring requires measurements at the different geographical loca-

tions [53] and communication of the measurements to a central location. The correct 

alignment of these measurements in time is particularly important in real-time stability 

assessment for emergency control after a severe disturbance. The wide-area measure-

ments technology based on synchronized phasor measurements provides a potential solu-

tion to this problem [4].  
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2.4 Synchrophasors performance criteria  

The constant development PMUs technology is allowing higher measurement accuracy 

and time resolution, increasing the capability of perceiving different phenomena in the 

power system. The accuracy of the phasors computed by a PMU is affected during the 

transients due to deviations in the frequency and the distortion of waveform. The phasor 

is concept defined for a particular frequency, and assuming perfectly sinusoidal wave-

form. But in practice the frequency deviations are unavoidable. Algorithms have being 

developed for applying corrections during off-nominal frequencies. However, in control 

and protection applications, the accuracy of measurement matters most in when there is a 

disturbance in the system. The problem investigated in this thesis, that is early prediction 

of transient stability status after a disturbance and emergency control requires measure-

ments taken during transient periods where it is susceptible to the errors emanating from 

the off-nominal frequency and waveform distortion. The IEEE Standard C37.118-2005 

on Synchrophasors [11] defines PMU performance under steady conditions. A new IEEE 

Synchrophasors standard is being developed where the PMU performance under transient 

conditions is addressed [54]. Some of the important considerations relevant to the appli-

cation of synchrophasor technology are discussed in the following subsections. 

2.4.1 Measurement accuracy 

The accuracy of a synchrophasor depends both on the accuracy of the phase and the 

magnitude over a range of operating conditions. Thus the accuracy of a synchrophasor is 

measured by a quantity defined as "Total Vector Error (TVE)". TVE is defined as [11]: 
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(2.20)  

where 8 and 8 represents the real and imaginary components of the theoretical exact 

synchrophasor and 8 Î and 8Î represent the components of the estimated synchro-

phasor. 

 In the most demanding accuracy class (Level 1), the PMU must maintain less than 1% 

TVE under conditions of ±5 Hz of off-nominal frequency, according to the Synchro-

phasor standard [11]. A TVE of 1% amounts to maximum of 1% error in the magnitude 

with zero error in phase, or 0.573
o
 error in phase with zero error in the magnitude. 

A PMU also measures the frequency (and the rate of change of frequency), however a 

frequency measurement accuracy is not specified in the standard. Nevertheless, it has 

documented in the literature that PMUs are among the best frequency transducers avail-

able, delivering accuracy of a few millihertz (typically 1ï3 mHz) [11] . 

2.4.2 Synchrophasors during transients  

It is known that power system voltage and current waveforms are not steady state sinu-

soids, particularly during system disturbances. They frequently contain sustained har-

monic and non-harmonic components. In addition, because of faults and other switching 

transients, there may be step changes in the magnitude and phase angles of the wave-

forms. Other disturbances result in relatively slow changes in phase angles and magni-

tudes due to electromechanical oscillations of machine rotors. Anti-aliasing filters used in 

the PMUs attenuate the high frequency signals to insignificant values [4].  
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The estimation of phasors is typically performed over one period of the nominal system 

frequency. During this transient period, there are changes in the magnitude and phase of 

the waveforms. Generally, the phasor computations can be accurately estimated within a 

range of ± 5Hz around the nominal frequency. Step changes in the input signals due to 

electromagnetic transients may occur within the data window, in which case, one needs 

to consider whether the phasor estimate obtained in that window is valid [4]. 

Some effective techniques (ñTransient Monitorsò) to verify the validity of the computed 

phasors has been developed and are being used in the commercially available PMUs [55].  

More detailed specifications and testing methods to evaluate PMU performance under 

transient conditions will be included in the new version of the standard under develop-

ment [56].  

2.4.3 Communication of PMU data  

The communication facilities are a key element to the phasors data acquisition and appli-

cation, especially for transient stability prediction and control which require fast detection 

and remedial actions. There are two key elements to be considered during the design 

process of a wide area based application: the channel capacity and the latency. The 

amount of data generated by a PMU will depend on the resolution required (number of 

phasor per second) for a specific application. But it is considered not a limitation for the 

conventional communication infrastructure available in most utilities due to the modest 

amount of data transmitted by a PMU. 

On the other hand, the latency will rely on the type of communication infrastructure be-

ing used. Leased telephone circuits were among the first communication media used for 
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PMU data acquisition. They can still be used for post-disturbance analysis, system 

benchmarking or other applications where latency is not of importance.  

Currently, most of the utilities use microwave links but shifting towards the fiber-optic 

cables when the communication links are upgraded. Fiber-optic links allow faster data 

transfer rates that require for the protection and control applications. In early applications 

the phasor measurements are communicated to the control center data concentrator over 

analog microwave links and modems, but currently the digital fiber-optics is the most 

preferred media [57]. 

The latency of fiber optic digital communication is around 20-50 ms, while latency using 

modems over analog microwave channels is over 80 ms [58]. Depending on the commu-

nication infrastructure used for an application, these time delays plus an additional time 

delay due to the phasor-data correlation carried out in the PDC should be taken into con-

sideration. 

Other important issues that need to be addressed during the development and implemen-

tation of Wide Area application is the consideration of the case of missing PMUs or erro-

neous data. The reliability of the deployed applications will rely on the quality of the 

communication platform as well as the measurement devices. The redundancy in the 

communication links will increase the cost of the implementation considerably. An alter-

native to tackle this situation is placing PMUs in different buses inside the same coherent 

area. Some buses are electrically close and they respond similarly under contingencies in 

the grid. They capture almost the same dynamic behaviour of that particular section of 

the grid. In case of losing the measurement of one of those PMUs, the remaining unit 

continues to monitor that section of the grid and the application could continue in service. 
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In the case of erroneous data, this could be detected by comparing subsequent measure-

ments. The Phasor Data Concentrator (PDC) detects late data arrival or lost packets and 

requests a new packet to the PMU. This may add an additional delay in the measurement. 

In cases where the PDC is not able to detect erroneous measurements, some interpolation 

techniques could be implemented to replace the missing measurement.  

2.5 Concluding remarks 

The main aim of this research is the system protection against large disturbance rotor an-

gle instability, which is also commonly referred to as the transient instability. In the case 

of a disturbance leading to transient instability, fast recognition of the potentially danger-

ous conditions is very crucial for allowing sufficient time to take control actions [14].  

This chapter presented a short survey of early transient stability assessment methods 

which are predominantly developed for dynamic security assessment, their advantages 

and limitations in near real-time applications based on the wide area measurement tech-

nology. Recently published research related to predicting the transient stability based on 

measurements was reviewed. Many of these methods apply machine learning techniques 

for learning complex relationships between the measured power system variables and the 

transient stability. Accuracy of phasor measurements as well as the speed and reliability 

of telecommunication infrastructure are important preconditions required for implement-

ing wide area measurement based control and protections schemes.  



 

 

Chapter 3   

Early prediction of transient stability 

status  

3.1 Introduction 

The basic framework of the transient stability status prediction scheme proposed in this 

thesis is presented in this chapter. The generic structure of the proposed scheme consists 

of a classifier which uses system measurements taken after a disturbance as inputs to 

classify the future transient stability status as stable or unstable. The performance of the 

proposed scheme was systematically evaluated with different candidate predictor sets to 

select the most suitable inputs. The tests were carried out using a test power system that 

is commonly used for power systems dynamic research.  

3.2 Definition of transient stability status prediction and 

its objectives 

In this thesis, the term transient stability status prediction means progressive monitoring 

of power system variables after a disturbance and determining whether the transient 
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swings arising from the disturbance are stable or not. The aim of such exercise is to acti-

vate suitable emergency control actions such as system separation, generation shedding, 

load shedding, dynamic breaking, generator fast valving, and HVdc terminal control, if 

an instability condition is detected. Since the time frame associated with transient stabil-

ity phenomena is in the order of a second, the prediction of transient stability status has to 

be extremely fast, in order to allow sufficient time for taking a remedial action. Transient 

stability status prediction explored in this thesis differs from the online dynamic security 

assessment which usually focuses on the determination of a stability margin such as the 

critical clearing time (CCT) in response to a given contingency. In contrast to dynamic 

security assessment, transient stability prediction does not focus on a particular fault or 

disturbance, and primarily involves monitoring of the post disturbance period. 

Generator rotor angles and speeds are directly affected by the electromechanical changes 

that occur during an external disturbance. The transient instability generally manifests as 

separation of generator rotor angles. Thus the most direct indicators of the transient sta-

bility status are the generator rotor angles. Deviation of the generator rotor angles from 

their pre-fault steady state values is a result of the acceleration or deceleration of the ro-

tors due to transient imbalance between the mechanical power and the electrical power 

output. Therefore, the rate of change of rotor angles or the frequency deviations are an-

other potential set of indicators. However, generator voltages are also indirectly affected 

as the electrical power output of the generators could vary during the post-fault period. 

Figure 3.1 shows an example of the typical variations of the voltage magnitudes, rotor 

angles and the speeds of the generators in a power system after being subjected to a three 

phase short circuit. These waveforms are obtained by simulating a fault in the 39-bus test 
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system [34]. The fault is applied at 0.1 seconds and cleared after 5 cycles. The plotted 

curves are the voltage magnitudes, rotor angles and the rotor speeds of the 10 generators 

connected to the test network. This fault leads to a transient instability which is clearly 

indicated by the separating generator rotor angles. 

 

Figure 3.1 Variations of the voltage magnitudes, rotor angles and generator speeds during a contingency 

leading to instability 

In Figure 3.2, the variations of the voltage magnitudes, rotor angles and generator speed 

corresponding to a case of fault that is not leading to transient instability is presented. The 

contingency applied is similar to the previous case, but at a different location on the 39 

bus New England test system. The same variables corresponding to the 10 generators are 

shown in the graphs. 
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Figure 3.2 Variations of the voltage magnitudes, rotor angles and generator speeds during a contingency 

not leading to instability 

During and after clearing the fault, all three variables (voltage magnitude, rotor angle and 

rotor speed) show some change and those changes are somewhat different for the stable 

and unstable cases. The proposed investigation is based on the hypothesis that subtle dif-

ferences existing in the trajectories of these variables following the clearing of a fault can 

indicate whether the system is going to be transient stable after the disturbance or not. For 

example, the generator voltage variations shown on the two graphs in Figure 3.3 have 

some subtle differences during the interested period shown in boxes. The top graph corre-

sponds to a case where the system is stable after a fault and the bottom graph is for a fault 

that leads to system instability. Such differences should help predicting the stability status 
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after a fault. Based on the hypothesis stated above, we must be able to find a relationship 

between the observed variations in the rotor angle, frequency or voltages and the transient 

stability status. However, for a multi-machine system this relationship is not straightfor-

ward, but can be learned from examples using a machine learning technique.  

 
Figure 3.3 Variations of the generator voltages following a fault that is not leading transient instability (top) 

and a fault that is leading to transient instability (bottom) 

3.3 Approach for transient stability status prediction 

The problem of predicting the future transient stability status based on the present meas-

urements can be formulated as a classification problem as shown in Figure 3.4. The in-

puts to the classifier, xi(k), are the sampled values of the predictor variables, which could 
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be the generator rotor angles, speeds or the voltage magnitudes, while the output, y(k),  is 

the stability status with k being the sample number and i being the measurement point. 

The complex relationship between the post-fault variations of the power system variables 

and the system stability status is learned by the classifier during the training process. 

 
Figure 3.4 Arrangement of the transient stability prediction scheme 

 

It is assumed that all input variables, for example the voltages of different generators 

which could be located geographically far from each other, are sampled simultaneously 

as shown in Figure 3.5. This type of synchronized sampling can be achieved using phasor 

measurement units. The sampled values of the different variables need to be communi-

cated to a central location where the transient stability status prediction is performed. 

Thus this thesis assumes availability of suitable wide area measurement infrastructure. 

The performance requirements expected from the wide area measurement infrastructure 

was briefly discussed in Chapter 2.   

classifier

 .  

.  

.  

.  

.  

.  

.  

 

x1(k)  

x1(k+1)  

x1(k+d)  

y 

Stability status
 

x2(k+1)  

x2(k+d)  

x2(k)  

predictors  
xn(k+d)  



3.3 Approach for transient stability status prediction  47 

 

 

Figure 3.5 Synchronized sampling of two signals 

 

The general procedure for designing the classifier of the proposed transient stability 

status prediction scheme is illustrated in Figure 3.6. The classifier needs to be trained us-

ing example data. The training data are generated through simulation of various credible 

contingencies in the considered power system. Then the features for the classification are 

extracted from the simulation outputs and a class label is attached to each set of inputs 

features depending on the stability status observed after the contingency. A part of this 

database is then used for training the classifier. The rest is used for verification of the 

trained classifier.   

Two important factors for the success of this scheme are the selection of appropriate set 

of inputs (or predictors), and the accuracy of classification. After a careful review of 

various techniques, Support Vector Machines (SVMs) was selected for implementation 

of the classifier. The technique is described in Section 3.4. The procedure used for the se-

lection of predictors and the results of this investigation are presented in Section 3.5. 
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Figure 3.6 Process of designing the transient stability prediction scheme 

3.4 Support Vector Machine (SVM) classification 

The Support Vector Machines are a general method to solve classification, regression and 

estimation problems. Given a set of input-output (possibly noisy) examples, training of an 

SVM classifier involves finding an optimal decision function f (x) that accurately predicts 

unseen data into different classes and minimizes the classification error [39]. Given a set 

of training data ●ȟώ ȟȣȟ●╝ȟώ╝ , where ●░ ɴ
╓ are the input vectors and 

ώ░ ɴ ρȟρ are the corresponding class labels, an SVM seeks to construct a hyperplane 

that separates the data with the maximum margin of separability [38]. N is the number of 

observations, and D is the dimension of the input vectors.  

Traditional neural network and other machine learning approaches have suffered difficul-

ties with generalization, producing models that can over-fit the used data. The reason for 
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this effect is the type of optimization algorithms used during the parameter selection 

stage and the statistical principles used to obtain the best possible model [39]. In 1995 

Vapnik proposed the foundation of what is known as Support Vector Machines (SVM). 

Since then, this technique has been used to solve different problems due to its attractive 

features and promising empirical performance [37]. The main attractive feature of SVM 

is the generalization capability which is less affected by the number of input features. The 

SVM classifiers keep a high performance under changes in the input signals due to varia-

tions in the system analyzed. This is a key factor in power system applications due to 

wide range of operating conditions and topology changes undergoing in a power grid. It 

is also less affected by variations in the input signals due to noisy measurements.  

The problem formulation relies on the Structural Risk Minimization (SRM) principle, 

which has been shown to be superior to traditional Empirical Risk Minimization (ERM) 

principle employed by the conventional neural networks.  

The decision function of a SVM binary classifier can be written as 

Ὢὀ ίὭὫὲɻ ώ ὀϽ ὀἲ
ἡἤ Â  (3.1)  

Where  ●▒
╢╥ are the support vectors,  ɮϽ is a nonlinear vector function that maps the in-

put vector onto a higher dimensional feature space [38],  ώ  is the label corresponding to 

the j
th
 support vector, N

sv
  is the number of support vectors, b is a bias term, and Ŭj are the 

Lagrange multipliers obtained from solving the dual optimization problem that minimizes 

the objective function 
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subject to 

ʊ π         ᶅ É ρȟȣȟ. 
(3.3)  

ώἿϽὀἱ Â ρ ʊ 

 ᶅÉ ρȟȣȟ. 

(3.4)  

This optimization is the process that trains the SVM by selecting the support vectors from 

the training data set. The parameter C(>0) in the objective function given in (3.2) is a fac-

tor that controls the trade-off between the separation margin and training errors, ᴁἿᴁ is 

the norm of a vector perpendicular to the separation hyperplane and ʊ are the slack vari-

ables which measure degree of misclassification [38]. The inner product ὀϽ

ὀἲ
ἡἤ

 
is called the kernel function and denoted by ὑὀȟὀἲ

ἡἤ. In Figure 3.7, the proc-

ess of mapping the input vector onto the higher dimensional space is shown.  Among, the 

common kernel functions are the polynomials, radial basis functions and sigmoid func-

tions. The kernel function used in this thesis is the radial basis function (3.5). This is most 

widely used function due to its outstanding performance for most scientific applications 

and overcomes the drawback of polynomial functions which requires the selection of the 

optimal order of the function that maximizes the classification accuracy for the stability 

prediction.  

ὑ●ȟ●▒
╢╥ Ὡ

  
● ●▒
╢╥

 
(3.5)  
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where sis the width of the Gaussian. This was selected because it gave the most satisfac-

tory results when compared to the other alternative such as linear and polynomial func-

tions. 

 
Figure 3.7 Nonlinear SVM classification by mapping the input vector into a high dimensional feature space  

3.5 Comparison of different transient stability status pre-

dictors  

As discussed in Section 3.2, transient instability of a power system is directly related to 

the angular separation between generators, and therefore, the generator rotor angles or the 

terminal voltage phase angles have been used for deriving indicators of transient instabil-

ity. Most of the previously reported transient instability assessment and prediction algo-

rithms use measured rotor angles (or voltage phase angels) as the inputs [8, 9, 25, 30, 34].  

Nevertheless, to observe an angular separation that is large enough to assess the system 

stability, a considerable window of time needs to be passed after the fault. Additionally, 

in order to be meaningful, the rotor angle measurements should be expressed relative to a 

common reference frame called the centre of angles. The reference or the centre of angles 
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is not a constant and it has to be evaluated for each time instant considering the rotor an-

gles of all the generators connected to the system as that instant using (2.1). Computation 

of the reference and expressing all angles relative to it involves an extra processing step 

that should be taken into consideration [8, 9, 25].  

Although the transient stability is a phenomenon associated with rotor angles, variations 

of the rotor speed (as indicated by the frequency) and the voltage magnitudes after a fault 

can provide some useful information about the subsequent stability status of the system. 

For example, the Bonneville Power Administrationôs (BPA) Wide Area Stability and 

Voltage Control System (WACS) uses voltage magnitudes as measurement inputs [42]. 

In this research, use of two alternatives, namely (i) the generator speeds and (ii) the ter-

minal voltage magnitudes, for predicting the transient stability of the system are exam-

ined. All three quantities can be easily obtained through a PMU based Wide Area Meas-

urement System. 

3.5.1 Test system 

The IEEE 39-bus system (New England power system) was used as a test system to gen-

erate the data required for training and evaluating the performance of the proposed tran-

sient stability status prediction scheme. This test system comprises 39 buses, 10 generat-

ing units, 19 loads, and 46 transmissions lines [34]. The System is shown in Figure 3.8. 

This system has been popularly used for testing stability enhancement applications [34]. 
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3.5.2 Training data generation 

Data required for training the classifier were generated through  off-line dynamic simula-

tions [59].  The commercial software Transient Stability Assessment Tool (TSAT) was 

used for this purpose.  The contingencies considered were three-phase to ground faults on 

each bus and three locations (at 25%, 50% and 75% of the length) on each transmission 

line. A standard clearing time of 5 cycles was assumed for all the contingencies. The 

above contingencies were repeated at four different operating levels (base case, base load 

plus 5%, 7% and 10 % increase). A total of 492 simulation cases were generated and for 

each case, the post-contingency variations of generator voltage magnitudes, speeds and 

rotor angles were recorded.  

  

Figure 3.8 IEEE-39 bus test power system 
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A class label was assigned to each simulation case based on a transient stability index 

calculated based on generator rotor angles. This index is calculated after the time-domain 

simulation in TSAT [26]. The index is computed for each island in system, if the system 

is separated into independent power islands as a result of the contingency. The index is 

defined as  

–
σφπЈ ȿɝȿ

σφπЈ ȿɝȿ
 

(3.6)  

 

Where ȿɝȿ  is the absolute value of the maximum angle of separation between any 

two generators during the post-fault period. When the transient stability index – π the 

system is considered as stable and the class label of ñ1ò is assigned for the simulation 

case; otherwise the system is transiently unstable and the class label of ñ-1ò is assigned.  

3.5.3 Cross validation 

Generally, design of a classifier using machine learning requires two data sets, a learning 

set and a testing set. The leaning data set is used to train the classifier and the testing data 

set is used to evaluate the classifier accuracy for unseen cases [60]. The method used for 

partitioning the simulation database into training and testing sets is called K-fold cross-

validation. In this method data is split into K partitions of approximately equal size. One 

partition is reserved for testing, and the rest of the data are used for training the classifier. 

This process is repeated, each time selecting a different partition for testing, until all K 

partitions have been used as a test set. Finally, the average of these errors is taken as the 

expected prediction error. The steps followed for evaluating the classifier using cross-

validation are: 
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Á Divide the data set into K partitions. In this case, K has been selected as 4.  

Á Leave out one of the partitions for testing the classifier. 

Á Use the remaining K-1 data groups for building the binary classifier. 

Á Use the test set in the classifier and determine the error between the observed and 

predicted labels. 

Á Repeat step 2 through 4 until all the partitions have been evaluated by the classifier. 

3.5.4 Comparison of predictors 

A systematic investigation to compare the prediction accuracy with different inputs was 

carried out and the results are presented in Figure 3.9, where the accuracy of the classifier 

is plotted against the number of consecutive samples of a given variable used to create 

the input vector (d) for the classification. The performance of the classifier with the three 

different input variables considered (voltage phasor magnitudes at the fundamental fre-

quency, rotor angles and generator speeds) are compared in the graph. According to the 

results obtained, the best accuracy was always obtained with the classifier which used 

voltage magnitudes as inputs. Furthermore, this classifier was able to achieve over 98% 

accuracy just with four consecutive samples of each generator bus voltage. The maxi-

mum prediction accuracy achieved using the rotor angles was 94.1%, but that required 

using 12 samples of each generator rotor angle. These results confirm the observation 

made in [46], that is voltage magnitudes can more accurately predict the transient stabil-

ity of a power system within a shorter time period when compared to conventionally used 

rotor angles. 
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Figure 3.9 Variation of prediction accuracy with the number of samples of the input variable 

 

The results in Figure 3.9 also indicate that the generator speeds (frequencies) are also a 

good predictor of transient stability. However, in order to achieve the prediction accuracy 

comparable to that achieved with generator voltage magnitudes, use of 12 consecutive 

samples of each generator speed was required. The sooner the prediction is completed the 

longer the time available to take control actions to avoid a possible system collapse. The 

response of generator speed and the rotor angle to a fault are considerably slower than 

that of the voltage magnitudes which has a quasi-instantaneous change after the distur-

bance.  

Due to inertia, the generator rotor speeds and the rotor angles require longer periods of 

time to show a considerable deviation from their pre-fault steady state values. Use of 

combinations of inputs consisting of rotor angles and voltage magnitudes or generator 

speeds and voltage magnitudes was not much effective as a longer time window is re-
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quired to observe significant improvement in the accuracy of prediction. This also leads 

to increase the number of inputs to the SVM rapidly without significant gain in accuracy. 

Based on the above observations, the stability prediction scheme that uses only four con-

secutive samples of voltages magnitudes as inputs was selected for further analysis in the 

next chapter of this thesis.   

3.6 Concluding remarks 

In this chapter, the framework of the new transient stability prediction scheme, which 

features a Support Vector Machine binary classifier, was introduced. The chapter also 

compared the effectiveness of three possible transient stability status predictors: sampled 

values of the (i) bus voltage magnitudes, (ii) generator speeds and (iii) the rotor angles, 

taken immediately after the fault clearance. This study, carried out using the IEEE-39 bus 

test system, showed that bus voltage magnitudes result in the most accurate and the fast-

est predictions. The other variables required a longer period of time to reliably declare the 

impending transient instabilities.   



 

 

Chapter 4   

Prediction of transient stability with volt-

age magnitudes 

4.1 Introduction 

In Chapter 3, a novel approach for fast prediction of the transient stability status of a 

multi-machine power system was formally presented. The novelty of the proposed ap-

proach lies in use of post-disturbance voltage magnitudes as predictors of transient stabil-

ity status and application of Support Vector Machine classification theory for prediction. 

After evaluating the classification performance with three different input variables 

namely the generator rotor angles, generator speeds and the generator voltage magni-

tudes,  it was found that voltage magnitudes is the most promising indicator for predict-

ing the transient stability status of the system after a large disturbance. In this chapter, the 

performance of the transient stability status prediction system which takes the generator 

voltage magnitudes as inputs is thoroughly tested using simulations models of different 

test systems including large actual power systems. 
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4.2 Voltage magnitudes as transient stability predictors 

When a fault occurs, the bus voltages in the system dip. Once the fault is cleared, the bus 

voltages attempt to recover to normal limits. The rate of recovery however, differs based 

on the severity of the fault. Examination of many simulation cases showed that in the 

case of a fault that would lead to transient instability, this rate of recovery of voltages is 

somewhat slower than the case of a fault that does not lead to transient instability. This 

difference helps the classifier to predict any impending transient instability at a very early 

stage.  

When using the rotor angle based algorithms, the rotor angles need to be referred to the 

Center of Inertia (COI) angle to be meaningful. Calculation of the COI angle requires the 

inertia values of all connected generators. Furthermore, COI angle needs to be updated in 

real-time using the measurements. However, use of voltage magnitudes, which does not 

need such referencing except for normalizing using fixed, known base values, simplifies 

the required real-time processing.  

In the proposed algorithm, it is assumed that a signal can be generated to trigger the tran-

sient stability status prediction algorithm using either tripping signal(s) issued by the lo-

cal protection or by observing the transient dips in the voltage magnitudes due to the 

fault. Generation of the trigger signal will be described later in the thesis. This trigger al-

lows identifying the instance when the fault is cleared and starting of collecting the sam-

ples of the input variables to construct the classifier input vector (x). The version of clas-

sifier chosen for further studies takes four consecutive synchronously measured samples 

of each generator bus voltage magnitude to form the input vector for the classifier. These 

sampled points are very close to each other in magnitude and discrimination between sta-
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ble and unstable cases is not straightforward. However, in the SVM classifier, these in-

puts are mapped to a higher dimensional space using radial basis kernel functions making 

the classification achievable using a linear hyper plane.  

4.3 Detailed testing on 39-Bus test system  

4.3.1 Accuracy of predicting transient stability status after symmetri-

cal faults 

The training and testing data used in the investigation carried out in Chapter 3 were gen-

erated using the conventional dynamic simulation package (TSAT) [26]. These simula-

tions provide the positive sequence voltage phasors of bus voltages and very accurate for 

symmetrical faults. These types of disturbances are characterized by a prominent voltage 

dip during the fault. In this test, the same simulation database generated in Section 3.4.4 

of the previous chapter will be used.  

About 75 % of the generated data was used for training the classifier and the remaining 

25 % was utilized for testing the performance. During the training process the support 

vectors are calculated which are the parameters that define the optimal separating hyper-

plane. The regularization parameter C and the parameter ɔ associated to the RBF kernel 

were optimized through a grid search during the K-folded cross validation process ex-

plained previously. 

After training the classifier, the classification accuracy for unseen cases was tested. The 

details of the results obtained are presented in Table 4.1. The classifier demonstrated a 

perfect accuracy in predicting the stability status for the contingencies that do not lead to 
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instability. For the cases where the contingency results in transient instability, the predic-

tion accuracy was 95.45%, which corresponds to 45 out of 47 cases. The overall predic-

tion accuracy is 126 out of 128 cases, or 98.4%. 

 

Table 4.1 Prediction accuracy for symmetrical faults 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100 %    (81/81) 0%      (0/81) 

Unstable Case 
4.5%     (2/47) 95.4%    (45/47) 

 

4.3.2  Accuracy of predicting transient stability status after asymmet-

rical faults 

The proposed transient stability prediction technique showed good performance under 

symmetrical faults. Although less severe in nature, most of the faults in power systems 

are asymmetrical faults, and therefore it is important to ensure that the proposed system 

works well even under asymmetrical faults. Not only the unstable conditions should be 

predicted accurately, but also the stable conditions should be predicted as accurate as 

possible to avoid unnecessary control actions.    

Stability programs use sequence impedance data to simulate asymmetrical faults but out-

put only the positive sequence voltages. Initial investigations showed that positive se-

quence voltages alone do not contain sufficient information to successfully predict the 

post-contingency stability status under all types of faults. Beside that the post-fault bus 

voltages calculated in these stability programs under unbalanced conditions are only ap-
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proximate. Therefore, in order to accurately test the performance under unbalanced con-

ditions, the power system was simulated in an electromagnetic transient (EMTP) simula-

tion program. The 39-bus New England test system was implemented in 

PSCAD/EMTDC. The PSCAD simulation model was cross-validated against the phasor 

domain model [61]. This type of simulations requires much longer computational time 

compared to the dynamic simulations carried out in stability programs such as TSAT. 

4.3.2.1. Generation of simulation database 

The model of the IEEE 39 bus test system in PSCAD/EMTDC was used to simulate vari-

ous asymmetrical and symmetrical faults. The fault types simulated were: single-line to 

ground, line-to-line, and line-to-line to ground as well as three-phase-to ground faults. 

The faults were created on all transmission lines at different locations (25%, 50% and 

75% of the line length). The faults were cleared at different clearing times in the range of 

5 to 10 cycles. These simulations were repeated at different loading conditions ranging 

from 95% to 112% of the base case load. In total 8,355 simulation cases were generated 

to use as training and testing data.  

PSCAD/EMTDC simulations produce time domains waveforms. The voltage phasors 

were extracted from these waveforms using Fast Fourier Transform (FFT) component 

available in the software program. In order to emulate the function of a PMU, output of 

the FFT was sampled at a rate of one sample per cycle. Phasor values of all three phase 

voltages were recorded. This is an additional step required in extracting the voltage 

phasor magnitude data when compared with TSAT simulation program which directly 
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gives positive sequence voltage phasors. This process extracting phasor magnitudes is il-

lustrated in Figure 4.1. 

Input Vector

 (x1C, x2C,é,,xnC)

t

Fast 

Fourier 
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V
PSCAD SIMULATION

(Time Domain 

Signals)

PMU EMULATION SAMPLING

Figure 4.1 Pre-processing of PSCAD generated simulation data 

4.3.2.2. Modified transient stability status prediction scheme   

The structure of the transient stability prediction system was modified to accommodate 

asymmetrical faults. Since all three phase voltages are used, three classifiers, one per 

each phase, were trained using voltage magnitudes. If any one of the classifiers predicted 

the system to be unstable, the system is considered unstable. Thus the outputs of the three 

classifiers were combined using an OR logic. A modified transient status prediction 

scheme is shown in Figure 4.2.  

The general process of developing the SVM classifier for the transient stability prediction 

scheme was presented in Figure 3.6.  Note that if significant changes occur in the net-

work or new disturbances need to be considered, the SVM must be retrained after modi-

fying the simulation database accordingly. Initially, the training process comprises the 

calculation of the kernel parameters: ɔ and2s , the regularization parameter and the 

bandwidth respectively. This is achieved using a grid search method and it is the most 

time consuming stage of the classifier implementation. This is illustrated by the training 
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time required for this process when used 75% of the full database. The time required to 

run the SVM training program coded in MATLAB on a personal computer with an Intel 

Core 2 Duo @ 2.33 GHz processor and 3 GB of RAM memory was 51480.0 seconds (14 

hours and 18 minutes approximately). Once, the optimal kernel parameters are obtained 

the support vectors that will hold the separating hyperplane need to be computed. The 

elapsed time for this computation was 48.0 seconds. This timing was obtained using a 

function available in Matlab programming language. Therefore, the total training time is 

approximately 51,528.0 seconds.   

 

Figure 4.2 Modified transient stability status prediction scheme  

4.3.2.3. Prediction results and performance  

The performance of the proposed transient stability status prediction algorithm is evalu-

ated by using the trained classifiers to predict stability status of the unseen cases in the 
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test data set. In this analysis, ten folds cross validation was applied. The optimal settings 

for the Gaussian Radial Basis Function kernel found through a grid search was 2 0.1s =  

and the optimal value of the penalty parameter C=33.3. In order to analyze the perform-

ance, the test data was separated according to the type of fault. This allows observing 

how the classifier is performing under each type of faults. The results are summarized in 

Tables 4.2 to 4.6.  

When all types of faults are considered, the stable cases were predicted as stable with 

100% accuracy. In predicting the stability status of unstable cases, the highest accuracy 

was obtained in predicting the stability condition after single-phase to ground faults.  An 

accuracy of 100% was obtained in this type of faults. The prediction accuracy decreased 

to 94.87% and 97.73% during the classification of phase-to-phase and phase-to-phase-to-

ground faults respectively. For the case of three-phase to ground faults, the accuracy in-

creased to 98.24%. Careful analysis of the misclassified cases showed that they were the 

marginally unstable cases and therefore misclassified as stable.  

 

Table 4.2 Transient stability status prediction accuracy for single-phase to ground faults 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100%  (219/219) 0 %  (0/219) 

Unstable Case 
0% (0/36) 100%  (36/36) 
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Table 4.3 Transient stability status prediction accuracy for phase-to-phase faults 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100%   (173/173) 0%  (0/173) 

Unstable Case 
5.13%  (2/39) 94.87%   (37/39) 

 

Table 4.4 Transient stability status prediction accuracy for phase-to-phaseïto-ground faults 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100%   (137/137) 0%  (0/137) 

Unstable Case 
2.27%  (1/44) 97.73%   (43/44) 

 

Table 4.5 Transient stability status prediction accuracy for 3-phaseïto-ground faults 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100%   (103/103) 0%   (0/103) 

Unstable Case 
1.75%   (1/57) 98.24%   (56/57) 

 

 

Table 4.6 Transient stability status prediction accuracy for the entire database  

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100 %   (660/660) 0 %    (0/660) 

Unstable Case 
2.84 %   (5/176) 97.16 %   (171/176) 
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4.3.3 Prediction accuracy and speed  

The transient stability status prediction results presented so far indicate that overall accu-

racy is above 95%. Further analysis of the results show that predictions are 100% accu-

rate when the system remains stable after the disturbance, that the scheme is very secure. 

When predicting the stability status after contingencies that cause transient instability, the 

accuracy is slightly lower, and there are few unstable cases that are incorrectly predicted. 

This could be due to smaller number of unstable patterns in the training database.   

Since the transient stability is a very fast phenomenon that demands a corrective action 

within short period of time (< 1s) [30], fast detection of instability is essential. The time 

before loss of synchronism is dependent on the system inertia, damping and the severity 

of the disturbance. The frequency of a swing can vary from a few tenths of a Hz to 2 Hz 

[62]. If a maximum swing frequency of 1 Hz is considered, about 0.5 sec is available to 

predict the stability status and deliver control decision to actuators within the first swing. 

Observation time required in the proposed method is 0.067 ms (4 cycles) and that allows 

over 400 ms for measurement, telecommunication and processing delays.  

Once the data (the vector of voltage magnitudes collected from 10 generator HV side 

terminals) is provided, the time required to classify a given unseen case was 0.034 s when 

used a MATLAB program on a computer with an Intel Core 2 Duo @ 2.33 GHz proces-

sor and 3 GB of RAM memory. In a real power system, monitoring of more voltages may 

be required depending on the system characteristics. The algorithm should be coded in a 

lower level programming language to increase the computational performance. 
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4.3.4 Effect of voltage dependent loads  

As mentioned previously, prediction of transient stability status was possible due to dif-

ferences in the rate of recovery of the voltage following clearing of a fault. This rate of 

recovery could be affected by the type of loads connected to the system, specially the 

voltage dependent loads. It is well known that the presence of induction motors adversely 

affects the transient stability of power systems. Reference [63] which discusses the dis-

advantages of using constant impedance representation of loads in stability studies points 

out that higher initial fault recovery voltages is one of the factors that could contribute to 

erroneous results. The voltage depressions resulting from the faults may cause tripping or 

change of control modes in certain loads such as induction motors and HVDC converters. 

When the bus voltages recover after fault clearance, these load components attempt to re-

store their power within the time period considered in transient stability. For this reason, 

it is considered that use of an appropriate load model is important in the analysis of tran-

sient stability of a power system [64]. 

In order to evaluate the effect of voltage dependent loads on the proposed algorithm, the 

constant power loads considered in the 39-bus test system were replaced by a composite 

load. To represent this type of load, a CLOD model available in the commercial software 

Power System Simulator (PSS/E) [27] was imported to TSAT model of the 39-bus test 

system. The reason for adopting this load model was the requirement of the simulation 

tool (TSAT) to have consistency in all dynamic models of the system under the same 

simulation platform which was PSS/E format. This load representation takes into account 

the effect of large and small induction machines connected to the network, as well as 
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fluorescent lighting, constant current and constant power loads [27]. In Figure 4.3, the 

main elements considered in this load representation are illustrated.  
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Figure 4.3 Scheme of the components considered in the dynamic model of the load 

 

Simulations were carried out with different load compositions; the percentage of induc-

tion motor component in the load was varied from 10 to 60 %, which is considered as the 

range of induction motor component in typical HV substation load [64]. Figure 4.4 illus-

trate the effect of induction motor composition on the post-fault voltage trajectory of bus-

30 of the test system after being subjected to a 3-phase to ground fault on the line con-

necting buses 4 and 14.  The curves in Figure 4.4 clearly show that the higher the per-

centage of induction motor composition, the slower the recovery rate of the bus voltage 

magnitude. The test results presented in Table 4.7 show that this effect makes it easier to 

discriminate contingencies that lead to transient instability.  

In Table 4.7, the overall accuracy of predicting transient stability status under different 

load compositions is presented. During the simulations, the percentages of discharge 

lighting and small induction motors were kept constant at 20% of the total load while the 

large induction motor composition was varied from 10 to 60% as shown in Table 4.7. 
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Figure 4.4 Voltage trajectories for different percentage of induction motor composition in the load 

 

It was assumed that large induction motors are disconnected when the bus voltages drop 

below 0.8 p.u. and they get reconnected when the bus voltages climb back to 0.9 p.u.. 

The same composition was applied to all loads in the 39-bus test system. The contingen-

cies applied were three-phase to ground faults at various locations and a typical clearing 

time of 5 cycles was assumed. The number of contingencies considered at a given load 

composition was 92. This gives a total of 552 cases when the six induction motor compo-

sition levels are considered. These new cases were not used for training the classifier. Pa-

rameters determined from the previous database (used in Section 4.3.1) were used to 

identify the stability status under these changes in the load composition. The accuracy of 

the classifier improved as the percentage of large induction motor was increased. When 

the composition of large induction motors was 10 and 20% the prediction accuracies 

were 98.52% and 99.23 % respectively. When the composition of induction motors is 

30% or higher, the transient stability status prediction was 100% accurate.  
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Table 4.7 Effect of the load composition on the classification accuracy 

Load Composition Overall  Accuracy  

of Classifier  

(%)  

Large Induction 

 Machines (%) 

Small Induction  

Machines (%) 

Discharge 

 Lighting (%) 

Constant  

Power (%) 

10 20 20 50 98.519 

20 20 20 40 99.259 

30 20 20 30 100.0 

40 20 20 20 100.0 

50 20 20 10 100.0 

60 20 20 0 100.0 

4.3.5 Impact of the network topology changes 

Topology of a transmission network can be subjected to changes during the operation for 

various reasons such as equipment outages, scheduled maintenance, and other technical 

and economic reasons. In general, when designing the classifier different configurations 

should be taken into account. However, it is infeasible to consider all possibilities when 

generating the training data. The transient stability status prediction scheme should be 

able to work even with small changes to the network topology. To verify the robustness 

of the approach, the transient stability prediction method was tested under some topology 

changes. Three different scenarios were evaluated independently:  

a) Generator 37 and the transmission line interconnecting Buses 25 and 26 in the 

test system were taken out of service,  

b) The transmission line interconnecting Bus 5 and Bus 8 out of service, and  

c) The transmission line interconnecting Bus 22 and Bus 23 out of service.  
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Such network changes are common in the day to day operation of power systems to ac-

commodate maintenance or operational requirements. This topology change altered the 

pre-fault power flow and the voltage profile of the network. This also provides a new re-

covery characteristic after the system is subjected to a fault. The classifier trained with 

the original test system (the classifier used in Section 4.4.3) was used to predict the tran-

sient stability of the altered network. The contingencies considered were single-line-to-

ground transmission line faults (applied at 25%, 50% and 75% of length). This type of 

fault was selected for representing the most common type in power network. The fault 

clearance times were ranged from 5-10 cycles. A total of 558 cases were generated for 

each scenario studied. All these cases were used as unseen cases to the prediction algo-

rithm. The classification results are summarized in Table 4.8.  

Table 4.8 Transient stability prediction under network topology changes 

Scenario 

Prediction Accuracy on Testing Data 

 

 

Classified as Stable 

(%) 

Classified as Unstable 

(%) 

-Generator 37 out 

-Line between  Bus 

25 and Bus 26 out 

Stable Case 
99.76%   (430/431) 0.23 %    (1/431) 

Unstable Case 
3.15%   (4/127) 96.85%    (123/127) 

-Line between  Bus 5 

and Bus 8 out 

Stable Case 
100%   (446/446) 0 %    (0/446) 

Unstable Case 
3.57%   (4/112) 96.42%    (108/112) 

-Line between   Bus 

22 and Bus 23 out 

Stable Case 
100%   (454/454) 0 %    (0/454) 

Unstable Case 
3.84%   (4/104) 96.15%    (100/104) 
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According to the results, the proposed algorithm managed to predict the transient stability 

with reasonable accuracy, even when the network topology was changed. 

4.3.6 Effect of measurement errors  

The IEEE Standard for Synchrophasors for Power Systems stipulates that PMUs with 

Level 1 compliance have to have a total vector error less than 1% [11]. Thus when using 

such PMUs to measure the bus voltages, the expected maximum magnitude error is 1% 

(in the case of total error is due to error in phasor magnitude). 

In order to test the prediction performance under measurement errors, a random error be-

tween 0 and 1% was added to all the bus voltage measurements before using them as in-

puts to the binary classifier. The complete database which was used in Section 4.3.3 was 

used for this test. Initially, the algorithm was tested without using this new noisy data to 

train the classifier. The performance was very poor, as could be observed in Table 4.9. 

This test demonstrates that noisy measurements can seriously affect the prediction accu-

racy. 

 

Table 4.9 Transient stability prediction accuracy with noisy inputs (using the classifier trained with training 

data without noise)  

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
72.046%   (866/1202) 27.954 %    (336/1202) 

Unstable Case 
30.975%   (197/636) 69.025 %   (439/636) 
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In investigating the ways to improve classification performance under noisy inputs, the 

classifier was re-trained with noisy input data before testing. Once the classifier is trained 

with noisy input data, the situation improved. The results presented in Table 4.10 shows a 

slight degradation of performance compared to the case of without noise, but it was able 

to predict the transient stability status with an overall accuracy of 95.83%, even when the 

random measurement errors are present in input signals. 

 

 

Table 4.10 Transient stability prediction accuracy with noisy inputs (using the classifier trained with noisy 

training data) 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
98.41 %   (1189/1202) 1.58 %    (13/1202) 

Unstable Case 
4.12%   (43/636) 93.24 %   (593/636) 

 

4.4 Application to a power system with multiple DC in-

feeds 

In this section, the performance of the classifier on a power system with multiple DC In-

feeds is evaluated. For testing the algorithm a modified version of the New England 39-

bus test network was used. The details of the modifications are presented in [61]. This 

new network contains two DC-links as shown in the single line diagram shown in Figure 

4.5. For data generation and management, the same methodology described in Section 

4.3.2.1 was used. The database of simulations was separated into training and testing data 
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with 75% of the cases allocated for training while the rest is reserved for testing the clas-

sification accuracy. The fault types simulated included single-line to ground, line-to-line, 

and line-to-line to ground as well as three-phase-to ground faults. The faults were created 

on all transmission lines at different locations (25%, 50% and 75% of the line length) for 

the base loading case. The clearing times were varied between 5 to 10 cycles.   

A total of 2,137 cases were simulated using the Power System simulation tool PSCAD. 

As mentioned in the previous chapter, the training data set was selected by using the 

cross validation method. The total population was approximately divided into 4 groups of 

equal composition of stable and unstable cases. Three of these groups were which repre-

sents 75% of the population used to train the classifier and the remaining was used as test 

dataset. This process is repeated until all groups have been used as test dataset. The clas-

sification error was obtained as the average of all individual errors.  The results are sum-

marized in Table 4.11.  

Table 4.11 Classifier performance for power networks with multiple HVdc-infeeds 

Condition 

Prediction Accuracy on Testing Data 

Classified as Stable (%) Classified as Unstable (%) 

Stable Case 
100 %   (406/406) 0 %    (0/406) 

Unstable Case 
3.75%   (2/41) 96.25 %   (39/41) 

 

The overall accuracy is 99.55% (445 out of 447). Two out of the 41 unstable cases were 

wrongly classified as stable cases. Careful examination showed that these two cases are 

marginally unstable cases. This demonstrates that the proposed algorithm could also be 

used to predict the stability status in the network with multiple HVdc links.  
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Figure 4.5 IEEE-39 bus test power system after adding multiple HVdc infeeds 

4.5 Application to the Venezuelan power system 

In this section, the proposed transient stability status prediction algorithm is tested on a 

model of the Venezuelan Power Electric Network, which is a practical example of a 

large AC power system. An up to date dynamic model of the Venezuelan power system 

was available in PSS/E format for this study. The dynamic model of the Venezuelan 

Electric System used for this study included all components in the power system from 

4.16 kV distribution level to 765 kV extra high voltage transmission level. The PPS/E 

model included protection associated with generators and large motors, out-of-step trip-

ping and load shedding schemes. However, line distance protection was not modeled. 
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The PPS/E model of the power system was imported to TSAT software program to per-

form the simulations due to flexibility of TSAT when generating a diverse set of training 

and testing scenarios in somewhat automated manner.  

4.5.1 Main features of the Venezuelan power system 

The Venezuelan power system is a highly interconnected grid with a total power genera-

tion of approximately 15,700 MW. Generation is predominantly (70%) hydro based and 

is located mostly in the southern region of the country along the Caroni River. The load 

centres are concentrated in the central and northern regions and therefore energy is trans-

ported via long transmission lines at voltages of 765 kV, 400kV and 230 kV. The mod-

elled system comprises of 1140 major buses, out of which 7 are at 765 kV level, 28 are at 

400 kV level, and 74 are 230 kV level. The rest of the buses are at subtransmission and 

primary distribution levels. Some of the buses are provided with static reactive power 

compensation (SVC) and a few transmission lines are series compensated. The Venezue-

lan system is also interconnected to the northern Brazilian and Colombian grids through 

230 kV ac tie lines.  

The main characteristics of the Venezuelan systems are summarized in Table 4.12. A 

simplified diagram of the Venezuela Power System is presented in Figure 4.6. Each re-

gion includes the sub transmission system below 230 kV and small generation plants. The 

main synchronized measurement points used to predict the transient stability are also in-

dicated on the diagram. 
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Table 4.12 Salient features of the Venezuelan power system  

Number of Buses 1140 

Number of lines 914 

Transformers 567 

Number of Generators 91 

Induction Motors (Large) 56 

Static Voltage Compensators 2 

Constant Current Loads 356 

Constant MVA Loads 56 

Total Power 15759 MW 

 

 

 

Figure 4.6 Simplified single line diagram of the Venezuelan power system 
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4.5.2 PMU location 

In a large power system there is a large number of generators and it is neither economical 

nor required to monitor all of them. In this study, 15 PMUs were placed on the high volt-

age (230 kV, 400 kV and 765 kV) buses close to large generation/load centers. The spe-

cific locations of the PMUs were selected partly based on the familiarity of the system 

and the knowledge gained through stability studies. It will be shown later in this chapter 

that the 15 PMU locations chosen are sufficient for effective prediction of the system sta-

bility status after being subjected to a disturbance. The number and the placement of 

PMUs, shown on the simplified network diagram in Figure 4.6, can however be opti-

mized using a techniques such as the one presented in [65, 66]. As indicated in [65] it 

may be required to incorporate expert knowledge to PMU location selection process. 

Some simulation examples are discussed below.  

Figure 4.7 and Figure 4.8 show the voltage magnitude and rotor angle trajectories respec-

tively for a 3 phase-to-ground fault on a transmission line interconnecting two 230 kV 

substations. Clearing of the fault by removing the line after 5 cycles causes transmission 

capacity loss of 175 MW. The fault does not cause a transient stability problem, and the 

voltage recovers after the fault. In Figure 4.8, which shows rotor angles of all generators 

in the system, it is also possible to observe that the rotor angles find a new stabilization 

point after the oscillations are damped out after about 3.2 sec. 
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Figure 4.7 Voltage trajectories during a disturbance not leading to transient instability 

 

 

Figure 4.8 Rotor angles during a disturbance not leading to transient instability 
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In contrast, Figure 4.9 and Figure 4.10 show the waveforms corresponding to a different 

3-phase-to-ground fault on a transmission line interconnecting two 765 kV substations 

Guri and Malena.  This disturbance resulted in a loss of 1898.9 MW of transmission ca-

pacity. This scenario corresponds to a high loading condition with a large generation-load 

imbalance. This transmission line interconnects a large generation conglomerate in the 

Southern region with the largest states and industrial centres located in the Central region 

of the country. This fault is a very severe contingency and led to a condition of instabil-

ity. 

In Figure 4.9, a poor voltage recovery after the disturbance can be observed. Voltage 

magnitudes of some of the monitored buses stay below 0.6 p.u. during the post-fault pe-

riod. On the other hand, the rotor angles of some critical machines accelerate against the 

rest of the system. These are the very small generators which range from 10-20 MW of 

capacity with a very small inertia in comparison to the large generators connected to the 

network. 

 

Figure 4.9 Voltage trajectories during a disturbance leading to transient instability 
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Figure 4.10 Rotor angles during a disturbance leading to transient instability 

4.5.3 Design of the SVM classifier 

As mentioned earlier, it was assumed that only 15 Synchronized Measurement Points are 

available. The selected locations include large generation centres that respond to power 

imbalances originated by severe contingencies. Thus the resulting SVM classifier has 60 

inputs (15 buses x 4 consecutive samples). Since the system is simulated in TSAT, only 

the positive sequence phasors can be obtained. Thus only one classifier is needed to be 

trained. 

In order to train the classifier simulation database was created. For each simulation case, 

variations of the voltage magnitudes at the synchronized measurement points (15 buses) 

were recorded, and at the end of the simulation, observed stability status was noted as the 

class label. Contingencies simulated were three-phase to ground faults on all transmission 

lines at 400 kV and 765 kV level. The fault clearing times were varied between 5-10 cy-

 

Critical Machines 














































































































































