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Abstract

Obstructive sleep apnea (OSA) is a prevalent yet underdiagnosed respiratory health disorder. Assessment of OSA is currently based on sleep studies that are time-consuming and expensive. Therefore, developing technologies for quick OSA screening is momentous. The upper airways (UA) structural and physiological changes alter the tracheal breathing sounds (TBS) characteristics. The main objectives of this thesis are to investigate 1) whether the differences in TBS characteristics during wakefulness and their changes from wakefulness to sleep correlate with the severity of OSA and 2) whether different feature selection and classification methods over TBS can enhance the current algorithms. Accordingly, we have implemented advanced signal processing, machine learning, and statistical techniques on TBS data of individuals with non-OSA to severe OSA recorded during wakefulness and a short period of sleep. In TBS analysis, commonly, a considerable number of features are extracted from data. A major challenge in high-dimensional data analysis is related to classification and prediction of the variables of interest by building parsimonious models and removing variables that do not add any information to our model. We evaluated and compared the performance of the Random Forest (RF) and Least Absolute Shrinkage and Selection Operator (LASSO) Regularized Logistic Regression, as non-parametric and parametric feature selection and classification approaches, respectively, for OSA screening during wakefulness. Moreover, we analyzed and compared the spectral characteristics of TBS during wakefulness and sleep, and also from wakefulness to sleep in individuals with different OSA severity levels. The main outcomes of this work are: 1) confirming our hypothesis that the TBS characteristics during wakefulness and their variations from wakefulness to sleep correlate with the OSA severity and could reveal the structural changes of UA regarding OSA and its severity in a
detailed but straightforward manner, and 2) enhancing the current OSA algorithms by providing a fast, inexpensive and robust method to stratify the severity of OSA patients with high accuracy.
“Nothing in life is to be feared. It is only to be understood.”

Marie Curie
Acknowledgments

This dissertation would not have been possible without the support of many people who in one way or another contributed to the preparation and completion of this study.

I would like to express my sincere appreciation to my supervisor, Prof. Zahra Moussavi, who guided me to be professional and do the right thing even when the road got tough. Without her invaluable assistance, encouragement, and support, the goal of this project would not have been realized.

Deepest gratitude is also due to the members of the supervisory committee, Prof. Katinka Stecina, Prof. Mohammad Jafari Jozani, and Prof. Brian Lithgow. I would like to express my very great appreciation to Dr. Jafari Jozani for his valuable and constructive suggestions during the planning and development of this research work. I would also like to thank Dr. Stecina for her advice and assistance. My grateful thanks are also extended to Prof. Lithgow for his accurate comments. It is a pleasure to acknowledge and thanks to Dr. Eleni Giannouli for her helpful discussions.

I would also like to acknowledge the Natural Sciences and Engineering Research Council (NSERC) of Canada, Mathematics of Information Technology and Complex Systems (MITACS) accelerate entrepreneur program, and the Faculty of Graduate Studies of the University of Manitoba for providing financial support for this work. I would especially like to thank Sir Gordon Wu for establishing a fund at the University of Manitoba in support of graduate students.

I would like to show my gratitude to all my friends, especially Ahmed Elwali and Mehrangiz Ashiri, whose support and friendship enabled me to finish my research.
Last but not least, I wish to acknowledge the support and great love of my beloved family, my husband and best friend, Mehrdad; my parents, Parivash and Aliasghar; and my sisters and brothers. No matter how far they are from me, without their continuous support, encouragement, and kind wishes, I would not have finished this thesis.
To My Husband Mehrdad,

For his sincere love and ever-present encouragement and support.
Contributions of Authors

This thesis is a “sandwich thesis,” consisting of four individual peer-reviewed published manuscripts (Chapter II, Chapter III, Chapter IV.I, and Chapter IV.II). In addition, three peer-reviewed conference proceedings and abstracts on the findings of Chapter III and Chapter IV.I have also been published. The list of publications is below.

Ms. Hajipour has been the main contributor and first author of all the manuscripts presented in this thesis. Her contribution to this work includes developing the research questions, designing the studies, pre-processing and refining the extracted data, conducting the analyses, writing up all manuscripts, submitting three of the manuscripts, and responding to reviewers’ comments. Dr. Moussavi and Dr. Jafari Jozani contributed to the conception and design of the study, drafting of the articles, and reviewing process.

List of journal publications:


List of conference and abstract publications:


# Table of Contents

ABSTRACT .................................................................................................................. 1

ACKNOWLEDGMENTS ............................................................................................... IV

CONTRIBUTIONS OF AUTHORS ........................................................................... VII

TABLE OF CONTENTS ............................................................................................... IX

LIST OF TABLES .......................................................................................................... XIII

LIST OF FIGURES ......................................................................................................... XVII

LIST OF ABBREVIATIONS .......................................................................................... XX

CHAPTER I. INTRODUCTION....................................................................................... 1

1.1 ANATOMY AND PHYSIOLOGY OF THE UA ..................................................... 2

1.2 ANATOMY AND CONFIGURATION OF THE UA IN OSA POPULATION .............. 4

1.3 PATHOPHYSIOLOGY OF OSA ........................................................................ 7

1.4 PREVALENCE AND DIAGNOSIS OF OSA ..................................................... 11

  1.4.1 Polysomnography (PSG) ............................................................................ 12

  1.4.2 Questionnaires ............................................................................................ 13

  1.4.3 Acoustic Diagnosis of OSA ......................................................................... 14

1.5 GOALS AND OBJECTIVES ............................................................................. 18

  Objective 1—Investigating the Regularized Logistic Regression for Wakefulness OSA Screening .... 19

  Objective 2—Comparing Two Machine Learning Models for Fast Daytime Screening of OSA .... 20

  Objective 3—Acoustic Characterization of Upper Airway Variations with Respect to OSA ......... 21

1.6 THESIS ORGANIZATION ............................................................................... 23

REFERENCES ............................................................................................................. 24

CHAPTER II. REGULARIZED LOGISTIC REGRESSION FOR WAKEFULNESS OSA SCREENING
........................................................................................................................................ 31

II.1 INTRODUCTION .................................................................................................. 32
CHAPTER III. A COMPARISON OF TWO MACHINE LEARNING MODELS FOR DAYTIME

DIAGNOSIS OF OSA ........................................................................................................................................... 65

III.1 INTRODUCTION ....................................................................................................................................... 66

III.2 METHOD .................................................................................................................................................. 69

III.2.1 Data ................................................................................................................................................... 69

III.2.2 Signal Analysis and Feature Extraction ......................................................................................... 69

III.2.3 Feature Selection and Classification .............................................................................................. 71

III.2.3.1 LASSO regularized LR ................................................................................................................. 71

III.2.3.2 RF .................................................................................................................................................. 72

III.2.4 Statistical Analysis ............................................................................................................................. 76

III.3 RESULTS ................................................................................................................................................ 77

III.3.1 Computational Complexities ......................................................................................................... 85

III.4 DISCUSSION .......................................................................................................................................... 86

III.4.1 Physiological interpretation of the selected features ....................................................................... 90

III.5 CONCLUSION ......................................................................................................................................... 90
CHAPTER IV. ACOUSTIC CHARACTERIZATION OF UPPER AIRWAY VARIATIONS WITH RESPECT TO OSA .......................................................... 94

IV.I  SPECTRAL AND HIGHER ORDER STATISTICAL CHARACTERISTICS OF EXPIRATORY TRACHEAL BREATHING SOUNDS DURING WAKEFULNESS AND SLEEP IN PEOPLE WITH DIFFERENT LEVELS OF OBSTRUCTIVE SLEEP APNEA ........................................................................ 94

IV.I.1 Introduction .................................................................................. 95
IV.I.2 Method ......................................................................................... 97
  IV.I.2.1 Data ...................................................................................... 97
  IV.I.2.2 Signal Analysis ..................................................................... 98
IV.I.3 Results ......................................................................................... 99
IV.I.4 Discussion .................................................................................. 103
IV.I.5 Conclusion ................................................................................ 105
References .......................................................................................... 106

IV.II  ACOUSTIC CHARACTERIZATION OF UPPER AIRWAY VARIATIONS FROM WAKEFULNESS TO SLEEP WITH RESPECT TO OBSTRUCTIVE SLEEP APNEA ........................................................................ 108

IV.II.1 Introduction ................................................................................ 109
IV.II.2 Method ....................................................................................... 112
  IV.II.2.1 Participants .......................................................................... 112
  IV.II.2.2 Sound Recording Procedure .................................................. 112
  IV.II.2.3 Preprocessing and Signal Analysis ........................................ 114
  IV.II.2.4 Statistical Analysis ................................................................. 118
IV.II.3 Results ....................................................................................... 118
IV.II.4 Discussion ................................................................................ 126
  IV.II.4.1 Limitation of the study ......................................................... 131
IV.II.5 Conclusion ................................................................................ 132
References .......................................................................................... 133

CHAPTER V. SUMMARY AND CONCLUDING REMARKS .................................................. 136
V.1 SUMMARY OF FINDINGS ................................................................. 136
V.2 LIMITATION OF THE STUDY .......................................................... 145
V.3 FUTURE WORK RECOMMENDATIONS ............................................. 146
REFERENCES ....................................................................................... 148

APPENDIX A. ANATOMY AND PHYSIOLOGY OF THE RESPIRATORY SYSTEM .......... 150
A.1 ANATOMY AND PHYSIOLOGY OF THE RESPIRATORY SYSTEM ......................... 150
  A.1.1 Lung Volume ............................................................................. 152
A.2 POTENTIAL FACTORS AFFECTING UPPER AIRWAY PATENCY ....................... 153
  A.2.1 Obesity ..................................................................................... 153
  A.2.2 Gender ...................................................................................... 154
  A.2.3 Age .......................................................................................... 154
  A.2.4 Lung Volume ............................................................................. 155
  A.2.5 Racial Factors .......................................................................... 156
REFERENCE ......................................................................................... 156

APPENDIX B. MULTI-CLASS CLASSIFICATION OF OSA SEVERITY USING WAKEFULNESS
TRACHEAL BREATHING SOUNDS AND RANDOM FOREST ALGORITHM ..................... 159
B.1 INTRODUCTION .............................................................................. 159
B.2 METHOD ........................................................................................ 160
  B.2.1 Signal analysis and Feature Extraction ............................................. 160
  B.2.2 Feature Selection and Classification ................................................ 162
B.3 RESULTS ......................................................................................... 163
B.4 DISCUSSION ................................................................................... 169
REFERENCE ......................................................................................... 171
List of Tables

Table 1 Anthropometric information’s mean and their corresponding standard deviations (std) for the non-OSA, moderate/severe-OSA and mild-OSA groups. .................................................................36
Table 2 Selected features for different training sets and the dataset containing entire non-OSA and moderate/severe-OSA participants, captured using the regularized logistic regression with the LASSO penalty feature selection method ..................................................................................46
Table 3 Coefficients of selected features of different training sets and the dataset containing entire non-OSA and moderate/severe-OSA participants, captured using the regularized logistic regression with the LASSO penalty feature selection method ........................................................................................................47
Table 4 Regularized logistic regression classification results for different training sets and their corresponding blind-testing sets, the average of all five datasets and their standard deviations (std), and also for the dataset containing entire non-OSA and moderate/severe-OSA participants, using their corresponding features selected by the LASSO penalized logistic regression feature selection method ........................................................................................................49
Table 5 Number of misclassified participants found using the regularized logistic regression classification for different training sets and their corresponding blind-testing sets, the average of all five datasets, and also for the dataset containing entire non-OSA and moderate/severe-OSA participants ..................................................................................................................51
Table 6 Anthropometric information’s mean and their corresponding standard deviations (std) for the misclassified non-OSA and moderate/severe-OSA participants of the dataset containing entire non-OSA and moderate/severe OSA participants, found using the regularized logistic regression with LASSO penalty classifier ..................................................................................................................52
Table 7 The features selected by the RF and the LASSO regularized LR feature selection methods in different training datasets...

Table 8 The classification results for participants within different training datasets and their corresponding testing datasets, using 10-times run of the RF classifier over its selected features and the LASSO regularized LR...

Table 9 The area under the curve (AUC) values in association to their standard deviations (std) associated to receiver operating characteristics (ROC) curves of 10-fold cross-validation RF and the LASSO regularized LR classifiers, for classification of the non-OSA and moderate/severe-OSA participants in each training dataset...

Table 10 The Pearson correlation coefficients and their significance level r% (p-value), in addition to the 90% confidence interval between RF and LASSO regularized LR classification methods within different training datasets and their corresponding testing data...

Table 11 The Cohen’s Kappa statistics and their significance level k(p-value) between the predicted severity levels of the OSA of participants using RF and LASSO regularized LR methods as well as predicted severities of these two methods to the severity levels detected by the PSG assessment, across different training datasets and their corresponding blind-testing data...

Table 12 The number of Mild-OSA participants classified as non-OSA or moderate/severe-OSA, using RF and LASSO regularized LR classification procedures, trained with different training datasets...

Table 13 Study Participants Demographic Information...

Table 14 Statistical test outcomes of the extracted features...

Table 15 Anthropometric information’s mean and standard deviations (SD) and basic statistical comparisons between mild and moderate/severe obstructive sleep apnea (OSA) groups. The data of
moderate/severe-OSA group was compared to the mild-OSA group with independent sample t-test and Chi square test. .................................................................119

Table 16 The average of the spectral features in association with their standard deviations (std) for the mild and moderate/severe obstructive sleep apnea (OSA) groups. ..................................120

Table 17 The score of the main effect of sleep/wakefulness status over features extracted from average power spectra (PSDavg), using tracheal breathing sounds (TBS) during sleep and combination of mouth and nasal TBS during wakefulness. The neck circumference considered as covariate variable in the Mixed ANCOVA test. .................................................................122

Table 18 The score of the interaction effect of sleep/wakefulness status and OSA severity level over features extracted from average power spectra (PSDavg), using tracheal breathing sounds (TBS) during sleep and combination of mouth and nasal TBS during wakefulness. The neck circumference considered as covariate variable in the Mixed ANCOVA test. .................................................................122

Table 19 The p-values of the simple effect post hoc analysis for features extracted from average power spectra (PSDavg), using breathing sounds during sleep and combination of mouth and nasal breathing sounds during wakefulness. The neck circumference considered as covariate variable in the Mixed ANCOVA test .................................................................123

Table 20 Pearson Correlation between the AHI and features extracted from the average power spectra (PSDavg), using breathing sounds during sleep and combination of mouth and nasal breathing sounds during wakefulness. r is the correlation coefficient.................................124

Table 21 Number and Percentage (%) of mild-OSA, moderate/severe-OSA, and overall participants that their spectral characteristics decreased/increased from wakefulness to sleep. ..125
Table 22 The classification results of the SVM classifier over the tracheal breathing sounds (TBS) features using TBS during sleep, and the combination of mouth and nasal TBS during wakefulness.

Table 23 Anthropometric information's mean and their corresponding standard deviations (std) for the non/mild-OSA, mild-OSA, moderate-OSA, moderate/severe-OSA, and severe-OSA groups.

Table 24 The features selected by the RF feature selection method in different training datasets, for 3-class OSA classification. The values represent the importance of the features by showing the average amount of their mean-decrease-Gini index and their standard deviations (std) over a ten-times run of the RF model.

Table 25 The classification results for non/mild-OSA, moderate-OSA, and severe OSA participants within different training datasets and their corresponding testing sets, using 10-times run of the RF classifier over its selected features.

Table 26 The average percentage of Mild-OSA (10≤AHI≤15) and moderate/severe-OSA (25≤AHI≤30) participants classified as non/mild-OSA, moderate-OSA, or severe-OSA, using RF classification procedures, trained with different training datasets.
List of Figures

Figure 1 Anatomical representation of the upper airway and the important muscles controlling airway patency. In patients with apnea, airway collapse typically occurs behind the palate (velopharynx), the tongue (oropharynx), or both.................................................................3

Figure 2 “Schematic explanations for the mechanical model of the pharyngeal airway. $P_{tissue} =$ pressure surrounding the collapsible tube.”.................................................................5

Figure 3 Schematic model of upper airway patency and balance of pressures in normal and OSA patients during wakefulness and sleep.................................................................9

Figure 4 The ventilatory response to an apnea (first disturbance in both figures) is demonstrated for (A) an individual with a loop gain (LG) of 0.5 and (B) an individual with an LG of 1. .............10

Figure 5 Spectrogram of a sample recording with vocal noises, swallowing, coughing, and microphone movement sounds due to attachment of the microphone to the participant’s skin....38

Figure 6 Pre-processing and signal analysis framework.................................................................40

Figure 7 Average power spectra of the summation of mouth inspiratory and expiratory breathing sounds with their 95% confidence intervals (CI; shadows) in non-OSA (blue) and moderate/severe-OSA (red) groups, using one of the training sets with 131 participants in a) linear scale, b) logarithmic scale with base of 10.................................................................42

Figure 8 The flowchart of feature selection and classification methods, using the LASSO logistic regression.................................................................45

Figure 9 Visualization of the correlation between AHI and the selected features of one of the training datasets, using LASSO feature selection method.................................................................48

Figure 10 ROC plot of the regularized logistic regression classification over selected features of one of the training datasets, found using the LASSO feature selection method.................................51
Figure 11 The flowchart of feature selection and classification methods. a) LASSO regularized LR, b) RF Procedure .................................................................75
Figure 12 The features selected by applying the RF feature selection technique on data of the five training sets. .................................................................78
Figure 13 The values of the correlation plus their significance level as star (***, 0.001) between AHI and the selected features of the third training dataset, found using (a) LASSO regularized LR feature selection method (b) RF.................................................................79
Figure 14 Three-dimensional scattering plot of the participants within the third training dataset, features found using (a) LASSO regularized LR feature selection method (b) RF.......................80
Figure 15 Mean and standard error of 30%-freq feature extracted from average expiratory breathing sounds PSD of mild and severe OSA groups during mouth breathing in wakefulness and stage 2 of sleep. ........................................................................................................80
Figure 16 Mean and standard error of a) 50% -freq and b) 70%-freq features. These features were extracted from the average expiratory breathing sounds PSD of mild and severe OSA groups during mouth breathing maneuver in wakefulness and stage 2 of sleep. ........................................................................................................100
Figure 17 t-test outcome of kurtosis change from wakefulness to sleep in mild and severe OSA groups using nasal breathing sounds during wakefulness. .................................................................101
Figure 18 t-test outcome of Katz fractal dimension change from wakefulness to sleep in mild and severe OSA group using nasal breathing sounds during wakefulness.................................102
Figure 19 a) The Microphone within our custom-made chamber with 2 mm cone-shaped space with skin. b) The Microphone and chamber that sealed around the suprasternal notch of the trachea of patients using neckband.................................................................113
Figure 20 Pre-processing and signal analysis framework.................................................................116
Figure 21 Average power spectra (PSDavg) of combination of mouth and nasal tracheal breathing sounds (TBS) during wakefulness and sleep with their standard error intervals (shadows). A) Averaged among participants of mild-OSA group during wakefulness (green) and sleep (black), B) Averaged among participants of moderate/severe-OSA group during wakefulness (green) and sleep (black), C) difference of the PSDavg during wakefulness and sleep for mild-OSA (blue) and moderate/severe-OSA (red) groups. ................................................................. 121

Figure 22 a summary diagram of the experimental methods for all the objectives performed in this dissertation ................................................................. 145

Figure 23 pattern of change in the upper airway of normal and apneic individuals during inspiratory and expiratory breathing phases ......................................................................................... 156

Figure 24 The flowchart of feature selection and classification of non/mild-OSA, moderate-OSA and severe-OSA groups, using the RF approach. ................................................................. 163

Figure 25 Average power spectra of the subtraction of mouth inspiratory and expiratory breathing sounds with their standard errors (SE; shadows) in linear scale for non/mild-OSA (blue), moderate-OSA (green) and severe-OSA (red) groups ................................................................. 164

Figure 26 Visualization of the correlation between AHI and the selected features of the RF model on one of the training datasets. ................................................................. 166

Figure 27 The 3-dimensional scatter plot of the non/mild-OSA, moderate-OSA, and severe-OSA participants for the selected features of the RF model on the data of third training dataset....... 166
List of Abbreviations

AHI
Apnea/hypopnea index

ANOVA
Analysis of variance

AUC
The area under the curve

BMI
Body mass index

CI
Confidence interval

CSA
Central sleep apnea

ECG
Electrocardiogram

EEG
Electroencephalogram

EMG
Electromyogram

EOG
Electrooculogram

FFT
Fast Fourier transform

FRC
Functional residual capacity

HSS
Home sleep study

KFD
Katz fractal dimension

LASSO
Least absolute shrinkage and selection operator

LDA
Linear discriminant analysis

LG
Loop Gain

LogVar
The logarithm of the sound’s variance

LR
Logistic regression

MANOVA
Multivariate analysis of variance

MRI
Magnetic resonance imaging

NC
Neck circumference

NN
Neural network

OSA
Obstructive sleep apnea

OOB
Out-of-bag

$P_{\text{ALV}}$
alveolar pressure

$P_{\text{CO}_2}$
The partial pressure of CO$_2$

$P_{\text{crit}}$
Critical collapsing pressure

$P_{\text{O}_2}$
The partial pressure of O$_2$

$P_{\text{Pl}}$
Intra-plural pressure

PSD
Power spectrum density

$PSD_{\text{avg}}$
Average Power spectrum density

PSG
Polysomnography

ROC
Receiver operating characteristic

REM
Rapid-eye-movement

RF
Random Forest

$S_dO_2$
The oxygen saturation level of blood

SE
Standard error

SVM
Support vector machine

TBS
Tracheal breathing sounds

UA
Upper airway
Chapter I. Introduction

Sleep apnea is a common and serious respiratory disorder. It is characterized by repetitive episodes of apnea and/or hypopnea during sleep [1]. Apnea is defined as a cessation of airflow for \( \geq 10 \) sec, while hypopnea is a reduction of the peak airflow by \( \geq 30\% \) from pre-event baseline if it lasts \( \geq 10 \) sec, and is associated with more than 3\% oxygen desaturation [2]. The number of apnea and hypopnea events per hour of sleep is called the apnea-hypopnea index (AHI), which is one of the most important measure of the sleep apnea severity. AHI and clinical symptoms of sleep apnea are currently used for the diagnosis of this disorder. Clinical signs and symptoms of sleep apnea include daytime fatigue, excessive daytime sleepiness, morning headaches, impaired concentration, restless sleep, gasping and choking during sleep, habitual snoring, and observed episodes of breathing cessation [2]–[4].

The repetitive nature of apneas and hypopneas cause intermittent oxygen deprivation in the blood that stimulates arousal from sleep and sleep fragmentation. Sleep apnea is associated with many deficits including excessive daytime sleepiness [5], [6], increased risk of cardiovascular and cerebrovascular disease [7]–[10], motor vehicle accidents [11], [12] and a significant decrease in quality of life [13], [14].

There are three types of sleep apnea syndrome according to the underlying mechanism: obstructive sleep apnea (OSA), central sleep apnea (CSA), and mixed apnea [15]. OSA is the most common type of sleep apnea in the general population; it accounts for >84\% of the sleep apnea population [16]. As the name suggests, OSA is caused by intermittent complete (apnea) or partial (hypopnea) collapse of the upper airway (UA) during sleep. In OSA, the respiratory effort (rib cage and abdominal movement) exists, but there is no resultant respiratory airflow. CSA, in
contrast to OSA, is less common (about 0.4% of the sleep apnea population) [16]. In CSA, the effort to breathe is reduced (hypopnea) or absent (apnea) temporarily due to the dysfunction of central drive mechanisms. Mixed apnea is a combination of both OSA and CSA and accounts for about 15% of the sleep apnea population [16]. An apneic event is considered as mixed if it initiates with CSA, but closer to the termination, there is an effort to breathe without airflow [15]. The focus of this dissertation is to evaluate acoustical UA changes due to OSA and screening OSA acoustically. As the primary site of collapse in patients with OSA is in the upper respiratory tract [17], we will first elaborate on this part of the respiratory system.

I.1 Anatomy and Physiology of the UA

The respiratory system is divided into two components, the lower respiratory track and the upper respiratory track. The anatomy and physiology of the lower airway is elaborated in Appendix A.

The human UA is a dynamic and complex structure. The principal components of UA are 1) the nasopharynx, which is behind the nose between nasal turbinate to the superior part of the soft palate, 2) the retropalatal oropharynx (velopharynx), between the hard palate to the caudal margin of the soft palate, 3) the retroglossal oropharynx, between the caudal margin of the soft palate to the base of the epiglottis, and 4) the hypopharynx, from the epiglottis to the larynx [18], Figure 1.
Figure 1 Anatomical representation of the upper airway and the important muscles controlling airway patency. In patients with apnea, airway collapse typically occurs behind the palate (velopharynx), the tongue (oropharynx), or both. Reproduced from [19] Copyright © 2020 Thorax with permission from BMJ Publishing Group Ltd.

The pharyngeal airway is involved in not only respiratory functions but also deglutition and vocalization. This variability in functionality requires a complex structure of tissues, bones, and muscles for controlling this portion of the airway and maintaining its patency during breathing or keeping it close for swallowing. The soft tissue structures form the walls of the UA and include the tongue, soft palate, uvula, tonsillar pillars, parapharyngeal fat pads, epiglottis, blood vessels of the neck, and lateral pharyngeal walls [18]. The bony structures of the UA consist of the nasal turbinate, the hard palate of maxilla, mandible, cervical vertebrae, and the hyoid bone [20]. The hyoid bone is the critical anchoring sites for pharyngeal muscles and soft tissues to attach [20].

There are more than 20 muscles in the UA that actively constrict and dilate to maintain the patency of the UA; which are classified into four groups of muscles that regulating the position of [20]:
• Soft palate (alai nasi, tensor palatini, levator palatini)
• Tongue (genioglossus, geniohyoid, hyoglossus, styloglossus)
• Hyoid bone (hyoglossus, genioglossus, digastric, geniohyoid, sternohyoid)
• The posterolateral pharyngeal walls (palatoglossus, pharyngeal constrictors).

Over the last years, numerous imaging studies have assessed UA structural and anatomical characteristics [21]–[25]. It has been shown that in healthy awake subjects, the UA has an ellipsoid shape, and the lateral dimension is greater than the anteroposterior dimension [21], [23]. The soft palate, tongue, and lingual tonsils mainly form the anterior wall of the oropharynx. Its posterior wall is made up of the superior, middle, and inferior constrictor muscles that lie in front of the cervical spine. The lateral pharyngeal walls are more complex and consist of muscles (hypoglossus, styloglossus, stylohyoid, stylopharyngeus, palatoglossus, palatopharyngeus, the pharyngeal constrictors), lymphoid tissue, and pharyngeal mucosa.

I.2 Anatomy and Configuration of the UA in OSA Population

The evolution of speech in human leading to a hyoid bone without rigid attachment to other bony or cartilaginous structure. Accordingly, the shape and size of the UA are dependent on the position of the skeletal and soft tissue structures like the mandible, soft palate, tongue, and the walls of the oropharynx. It has been suggested that the passive pharyngeal airway size is a product of the two independent variables [26]:

• Size of the bony structure surrounding the UA
• Quantity of soft tissue placed in this enclosure.

As Figure 2 shows, the UA collapse may happen if the bony compound is small relative to the quantity of tissue that it must contain or vice versa [17]. Generally, in OSA patients, the ratio of
the UA soft tissue mass (lateral pharyngeal walls, tongue, and total soft tissue) is disproportionately high for the pharynx bony structures space [27], which impinges on the pharyngeal lumen in most OSA patients.

Figure 2 “Schematic explanations for the mechanical model of the pharyngeal airway. $P_{\text{tissue}} =$ pressure surrounding the collapsible tube.” Originally Published in [26]. Reprinted with permission of the American Thoracic Society. Copyright © 2020 American Thoracic Society. All rights reserved. The American Journal of Respiratory and Critical Care Medicine is an official journal of the American Thoracic Society

Abnormalities of the craniofacial structures enveloping the oropharyngeal cavity are frequently observed in OSA patients. Apnea patients compared to the normal controls have shown to have a greater inferior displacement of hyoid bone and shortening and retro-positioning of the mandible and maxilla, even in the absence of distinct craniofacial abnormalities (hypoplasia and retrodisplacement of the maxilla and mandible) [26], [28]. These deficits result in retrodisplacement of the UA soft tissues; hence, restricting space in the retropalatal and retroglossal oropharyngeal cavity [26]. The mandible shortening is the most common skeletal abnormality predisposing to OSA [27].
On the other hand, an increase of the soft tissues through edema, hypertrophy, or inflammation, may decrease the UA diameter. It has been shown that the total volume of UA soft tissue is more considerable in OSA patients compared with the normal controls, resulted in a reduction in the UA size in the retropalatal and, slightly, the retroglossal area of OSA patients [29]. The lateral pharyngeal walls of the apnea patient are thicker and have higher volume while contains more non-fat soft tissue than those of normal controls [18], [29]. The soft palate, tongue, and parapharyngeal fat pad of the OSA patients are also more massive than the healthy controls [18], [29]. OSA patients may also have the adenotonsillar hypertrophy and increased edema caused by vascular congestion or inflammation secondary to the chronic trauma caused by low-frequency vibration of tissues during snoring [27].

In addition to the bony and soft tissue structures, various imaging studies have investigated the shape and length of the UA and have shown that in contrast to the normal subjects, the pharyngeal airway of snorers and OSA patients is circular or elliptical, with the long axis oriented in the anterior-posterior dimension as a result of medial displacement of the lateral pharyngeal walls [18], [21], [23]. Regarding the length of UA, it was demonstrated that the UA of men with OSA is longer, compared with those without OSA, generally measured from hard palate to the epiglottis [30].

The minimum caliber of the UA during the wakefulness and, therefore, the potential location of collapse during sleep is found to be in the retropalatal oropharynx region [18]. It has been reported that the collapse usually starts at retropalatal oropharynx regions in most (56–75%) OSA patients. Then, due to the dynamic process of airway narrowing and since the narrowing is markedly varying within and between individuals, the initial collapse is followed by caudal
extension to the base of the tongue in 25–44% of patients and to the hypopharyngeal region in 0–33% of patients [27], [31].

I.3 Pathophysiology of OSA

The human UA is a complex and collapsible structure [17]. The patency of the UA is suggested to be dependent on the balance of pressure exerted by the UA heterogeneous surrounding soft tissue, the pressure inside the airway, and the compliance of pharyngeal walls [27]. Compliance is expressed as the change in cross-sectional area per unit change in pressure. It indicates the ease with which an airway can be deformed. It has been shown that the increased pharyngeal compliance in addition to the combination of the increased soft tissue mass and craniofacial abnormalities may increase the critical collapsing pressure (Pcrit), the pressure at which the UA collapses [26], [32]. In normal subjects, the Pcrit is noticeably negative; hence, their UA requires a negative intraluminal pressure for closure. Contrarily, in severe OSA patients, the Pcrit is positive, indicating a more collapsible UA even at positive airway pressure.

The pharynx is susceptible to collapse at the beginning of inspiration or at the end of expiration. At the beginning of inspiration, in an individual with narrowed and/or highly compliant pharynx, a greater intra-pharyngeal negative pressure is necessary to maintain breathing airflow [33]. However, due to the normal reduction in pharyngeal dilator muscle tone at the onset of sleep, the increased negative pressure will further narrow the UA; resulting in a defective cycle leading to complete UA collapse [33], [34]. On the other hand, the collapse of the UA at the end of expiration is either due to absent/decreased pharyngeal dilator muscle activity, or it is due to the mechanical factors including declining lung volume throughout the expiratory phase [27], [35].
The sleep-related narrowing and increased compliance/collapsibility of the UA are critical contributors to the pathogenesis of OSA [27]. Therefore, conditions that influence UA narrowing and collapsibility, including obesity, aging, male gender, and decreased lung volume, can predispose individuals to OSA syndrome. A detailed description on how these factors affect UA narrowing and collapsibility is provided in Appendix A.

Although anatomical factors and obesity are major determinants of apnea development, approximately 20-40% of OSA individuals are not obese [34]. In these individuals, non-anatomic factors such as impaired UA dilator muscle activity, instability of ventilatory control (loop gain), and low arousal threshold are major contributors in facilitating UA collapse [34], [36]. It has been shown that 69% of OSA individuals have one or more of the non-anatomical pathophysiological characteristics [37].

The UA dilator muscles have an important role in maintaining airway patency. It has been reported that compliance of the airway is decreased by the presence of UA muscles activities [20]. During wakefulness, OSA patients have increased dilator muscles activities, especially for the genioglossus muscle, as compared with healthy subjects, to compensate for their abnormal anatomy and/or more collapsible pharyngeal airway [38]. Therefore, OSA individuals do not experience any difficulty in breathing while awake. However, the activity of the UA dilator muscles is decreased at the sleep onset due to a reduction in central respiratory drive [27]. In OSA individuals, a greater reduction in dilator muscles activities, especially in the genioglossus muscle’s activities, has been observed; that is superimposed on an anatomically vulnerable UA. Hence, it would lead to UA collapse during sleep [27], [29], [39], [40]. Over the course of an apnea/hypopnea event, to compensate for the rising of partial pressure of CO₂ (PₐCO₂), the genioglossus activity increases until the patient awakens. Isono et al. suggest that there is a
“seesaw” balance between the negative pressure within the airway and the opposing dilating force generated by the UA muscles (Figure 3) [41]. During wakefulness, the balance is maintained in favor of patency in both OSA and healthy groups. During sleep, however, collapse occurs in OSA patients due to the imbalance between the negative intraluminal pressure and dilating muscle forces [20].

Despite the importance of the control of dilator muscles in OSA pathogenesis, more variables are also likely to be important. Multiple feedback loops, including the chemo- and mechano-receptors, regulate the quantity and pattern of ventilation to maintain the CO₂ and O₂ levels of the blood [42]. In general, when feedback loops regulate a mechanical system, the system has the potential to become unstable [42]. Loop gain (LG) expresses the gain or sensitivity of the feedback-
controlled system that controls ventilation. Mathematically, LG is defined as the ratio of the corrective response to the disturbance (e.g., hyperpnea) over the disturbance itself (e.g., apnea or hypopnea) [42]. The LG greater than 1 means the respiratory disturbance will lead to a quick and intense response such that ventilation will oscillate for an unlimited time; hence, the system could become unstable (Figure 4).

![Figure 4](image-url)

Figure 4 The ventilatory response to an apnea (first disturbance in both figures) is demonstrated for (A) an individual with a loop gain (LG) of 0.5 and (B) an individual with an LG of 1. In A, ventilation quickly returns to a regular pattern, whereas in B, a sustained oscillation is established. Originally published in [42]: White, D. P. Pathogenesis of obstructive and central sleep apnea. American journal of respiratory and critical care medicine. 2005; 172:1363-1370. OI: 10.1164/rccm.200412-1631SO. Reprinted with permission of the American Thoracic Society. Copyright © 2020 American Thoracic Society. All rights reserved. The American Journal of Respiratory and Critical Care Medicine is an official journal of the American Thoracic Society.

As the UA muscles’ activities depend on the respiratory drive, the unstable ventilatory control would lead to unstable activity of pharyngeal musculature and UA collapse [42]. Studies have been shown that the LG of individuals with severe OSA is much higher than that in those with mild OSA or in healthy controls; this implies of an inherently less stable ventilatory control system among OSA individuals during sleep [37], [43].
Another non-anatomical factor leading to UA collapse is one’s low arousal threshold. Arousal (a temporary state change from sleep to wakefulness) is a defensive mechanism that often triggered by apnea and hypopnea events, helping to terminate them [44]. It is an important factor contributing to the accumulation of various respiratory stimuli, which are helpful in recruiting dilator muscles’ activities and reopening of the constricted UA [45]. However, in the majority of OSA individuals, the transient responses that occur with frequent transitions between sleep and arousal include excessive excitatory drives to the respiratory system that cause a surge of ventilation and consequently transient hypocapnia [46], [47]. These changes might contribute to further UA collapse [47]. Accordingly, arousal has a paradoxical role in sleep apnea as it terminates the existing apnea/hypopnea events but can also trigger new ones. It has been reported that if sleep can be maintained for an adequate duration, the accumulation of sufficient physiological stimuli can activate UA dilator muscles without an arousal [47], [48]. Therefore, premature arousal as a result of a low respiratory arousal threshold (i.e., the ease with which an individual wake up to respiratory stimuli) may lead to repetitive apnea and hypopnea due to inadequate accumulation of physiological stimuli to enable UA muscles recruitment [49].

I.4 Prevalence and Diagnosis of OSA

OSA is a relatively common breathing disorder that can affect the health of all age groups [50], [51]. It has been reported that more than 10% of North American society and nearly 1 billion adults aged 30-69 years around the world are affected by OSA [52]–[54]. However, OSA is still massively underdiagnosed. Available data suggest that >80% of OSA remain undiagnosed and untreated [55], [56]. Untreated moderate to severe OSA (AHI>15) is associated with increased morbidity and mortality [53]. Thus, characterizing the severity of OSA is an important part of the OSA diagnosis as it can lead to more appropriate therapeutic decisions [57].
I.4.1 Polysomnography (PSG)

Currently, the severity of sleep apnea is determined by the full-night Polysomnography (PSG) assessment, the gold standard for determining the AHI and diagnosing OSA [58]. For the PSG assessment, individuals must spend the entire night in a sleep laboratory, while they are being connected to many monitoring electrodes and are under the supervision of a skilled technician. Various physiological signals including electroencephalogram (EEG), electrocardiogram (ECG), electrooculogram (EOG), submental and leg electromyograms (EMG), nasal airflow, body position, pulse oximetry, and abdominal/thoracic respiratory effort to provide a full assessment of sleep quality are recorded during a PSG study [58], [59].

Electroencephalography is a method to record the EEG signal, the spontaneous electrical activity of the brain over a period of time, from electrodes placed on the individual's scalp. It is performed to monitor the sleep/wakefulness status of individuals (whether the patient is awake or asleep), identify different sleep stages, and record arousals from sleep [59]. The electrooculography is a technique to record EOG signal, the eye movement. The EOG signal, along with the chin EMG is mandatory for distinguishing wakefulness and rapid-eye-movement (REM) sleep from other sleep stages [59]. Electrocardiography is the process of producing ECG signals. It records the electrical activity of the heart to detect the heart rate and nocturnal cardiac arrhythmias that may link to sleep disorders [59]. Abdominal and chest movements are used to assess the breathing effort and breathing pattern. Pulse oximetry is used to assess oxygen desaturation of blood and is an important parameter for scoring respiratory disturbance events, especially the hypopnea for which the reduction in oxygen saturation is a criterion. Using the recorded signals during PSG assessment, apneas and hypopneas are scored, and AHI is measured (using the standard AASM Scoring Manual definitions of events (version 2.4) [60]). AHI is the
most commonly used metric to measure the severity of sleep apnea. Individuals with AHI<5 are considered as non-OSA, 5<\text{AHI}<15 as mild OSA, 15<\text{AHI}<30 as moderate OSA, and \text{AHI}>30 as severe OSA [61].

Although an overnight complete PSG assessment is a comprehensive and reliable means for diagnosing OSA, PSG studies are labor-intensive, expensive, and time-consuming. There are long waiting lists reaching up to 2 years in some places in Canada, particularly small towns and remote areas [62]. Thus, in emergencies that the OSA status of a patient is needed, it may not be feasible to perform a quick OSA assessment using the PSG approach. As a result, sleep apnea status of around 80% of the patients proceeding for operations requiring full anaesthesia are unknown at the time of surgery [63]. Inadequate preoperative assessment of OSA of those patients may increase their postoperative complications risks [63]. Besides, it has been reported that the estimated prevalence of sleep-related breathing disorders increased by about 14-55% over the last two decades [64]. The increased number of people in need of OSA diagnosis will further increment the waiting time of undergoing PSG assessment. Therefore, it may disrupt the timely diagnosis of OSA, especially for severe cases in need of quick treatment.

Accordingly, PSG assessment is not suitable as an early-stage diagnostic tool. The daytime OSA screening tools can provide the prioritization of patients for PSG studies based on the severity of their condition, thus increasing the social benefits and cost-effectiveness of medical resources. It can also facilitate a well-timed perioperative risk stratification.

I.4.2 Questionnaires

The current quick OSA assessment in hospitals that is commonly used for patients undergoing surgery requiring full anesthesia is subjective questionnaires, such as the STOP-BANG
Questionnaire [65]. Questionnaires are simple, fast, and inexpensive assessments to identify patients with a high risk of OSA syndrome who may benefit from receiving early diagnosis and management [66]. These methods have shown to have a high sensitivity (90%) but at the cost of a very low specificity (<40%) [65]. Any pre-screening tool with low specificity could potentially result in identifying a significant number of participants as high-risk patients, hence, increases the false positive and referral rate to the full PSG study. Therefore, it reduces the cost-effectiveness of such assessments and could impose a substantial impact on health care costs.

Accordingly, there is a need for a reliable and prompt objective tool with high sensitivity and specificity for OSA screening to provide efficient preoperative management. Such a solution will help in diminishing the PSG waiting list, the plausible mortality rate, and the cost of perioperative OSA diagnosis [67]. Additionally, the development of an objective technology with the ability to providing a physiological interpretation of the cause of the OSA disorder will be an important step in improving treatment.

I.4.3 Acoustic Diagnosis of OSA

Tracheal sounds heard at the suprasternal notch, are a measure of tracheal wall vibration set into motion by the passage of turbulent airflow from the UA, including vocal cords, trachea, and pharynx [68]. The structural and physiological properties of the UA, such as its patency, shape, and size, affect the resonance frequency of the UA, which is detected by tracheal sounds analysis [20], [69], [70]. As mentioned in Section I.3, anatomical and functional abnormalities of the UA play an important role in the pathogenesis of OSA. These abnormalities are expected to change the acoustical properties of the tracheal speech and respiratory sounds, including snoring and tracheal breathing sounds (TBS). It has been shown that there is a dynamic variation in physiological and structural properties of UA but with different degrees concerning the
sleep/wakefulness status and OSA severity [29], [39], [40], [71]–[74]. Consequently, a dynamic change in the acoustical properties of tracheal sounds regarding these factors is predicted.

Advances in techniques for non-invasive sound measurement and signal analysis have increased the role of tracheal sound analysis in the diagnosis of respiratory disorders. Studies have been shown that tracheal sounds are rich in features that could provide information about snoring and the site from which it arises [75] as well as respiratory flow and UA abnormalities [76]. Tracheal sound analysis has also been used to detect the OSA mechanism and to distinguish individuals with OSA from non-snorers and healthy persons during wakefulness and sleep [76]–[81]. Consequently, tracheal sound analysis is a simple and non-invasive way to study the pathophysiology of the UA and is a potentially valuable tool that could be used for early OSA screening and diagnosis with comparable outcomes to that of current standards.

In a study by Azarbarzin et al. [82], the diagnostic ability of snoring sounds was investigated in 57 individuals (42 OSA and 15 non-OSA). They extracted snoring sound segments from the recorded tracheal sounds of individuals, then, using PSG information, divided them into three classes of non-apneic, hypopneic, and post-apneic. They extracted several features from the snoring sound segments and compared them among three classes within each subject. Their results showed a significant change in snoring sound characteristics of hypopneic and post-apneic classes over time. Using this finding, they discriminated non-OSA snorers from OSA through the linear discriminant analysis (LDA) classifier. Their results showed an accuracy of 96.4% with the sensitivity (specificity) of 92.2% (100%). One of the limitations of this study was the relatively small dataset with unbalanced groups.

In a study by Yadollahi et al. [83], pulse oximetry and TBS data of 66 participants during sleep were used to develop a fully automated acoustic technology for OSA monitoring. After the
detection of snoring and breathing episodes, they extracted various features from these parts to estimate the participants' AHI values. The detected apnea-hypopnea events were highly correlated to those identified using PSG. The sensitivity and specificity of their proposed method for diagnosis of OSA with AHI more than 5, 10, 15, and 20 were in the range of $[74.3\%, 91.6\%]$ and $[82.4\%-97.8\%]$, respectively.

More recently, in another study by Nakano et al. [84], the tracheal sounds spectrogram images were estimated from the data of 1,852 individuals to detect the apnea/hypopnea events. They analyzed the constructed images using a convolutional deep neural network. The diagnostic sensitivity and specificity of their method for different AHI cut-off values, i.e., 5, 15, and 30, were in the range of $[76\%-99\%]$, $[99\%-99\%]$, respectively. In that study, mainly data of moderate and severe OSA individuals were used; therefore, the applicability to the general population was not investigated. In addition, their dataset included only the Japanese population. Hence, it is not known whether the accuracy of their method would remain the same on other ethnic groups as anatomical factors do affect the tracheal breathing sounds.

The mentioned studies, while using a smaller number of measured signals compared to PSG, are still nocturnal methods that rely on signals recorded during overnight sleep. Such nocturnal nature makes these methods time-consuming. As elaborated in Section I.3, due to an increase in the dilator muscles activities of the OSA individuals, they do not experience any difficulty in breathing while awake [38]. Therefore, it might appear counterintuitive that such a disorder that only manifests during sleep can be screened (or predicted) while a person is awake. However, studies have shown that OSA is associated with chronic physiological and anatomical changes that persist during wakefulness [21], [23], [29], [72]. Thus, our team, as the pioneer, and a few other researchers around the world have used daytime breathing sounds or speech sounds analysis for
OSA monitoring and screening to predict the individuals' OSA condition with better accuracy than the commonly used questionnaires and a comparable accuracy of those overnight methods [79]–[81], [85], [86].

In a study by Solà-Soler et al. [80], the formant frequencies of TBS and their variation from inspiration to expiration were investigated in mild-moderate (AHI<30, n=10) and severe (AHI>=30, n=13) OSA patients during wakefulness. Their LDA classification method over the formant features and anthropometric information resulted in testing sensitivity (specificity) and the accuracy of 88.9% (84.6%) and 86.4%, respectively. Despite the high classification results, as their features were extracted from the entire dataset, those results are considered as biased. Another limitation of that study is the small sample size, given the heterogeneity of their dataset.

In another recent study [79], the breathing sounds and speech signals of 398 individuals during wakefulness were studied for OSA detection and severity estimation. Their system comprised three different sub-systems based on analysis of breathing sounds within continuous speech signals, sustained vowels, and continuous speech signals using deep neural networks (NN). The combination of AHIs, estimated by each sub-system, with age and body mass index (BMI), produced a composite system that estimates AHI using linear regression. Their classification decision using an AHI threshold of 15 achieved an average accuracy, sensitivity, and specificity of 77.14%, 75%, and 79%, respectively. In that study, due to the black-box nature of NN systems, contributions of the selected features to OSA diagnosis and their interpretation were missed.

In the study reported in [81], speech sounds of two unbalanced groups of OSA (AHI>5, n=67) and non-OSA (AHI<5, n=26) were recorded. One hundred acoustic features were extracted. After feature reduction, discriminative features, including linear prediction coefficients, were selected.
Their Gaussian mixture model-based classification system resulted in testing sensitivity (specificity) of 79% (83%) for male OSA and 84% (86%) for female OSA, respectively.

In one of our team's previous study [85], TBS of 130 individual were recorded during wakefulness before PSG assessment. Various acoustic features were extracted from 105 randomly selected participants (56 non-OSA (AHI ≤ 5) and 49 OSA (AHI≥10)). After conducting a multi-stage feature reduction using an exhaustive leave-two-out routine (by leaving one subject from each of the two groups as testing and the remaining as training), two spectral features with the most discriminative power between the two OSA groups were selected. Using a 2-class support vector machine (SVM) classifier, they achieved the testing sensitivity, specificity, and accuracy of 82.61%, 85.22%, and 83.92%, respectively. Despite the high accuracy of the classification results, their proposed procedure was complicated and computationally expensive. Moreover, the random selection of training participates for feature extraction was done only once; thus, the test results might have some bias.

I.5 Goals and Objectives

Despite several promising steps towards the development of an alternative tool for the diagnosis of OSA, the currently available methods suffer from considerable limitations such as small sample size and lack of a blind test dataset; thus, their reported results are not completely unbiased. The aim of this dissertation is to enhance one of the current technologies for diagnosis of OSA to address the limitations of its current diagnostic algorithm. More specifically, the main goals of this thesis are:
• Investigating whether different feature selection and classification methods over TBS and anthropometric information during wakefulness can enhance the outcomes of the current AwakeOSA algorithm [87] while keeping the computational cost low.
• Finding the TBS characteristics that reveal the structural changes of UA in relation to OSA and its severity in a detailed manner using TBS during wakefulness and a short period of sleep.

The detailed objectives of the thesis are elaborated as the followings.

Objective 1—Investigating the Regularized Logistic Regression for Wakefulness OSA Screening

A problem associated with the acoustic screening of OSA is that one could extract a variety of potential features from TBS, which would lead to a large number of predictors for screening OSA; thus, making the classification of data high-dimensional. In high-dimensional settings, it is useful to build parsimonious models that are easy to understand and interpret; this is usually done by removing the variables that are redundant and do not add any information to the model [88]. By focusing on a selected subset of features, one might also be able to improve the prediction performance [89]. In many studies, the manual selection of features is inappropriate. Therefore, relying on automatic feature selection and classification techniques is recommended [89]. In Chapter II, we propose to apply a famous regression-based model, the logistic regression with the least absolute shrinkage and selection operator (LASSO) or simply LASSO regularized LR, for feature reduction and classification of OSA individuals using the combination of the anthropometric information and TBS during daytime while the subjects are awake. The main sub-objectives of Chapter II are to:
1. use a linear and parametric regression-based model for developing a simple and fast technique for feature reduction and classification of non-OSA (AHI<5, n=74) and moderate/severe OSA (AHI ≥ 15, n=90) individuals by selecting the discriminative features from the vast number of potential features, which could be extracted from anthropometric information and power spectra of the TBS recorded during daytime while the subjects are awake.

2. discuss the physiological interpretation of the selected TBS features and anthropometric information of the same algorithm in relation to the structural changes of UA due to OSA.

The work presented in Chapter II has been published in [90].

Objective 2— Comparing Two Machine Learning Models for Fast Daytime Screening of OSA

The main goals of analyzing any data are to make the prediction/classification and finding the association between the inputs and response variables. There are two different approaches to achieve these goals: data modeling and algorithmic modeling [91]. In data modeling culture, a stochastic data model is assumed for the data generation process, i.e., a model is fit to data to draw conclusions. The LASSO regularized LR model that has been elaborated in Chapter II is a popular model-based method [90]. On the other hand, in algorithmic modeling the data generation process is assumed to be complicated and unknown, and the approach is to find an algorithm that operates on inputs to generate the response [91]. One of our objectives in Chapter III is to elaborate on the Random Forest (RF), a famous algorithmic-based model, and specify its parameters in a way to be applicable for real-time OSA screening during wakefulness. Other objectives in Chapter III are to find a metric to explain the importance of its selected features for clinical use, and to clarify the association between these features and OSA severity. It is known that for each data problem, the
best model depends on the underlying problem and the trade-off between interpretability and the complexity of the desired model [92]. Therefore, another objective of Chapter III is to compare the RF and the LASSO regularized LR models with respect to the selected features, the physiological interpretation of their selected features regarding OSA, any noticeable differences in their classification results, and their computational complexities. In summary, the main sub-objectives of Chapter III are to:

1. use a non-linear and non-parametric tree-based model as an automatic feature selection and classification technique for analysis of anthropometric information and TBS data collected during daytime (wakefulness) to predict the likelihood of OSA and its severity in non-OSA (AHI<5) and moderate/severe OSA (AHI ≥ 15) individuals.

2. compare the findings of the tree-based and regression-based (presented in Chapter II) models with respect to selected features, the physiological interpretation of those features regarding the OSA, any noticeable differences in their classification results, their computational complexities, and their performances on real-time screening of OSA.

The work presented in Chapter III has been published in [93]. In addition, three severity group classification using RF modeling was also investigated that is presented in Appendix B.

Objective 3— **Acoustic Characterization of Upper Airway Variations with Respect to OSA**

Another major application of TBS analysis is the non-invasive and quick investigation of UA anatomy and physiology. As mentioned in Section I.4.3, the physiological properties of the UA change dynamically, but this change is dependent on the sleep/wakefulness status and severity of OSA [40], [71], [74]. In Chapter IV, we hypothesize TBS characteristics during wakefulness and
sleep, and their changes from wakefulness to sleep are correlated with the OSA severity and they may have the potential to reveal the physiological and structural changes of UA including the narrowing, thickness, and stiffness due to OSA. In Chapter IV.I we study the spectral and higher-order statistical characteristics of TBS during a short period in stage 2 of sleep and during wakefulness to investigate any difference between the TBS characteristics of mild-OSA (AHI <15) and moderate/severe-OSA (AHI >15) groups. Then, in Chapter IV.II, we investigate their pattern of changes from wakefulness to sleep in each of the two OSA groups and analyze whether those changes are correlated to the severity of OSA and have any classification power for identifying the mild-OSA and moderate/severe OSA individuals. We assess the correlation between the TBS features as well as their within-group (from wakefulness to sleep) and between-group (between mild and moderate/severe OSA groups) differences to the AHI. To the best of our knowledge, this study is the first to explore the potential role of TBS analysis in assessing UA changes from wakefulness to sleep with respect to OSA and its severity. The main expected outcomes of these works are finding the TBS characteristics that reveal the structural changes of the UA regarding OSA and its severity in a detailed but straightforward manner. Also, enhancing the current OSA screening algorithms by providing a non-time-consuming and less expensive method to stratify the severity of OSA patients in a fast but more precise way. The main sub-objectives of Chapter IV are to:

1. investigate the spectral and higher-order statistical differences between TBS of mild-OSA (AHI<15) and moderate/severe OSA (AHI ≥ 15) individuals during either wakefulness or a short period of sleep.
2. investigate the correlation between the OSA severity and the pattern of changes in spectral characteristics of TBS from wakefulness to stage 2 of sleep within and between the mild-OSA and moderate/severe OSA individuals using a short period of sleep.

3. investigate the role of such spectral changes from wakefulness to sleep in screening and classification of mild-OSA and moderate/severe OSA individuals in a non-laborious, non-time-consuming, and less expensive manner using a short period of sleep instead of the full overnight sleep study.

4. investigate whether these changes have the potential to indirectly and non-invasively reveal the changes in physiological characteristics of the UA (including narrowing, and thickness) due to OSA in a detailed but straightforward manner.

The works presented in Chapter IV have been published in [32], [94].

I.6 Thesis Organization

This dissertation document is consisting of 5 chapters and two appendices. In this current chapter, Chapter I- Introduction, we introduced the key concepts, objectives, and scope of the thesis. The following chapters consist of 4 individual manuscripts, published in peer-reviewed journals (Chapters II, III, IV. I, and IV.II). Chapter IChapter II deals with objective 1, Chapter III deals with objective 2, and Chapter IV deals with objective 3. In Chapter V, a summary of the findings presented in previous chapters, limitations of the studies, as well as suggestions and recommendations for future works related to this research are provided. Appendix A presents details of the anatomy and physiology of the respiratory system. Appendix B investigates the use of TBS recorded during wakefulness for multi-class OSA classification using the RF approach explained in objective 2.
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Abstract — Obstructive sleep apnea (OSA) is a prevalent health problem. Developing a technology for quick OSA screening is momentous. In this study, we used regularized logistic regression to predict the OSA severity level of 199 individuals (116 males) with apnea/hypopnea index (AHI) ≥15 (moderate/severe OSA) and AHI<5 (non-OSA) using their tracheal breathing sounds (TBS) recorded during daytime, while they were awake. The participants were guided to breathe through their nose, and then through their mouth at their deep breathing rate. The least absolute shrinkage and selection operator (LASSO) feature selection approach was used to select the discriminative features from the power spectra of the TBS and the anthropometric information. Using a five-fold cross-validation procedure, five different training-sets and their corresponding blind-testing sets were formed. The average blind-testing classification accuracy over the five different folds was found to be 79.3%±6.1 with the sensitivity (specificity) of 82.2%±7.2 (75.8%±9.9). The accuracy for the entire dataset was found to be 81.1% with sensitivity (specificity) of 84.4% (77.0%). The feature selection and classification procedures were intelligible and fast. The selected features were physiologically meaningful. Overall, the results show that TBS analysis can be used as a quick and reliable prediction of the presence and severity of OSA during wakefulness without a sleep study.
II.1 Introduction

Obstructive sleep apnea-hypopnea disorder (OSA) is characterized by repetitive narrowing or complete closure of the upper airway (UA) during sleep, leading to complete cessation (apnea) and/or partial (≥50%) reduction (hypopnea) of airflow that lasts at least 10sec and is associated with a minimum of 4% drop in oxygen saturation level of blood ($S_aO_2$) [1]. The apneic episodes often contribute to frequent arousals or awakenings in order to restore airway functioning. These frequent arousals reduce sleep continuity and quality [2]. Untreated OSA is associated with many deficits, including excessive daytime sleepiness, increased risk of motor vehicle accidents [1], and increased risk of cardiovascular disease [3].

OSA is a common health problem which affects all age groups. Between 9% to 38% of the general adult population is suffering from OSA, while it is higher in men compared to women and much higher in the elderly groups [4]. Since OSA is still underdiagnosed, these statistics are believed to underestimate the actual numbers [5]. The severity of OSA is currently measured by the number of apneic episodes per hour of sleep using the apnea/hypopnea index (AHI). AHI<5 considered as non-OSA, and $5 \leq AHI < 15$, $15 \leq AHI < 30$, $AHI \geq 30$ considered as mild, moderate, and severe OSA, respectively [6]. AHI is measured by Polysomnography (PSG) assessment over the night sleep. PSG records various signals including electroencephalogram, electrocardiogram, electrooculogram, electromyography of chins and leg, body position, nasal airflow, $S_aO_2$, as well as abdominal and thoracic movements in order to provide a full assessment of sleep quality [7].

While full-nocturnal PSG is considered as the gold standard for sleep apnea assessment, it is time-consuming, laborious, expensive, and not easily accessible, particularly in small towns and remote areas. Thus, in emergency situations that the OSA status of a patient is needed it might not be feasible to perform a quick assessment of OSA status using PSG approach, hence underdiagnose
OSA. For example, around 80% of patients presenting for operation are undiagnosed at the time of surgery [5]. Inadequate preoperative assessment of OSA in these patients may increase their postoperative complications risks. Therefore, a quick and reliable screening OSA assessment during daytime without a full-nocturnal sleep study is highly desirable.

The current quick pre-operative OSA screening method in hospitals is based on using subjective questionnaires, such as Berlin Questionnaire, Epworth sleepiness scale, STOP, and STOP-BANG [8], that collect anthropometric information (gender, neck-circumference, age, etc.) [9]. These methods have shown to have a high sensitivity (90%) but at the cost of a very low specificity (<40%) [8]. Consequently, they could potentially result in identifying a much higher number of participants as high-risk patients and reducing the cost-effectiveness of such assessment. On the other hand, our team and a few other researchers around the world have used tracheal breathing sounds (TBS) for OSA monitoring and screening during daytime to predict their OSA condition with better accuracy than the commonly used method based on questionnaires [10]–[12]. The premise of our technique to screen OSA during wakefulness is based on the fact that the TBS change as the UA structure varies in OSA individuals [13], [14]. It has been shown that these structural changes are present not only during sleep [15], [16] but also during daytime when patients are awake (wakefulness) [17]–[20].

In a study reported in [12], the formant frequencies of TBS and their variation from inspiration to expiration were investigated for 10 mild-moderate (AHI<30) and 13 severe (AHI>=30) OSA patients during wakefulness before getting asleep. They used an LDA classification approach using formant features and some anthropometric information. They reported sensitivity (specificity) of 88.9% (84.6%) and accuracy of 86.4%. Since the features were extracted from the entire dataset (due to the small sample size), those results are considered as biased. Also, LDA is a generative
approach that makes strong and sometimes unrealistic assumptions such as normality as well as equal variance structure of all extracted features for each class. In our team’s previous study [10], many features were extracted from the TBS’ power spectra of 105 randomly selected participants (56 non-OSA, AHI ≤ 5 and 49 OSA, AHI≥10) out of a total of 130 participants. Next, using data of all participants and within an exhaustive leave-two-out routine (by leaving one subject from each of the two groups as testing and the remaining as training) six features with the best discriminative power were selected. Afterward, using a support vector machine (SVM) classifier with linear kernel the classification accuracy of all combination of three-feature sets were calculated. This procedure was repeated until each participant’s data was used at least once as a test. Finally, from the most repeated 3 features, 2 of them with the lowest correlation were selected. Then, through another exhaustive leave-two-out cross-validation, the 2-class SVM classifier resulted in 83.83% and 83.92% accuracies for training and test datasets, respectively. The sensitivity (specificity) was 83.92% (85.20%) for training and 82.61% (85.22%) for test datasets [10]. Despite the high accuracy of the classification results, the proposed procedure in [10] is complicated and computationally expensive. Moreover, the random selection of training participates for feature extraction was done only once; thus, the reported results might have some bias.

In this paper, we propose to apply the logistic regression with least absolute shrinkage and selection operator (LASSO) or $l_1$-penalty for classification of apneic individuals using the combination of the anthropometric information and TBS during daytime while the subjects are awake. LASSO is a powerful regularization method that performs the feature selection for statistical models [21] by shrinking and sometimes setting some of the coefficients of the regression variables to zero [21], [22]. Removing some of the coefficients can reduce the variance
without a substantial increase of the bias, hence, increase the prediction accuracy. Moreover, by eliminating the irrelevant variables that are not associated with the response variable, the LASSO helps to increase the model interpretability and reduce the overfitting [21], [22]. This method has been widely used in variable selection and classification in many clinical fields [23]–[25]. We also use LASSO logistic regression for our classification problem, as it is a discriminant approach that does not require normality assumption or homogeneity of features in OSA classes. To the best of our knowledge, this is the first research where these techniques are used to assist in OSA diagnosis from TBS signals recorded during the daytime. We have validated our approach on a larger number of participants compared to that of previous studies. The physiological interpretation of the selected features in relation to the structural changes of UA due to OSA are also discussed.

II.2 Method

II.2.1 Data

Data of this study were collected from 199 participants suspected of OSA, prior to overnight PSG assessment at Sleep Disorder Lab at Misericordia Health Centre (Winnipeg, MB, Canada). The Biomedical Research Ethics Board of the University of Manitoba approved the study, and all participants signed an informed consent form prior to participating in the study. After our recording, participants proceeded to overnight PSG preparation and sleep assessment. We collected their anthropometric information and AHI (from PSG assessment) afterward to compare with our proposed method’s AHI prediction and calculate its accuracy. Our collected data included 74 (29 males) non-OSA with AHI<5, and 90 (66 males) moderate/severe OSA with AHI≥15. The remaining 35 (21 males) mild-OSA participants with 5≤AHI<15 were dealt with separately. Table 1 presents the anthropometric information of the participants.
Table 1 Anthropometric information’s mean and their corresponding standard deviations (std) for the non-OSA, moderate/severe-OSA and mild-OSA groups. AHI is apnea/hypopnea index, NC is neck circumference, BMI is body mass index and MP is Mallampati-score.

<table>
<thead>
<tr>
<th></th>
<th>non-OSA (AHI&lt;5, n=74)</th>
<th>Moderate/ severe-OSA (AHI≥15, n=90)</th>
<th>Mild-OSA (5≤AHI&lt;15, n=35)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHI±std</td>
<td>1.2±1.3</td>
<td>42.8±32.7</td>
<td>8.7±2.6</td>
</tr>
<tr>
<td>NC (cm) ± std</td>
<td>38.7±4.1</td>
<td>44.1±3.7</td>
<td>42.2±6.3</td>
</tr>
<tr>
<td>Age (year) ± std</td>
<td>46.8±12.9</td>
<td>52.2±11.6</td>
<td>52.3±11.7</td>
</tr>
<tr>
<td>BMI (kg/m²) ± std</td>
<td>30.6±6.3</td>
<td>36.4±8.0</td>
<td>34.3±8.4</td>
</tr>
<tr>
<td>Sex (Male: Female)</td>
<td>29: 45</td>
<td>66: 24</td>
<td>21: 14</td>
</tr>
<tr>
<td>Height (cm) ± std</td>
<td>167.5±9.4</td>
<td>170±10.3</td>
<td>170.6±9.9</td>
</tr>
<tr>
<td>Weight (kg) ± std</td>
<td>85.1±19.3</td>
<td>106±23.2</td>
<td>100.8±20.8</td>
</tr>
<tr>
<td>MP (I-II-III-IV)</td>
<td>41-19-6-8</td>
<td>22-30-22-16</td>
<td>19-6-9-1</td>
</tr>
</tbody>
</table>

II.2.2 Recording Procedure

TBS data were recorded during the daytime, while the participants were awake, and prior to their PSG assessment. Participants’ TBS were recorded by a miniature microphone (Sony ECM-77B) embedded in a chamber with 2mm cone-shaped space with skin placed over the suprasternal notch of trachea using a double-sided adhesive ring tape. The chamber was embedded in a soft neckband wrapped around the participants’ neck to prevent plausible movement and comfort of the participant. The recorded breathing sounds were amplified using a Biopac (DA100C) amplifier, band-pass filtered in the frequency range of (0.05-5000 Hz) and digitized at 10240 Hz sampling rate. In supine position with head resting on a pillow, the participants were instructed to breathe deeply in two maneuvers: first through their mouth with a nose clip in place; second through their nose with their mouth closed; we recorded 5 full breath cycles in each maneuver.
II.2.3 Pre-processing and signal analysis

All of our recordings were done in a hospital setting in a relatively noisy background. Thus, the recorded sounds contained various types of noises (e.g. vocal noises, air conditioner sounds, etc.) in addition to the desired breathing sounds. We applied different processes to remove unwanted noises from the collected TBS. As the first step, we examined the recorded sounds in the time-and-frequency domain by visual and auditory means using the spectrogram program of Matlab™ software; this step was done manually to ensure 100% accuracy in selecting noise-free breathing sounds segments. Consequently, all of the breathing cycles that included artifacts, vocal noises, swallowing, and low signal to noise ratio compared to the background noise were excluded from the analysis. Figure 5 shows a sample spectrogram that contains breathing sounds in addition to various type of noises including swallowing, coughing, vocal noises, and the microphone movement sounds due to the excessive neck tissues of the participants that leads to attachment of the microphone to the skin.
Figure 5 Spectrogram of a sample recording with vocal noises, swallowing, coughing, and microphone movement sounds due to attachment of the microphone to the participant’s skin.

As the second step of noise reduction, we used a 5th-order Butterworth band-pass filter in the range of [75-2500 Hz] to keep the main frequency components of the breathing phases of each selected sound and to suppress the effect of low and high-frequency noises (including highest amplitude component of the heartbeats (which is less than 75 Hz [26]), neck muscle artefact, fundamental frequency of the power line (60 Hz in Canada), and background noises). The reason for choosing the 2500 Hz as the high frequency bound is that most of the TBS energy is claimed to be below 2500 Hz [27]. Next, similar to our previous studies [10], [28], we normalized the filtered sounds first by their variance envelope (64-sample sequence moving average filter of the signal), and secondly, by their energy to compensate for probable different flow rates in different breathing cycles.
In this study, we did not record the respiratory flow of participants, however, to ensure the respiratory phases all recording procedures started at the inspiration phase and marked by the voice of the experimenter. Using that auditory marker, the inspiratory and expiratory phases were separated manually and analyzed independently. Then, we used the method introduced in [14] to determine the approximately stationary portion of each normalized sound. In brief, the logarithm of the sound’s variance (LogVar) was calculated, and the sound segments corresponding to the middle part (50% duration around the maximum) were extracted as the stationary portion of each breathing phase. Finally, we estimated the power spectrum density (PSD) of the stationary portion of each TBS signal using Welch’s method [29] in windows of 205-point (~20 ms) with 50% overlap between the successive windows. The values of optimum window size and overlap for segmenting the TBS signal were selected based on the results of our previous study [28] and our various pilot studies that showed these values estimates the mostly differentiable PSD signals between the non-OSA and OSA subjects.

Following the above routine, for each participant, we estimated the PSD in both linear and logarithmic scale for TBS recorded in each mouth and nasal maneuver. The PSD estimation was done for each inspiratory/expiratory phase separately and also for their combination (summation/subtraction). This routine resulted in 16 different PSD signals for each participant; they were then averaged over the breathing cycles of each participant’s data. Figure 6 outlines the above-mentioned pre-processing and signal analysis.
Figure 6 Pre-processing and signal analysis framework. Tracheal breathing sounds were extracted during daytime while the participants were awake. After manual exclusion of noisy sounds, the breathing sounds were separated as inspiratory and expiratory phases. Each individual phase of breathing sounds was filtered and normalized to purify tracheal breathing sounds. Afterward the power spectrum density was estimated for the approximately stationary portion of each normalized sound.

II.2.4 Feature Extraction

We used the 5-fold cross-validation routine to randomly split the set of 164 participants associated with the non-OSA and moderate/severe-OSA groups into five non-overlapping groups (folds), each consisting of approximately 33 participants (20% non-OSA and 20% moderate/severe
OSA). Each time, participants’ TBS data of one-fold were left out and considered as blind-testing data, and data of the remaining 4 folds (131 participants) were considered as training data and used for feature extraction. The test error was estimated by averaging the five resulting error estimates. Data of the mild-OSA group (5<AHI<15, n=35) were not used during feature selection, and they were dealt separately as described later in Section II.2.5.

As we mentioned in Section II.2.3, within each training set, we estimated the PSD for all participants separately. In order to extract the characteristic features between the non-OSA and moderate/severe OSA groups of this study, we separately averaged the PSD signals of non-OSA group’s participants and the moderate/severe OSA group’s participants within each training dataset and for each of the 16 different PSD signals and calculated their 95% confidence intervals (CI). The 95% CI for either non-OSA or moderate/severe OSA groups were calculated according to the Eq. II.1.

\[
CI = \overline{PSD} \pm Critical\_value \times \frac{std(PSD)}{\sqrt{n}},
\]

Eq. II.1

where \( \overline{PSD} \) is the average of PSD for each OSA group, \( std \) is the standard deviation, \( n \) is the number of participants in each OSA groups, and \( Critical\_value \) is the t-statistics (values of t-distributions) with \( n - 1 \) degree of freedom.

We considered the mean and slope of the regions with different slopes and the non-overlapped area between the average power spectra of two groups in association with their corresponding 95% CIs as characteristic features to be further selected for classification. As an example, Figure 7 shows the average power spectra that calculated from the summation of inspiratory and expiratory mouth TBS signals in linear and logarithmic scale for the non-OSA and moderate/severe-OSA groups in one of the training sets as well as their corresponding 95% CIs. TBS features were
extracted from the regions between the solid, dotted, and dashed lines. Overall, we extracted 78 TBS features. Combining these TBS features with seven anthropometric features of each participant (sex, age, height, weight, body mass index (BMI), neck circumference (NC), and Mallampati score (MP)) resulted in a total of eighty-five features.

Figure 7 Average power spectra of the summation of mouth inspiratory and expiratory breathing sounds with their 95% confidence intervals (CI; shadows) in non-OSA (blue) and moderate/severe-OSA (red) groups, using one of the training sets with 131 participants in a) linear scale, b) logarithmic scale with base of 10. The area between solid lines, dotted lines and dashed lines shows the regions where the features were extracted.
II.2.5 Feature reduction and classification

Due to the high number of extracted features, we used a feature selection/reduction approach to find the most characteristic features for classification of the two moderate/severe OSA and non-OSA groups. The first step of feature reduction was to apply an unpaired t-test on the features of the participants in each training set and to select the statistically significantly different features (p<0.01) between non-OSA and moderate/severe-OSA groups within that training set. In order to meet the statistical significance of 99% for the overall test, the significance level of each test was considered as $1 - (1 - 0.01)^{1/85} \approx 1.2 \times 10^{-4}$ [30], [31]. Within each training set, on average 11 features with p-value $> 1.2 \times 10^{-4}$ were omitted, and the features with the discrimination potential between the two groups were kept for further analysis.

To classify the two non-OSA and moderate/severe-OSA groups, we considered a linear logistic regression model for the severity level of participants:

$$\log\left(\frac{\Pr(Y=1|X=x)}{1-\Pr(Y=1|X=x)}\right) = \beta_0 + \beta^T x, \quad Eq. II.2$$

where $Y \in \{0,1\}$ is the true severity label of participants, $X$ is the matrix of $(n \times p)$ for $n$ participants and $p$ features, $\beta$ is the coefficient vector, and $\Pr(Y = 1|X = x)$ represents the probability of assigning a participant to the moderate/severe group.

To further reduce the number of features and obtain a parsimonious model, we used the LASSO approach [21] as a powerful and stable feature selection algorithm to automatically select significant features by shrinking the coefficient of unimportant features to zero. This is done by estimating the parameters of the logistic regression via minimizing the negative log-likelihood with an $l_1$-regularization defined as
arg \min_{\beta} \left( -\frac{1}{n} \sum_{i=1}^{n} \{ y_i (\beta_0 + \beta^T x_i) - \log(1 + e^{\beta_0 + \beta^T x_i}) \} + \lambda \sum_{j=1}^{p} |\beta_j| \right), \quad Eq. \ II.3

where \( \lambda \) is the penalty parameter that is selected in a way to minimize the out of sample error (generalized error) of the model. For each value of \( \lambda \), the above optimization problem is solved, and the optimal value of \( \lambda \) is tuned using the cross-validation [32]. As the objective of this study was to balance the accuracy and computational cost, we selected \( \lambda \) such that it provides the smallest number of coefficients with a reasonable accuracy. Therefore, the \( \lambda \) that occurred within one standard error of the optimal \( \lambda \) was selected as the optimum value. The LASSO penalized logistic regression model was implemented using the Glmnet package of R statistical software version 3.5.1.

We applied this method to the dataset of entire non-OSA and moderate/severe-OSA participants (164 participants) and also to the data of different training sets to investigate the robustness of the procedure. From the selected features of each dataset, the features with a high correlation (>50%) to other features were excluded, and the remaining were used for classification.

To classify each participant into one of the two groups of non-OSA or moderate/severe-OSA, we used the features selected by the lasso feature selection method as input to another LASSO logistic regression method trained for the classification. Once the \( \beta \) coefficients determined, the probability of assigning a participant to either non-OSA or moderate/severe OSA is determined using the Eq. II.2. The accuracy, specificity, and sensitivity were calculated using test and training data of each dataset as well as data of entire non-OSA and moderate/severe-OSA participants. Data of the mild-OSA participants with \( 5 \leq \text{AHI} < 15 \) were also classified at this stage with the same procedure using the models formed based on data of the entire non-OSA and moderate/severe-
OSA groups as well as data of each training dataset. Figure 8 shows the flowchart of this method for feature selection and classification.

![Flowchart of feature selection and classification methods, using the LASSO logistic regression.](image)

Figure 8 The flowchart of feature selection and classification methods, using the LASSO logistic regression.

The total computational cost of our proposed algorithm was also calculated; it is detailed in Appendix II. B.
II.3 Results

In this study, features were mainly extracted from the areas with different slopes and the non-overlapped regions of the average power spectra of non-OSA and moderate/severe-OSA participants. As these regions were slightly changed among different training sets, for robustness, we chose the common area among the five folds training datasets. Our feature selection procedure resulted in the following five features as described in Eq. II.4- Eq. II.7; F represents a feature.

Table 2 presents the features that were selected using data of each training set.

\[ F_1: \text{neck circumference} \]
\[ F_2: \text{slope}(10\log(10)(PSD_{mouth-ins} + PSD_{mouth-exp}(260:440\ Hz))) \quad \text{Eq. II.4} \]
\[ F_3: \text{mean}(10\log(10)(PSD_{mouth-ins} + PSD_{mouth-exp}(1100:1350\ Hz))) \quad \text{Eq. II.5} \]
\[ F_4: \text{slope}((PSD_{mouth-exp}(250:350\ Hz))) \quad \text{Eq. II.6} \]
\[ F_5: \text{mean}(10\log(10)(PSD_{nose-ins} + PSD_{nose-exp}(1000:1300\ Hz))) \quad \text{Eq. II.7} \]

Table 2 Selected features for different training sets and the dataset containing entire non-OSA and moderate/severe-OSA participants, captured using the regularized logistic regression with the LASSO penalty feature selection method. PSD\textsubscript{ME} is power spectrum density of mouth expiratory sounds; PSD\textsubscript{MI} is power spectrum density of mouth inspiratory sounds; PSD\textsubscript{NE} is power spectrum density of nose expiratory sounds; PSD\textsubscript{NI} is power spectrum density of nose inspiratory sounds.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set 1</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 2</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>Training set 3</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set 4</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>
Table 3 presents the coefficients of each feature for different training sets and also the entire dataset of non-OSA and moderate/severe-OSA participants.

Table 3 Coefficients of selected features of different training sets and the dataset containing entire non-OSA and moderate/severe-OSA participants, captured using the regularized logistic regression with the LASSO penalty feature selection method. \( \beta_0 \): Intercept; \( \beta_1 \): coefficient of the neck circumference; \( \beta_2 \): coefficient of the feature related to the slope of the power spectrum around second formant; \( \beta_3 \): coefficient of the feature related to the average power spectrum in the high frequency range.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( \beta_0 )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
<th>( \beta_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set 1</td>
<td>-6.5</td>
<td>0.2</td>
<td>4.8</td>
<td>0.05</td>
</tr>
<tr>
<td>Training set 2</td>
<td>-7.2</td>
<td>0.2</td>
<td>10.5</td>
<td>0.05</td>
</tr>
<tr>
<td>Training set 3</td>
<td>-7.5</td>
<td>0.2</td>
<td>11.6</td>
<td>0.03</td>
</tr>
<tr>
<td>Training set 4</td>
<td>-4.5</td>
<td>0.1</td>
<td>11.6</td>
<td>0.08</td>
</tr>
<tr>
<td>Training set 5</td>
<td>-6.8</td>
<td>0.2</td>
<td>10.2</td>
<td>0.08</td>
</tr>
<tr>
<td>Entire non-OSA and moderate/severe-OSA</td>
<td>-7.1</td>
<td>0.2</td>
<td>10.2</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Figure 9 shows the correlation between the AHI and the selected features for separating non-OSA and moderate/severe-OSA participants within one of the training sets as an example.
Figure 9 Visualization of the correlation between AHI and the selected features of one of the training datasets, using LASSO feature selection method. On top, the values of the correlation between features plus their significance level as star (***: p<0.001). The overall distribution of features showed as histograms with a fitted curve. The selected features are neck circumference, the average of the power spectrum calculated from summation of mouth inspiratory and expiratory breathing sounds in the high frequency range of (1100-1350 Hz), and the slope of the power spectrum calculated from summation of mouth inspiratory and expiratory breathing sounds in the frequency range of (260-440 Hz).

The selected features of different datasets were investigated using the unpaired t-test to check whether they were statistically significantly different from each other. All the p-values were found to be highly significant (p< 7.9 × 10^{-6}). The discriminative power of the selected features between non-OSA and moderate/severe OSA participants within different datasets were also investigated using other sets of unpaired t-tests. Compared to moderate/severe OSA participants, the non-OSA participants showed to have lower NC, lower high-frequency power, and lower slope around the second formant. All the p-values were found statistically significant (p < 4.6 × 10^{-6}).

Different multivariate analysis of variance (MANOVA) tests were run over the selected features of the five different training datasets and also the entire non-OSA and moderate/severe-OSA
dataset to ensure the combination of the selected features in each feature set were (statistically) significantly different between the two groups; all were found to be highly significant \( p < 6.5 \times 10^{-7} \). Therefore, the selected features were used for classification of the two groups within each training sets as well as the entire dataset (all 5 folds’ data).

Table 4 provides the classification specificity, sensitivity, and accuracy of applying the regularized logistic regression with LASSO penalty over data of different training datasets and their corresponding blind testing sets, as well as data of the entire 5 folds’ dataset. The classification of the entire 164 non-OSA and moderate/severe participants showed 81.1% accuracy with sensitivity and specificity of 84.4% and 77.0%, respectively. The average accuracies of the 5 training sets were found to be 82.3%±0.7 and 79.3%±6.1 for training and testing, respectively. The sensitivity (specificity) were 85.0%±2.0 (79.1%±1.0) for training and 82.2%±7.2 (75.8%±9.9) for testing, respectively.

Table 4 Regularized logistic regression classification results for different training sets and their corresponding blind-testing sets, the average of all five datasets and their standard deviations (std), and also for the dataset containing entire non-OSA and moderate/severe-OSA participants, using their corresponding features selected by the LASSO penalized logistic regression feature selection method.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Specificity (%)</th>
<th>Sensitivity (%)</th>
<th>Accuracy (%)</th>
<th>AUC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training set 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>78</td>
<td>87.5</td>
<td>83.2</td>
<td>92.1</td>
</tr>
<tr>
<td>Blind-Testing</td>
<td>60</td>
<td>83.3</td>
<td>72.7</td>
<td></td>
</tr>
<tr>
<td><strong>Training set 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>78</td>
<td>86.1</td>
<td>82.4</td>
<td>90</td>
</tr>
<tr>
<td>Blind-Testing</td>
<td>73.3</td>
<td>72.2</td>
<td>72.7</td>
<td></td>
</tr>
<tr>
<td><strong>Training set 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>80</td>
<td>82</td>
<td>81.1</td>
<td>87.3</td>
</tr>
<tr>
<td>Blind-Testing</td>
<td>85.7</td>
<td>77.8</td>
<td>81.3</td>
<td></td>
</tr>
</tbody>
</table>
Table 4 also reports the area under the curve (AUC) values associated with the average receiver operating characteristic (ROC) curves of the regularized logistic regression classifier for classification of non-OSA and moderate/severe-OSA participants in different datasets, using their selected features. The AUC value associated with the ROC curve calculated using data of all non-OSA and moderate/severe-OSA participants was shown to be 89.02. In addition, the average of the AUC values between the 5 training datasets was found to be 89.9±1.7. Figure 10 shows the ROC curve calculated using the non-OSA and moderate/severe-OSA participants for one of the training sets.
Figure 10 ROC plot of the regularized logistic regression classification over selected features of one of the training datasets, found using the LASSO feature selection method. The selected features are neck circumference, the average of the power spectrum calculated from summation of mouth inspiratory and expiratory breathing sounds in the high frequency range of (1100-1350 Hz), and the slope of the power spectrum calculated from summation of mouth inspiratory and expiratory breathing sounds in the frequency range of (260-440 Hz).

Table 5 shows the number of misclassified participants in each fold of training and testing as well as the entire dataset. Table 6 details the anthropometric information of the misclassified participants when applying the LASSO logistic regression model to the entire dataset.

Table 5 Number of misclassified participants found using the regularized logistic regression classification for different training sets and their corresponding blind-testing sets, the average of all five datasets, and also for the dataset containing entire non-OSA and moderate/severe-OSA participants.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total Misclassified</th>
<th>non-OSA Misclassified</th>
<th>moderate/severe-OSA Misclassified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set 1</td>
<td>Training</td>
<td>22</td>
<td>13/59</td>
</tr>
<tr>
<td></td>
<td>Blind-Testing</td>
<td>9</td>
<td>6/15</td>
</tr>
<tr>
<td>Training set 2</td>
<td>Training</td>
<td>23</td>
<td>13/59</td>
</tr>
</tbody>
</table>
Table 6 Anthropometric information’s mean and their corresponding standard deviations (std) for the misclassified non-OSA and moderate/severe-OSA participants of the dataset containing entire non-OSA and moderate/severe OSA participants, found using the regularized logistic regression with LASSO penalty classifier. AHI is apnea/hypopnea index; NC is neck circumference; BMI is body mass index; MP is Mallampati-score and the numbers in that row show the number of subjects with MP level I, II, II and IV.

<table>
<thead>
<tr>
<th></th>
<th>Blind-Testing</th>
<th>Training</th>
<th>Blind-Testing</th>
<th>Training</th>
<th>Blind-Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set 3</td>
<td>Training</td>
<td>25</td>
<td>12/60</td>
<td>13/72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blind-Testing</td>
<td>6</td>
<td>2/14</td>
<td>4/18</td>
<td></td>
</tr>
<tr>
<td>Training set 4</td>
<td>Training</td>
<td>23</td>
<td>12/59</td>
<td>11/72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blind-Testing</td>
<td>5</td>
<td>3/15</td>
<td>2/18</td>
<td></td>
</tr>
<tr>
<td>Training set 5</td>
<td>Training</td>
<td>24</td>
<td>13/59</td>
<td>11/72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blind-Testing</td>
<td>4</td>
<td>3/15</td>
<td>1/18</td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>Training</td>
<td>24</td>
<td>13</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blind-Testing</td>
<td>11</td>
<td>4</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Entire non-OSA and moderate/severe OSA</td>
<td></td>
<td>31</td>
<td>17/74</td>
<td>14/90</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>non-OSA (AHI&lt;5, n=74)</th>
<th>Moderate/ severe-OSA (AHI≥15, n=90)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHI±std</td>
<td>1.1±1.1</td>
<td>29.5±20.2</td>
</tr>
<tr>
<td>NC (cm) ±std</td>
<td>43.6±3.1</td>
<td>39.04±2.1</td>
</tr>
<tr>
<td>Age (year) ±std</td>
<td>46.6±13.4</td>
<td>57.1±10.2</td>
</tr>
<tr>
<td>BMI (kg/m²) ±std</td>
<td>35.3±7.3</td>
<td>33.6±4.7</td>
</tr>
<tr>
<td>Sex (Male: Female)</td>
<td>13:4</td>
<td>5:9</td>
</tr>
<tr>
<td>Height (cm) ±std</td>
<td>170.9±9.4</td>
<td>164.3±12.1</td>
</tr>
<tr>
<td>Weight (kg) ±std</td>
<td>105.7±21.7</td>
<td>88.3±15.5</td>
</tr>
</tbody>
</table>
The computational cost for each step of our proposed method is detailed in Appendix II. B. The overall computational cost of our proposed approach is shown in Eq. II.8.

\[ 16n \times O(N \log(L)) + p O(n) + O(pn) + O(3n) \approx 16n \times O(N \log(L)) + O(pn) \quad \text{Eq. II.8} \]

where \( n \) is the number of participants, \( N \) is the length of the TBS after normalization, \( L \) is the window length, and \( p \) is the number of features. The computational cost of our proposed method is linear in terms of the number of features and the number of participants; hence, the method is very fast.

II.4 Discussion

In this study, we proposed to use a regularized logistic modeling approach as a simple and fast method for analyzing TBS recorded during daytime when the subjects were awake (wakefulness) with the purpose of predicting their OSA severity by a few minutes breathing sound recording and data analysis. Our proposed approach is discriminative in nature and does not rely on strong model-based assumptions. We developed a robust feature selecting approach and used it in classifying subjects with \( \text{AHI}<5 \) and \( \text{AHI}\geq15 \). The first set of features considered for this study (\( p=85 \)) were a combination of the TBS features and the anthropometric information of participants. As there were two breathing maneuvers and we investigated respiratory phases both separately and in combination, the number of features was large. Thus, we used a feature selection approach based on regularized logistic regression methodology with a LASSO penalty to select the best subset of features.
In LASSO feature selection method, shrinking and removing some of the model’s coefficients lead to reducing the variance without a considerable increase in bias; hence, it provides desirable prediction accuracy [32]. This is useful when the number of participants is not much larger than the number of features, as it was the case in our study. The LASSO method is very fast and provides an interpretable model by weighting the selected features. Therefore, it is easy to explain which features are more important for predicting the true class labels; the coefficients of the selected features show their importance ranking (Table 3).

As the LASSO method uses a cross-validation procedure to automatically estimate the optimal value of \( \lambda \) (the penalty parameter), there is no need to perform another cross-validation procedure for obtaining the training and testing results. However, we generated five sets of randomly selected training and blind testing data to ensure the unbiased test classification. Our findings (Table 2 and Table 3) show that in different training sets the selected features and their corresponding coefficient values were different; however, in all of the training sets and also in the entire 5 folds’ dataset three selected feature types were common. Those features were: 1) the neck circumference, 2) the slope of the average PSD around the second formant, and 3) the average of the high-frequency portion of the average PSD. These features are congruent with the findings of our previous study on a separate dataset [28]. In all training and testing datasets of this study, the unpaired t-test showed that the selected features were statistically significantly different from each other and also different between the two groups of non-OSA and moderate/severe OSA. These features also showed high correlations with AHI. In addition, the ROC curves of the different LASSO logistic regression classifiers over different training sets and also on the entire dataset showed high performance with high values of AUC (Table 4). These high AUCs indicate the robustness of the LASSO logistic regression classifiers with respect to our selected features.
Appendix II. A reports the results of using a simple logistic regression for classification as opposed to the LASSO logistic regression method. The simple logistic regression classification of the entire 164 non-OSA and moderate/severe participants showed 80.5% accuracy with sensitivity (specificity) of 82.2% (78.4%), which are lower than those of LASSO logistic regression classification (Table 4). The reason that LASSO logistic regression classification resulted in better than the simple logistic regression is that regularization term of LASSO logistic regression classification method ($\lambda$) improves the generalization performance (performance on new data) by reducing the variance of parameter estimates (shrinks the coefficients that contribute most to the error).

It is also important to investigate the characteristics of misclassified participants. For the dataset containing all non-OSA and moderate/severe OSA participants, the overall accuracy of the LASSO logistic regression was 81.1%; out of 164 subjects, 31 were misclassified, out of which, 17 were from non-OSA and 14 were from moderate/severe OSA group (Table 5). Further investigation on the anthropometric information of misclassified subjects (Table 6) and comparing them with the non-OSA and moderate/severe participants of this study, revealed that overall, the non-OSA misclassified individuals are characterized with higher NC, BMI, height, weight and being male, while the moderate/severe OSA misclassified individuals are characterized with lower NC, BMI, height, weight and being female. This finding is not surprising, as it is known that these anthropometric parameters affect the breathing sounds while being correlated with AHI [33]. Thus, ideally, we should have the two non-OSA and moderate/severe OSA groups of the training and testing matched in these characteristics. However, that requires a much larger dataset.

In this study, similar to all other similar studies, we used the AHI values as the true label of each individual to be either in non-OSA or moderate/severe OSA group. Although AHI is one of
the most important and commonly used indicators for diagnosis of OSA, there are many individuals with similar AHI but different daytime symptoms and different levels of OSA severity. The clinical diagnosis of OSA is not only based on AHI; it is based on a combination of frequency of arousals, daytime symptoms, lack of deep sleep, etc. [34]. We speculate that the TBS features are indeed good representatives of the OSA severity as they are affected by the pathophysiology of OSA. However, the UA pathology of two individuals with similar AHI (e.g. AHI of 14 and 16) may not be that much different to affect the TBS differently enough to be detected by sound analysis. For this reason, to avoid the misclassification in the borderline ranges with artificially crisp nature, we allowed a small gap (5≤AHI<15) in continuous AHI values of the non-OSA and moderate/severe OSA groups to form the two groups. Once the classifiers were trained, the participants with AHI in this gap range were classified using our proposed method. Using the model obtained based on data of 164 non-OSA and moderate/severe participants, 11 out of 35 individuals in the gap range were assigned to the non-OSA group and the remaining 24 individuals assigned to the moderate/severe group. Further investigation of these participants revealed that the individuals assigned to the moderate/severe group had higher NC, higher slope around the second formant and higher average PSD in high-frequency ranges compared to those assigned to the non-OSA group, while there was not much difference in their AHI values (8.8±0.6 and 8.4±0.8, respectively). This finding confirms the shortcoming of using AHI as the only indicator for OSA severity. Finding a better OSA severity indicator still remains a challenge. Perhaps a better indicator would be a combination of several factors including AHI, duration of apneic events, number of arousals, etc. and also the breathing sounds features.

Last but not the least advantage of the proposed method is that the most repeated features among the selected features of all datasets were extracted from the combination of inspiratory and
expiratory TBS. This finding implies that there may be no need to separate the breathing phases in the pre-processing step. Although there are various methods for automatic separation of breathing phases into inspiration and expiration [35], [36], however, none of them are 100% accurate. Therefore, there is always a need for manual investigation of breathing sounds. Eliminating this part from the pre-processing procedure will speed up the data analysis significantly; hence, providing a faster on-line screening tool for OSA.

II.4.1 Physiological interpretation of the selected features

It is worth mentioning that selected features using the regularized logistic regression approach are physiologically meaningful and highly correlated with AHI (Figure 9).

Obesity is a risk factor in patients with sleep apnea [37], [38]. The relationship between obesity and OSA has been demonstrated to be totally explained by variation in neck size [39], [40]. It was suggested that the increases in neck circumference and fat deposited around the UA might narrow the UA [38]. Therefore, we can conclude that NC, a surrogate measure of neck fat, can be considered as a predictor of the presence of OSA.

A highly collapsible/compliant pharyngeal airway is known as the main anatomical abnormality in the UA of OSA patients [41]. A reason for increased collapsibility of OSA subjects compared to that of controls is their smaller cross-sectional area [42], [43]. According to the Helmholtz equation [44], an UA with a smaller cross-sectional area reflects a lower resonant frequency ($f$)

$$f = \frac{c}{2\pi} \sqrt{\frac{A}{VL}}$$  \hspace{1cm} Eq. II.9

where $c$ is the speed of sound, $A$ is cross-section area, $V$ is the cavity volume and $L$ is the length of the bottleneck. The resonant frequencies of the UA are represented by formant frequencies, the
peaks in the spectrum of sound signals. Hence, we expect to see lower formant frequencies for moderate/severe-OSA participants. This is congruent with what is observed in Figure 7 especially for the second formant (F2). In our study, the higher slope in PSD of the moderate/severe-OSA participants’ around their F2 implied that their F2 occurred in lower frequencies compared to that of non-OSA participants.

On the other hand, stiffness is the property of a tissue that resists the change in shape in response to an applied force. It has been shown that during wakefulness, the stiffness of the tongue muscles and soft palate tissues of OSA patients is higher compared to those of controls [45]. The stiffening of the narrower portion of the UA of OSA individuals was also supported by showing a predominantly bottle shape for their narrowed UA [20]. As an increase in stiffness is presented by an increase in high-frequency components of the breathing sounds, we expected to see higher energy in the high-frequency portion of the average PSD of moderate/severe-OSA participants compared to that of non-OSA; this is what is observed in Figure 7.

II.5 Conclusion

In this study, we investigated the application of regularized logistic regression model using a LASSO penalty for prediction of OSA severity during wakefulness using TBS analysis and anthropometric information. The selected features by this regression modeling approach are congruent with those selected by other methods in our previous studies; they are physiologically meaningful and highly correlated with AHI. The unbiased blind-testing classification accuracy, sensitivity, and specificity over the non-OSA and moderate/severe OSA groups of five different folds were found to be 79.3%±6.1, 82.2%±7.2 and 75.8%±9.9, respectively. The accuracy for the entire dataset was 81.1% with sensitivity and specificity of 84.4% and 77.0%, respectively. Although results of this study are similar but not necessarily superior to previous studies’ results,
they are important from different aspects. The most important contributions of this work are: 1) the method presented in this work does not need respiratory phase identification as the best features do not depend on that; 2) the method is simple, quick and computationally more effective than SVM and other previous methods for OSA screening during wakefulness; thus, suitable for online applications; 3) the method can be used for screening OSA individuals with severity as low as 15 with high sensitivity and a reasonable specificity. The main limitation of this study is the lack of a large sample size to have a better way to handle OSA severity prediction of individuals with 5<AHI<15.

Appendix II. A Classification using simple logistic regression

In this study, as we had 2 classes of participants (non-OSA and moderate/severe OSA). Thus, we also applied the binomial logistic regression classifier to the features selected by the LASSO penalized logistic regression for classification purpose. The classification of the entire 164 non-OSA and moderate/severe participants showed 80.5% accuracy with sensitivity and specificity of 82.2% and 78.4%, respectively. The average of the results between the 5 training sets showed accuracies of 82.0%±1.8 and 78.1%±7.7 for training and testing, respectively. The sensitivity (specificity) was 83.0%±3.1 (80.8%±2.2) for training and 78.9%±11.4 (77.1%±9.9) for testing, respectively. The AUC associated with ROC curve calculated using all non-OSA and moderate/severe participants was shown to be 80.3. In addition, the average of the AUC values between the 5 training-sets was shown to be 81.9±1.7. For the dataset containing all 164 non-OSA and moderate/severe OSA participants, 32 were misclassified, out of which, 16 were from non-OSA and 16 were from moderate/severe OSA group. In addition, 17 out of 35 subjects in the gap range were assigned to the non-OSA group and the remaining 18 subjects to the moderate/severe group.
The reason for achieving the better result for regularized logistic regression classification than the simple logistic regression is that as there is still some correlation between the selected features, the regularization term can improve the generalization performance (performance on new data) by reducing the variance of parameter estimates.

Appendix II. B Computational complexities

The computation cost of our proposed algorithm is relatively low. For the feature extraction part, the computational cost was estimated for a typical TBS with length $N$ after normalization. The feature extraction phase consisted of 2 main parts: LogVar estimation, and PSD estimation. The LogVar and PSD calculated for each segment, defined as the window with length $L$ which moves along the signal with 50% overlap. Thus, the total number of overlapping windows within each TBS is approximately $\frac{2N}{L}$. The computational cost of calculating LogVar within one segment is $L$; thus, the total number of operations to calculate the LogVar of each TBS is

$$L \times \frac{2N}{L} = O(N). \quad \text{Eq. II.10}$$

For the PSD estimation, the fast Fourier transform (FFT) of each segment was calculated and averaged. The computational cost of calculating FFT of each segment is $L \log (L)$, thus the total cost of PSD estimation for each TBS is

$$O\left(\frac{2N}{L} \times L \log (L)\right) = O(N \log (L)). \quad \text{Eq. II.11}$$

The feature extraction part is from $O(k)$, where $K$ is the number of extracted features from each TBS signal. As we have 16 signals for each participant (for mouth/nose breathing maneuvers, inspiratory/expiratory phases, summation/subtraction of phases, and normal/logarithmic scale), therefore, the total cost of feature extraction from $n$ participant is

$$O(k \times n).$$
\[ 16n \times \left( O(N) + O(N\log(L)) + O(k) \right) \approx 16n \times O(N\log(L)). \quad \text{Eq. II.12} \]

The feature reduction part of this study consists of applying t-test and LASSO. As each t-test has the computational cost of \( O(n) \), therefore, the overall t-tests for all \( p \) features have the computational cost of \( p \times O(n) \). On the other hand, in this study, we ran the LASSO with the Glmnet package of R, which uses the coordinate descent algorithm to find the optimum solution. The computational cost of this method is reported to be \( O(pn) \) for each iteration of the optimization [32]. Besides, as 3 features were selected as the best feature set of each training set, thus, the computational cost of logistic regression classification using the LASSO penalty is \( O(3n) \). Therefore, the total computational cost of our proposed method can be written as

\[ 16n \times O(N\log(L)) + pO(n) + O(pn) + O(3n) \approx 16n \times O(N\log(L)) + O(pn) \quad \text{Eq. II.13} \]
which is linear in terms of \( n, p \).
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Chapter III. A Comparison of Two Machine Learning Models for Daytime Diagnosis of OSA

A comparison of Regularized Logistic Regression and Random Forest for Daytime Diagnosis of Obstructive Sleep Apnea
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Abstract — A major challenge in big and high-dimensional data analysis is related to the classification and prediction of the variables of interest by characterizing the relationships between the characteristic factors and predictors. This study aims to assess the utility of two important machine-learning techniques to classify subjects with obstructive sleep apnea (OSA) using their daytime tracheal breathing sounds. We evaluate and compare the performance of the Random Forest (RF) and Regularized Logistic Regression (LR) as feature selection tools and classification approaches for wakefulness OSA screening. Results show that RF, which is a low variance committee-based approach, outperforms the regularized LR in terms of blind-testing accuracy, specificity, and sensitivity with 3.5%, 2.4%, and 3.7% improvement, respectively. However, the regularized LR was found to be faster than the RF and resulted in a more parsimonious model. Consequently, both RF and regularized LR feature reduction and classification approaches are qualified to be applied for the daytime OSA screening studies, depending on the nature of data and applications’ purposes.
III.1 Introduction

Nowadays the world is in the “Big Data” era, as most available data are stored [1]. For example, in medical fields, the stored data includes patients’ personal, family and demographic information, history of their diseases, their various medical tests, etc. Big Data analysis requires a fair knowledge of the data being processed and proper use of intelligent algorithms to extract appropriate knowledge from the data regarding the relationships between predictors and variables of interest and perform classification and prediction.

When dealing with large and high-dimensional datasets, it is possible to extract a considerable number of features from data. To build parsimonious models that are easy to understand, variable selection can be performed by removing variables that are redundant and do not add any information to our model [2]. This is especially useful in scientific fields such as medicine or biological signal analysis, where the focus is not only on prediction but also on meaningful physiological interpretation of the outcomes.

In many studies, the manual selection of features is inappropriate, and one should rely on automatic feature selection and classification techniques [3]. As a wide variety of such methods exists [4], it is often prudent to use and compare different approaches. The best feature selection procedure depends on the underlying problem and the trade-off between interpretability and the complexity of the desired model [4]. Regression- and tree-based models are two important families of machine-learning methods that can be used for feature selection and classification purposes. The least absolute shrinkage and selection operator (LASSO) logistic regression (LR) or simply LASSO regularized LR [4], [5] is a popular regression-based method that has been used in our previous study [6]. In this method, a penalty is placed on the summation of the estimated regression coefficients to shrink a subset of coefficients toward, and possibly set some to zero. This shrinkage
reduces the variance (at the cost of an often small increase in bias) and results in a more stable model with better prediction accuracy [5].

Random-Forest (RF) is a popular tree-based method [7]. The idea behind RF is to randomly create a committee of low-bias decision trees to explain the data. In each tree, among the random subset of available features, a feature that best separates the data into two discriminant groups is selected as a node. The node selection procedure is repeated in the new subgroups until data of all groups are of the same kind or some impurity thresholds are met, where impurity measure is a metric to evaluate the goodness of any node [7]. Features that contributed the most in purifying the nodes could be used as selected variables for further analysis. To eliminate the large variance problem of tree-based approaches, the RF method uses the bagging and random variable selection, which results in a low correlation among individual trees [2], [7]. From averaging over a large ensemble of low-bias, high-variance but low-correlated trees, this algorithm yields an ensemble that can achieve both low bias and low variance.

The LASSO regularized LR and RF have been used and compared in various fields, including cardiovascular risk prediction [8], forecasting electricity prices [9], and predicting case duration for robot-assisted surgery [10]. In this study, we compare these two approaches as automatic feature selection and classification techniques for analysis of breathing sounds data collected during daytime (wakefulness) to predict the likelihood of obstructive sleep apnea (OSA) and its severity.

OSA is characterized by repetitive episodes of the complete or partial collapse of the upper airway during sleep [11]. The most popular method for assessing the severity of OSA is to measure the Apnea-Hypopnea Index (AHI), which reports the average number of apnea and hypopnea events per hour of sleep [12]. The gold standard approach in the diagnosis of OSA is the full-
nocturnal in-laboratory polysomnography (PSG) assessment. Although PSG is a comprehensive and reliable means for diagnosing OSA, it requires the technician’s expertise and is expensive and time-consuming. It has been reported that the timely access of PSG leads to undiagnosed patients (80%) at the time of surgery [13].

OSA is a major health problem, and lack of its diagnosis and treatment could impose a substantial impact on public health and health care costs [14]. Recently, there has been a growing interest in OSA research in order to find an accurate, fast, simple, and less expensive approach compared to the PSG for early OSA screening and diagnosis. One strategy is using tracheal breathing sounds (TBS) analysis during wakefulness. TBS are generated by the passage of turbulent airflow from the upper airway [15]. The structural and physiological properties of the upper airway affect the generated sounds [16], [17]. Studies have been shown that TBS is rich in features that could distinguish individuals with OSA from non-OSA individuals during wakefulness without a sleep study [6], [18]–[20]. This strategy is especially useful for the online screening of OSA in patients at the time of surgery to reduce their pre/postoperative complication risks.

In our analysis, we used the values of the features extracted from TBS recorded during wakefulness (the subjects were awake). We fitted the LASSO regularized LR and developed the RF model over the large set of candidate variables. Then, we compared these models with respect to the selected features and any noticeable differences in their classification results. The comparative analysis in this study allows us to get insight into the performance of these two methods on online screening of OSA. Even though the data of this study may not be sufficiently large to be considered as ‘Big Data’, however, it could provide an insight into the feature selection of Big Data analytics.
III.2 Method

III.2.1 Data

The dataset for this study is adopted from our previous research [6] and consists of observations taken from 199 individuals that were referred to Misericordia Health Centre (Winnipeg, MB, Canada) for a nocturnal PSG assessment. The inclusion criteria were: 1) age between 18 to 70 years; 2) suspected of OSA and referred to full PSG study by a doctor. All participants did not have any cold or any other respiratory illness, as well as insomnia and restless leg at the time of recording. The study was approved by the Biomedical Research Ethics Board of the University of Manitoba. All participants signed informed consent before data collection.

When the participants were awake and lied in the supine position, they were asked to breathe five times through their mouth followed by five breaths through their nose, with mouth closed. The participants’ TBS were recorded using a small Sony ECM-77B microphone embedded in a chamber of 2mm diameter and placed over the suprasternal notch of their trachea. The digital signals were band-pass filtered in the frequency range of [0.05-5000 Hz] and recorded using a sampling rate of 10240 Hz. After the wakefulness TBS recording, each participant underwent an overnight PSG assessment. Based on AHI outcomes of the PSG, we divided our participants into three groups of non-OSA (AHI<5, N=74, 29 males), mild-OSA (5≤AHI<15, N=35, 21 males), and moderate/severe-OSA (AHI≥15, N=90, 66 males). The anthropometric information of the participants is reported in our previous study [6].

III.2.2 Signal Analysis and Feature Extraction

The preprocessing phase of this study is similar to our previous work [6]. Briefly, considering the marked voice of experimenter at the start of inspiration and by investigating the signals in time-
and-frequency domain, inspiratory and expiratory phases were separated manually, and noisy signals were eliminated. The remaining signals were then band-pass filtered in the range of [75-2500 Hz] and normalized by their variance envelope and energy. Next, the segments corresponding to the 50% duration around the maximum of the logarithm of the sounds’ variance signal were considered as their stationary portion [21]. For the stationary part of each respiratory phase (inspiration/expiration) in each breath of mouth and nasal maneuvers and also for the summation and subtraction of the respiratory phases, we estimated the power spectrum density (PSD-using Welch’s method) in windows of 20 ms with 50% overlap between adjacent windows. The PSD signals were calculated in both linear and logarithmic scale and were averaged over the five respiratory phases of the participant’s data. Overall, we obtain 16 PSD signals for each participant.

The extracted features are the same as those introduced and elaborated in our former study [6]. In summary, the features were extracted from data of non-OSA and moderate/severe-OSA participants (164 participants). Data of mild-OSA participants were dealt with separately to prevent the misclassification in the crisp-nature borderline ranges [6]. To avoid sampling bias, we randomly divided our participants into five groups, each with 33 participants. Every time data of one group was used as the test and the remaining data (131 participants) was considered as training data for feature extraction. In each training dataset and for each of the pre-mentioned 16 PSD signals, we calculated the average power spectra and their 95% confidence intervals (CI) for the non-OSA and moderate/severe-OSA groups. The slope and average of these power signals in regions with no overlap between the CI’s of non-OSA and moderate/severe-OSA groups were considered as features and resulted in 78 characteristics. Combining these features to the anthropometric information of individuals including sex, age, height, weight, body mass index, neck circumference (NC), and Mallampati score led to a total number of 85 features per participant.
III.2.3 Feature Selection and Classification

After feature extraction, feature selection algorithms were used in order to remove redundant and irrelevant features. We first employed one-way analysis of variance (ANOVA) tests on each of the 85 features in every training set and removed variables that were not significantly different between the two OSA groups. We considered a 0.01 level of significance for the overall test. Using a modified version of the Bonferroni approach, on average a total number of 45 features with the p-value $< 1 - (1 - 0.01)^{1/85}$ remained in each dataset [6], [22]. The remaining features were on average 41 acoustic features and sex, weight, BMI, and NC. Since the number of discriminative features was still substantial, as the second step of feature reduction, we evaluated and compared the LASSO regularized LR [4], [5] and RF [7] approaches to find the most appropriate features for classification of two OSA groups within each training dataset. Below we describe each method and explain how they fit into the general template for feature selection and classification.

III.2.3.1 LASSO regularized LR

The LASSO regularized LR approach has already been used for modeling the OSA severity level of participants in our previous research [6]. Briefly, after optimizing the LASSO optimization equation and finding the LASSO coefficients, among the characteristics with non-zero coefficients, we excluded those with more than 50% correlation to other features and kept the remaining features for classification purpose. Subsequently, within each training dataset, we applied another LASSO regularised LR method on our selected features to find the final model’s coefficient vector. When the coefficients were estimated, the probability of assigning a participant to the non-OSA or moderate/severe-OSA groups were determined as follows:
\[ \Pr(Y = 1 | X_1, \ldots, X_{p^*}) = \frac{e^{\beta_0 + \sum_{j=1}^{p^*} \beta_j x_j}}{1 + e^{\beta_0 + \sum_{j=1}^{p^*} \beta_j x_j}} \]

where \( Y \) is the actual class label \( (Y = 0 \text{ for non-OSA and } Y = 1 \text{ for moderate/severe-OSA}) \), \( p^* \) is the number of selected features, \( X \) is an \((n \times p^*)\) matrix associated with \( n \) participants and \( p^* \) features and \( \beta \) denotes the LASSO coefficients corresponding to an intercept and \( p^* \) features defined as

\[ \beta = (\beta_0, \beta_1, \ldots, \beta_{p^*})^T. \]

In order to map the LR probability into a binary category \( \{0, 1\} \), we considered the decision threshold to be 0.5, that is

\[ Y = \begin{cases} 1 & \text{if } \Pr(Y = 1 | X_1, \ldots, X_{p^*}) \geq 0.5 \\ 0 & \text{if } \Pr(Y = 1 | X_1, \ldots, X_{p^*}) < 0.5 \end{cases} \]

We reported the accuracy, specificity, and sensitivity associated with training and their corresponding blind-testing sets. We also classified the mild-OSA participants using the predicted models of each training dataset and reported the number of mild-OSA participants assigning to each of the OSA groups. Figure 11-a shows the flowchart of the LASSO regularized LR method for feature selection and classification.

**III.2.3.2 RF**

In RF, a large ensemble of classification trees are used to explain the data [7]. RF uses approximately 63\% of the data to construct each tree; the remaining \( \sim 37\% \) of data considered as out-of-bag (OOB) and is used to evaluate the performance of the corresponding tree. To construct each tree in RF, instead of all available variables, a small random subset of variables is considered as candidate set of features for node splitting. To find the best candidate variable for node splitting,
we used the Gini index criterion [2], which is a measure of total variance across two OSA classes and is defined as:

\[ GI = p_{m,non-OSA}(1 - p_{m,non-OSA}) + p_{m,m/OSA}(1 - p_{m,m/OSA}) \]  
\[ \text{Eq. III.3} \]

where \( p_{m,non-OSA} \) and \( p_{m,m/OSA} \) are the proportion of observations in the \( m^{th} \) node of the tree belonging to class non-OSA and moderate/severe-OSA, respectively. According to Eq.III.3, pure nodes will create regions with low \( GI \) [2]. Thus, every time a split of a node is made on a specific feature, the \( GI \) for the two descendent nodes is less than that of the parent node. Accordingly, for each feature, we calculated the average decrease in the \( GI \) by applying the OOB data to all individual trees of the RF and provided the mean-decrease-Gini criteria; a measure of the importance of that feature in RF classification[7].

In a study by Louppe et al. [23], the asymptotic behavior of the RF algorithm was investigated, and it has been shown that the number of operations required for building RF in the best case has the upper bound of

\[ O(kB\bar{n} \log^2 \bar{n}) \]  
\[ \text{Eq. III.4} \]

where \( \bar{n} \) is the size of bootstrapped data (~63% of the participants), \( k \) is the number of variables sampled for splitting at each node, and \( B \) is the number of trees in the forest. We considered \( B \) sufficiently large (\( B=1000 \)) for the variance and error rate to be decreased. The common choice for \( k \) in the literature is to be a square root of the number of available features in the dataset [7]. As we explained in Section III.2.3, the average number of discriminant features in our study is 45, which is a large number that might lead to a high computational cost. Besides, among these features there are many variables with high correlation/redundancy, which might affect accuracy and variable importance measure[23]. Therefore, to speed up the classification process and to avoid
bias, we used 3 variables with 2 random features at each node (because $\lceil \sqrt{3} \rceil = 2$) to grow the RF’s trees. The use of these numbers comes from a study by Breiman [7] that showed the RF results are insensitive to $k$, and choosing one or two random features affords near the optimum results.

Consequently, to find the most proper feature set within each training set and to evaluate the generalization quality of our model, we investigated the classification ability of all possible candidate sets of size 3 among the discriminant features of that dataset (i.e. $\binom{\text{# of discriminant features}}{3}$), and selected the one with the best classification result. To do so, we used a nested 10-fold cross-validation procedure, such that every time data of 9 folds used as training and data of one fold used for validation. We trained RF classifier using all feature sets of size 3 and recorded their accuracy, specificity, and sensitivity over the validation folds. Finally, we selected the feature set with maximum accuracy and sensitivity as the best feature set of that training dataset. For the classification purpose, we generated another RF classifier over the selected features of each dataset and classified the participants within training and blind-testing sets as either non-OSA or moderate/severe-OSA. We repeated this process ten times and reported the average of accuracy, specificity, and sensitivity for OOB data of training set as well as blind-testing data within each dataset. The mild-OSA participants were also classified using the selected features of each training dataset and the number of participants assigning to each of the non-OSA or moderate/severe-OSA groups was reported. Figure 11-b shows the flowchart of the RF method for feature selection and classification.
Figure 11 The flowchart of feature selection and classification methods. a) LASSO regularized LR, b) RF Procedure
III.2.4 Statistical Analysis

Different feature selection methods choose different features, and various classification models use distinct training algorithms, therefore, they might perform differently. In order to get an indication of how similar the RF and LASSO regularized LR models are in their prediction performance and to assess their agreement, the Pearson correlation, Cohen’s Kappa, and area under the receiver operating characteristics (ROC) curve (AUC) were calculated using the data of each training and blind-testing sets. The CI of correlation was used to measure how significant was the correlation between the outcomes of two models. Cohen’s Kappa statistic was used to assess whether the two models are predicting the OSA severity level of the participants the same way or not. We also used this metric to compare the agreement between the predicted severities of each RF and regularized LR method to the severity levels detected by the PSG assessment. The higher the Kappa statistic, the better the agreement between the two models’ output. The ROC chart obtained by plotting sensitivity vs. 1-specificity was used as a mean of comparison between the two classification models. AUC of each ROC curve is a measure of performance of the classification models and represents the probability of correct classification for a randomly chosen pair of non-OSA and moderate/severe-OSA subjects.

In addition to the comparison of the two models’ performance, we also used different statistical tests to investigate the features selected by each of them. Unpaired student t-tests were used to both examine the statistical differences between selected features in each training dataset and to explore their discriminative power to separate non-OSA and moderate/severe-OSA participants. Multivariate analysis of Variance (MANOVA) tests were also used to investigate the discriminative power of the combination of the selected features, by either RF or LASSO
regularized LR, to discriminate the non-OSA and moderate/severe-OSA participants. We used the R statistical software to run the pre-mentioned tests.

III.3 Results

The selected features of each dataset, using LASSO regularized LR and RF methods are listed in Table 7. These features were among F1 to F7 that are described in Eq.III.5 to Eq.III.10. Here $PSD_{MI}$ and $PSD_{ME}$ represents the PSD of mouth inspiratory and expiratory TBS, and $PSD_{NI}$ and $PSD_{NE}$ represents the PSD of nose inspiratory and expiratory TBS, respectively.

F1: neck circumference (NC)

F2: slope$(10 \times \log_{10}(PSD_{MI} + PSD_{ME}(260: 440 Hz)))$  \hspace{1cm} Eq. III.5

F3: slope$(PSD_{ME}(250: 350 Hz))$  \hspace{1cm} Eq. III.6

F4: mean$(10 \times \log_{10}(PSD_{MI} + PSD_{ME}(1100: 1350 Hz)))$  \hspace{1cm} Eq. III.7

F5: mean$(10 \times \log_{10}(PSD_{NI} + PSD_{NE}(1000: 1300 Hz)))$  \hspace{1cm} Eq. III.8

F6: mean$(10 \log_{10}(PSD_{MI} + PSD_{ME}(180: 300 Hz)))$  \hspace{1cm} Eq. III.9

F7: mean$(PSD_{ME}(195: 285 Hz))$  \hspace{1cm} Eq. III.10

Table 7 The features selected by the RF and the LASSO regularized LR feature selection methods in different training datasets. NC is the neck circumference; $PSD_{ME}$ is power spectrum density of mouth expiratory TBS; $PSD_{MI}$ is power spectrum density of mouth inspiratory TBS; $PSD_{NE}$ is power spectrum density of nose expiratory TBS; $PSD_{NI}$ is power spectrum density of nose inspiratory TBS. F presents a feature.

<table>
<thead>
<tr>
<th>Training set Method</th>
<th>Training set 1</th>
<th>Training set 2</th>
<th>Training set 3</th>
<th>Training set 4</th>
<th>Training set 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regularized-LR</td>
<td>F1, F2, F4</td>
<td>F1, F2, F5</td>
<td>F1, F2, F4</td>
<td>F1, F2, F5</td>
<td>F1, F3, F5</td>
</tr>
<tr>
<td>RF</td>
<td>F1, F4, F6</td>
<td>F1, F4, F7</td>
<td>F1, F4, F6</td>
<td>F1, F3, F7</td>
<td>F1, F2, F6</td>
</tr>
</tbody>
</table>

F1: neck circumference

F2: slope$(10 \times \log_{10}(PSD_{MI} + PSD_{ME}(260: 440 Hz)))$
F3: slope((\ PSD_{ME}(250: 350 Hz)))
F4: mean(10 \times \log_{10}(\ PSD_{MI} + \ PSD_{ME}(1100: 1350 Hz)))
F5: mean(10 \times \log_{10}(\ PSD_{NI} + \ PSD_{NE}(1000: 1300 Hz)))
F6: mean(10\log_{10}(\ PSD_{MI} + \ PSD_{ME}(180: 300 Hz)))
F7: mean( \ PSD_{ME}(195: 285 Hz))

Figure 12 shows the features, that were selected by the RF approach in each of the five training sets and represents their importance by showing the amount of their mean-decrease-Gini index.

Figure 12 The features selected by applying the RF feature selection technique on data of the five training sets. The bars represent the importance of the features by showing the average amount of their mean-decrease-Gini index and their standard deviations over ten-times run of the RF model.

Our investigation depicts a significant correlation (p-value<0.05) between the AHI and the selected features of both methods within all datasets. As an example, the correlation between selected features of the third training dataset, in addition to their correlation with AHI is shown in Figure 13.
Figure 13 The values of the correlation plus their significance level as star (***: 0.001) between AHI and the selected features of the third training dataset, found using (a) LASSO regularized LR feature selection method; The selected features were neck circumference (NC), the average of the power spectrum density (PSD) calculated from summation of mouth inspiratory (MI) and mouth expiratory (ME) tracheal breathing sounds (TBS) in the high frequency range of [1100-1350 Hz], and the slope of the PSD calculated from summation of MI and ME TBS in the low frequency range of [260-440 Hz]. (b) RF; The selected features were NC, the average of the PSD calculated from summation of MI and ME TBS in the high frequency range of [1100-1350 Hz], and the average of the PSD calculated from summation of MI and ME TBS in the low frequency range of [180-300 Hz]. The overall distribution of features shows as histograms with a fitted curve.

Figure 14 shows the 3-dimensional scatter plot of the non-OSA and moderate/severe-OSA participants within the third training dataset, using the features selected by both feature selection methods. As shown in Figure 14-a and b, Non-OSA participants compared to moderate/severe-OSA participants have lower NC, lower power at high-frequency ranges [≥1000 Hz], lower slope around the second peak of the power spectra, and higher power at low-frequency ranges [150-300 Hz].
Figure 14 Three-dimensional scattering plot of the participants within the third training dataset, features found using (a) LASSO regularized LR feature selection method; The selected features were neck circumference (NC), the average of the power spectrum density (PSD) calculated from summation of mouth inspiratory (MI) and mouth expiratory (ME) tracheal breathing sounds (TBS) in the high-frequency range of [1100-1350 Hz] (PSD-High), and the slope of the PSD calculated from summation of MI and ME TBS in the frequency range of [260-440 Hz] (Slope), (b) RF; The selected features were NC, PSD-High, and the average of the PSD calculated from summation of MI and ME TBS in the low-frequency range of [180-300 Hz] (PSD-Low).

For both RF and LASSO regularized LR methods, the selected features within each dataset were shown to be statistically significantly different from each other (p-value < 1.2 × 10^{-35} and p-value < 7.9 × 10^{-6}, respectively). Furthermore, the selected features of both methods depict a high discriminative power to separate the non-OSA and moderate/severe-OSA groups within each training dataset, either individually (p-value < 4.6 × 10^{-6} and p-value < 1.3 × 10^{-6}, respectively) or in combination (p-value < 2.1 × 10^{-12} and p-value < 6.5 × 10^{-7}, respectively).

Table 8 presents the specificity, sensitivity, and accuracy of applying the RF and LASSO regularized LR as feature selection and classification approaches over the non-OSA and
moderate/severe-OSA participants of all training and blind testing sets. The average of the RF classification results over the five datasets showed accuracy of 79.7±0.02 for OOB data of training sets and 82.1±0.06 for blind-testing data, respectively. The sensitivity (specificity) was 83.6±0.03 (75.2±0.04) for OOB data of training sets and 84.2±0.07 (79.5±0.08) for blind testing. The average of the LASSO regularized LR classification results over the five datasets showed accuracy of 82.3±0.7 and 79.3±6.1 for training and blind-testing data, respectively. The sensitivity (specificity) were 85.0±2.0 (78.4±1.0) for training and 82.2±7.2 (75.8±9.9) for blind-testing [6].

Table 9 reports the average of the AUC values associated with ROC curves of both RF and LASSO regularized LR classifiers for classification of participants within each dataset. The average of AUC values for ten times run of RF over training (blind-testing) data was 84.4±0.01 (86.0±0.005), while it was 89.9±1.7 (85.7±8.1) for the LASSO regularized LR approach.

Table 8 The classification results for participants within different training datasets and their corresponding testing datasets, using 10-times run of the RF classifier over its selected features and the LASSO regularized LR [6]. *std* is the standard deviation. OOB is the out-of-bag data of training sets in RF.
Table 9 The area under the curve (AUC) values in association to their standard deviations (std) associated to receiver operating characteristics (ROC) curves of 10-fold cross-validation RF and the LASSO regularized LR classifiers [6], for classification of the non-OSA and moderate/severe-OSA participants in each training dataset.

<table>
<thead>
<tr>
<th>Training Set</th>
<th>Dataset</th>
<th>RF AUC (%)±std</th>
<th>LASSO regularized LR AUC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Training</td>
<td>89.6±0.002</td>
<td>92.1</td>
</tr>
<tr>
<td></td>
<td>Blind-testing</td>
<td>70.01±0.005</td>
<td>73.3</td>
</tr>
<tr>
<td>2</td>
<td>Training</td>
<td>84.5±0.003</td>
<td>90.0</td>
</tr>
<tr>
<td></td>
<td>Blind-testing</td>
<td>86.2±0.007</td>
<td>83.7</td>
</tr>
<tr>
<td>3</td>
<td>Training</td>
<td>85.2±0.003</td>
<td>87.3</td>
</tr>
<tr>
<td></td>
<td>Blind-testing</td>
<td>93.2±0.003</td>
<td>95.2</td>
</tr>
<tr>
<td>4</td>
<td>Training</td>
<td>81.4±0.003</td>
<td>89.4</td>
</tr>
<tr>
<td></td>
<td>Blind-testing</td>
<td>92.1±0.005</td>
<td>88.9</td>
</tr>
<tr>
<td>5</td>
<td>Training</td>
<td>81.1±0.05</td>
<td>90.5</td>
</tr>
<tr>
<td></td>
<td>Blind-testing</td>
<td>88.4±0.003</td>
<td>87.4</td>
</tr>
<tr>
<td>Average</td>
<td>Training</td>
<td>84.4±0.01</td>
<td>89.9±1.7</td>
</tr>
<tr>
<td></td>
<td>Blind-testing</td>
<td>86.0±0.005</td>
<td>85.7±8.07</td>
</tr>
</tbody>
</table>

Table 10 reports the Pearson correlation coefficients, their significance levels, and their CIs between the predicted OSA severity levels of the participants using RF and LASSO regularized LR methods across different datasets. Our results depict a high correlation between the outputs of
two methods within training (p-value < 2.2 × 10^{-16}) and blind-testing datasets (p-value < 2.3 × 10^{-3}) while neither of the CIs contains zero.

Table 10 The Pearson correlation coefficients and their significance level r% (p-value), in addition to the 90% confidence interval between RF and LASSO regularized LR classification methods within different training datasets and their corresponding testing data.

<table>
<thead>
<tr>
<th>Training Set</th>
<th>Data set</th>
<th>r% (p-value)</th>
<th>Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set 1</td>
<td>Training</td>
<td>81.5% (2.2 × 10^{-16})</td>
<td>0.76-0.86</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>75.3% (4.2 × 10^{-7})</td>
<td>0.59-0.86</td>
</tr>
<tr>
<td>Training set 2</td>
<td>Training</td>
<td>81.3% (2.2 × 10^{-16})</td>
<td>0.76-0.86</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>51.1% (2.3 × 10^{-3})</td>
<td>0.26-0.70</td>
</tr>
<tr>
<td>Training set 3</td>
<td>Training</td>
<td>83.9% (2.2 × 10^{-16})</td>
<td>0.79-0.88</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>75.6% (5.6 × 10^{-7})</td>
<td>0.59-0.86</td>
</tr>
<tr>
<td>Training set 4</td>
<td>Training</td>
<td>69% (2.2 × 10^{-16})</td>
<td>0.61-0.76</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>76.2% (2.7 × 10^{-7})</td>
<td>0.60-0.86</td>
</tr>
<tr>
<td>Training set 5</td>
<td>Training</td>
<td>79.7% (2.2 × 10^{-16})</td>
<td>0.74-0.84</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>75.2% (4.6 × 10^{-7})</td>
<td>0.59-0.86</td>
</tr>
</tbody>
</table>

Table 11 reports the Cohen’s Kappa statistics and their significance levels between the predicted OSA severity levels of participants using RF and LASSO regularized LR methods across different datasets. This table also presents the Cohen’s Kappa statistics and their significant levels for the severity levels detected by the PSG assessment and the outputs of these two methods. Our results showed a substantial agreement between the output of RF and LASSO regularized LR for training data (k>0.7) and a moderate agreement for blind-testing datasets (k>0.51). Besides, the severity levels predicted by the RF method shows a moderate to a substantial agreement with the
detected severity levels of PSG in both training (k>0.54) and blind-testing datasets (k>0.51). The same level of agreements was also observed for the severity levels predicted by the LASSO regularized LR method in both training (k>0.62) and blind-testing datasets (k>0.44).

Table 11: The Cohen’s Kappa statistics and their significance level k(p-value) between the predicted severity levels of the OSA of participants using RF and LASSO regularized LR methods as well as predicted severities of these two methods to the severity levels detected by the PSG assessment, across different training datasets and their corresponding blind-testing data.

<table>
<thead>
<tr>
<th>Training Set</th>
<th>Data set</th>
<th>RF-PSG K (p-value)</th>
<th>LASSO-PSG K (p-value)</th>
<th>RF_LASSO K (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Training</td>
<td>0.69 (2.4 × 10^{-15})</td>
<td>0.66 (4.2 × 10^{-14})</td>
<td>0.81 (0)</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>0.57 (0.001)</td>
<td>0.44 (0.001)</td>
<td>0.75 (1.5 × 10^{-5})</td>
</tr>
<tr>
<td>2</td>
<td>Training</td>
<td>0.61 (2.2 × 10^{-12})</td>
<td>0.64 (1.6 × 10^{-13})</td>
<td>0.81 (0)</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>0.51 (0.003)</td>
<td>0.45 (0.009)</td>
<td>0.51 (3.3 × 10^{-3})</td>
</tr>
<tr>
<td>3</td>
<td>Training</td>
<td>0.6 (4.6 × 10^{-12})</td>
<td>0.62 (1.2 × 10^{-12})</td>
<td>0.83 (0)</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>0.75 (2.4 × 10^{-5})</td>
<td>0.62 (0.0004)</td>
<td>0.75 (1.9 × 10^{-5})</td>
</tr>
<tr>
<td>4</td>
<td>Training</td>
<td>0.54 (8.7 × 10^{-10})</td>
<td>0.65 (1.2 × 10^{-13})</td>
<td>0.69 (2.9 × 10^{-15})</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>0.7 (6.2 × 10^{-5})</td>
<td>0.7 (6.7 × 10^{-5})</td>
<td>0.76 (1.2 × 10^{-5})</td>
</tr>
<tr>
<td>5</td>
<td>Training</td>
<td>0.54 (8.4 × 10^{-10})</td>
<td>0.63 (6 × 10^{-13})</td>
<td>0.78 (0)</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>0.7 (6.7 × 10^{-5})</td>
<td>0.7 (6.7 × 10^{-5})</td>
<td>0.75 (1.6 × 10^{-5})</td>
</tr>
</tbody>
</table>

Table 12 reports the average number of the mild-OSA participants who assigned to non-OSA and moderate/severe-OSA groups, using RF and LASSO regularized LR classification procedures. For both classification methods, on average, 12 of the mild-OSA participants were assigned to non-OSA and 23 of them to moderate/severe-OSA groups.
Table 12 The number of Mild-OSA participants classified as non-OSA or moderate/severe-OSA, using RF and LASSO regularized LR classification procedures, trained with different training datasets.

<table>
<thead>
<tr>
<th>Training Set</th>
<th>RF</th>
<th>LASSO regularized LR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>non-OSA</td>
<td>moderate/severe-OSA</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>23</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>23</td>
</tr>
<tr>
<td>Average</td>
<td>11.6</td>
<td>23.4</td>
</tr>
</tbody>
</table>

III.3.1 Computational Complexities

Time complexity evaluates the asymptotic behavior of an algorithm. Big O notations are used to characterize functions according to their growth rates and to express an upper bound for them [23]. The algorithms that we utilized in this study have 3 phases of analysis: feature extraction, feature reduction and classification. As elaborated in our previous study [6], the total cost of extracting $p$ feature and applying the one-way ANOVA to select $\hat{p}$ discriminate features would be

$$16n \times O(Nlog(L)) + pO(n), \quad Eq. III.11$$

where $n$ is the size of the participants, $N$ is the length of normalized TBS, and $L$ is the window size. In addition, the computational cost of the feature reduction and classification using the LASSO regularized LR would be [6]

$$O(\hat{p}n) + O(n). \quad Eq. III.12$$
For the RF, the computational cost of classification is shown in Eq. III.4. Since in feature reduction phase we ran the RF within a 10-fold cross-validation procedure over all combinations of feature-sets of size 3, (i.e. $\binom{p}{3}$), the total cost of the RF feature reduction would be

$$10\binom{p}{3}O(\sqrt{3}B\bar{n} \log^2 \bar{n}),$$  \hspace{1cm} Eq. III.13

while $\bar{n} = 63.3\% \times (0.9n)$ and B=1000. The RF classification has been done over the best feature set of size 3 that selected in the feature reduction phase. Consequently, the computational cost of the feature selection and classification using the RF approach would be

$$10\binom{\hat{p}}{3}O(\sqrt{3}B\bar{n} \log^2 \bar{n}) + O(\sqrt{3}B\bar{n} \log^2 \bar{n}).$$  \hspace{1cm} Eq. III.14

Comparing Eq. III.12 to Eq. III.14 reveals that the computational cost of the LASSO regularized LR is less than that of RF; hence, the LASSO regularized LR approach is faster.

III.4 Discussion

When the number of extracted characteristics is large, it is difficult to build and more importantly, interpret a model based on all the features. Since the manual separation of the relevant and irrelevant features is challenging, proper feature selection procedures are necessary. In this study, we compared the RF and the LASSO regularized LR to predict the OSA severity level of the participants. These approaches have been used as feature reduction and classification methods to process the anthropometric information and spectral features of wakefulness TBS of non-OSA and moderate/severe-OSA groups.

Our classification results show that both proposed classifiers could be considered as useful tools in OSA screening with an average correct classification rate higher than 82.1% for RF and 79.3% for the LASSO regularized LR, respectively (Table 8). The Pearson correlation coefficients
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showed a high correlation between the classification results of RF and LASSO regularized LR with the average correlation coefficient of 79.1 for training and 70.7 for blind-testing datasets, respectively (Table 10). The Cohen’s Kappa statistic also showed a substantial agreement between the severity levels predicted by RF and LASSO regularized LR for training (>0.69) and moderate agreement for blind-testing dataset (>0.51), (Table 11). In addition, the predicted severity levels of both methods show moderate to substantial agreement with the detected severity levels of PSG assessment in training (K>0.54) and blind-testing sets (k>0.44), respectively (Table 11). We considered the AUC statistics to assess the robustness and predictive ability of these two methods. The LASSO regularized LR and RF achieved the average blind-testing AUC values of 85.7±8.07 and 86.0±0.005, respectively (Table 9). Accordingly, both approaches are efficient in diagnosing OSA using wakefulness TBS. However, the RF model outperformed the results of the LASSO regularized LR in terms of accuracy, specificity, and sensitivity of blind-testing with 3.5%, 2.4%, and 3.7% improvement, respectively. Despite better classification results for the RF model, the LASSO regularized LR is a faster technique because the computational complexities of this technique (Eq. III.12) is lower than that of the RF (Eq. III.14).

Statistical investigations over the selected features within different datasets (F1 to F7) confirmed a highly significant correlation between these features and the AHI values of participants. These features were also shown to be statistically significantly different from each other and demonstrated a high discriminative power to separate two OSA groups, either individually or in combination. Between these features, all except F5 were selected by the RF approach, while F1, F4, and F6 had the highest repetition across all datasets. In addition, according to their mean-decrease-Gini criteria, they were the most critical features in OSA prediction, respectively (Figure 12). Meantime, the LASSO regularized LR selected F1 to F5 in different
datasets, and the most repeated ones were F2, F1, F5, and F4. Among the most repeated features of both methods, two of them were common; the neck circumference and the average of the power spectra of summation of mouth inspiratory and expiratory TBS in the high-frequency range of [1100-1350 Hz]. The main difference between the two methods was that the LASSO regularized LR selected the slope around the second peak of the TBS’ power spectra as its third feature, while RF chooses the average of the power spectra of TBS in the low-frequency ranges. Further investigation on the correlation between selected features of each method (Figure 13) revealed the LASSO regularized LR focusses on choosing an optimal set of variables that are not highly correlated to each other while RF considers the accuracy but does not exclude variables that are highly correlated to others. In this way, a small subset of uncorrelated features for distinguishing the two groups can be obtained using the LASSO regularized LR, but a list of influential features (important for clinical diagnosis) can be obtained using RF. These findings could explain better classification results for RF than LASSO regularized LR.

Classification of mild-OSA participants showed that on average, both classification techniques were more concern about sensitivity and assigned further participants to the moderate/severe-OSA group compared to the non-OSA group (Table 12). For the pre-screening methods, generally, high sensitivity is more preferable, because misclassification of an OSA patient as non-OSA is more troublesome than misclassification of a non-OSA individual as an OSA patient.

The last but not least point is related to the generalizability of our proposed methods. In this study, to reduce the feature extraction bias, we used a 5-fold cross-validation procedure to randomly divide our participants into five different training sets. Additional randomness was also added to the mechanism of learning of our models, either by the cross-validation in LASSO regularized LR to find the optimal value of $\lambda$ or through bootstrapping and random variable
selection for node splitting in RF. These randomnesses may lead to small variations in results after repetition. However, the stochastic nature of the LASSO regularized LR and RF approaches is their power, because these models could learn over time; i.e., as the number of samples increases, the predictions become more accurate.

To sum up, LASSO regularized LR is a parametric linear model and similar to all model-based methods, its prediction performance depends on whether the data follow the assumed model or not. This approach provides a restrictive set of parameters related to usually a smaller number of features than the original feature set. Using the estimated coefficients of this model, it would be possible to examine the features that are associated with the OSA severity levels and evaluate the extent of their association and importance [2], [6]. RF, contrarily, is a non-parametric approach that does not rely on any model; hence, it is more flexible than the LASSO regularized LR and can result in a better final prediction model. In RF, the importance of each feature and the relationship between risk factors and assigned OSA severity level of individuals, as well as the extent of these associations, is determined by the mean-decrease-Gini index criterion. As no assumptions are needed to be checked before the investigation of data using the RF and since this model could deal with the unbalanced and missing data, this approach seems to be more practical for the real data with lots of missing values. The main drawback of the RF is the model size, such that for the predictions we need to keep a whole forest in the memory. This may take a considerable capacity of memory and might become slow to evaluate. In this aspect, the LASSO regularized LR might be a better method because all predictions could be made using a small number of coefficients that fit in a simple LR model.
III.4.1 Physiological interpretation of the selected features

The selected features of this study, using both approaches, are physiologically meaningful and are highly correlated with AHI. We elaborated on the physiological interpretation of these features in our previous study [6]. Briefly, for the moderate/severe OSA participants, high NC relates to the UA narrowing. Also, the higher slope around the second peak and the higher average power in the high-frequency range of their power spectra relate to the lower resonance frequency and increased stiffness of their UA tissues, respectively [6]. The only newly selected feature is the average of the power spectra in low-frequency ranges. Imaging studies have shown a narrower and thicker UA for severe OSA individuals compared to that of controls during wakefulness [24], [25]. It has been demonstrated that the narrower UA of OSA patients compared to that of controls is, at least in part, the reason for increased collapsibility or compliance of OSA subjects [26]. Studies have shown that the more compliant tubes as in severe OSA, have higher absorbance of the low-frequency sounds [27]. These points justify our observation of a lower average power at low frequencies for moderate/severe OSA group compared to that of non-OSA (p-value < 2.7 × 10⁻⁹).

III.5 Conclusion

In this study, the RF and the LASSO regularized LR have been compared for the first time for the feature selection and classification of non-OSA and moderate/severe-OSA participants during wakefulness. The comparative analysis in this study may allow us to gain an insight into the performance of these two methods for the online screening of OSA. LASSO regularized LR is a fast, parametric model that is able to show the relationship between the features and OSA severity level of participants by a small number of coefficients. Contrarily, the RF is a flexible non-parametric model that identifies a list of influential features. This method measures the importance of each variable to show the extent of relationships between selected features and the OSA severity
level of individuals. Although the RF approach predicted the OSA severity level of participants in a more accurate manner, hence, have lower generalization error compared to the LASSO regularized LR, the classification results of the two methods were highly correlated. Besides, considering the computational costs and memory usage of two approaches, the LASSO regularized LR showed to be faster and have a smaller sized model than the RF. The pre-mentioned points suggest that the selection of the appropriate feature reduction and classification approach depends on the application and nature of data. Generally, in classification problems, the higher accuracy is preferred. Hence, the RF approach might be considered as the preferred approach. However, if the size of data is large and a quick real-time screening is required, the LASSO regularized LR approach might be a better choice as it can still provide relatively fast but accurate classification results.
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Chapter IV. Acoustic Characterization of Upper Airway Variations with Respect to OSA

IV.I Spectral and Higher Order Statistical Characteristics of Expiratory Tracheal Breathing Sounds during Wakefulness and Sleep in People with Different Levels of Obstructive Sleep Apnea

Farahnaz Hajipour and Zahra Moussavi
Journal of Medical and Biological Engineering 39.2 (2019): 244-250

Abstract — We investigated plausible changes in spectral and higher order statistical properties of tracheal respiratory sounds from wakefulness to sleep in relation to obstructive sleep apnea (OSA). Data consisted of expiratory sounds of 30 participants suspected of OSA during wakefulness and sleep, both recorded in supine position. Participants were divided into two groups of mild and severe OSA (15 in each group) based on their apnea/hypopnea index (AHI) per hour. Three different frequency-based features of their power spectra in addition to Kurtosis and Katz fractal dimension (KFD) were estimated from each normalized expiratory sound; they were compared within and between the groups. During wakefulness, the average sounds power at low-frequency components in the severe group was less than that of the mild group. However, during sleep, the average power of high-frequency components in severe subjects was more than that of the mild group. The kurtosis value of both mild and severe OSA groups increased significantly from wakefulness to sleep using both mouth and nasal breathing sounds during wakefulness. The KFD increased significantly from wakefulness to sleep for both mild and severe OSA group using only nasal breathing sounds during wakefulness. These changes are indicative that the upper airway of severe OSA show more compliance and thickness compared to that of the mild OSA during both wakefulness and sleep and represent an increased stiffness during sleep. This implies a regional narrowing which cause both more compliance and stiffness simultaneously in different regions of the upper airway.
IV.I.1 Introduction

Obstructive sleep apnea (OSA) syndrome is due to the partial or complete collapse of the upper airway (UA) [1], resulting from relaxation of muscles controlling the soft palate or tongue. [2]. An individual with OSA, despite persistent efforts to breathe, may experience periods of cessation of breathing (apnea) and/or more than 50% reduction in airflow (hypopnea). Such event is called apnea or hypopnea if it lasts at least 10s and is associated with a minimum of 4% drop in oxygen saturation level in blood [1]. The severity of OSA is measured by apnea/hypopnea index (AHI) per hour of sleep.

OSA is a prevalent health problem that affects both children and adults. It has been reported that about 10% of the North American population suffer from OSA [3], while it is believed there are many undiagnosed cases [4]. OSA is associated with an increased risk of cardiovascular disease, daytime sleepiness, reduced concentration and increased risk of car accidents [1]. The current gold standard for diagnosis of OSA is full-night polysomnography (PSG). Many physiological signals such as heart and muscle signals, respiratory effort, respiratory flow, and brain waves (EEG) are recorded during a PSG assessment to provide a full physiological picture of the patients’ sleep apnea and sleep quality. However, PSG assessment is time-consuming, cumbersome and expensive with long waiting list around the world. Therefore, designing simpler assessment methods such as portable home monitoring devices offer an alternative way to detect sleep apnea while overcoming the drawbacks of PSG. In this study, we aimed to explore the use of breathing sounds in understanding UA differences in OSA individuals with different levels of OSA severity during both wakefulness and sleep. The outcomes of our study may lead to a better physiological understanding of the mechanism of the UA collapse during sleep using only breathing sound analysis.
Various features of UA anatomy and neuromuscular control contribute to OSA development [5]. Therefore, the cause of OSA may vary considerably between individuals. Some of the previous studies using MRI/CT imaging during wakefulness have shown that OSA individuals have a narrower and thicker UA compared to non-OSA individuals [6]. Also, the lateral narrowing of the UA in OSA individuals was found to be of an elliptical configuration in the anterior-posterior dimension in contrast to a more laterally open in non-OSA individuals [7], [8]. Nevertheless, it has been reported that the patency of the UA of OSA individuals during wakefulness is well maintained due to an increase in their dilator muscles activities [9], [10]. On the other hand, the UA of OSA participants during sleep has been shown to be more collapsible [11], most probably due to the changes in neuromuscular control and airway physiology at the onset of sleep [12].

Our team and a few others around the world have been using tracheal respiratory sounds to monitor and assess OSA. It is known that structural and physiological properties of the UA (such as diameter, wall thickness, and length) will affect the breathing sound generation mechanism [13]. Therefore, we hypothesize that respiratory sounds are able to convey valuable information in relation to monitoring and detecting OSA. Some previous studies focused on analyzing respiratory sound during wakefulness for OSA assessment and classification [14], [15]. In this study, however, we investigated breathing sound features during both wakefulness and sleep to determine which sound features change the most from wakefulness to sleep differently among people with different levels of OSA severity. We focused on investigating the spectral and higher order statistical characteristics of respiratory sounds during both wakefulness and sleep in relation to OSA.
IV.I.2 Method

IV.I.2.1 Data

We used tracheal respiratory sounds of 30 individuals with OSA. Tracheal breathing sounds during both wakefulness and sleep were recorded in the supine position with head resting on a pillow. During wakefulness, participants were instructed to breathe at their normal rate in two maneuvers: first through the nose with mouth closed and second through the mouth with a nose clip in place; five full breathing cycles in each maneuver were recorded. After wakefulness recording, participants were prepared for PSG assessment. Breathing sounds recording during sleep were conducted simultaneously with full-night PSG assessment at Misericordia Health Center (Winnipeg, Canada). The severity of OSA was determined using the PSG report and an AHI threshold of 15. Data included 15 participants with mild-OSA (11 male, AHI<15) and 15 severe-OSA (13 male, AHI>15). Demographic information of the participants is shown in Table 13. This study was approved by the Biomedical Research Ethics Board of the University of Manitoba and all the participants signed an informed consent form prior to data collection.

Table 13 Study Participants Demographic Information

<table>
<thead>
<tr>
<th>Severity</th>
<th>Age</th>
<th>AHI</th>
<th>BMI</th>
<th>Neck size</th>
<th>Sex (M: F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild-OSA</td>
<td>40.7</td>
<td>2.2</td>
<td>29.6</td>
<td>40.9</td>
<td>(11:4)</td>
</tr>
<tr>
<td>Severe-OSA</td>
<td>48.7</td>
<td>37.5</td>
<td>33.6</td>
<td>45.7</td>
<td>(13:2)</td>
</tr>
</tbody>
</table>

The breathing sounds during both wakefulness and sleep were collected with a small microphone (Sony ECM-77B). The Microphone was inserted into a small chamber which allowed 2 mm cone-shape space with skin to ensure that it never connects the skin of participants during the recording and mounted over the suprasternal notch of their trachea. A soft neckband was
wrapped around the patient’s neck to sustain the microphone and chamber in place, and to ensure that the microphone would not be misplaced during the night. The recorded breathing sounds were amplified by a Biopac (DA100C) amplifier with the band-pass filter in the range of 0.5-5000 Hz and digitized at 10240 Hz sampling rate.

IV.I.2.2 Signal Analysis

All the recorded tracheal breathing sounds data were examined manually by listening to and observing the sounds in the time-and-frequency domain for plausible occasional swallow that may interfere with altering breath phases and to exclude noisy signals or those associated with snoring sounds. As the respiratory flow was not recorded in this study, to ensure the accuracy of the phase labels during wakefulness, each recording was always started at the inspiration. The inspiratory and expiratory phases during wakefulness and sleep were identified semi-manually using the technique elaborated in [16]. Briefly, the log of the variance of each phase is calculated and the onset of each phase is identified by an automatic algorithm. Then, based on different features from duration, shape and volume of the sound envelope each phase is labeled as inspiration or expiration. During sleep, snoring usually occurs within the inspiration phase. Therefore, to avoid plausible snoring sounds, we selected 4 noise-free expiratory sounds in supine position (determined using the PSG assessment). During wakefulness, we also analyzed 4 noise-free expiratory sounds for comparison to those during sleep. We extracted sleep data from only stage 2 of sleep because that was the most common stage in our dataset. To remove the effect of low and high-frequency noises, including heart and muscle sounds and ambient noise, each individual expiratory sound segment was passed through a 5\textsuperscript{th}-order Butterworth band-pass filter in the range of [75-2500 Hz].
Next, the same procedure as in [15] was applied to each selected expiratory sound: each expiratory phase was first normalized by its variance envelope (moving average filter of the signal with 64 sample sequence) to remove its extra fluctuations. Subsequently, they were normalized by their energy to compensate for plausible different flow rates in each breathing cycle. To capture the stationary part of the expiratory breathing sounds, we calculated the logarithm of the sound’s variance using the method in [17], and the sound segments corresponding to its middle part (50% duration around the maximum) was considered for further analysis. Next, we estimated the power spectrum density (PSD) of the stationary portion of each expiratory sound signal using Welch’s method in windows of 205-point (~20 ms) with 50% overlap between successive windows and averaged over the 4 expiratory phases of each participant. Next, three frequency-based features were calculated from the average PSD: 30%-freq, 50%-freq and 70%-freq, the frequency at which the PSD reaches 30%, 50% and 70% of the total power, respectively. In addition, the kurtosis and Katz fractal dimension (KFD) [18] were also calculated in every 20ms window with 50% overlap with the adjacent windows and then averaged within the stationary part of each expiratory phase. They were then averaged over the 4 expiratory phases of each participant.

The extracted features were then compared within the mild and severe groups and between the wakefulness and sleep. For comparison, we used paired and unpaired t-tests (for within and between group comparisons); a p-value of 0.05 was considered as significant.

IV.I.3 Results

Investigating different frequency-based features showed that the PSD of mild OSA reached their 30%-freq in lower frequencies compared to that of severe OSA using both mouth and nasal breathing sounds of wakefulness; though, it was only significant (p<0.008) during mouth breathing maneuver (Figure 15). The same pattern was also observed during sleep (p< 0.05) (Figure 15).
These results imply that the PSD of the mild group at the lower frequencies are more powerful than that of the severe participants during both wakefulness and sleep.

Figure 15 Mean and standard error of 30%-freq feature extracted from average expiratory breathing sounds PSD of mild and severe OSA groups during mouth breathing in wakefulness and stage 2 of sleep.

As shown in Figure 16, the average power spectra of severe OSA reached both their 50% and 70% power in significantly higher frequencies than the mild OSA (p<0.02, p<0.05, respectively). This finding implies that, the average PSD of severe participants during sleep has more power in higher frequencies compare to the average PSD of mild participants. No significant difference between mild and severe OSA groups was observed during either mouth or nasal breathing sounds of wakefulness (Figure 16).
Figure 16 Mean and standard error of a) 50% -freq and b) 70%-freq features. These features were extracted from the average expiratory breathing sounds PSD of mild and severe OSA groups during mouth breathing maneuver in wakefulness and stage 2 of sleep.

Higher order statistical analysis showed that there was a significant change in the kurtosis of the breathing sounds from wakefulness to sleep in both mild (p<0.007) and severe (p<0.002) OSA groups, using the nasal breathing sounds during wakefulness (Figure 17). The same pattern was also observed when we used expiratory mouth breathing sounds instead of nasal breathing sounds during wakefulness (p< 0.02 and p< 0.04 for mild and severe OSA groups, respectively).

Figure 17 t-test outcome of kurtosis change from wakefulness to sleep in mild and severe OSA groups using nasal breathing sounds during wakefulness.
The KFD analysis revealed that for both mild and severe OSA groups, there was no significant change in this feature from wakefulness to sleep when using mouth-breathing sounds during wakefulness. However, the change of the KFD from wakefulness to sleep using nasal breathing sounds was significant for both mild and severe OSA group (p< 0.05 and p<0.005, respectively) (Figure 18). It should be noted that we could not be sure the breathing sounds during sleep were nasal or mouth breathing. In addition, there was no significant differences in KFD values of nasal and mouth breathing sounds during wakefulness. There was also a marginally significant (p<0.06) difference between KFD of mild and severe OSA during sleep.

Figure 18 t-test outcome of Katz fractal dimension change from wakefulness to sleep in mild and severe OSA group using nasal breathing sounds during wakefulness.

Table 14 summarizes the score of statistical tests for the 3 frequency-based features and the kurtosis and KFD characteristics of expiratory breathing sounds during both wakefulness and sleep.
Table 14 Statistical test outcomes of the extracted features. (*) shows p-value < 0.05 that considered as significant.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Mouth breathing sounds during wakefulness</th>
<th>Nasal breathing sounds during wakefulness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference of the 30%-freq during wakefulness between mild and severe OSA groups</td>
<td>P &lt; .008*</td>
<td>P &gt; 0.1</td>
</tr>
<tr>
<td>Difference of the 30%-freq during sleep between mild and severe OSA groups</td>
<td>P &lt; 0.05*</td>
<td>P &lt; 0.05*</td>
</tr>
<tr>
<td>Difference of the 50%-freq during wakefulness between mild and severe OSA groups</td>
<td>p &gt; 0.1</td>
<td>p &gt; 0.1</td>
</tr>
<tr>
<td>Difference of the 50%-freq during sleep between mild and severe OSA groups</td>
<td>P &lt; 0.02*</td>
<td>P &lt; 0.02*</td>
</tr>
<tr>
<td>Difference of the 70%-freq during wakefulness between mild and severe OSA groups</td>
<td>p &gt; 0.3</td>
<td>p &gt; 0.3</td>
</tr>
<tr>
<td>Difference of the 70%-freq during sleep between mild and severe OSA groups</td>
<td>P &lt; 0.05*</td>
<td>P &lt; 0.05*</td>
</tr>
<tr>
<td>Change of the kurtosis from wakefulness to sleep in mild group</td>
<td>P &lt; 0.02*</td>
<td>P &lt; 0.007*</td>
</tr>
<tr>
<td>Change of the kurtosis from wakefulness to sleep in severe group</td>
<td>P &lt; 0.04*</td>
<td>P &lt; 0.002*</td>
</tr>
<tr>
<td>Change of the Katz fractal dimension from wakefulness to sleep in mild group</td>
<td>p &gt; 0.3</td>
<td>P &lt; 0.05*</td>
</tr>
<tr>
<td>Change of the Katz fractal dimension from wakefulness to sleep in severe group</td>
<td>p &gt; 0.2</td>
<td>p &lt; 0.005*</td>
</tr>
</tbody>
</table>

IV.I.4 Discussion

Tracheal breathing sounds analysis is a non-invasive method for studying the pathophysiology of the airway [19]. They have been shown to be affected by the structural and physiological changes of the UA [13]. In this study, we hypothesized that respiratory sounds spectral and higher order statistical characteristics are able to convey valuable information in relation to OSA severity and how they change from wakefulness to sleep.
The UA anatomical structure depends on body position. Thus, during both wakefulness and sleep, we analyzed breathing sounds recorded in supine position. The AHI in supine position is also usually higher than that in lateral body positions [20].

The 30%-freq feature revealed that during wakefulness and sleep the average power at low frequencies of breathings sounds of severe OSA is less than that of the mild OSA. This pattern was expected because different imaging studies [6], [11], [21] and our previous tracheal breathing sound studies [15], [22] have shown that the UAs of severe OSA compared to mild OSA are thicker and more compliant during both wakefulness and sleep. It is known that the low frequency sounds are absorbed more by more compliant tubes [23]. Thus, we expected to see a lower average power at low frequencies during wakefulness and sleep in severe OSA individuals (Figure 15).

Based on the results of the 50%-freq and 70%-freq features, the average PSD during sleep at high frequencies was higher for severe OSA compared to that of mild OSA participants. As an increased high-frequency power represents the increase in stiffness, we speculate that this finding may suggest an increased stiffness of the UAs of severe OSA subjects during sleep. That is congruent with imaging studies results [7], [8] and the tube law [24] that have suggests more regional compliance and stiffness of the UA due to the structural regional changes of the UA shape in severe OSA. In addition, in one study based on electromyography of anesthetized rats, it was shown that simultaneous stimulation of protrudor and retractor muscles of the tongue in the case of hypercapnia and hypoxia, as in severe OSA, leads to tongue retraction and results in a narrower but stiffer pharyngeal airway [25]. Therefore, in agreement with aforementioned studies, the observed spectral pattern at low and high frequencies are representative of OSA pathophysiology during wakefulness and sleep.
The higher order statistical analysis (Kurtosis analysis) showed an increase in kurtosis from wakefulness to sleep in both mild and severe OSA groups, using both mouth and nasal breathing sounds during wakefulness. The kurtosis represents peakedness of the probability distribution of the time series signals. Thus, the higher kurtosis during sleep means the distribution of tracheal expiratory sounds is more clustered around its mean and has relatively small standard deviation. We speculate this might be representative of the higher stiffness of the UA during sleep.

Fractal dimension analysis, including KFD that was used in this study, has often been used as a measure of the complexity of biological signals [26]. Our results showed a significant change in KFD from wakefulness to sleep in both groups of mild and severe OSA. We believe this is in support of the kurtosis results that showed more peakedness during sleep. Thus, this might also be due to higher stiffness of the UA during sleep in OSA individuals.

IV.I.5 Conclusion

In this study, we investigated the spectral and higher order statistical characteristics of expiratory sounds during both wakefulness and sleep in mild and severe OSA groups. Our results, congruent with imaging studies of the UA in OSA population, are indicative that the UAs of severe OSA are mainly characterized by having more compliance (presented by lower average power at low frequencies) and also more stiffness (presented by higher average power at high frequencies). This implies, there must be a regional narrowing to cause both more compliance and stiffness simultaneously in different regions of the UA. We also observed an increased stiffness during sleep particularly in severe OSA group. In addition, the results of higher order statistical analysis (kurtosis) and complexity measure are indicative of more stiffness as one sleeps; this was observed in both mild and severe OSA groups. Overall, the results of this study, although with a limited
sample size, are encouraging for the use of tracheal breathing sounds for examining UA structural changes due to OSA during both wakefulness and sleep.
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IV.II Acoustic Characterization of Upper Airway Variations from Wakefulness to Sleep with Respect to Obstructive Sleep Apnea

Farahnaz Hajipour, Eleni Giannouli, and Zahra Moussavi
Medical & biological engineering & computing 58.10 (2020): 2375-2385

Abstract — The upper airway (UA) is in general thicker and narrower in obstructive sleep apnea (OSA) population than in normal. Additionally, the UA changes during sleep are much more in the OSA population. The UA changes can alter the tracheal breathing sounds (TBS) characteristics. Therefore, we hypothesize the TBS changes from wakefulness to sleep are significantly correlated to the OSA severity; thus, they may represent the physiological characteristics of the UA. To investigate our hypothesis, we recorded TBS of 18 mild-OSA (AHI<15) and 22 moderate/severe-OSA (AHI>15) during daytime (wakefulness) and then during sleep. The power spectral density (PSD) of the TBS was calculated and compared within the two OSA groups and between wakefulness and sleep. The average PSD of the mild-OSA group in the low-frequency range (<280 Hz) was found to be decreased significantly from wakefulness to sleep (p-value <10^{-4}). On the other hand, the average PSD of the moderate/severe-OSA group in the high-frequency range (>900 Hz) increased marginally significantly from wakefulness to sleep (p-value <9 \times 10^{-3}). Our findings show that the changes in spectral characteristics of TBS from wakefulness to sleep correlate with the severity of OSA and can represent physiological variations of UA. Therefore, TBS analysis has the potential to assist with diagnosis and clinical management decisions in OSA patients based on their OSA severity stratification; thus, obviating the need for more expensive and time-consuming sleep studies.
IV.II.1 Introduction

The upper airway (UA) is a collapsible structure; it dynamically changes from wakefulness to sleep, and also between the sleep stages [1]. The patency of the UA is suggested to be dependent on the equilibrium between the dilating forces generated by the UA dilator muscles and the pressure exerted by the heterogeneous surrounding soft tissue [2]. The complete or partial collapse of the UA during sleep could lead to apnea, a cessation of airflow for $\geq 10$ sec, or hypopnea, a reduction of the peak airflow by $\geq 30\%$ from pre-event baseline if it lasts $\geq 10$ sec, and is associated with a $\geq 3\%$ oxygen desaturation [3].

Obstructive sleep apnea (OSA) is characterized by repetitive episodes of apnea and/or hypopnea during sleep [4]. OSA is a relatively common disorder that can affect the health of all age groups [5]. Between 9\%-38\% of the general adult population suffer from OSA [5]. As OSA is still underdiagnosed, these values are believed to underestimate the actual numbers [6]. Untreated OSA is associated with many deficits including excessive daytime sleepiness, increased risk of motor vehicle accidents, memory impairment, and stroke [2], [7]. Untreated moderate/severe OSA is also associated with increased morbidity and mortality [7].

Currently, diagnosis of OSA is based on the full-night Polysomnography (PSG) assessment, as the gold standard, and to some extent by Home Sleep Study (HSS) systems. PSG measures the Apnea-Hypopnea Index (AHI), which reports the average number of apneic events per hour of sleep [8]. However, full PSG studies are time-consuming, laborious, expensive, and usually, have a long waiting time. HSS helps with cost-effectiveness and waiting-time of PSG, yet, it remains as an overnight test that still requires considerable resources for reliable outcomes [9]. Therefore, developing an alternative technology to overcome these difficulties is momentous.
Tracheal breathing sounds (TBS) are a measure of tracheal wall vibration set into motion by the passage of turbulent airflow from the UA including trachea and pharynx [10]. Structural and physiological properties of the UA affect the resonance frequency of the UA that is detected by TBS analysis [11], [12]. It is known that physiological properties of the UA, its patency, and its resistance change dynamically, but with different degrees with respect to the sleep/wakefulness status (different sleep stages/wakefulness) and OSA severity [13]–[18]. Accordingly, our team and a few others around the world are using TBS as a quick, inexpensive, and reliable technology with comparable outcomes to that of PSG or HSS for OSA screening [19]–[23]. However, the changes of TBS from wakefulness to sleep in relationship to the severity of OSA and whether those changes have a classification power to identify the moderate and severe OSA from others have not been investigated adequately; that is the goal of this study.

In a study by Yadollahi et al. [23], a fully automatic acoustic technology was introduced to estimate AHI during sleep using pulse oximetry and TBS. The detected apnea-hypopnea events were highly correlated to those detected using PSG. Although that study reduced the number of required signals to only two, however, it was still a full overnight test. In a study by Hajipour et al. [22], contrarily, a set of TBS characteristics were used to separate OSA individuals from non-OSA individuals during wakefulness. The results showed an average area under the receiver operated characteristic curve (AUC) of 89.9±1.7%. Although the selected features in that study were correlated to AHI, it was not investigated whether those features were robust enough to reflect the changes of the UA during sleep in relation to OSA severity; that is one goal of this study.

On the other hand, according to tube law, maximum airflow ($V_{max}$) in collapsible tubes is determined by
\[ V_{max} = \sqrt{A \times \frac{A}{\rho(\Delta A/\Delta P)}} \quad Eq. \ Iv.II.1 \]

where \( A \) is the cross-section area of the tube, \( \rho \) is the gas density, and \( (\Delta A/\Delta P) \) is the pharyngeal airway compliance; a measure of distensibility of the tube. According to the \( Eq. \ Iv.II.1 \), \( V_{max} \) has a direct relationship to the cross-section area of the tube while it is inverse for the tube’s compliance [24]. By this analogy, the changes in the cross-section area and compliance/collapsibility of the UA are important factors in the pathophysiology of OSA [25] and are potential factors to modify the TBS of OSA compared to that of non-OSA individuals. If TBS analysis can reveal these anatomical/physiological characteristics of the UA, it will be an excellent non-invasive, quick, and cost-effective alternative tool for OSA management and it can lead to more appropriate therapeutic decisions [26].

In our previous and relevant study [27], we recorded TBS of 30 OSA participants during sleep and in two maneuvers of mouth and nasal breathing during wakefulness. Next, we compared the spectral and higher-order statistical characteristics of their TBS during stage 2 of sleep and then during wakefulness. The results showed a significant difference between the TBS characteristics of these two OSA groups during either wakefulness or sleep. However, in that study, we did not investigate the pattern of changes from wakefulness to sleep in each of the two groups, nor investigated whether those changes have any classification power for identifying the severity of OSA. We hypothesize the changes in acoustic properties of TBS from wakefulness to sleep are highly correlated with the severity of OSA; thus, they are useful in OSA screening and classification, and may reveal the changes in physiological characteristics of the UA (including narrowing, thickness and resistance) due to OSA in a detailed but straightforward manner. Therefore, in this study using a larger database, our primary goal was to investigate TBS changes
from wakefulness to sleep in individuals with different levels of OSA severity and to explore whether these changes are correlated with their OSA severity. We also assessed the classification power of these acoustic features to separate the two OSA groups for screening purposes. To achieve our goal, we analyzed and compared spectral characteristics of TBS recorded during wakefulness (a combination of mouth and nasal TBS) to those during sleep. We discuss the physiological interpretation of our findings and describe their ability to show the UA characteristics changes regarding OSA.

IV.II.2  Method

IV.II.2.1  Participants

Sixty individuals referred for PSG assessment at Sleep Disorder Center of Misericordia Health Center (Winnipeg, Canada) participated in this study. The Biomedical Research Ethics Board of the University of Manitoba approved the study. All participants signed an informed consent before data collection. We excluded data of 20 participants from the study due to frequent noises (including vocal and blanket, audible alarms and air conditioner noises) or the need of patients for a titration that the sleep technician disconnected our acoustic device.

IV.II.2.2  Sound Recording Procedure

The TBS during both wakefulness and sleep were collected by a miniature microphone (Sony ECM-77B) inserted into a small chamber, allowing 2 mm cone-shaped space with skin. The chamber was mounted over the suprasternal notch of the trachea with double-sided adhesive tape. To ensure the microphone would not be misplaced during the night, we used a soft neckband, which was sealed softly around the patient’s neck to sustain microphone and chamber in site
The sounds were band-pass filtered in the range of [0.05-5000 Hz], amplified by a Biopac (DA100C) amplifier, and digitized at 10240 Hz sampling rate.

Figure 19 a) The Microphone within our custom-made chamber with 2 mm cone-shaped space with skin. b) The Microphone and chamber that sealed around the suprasternal notch of the trachea of patients using neckband.

TBS during wakefulness was recorded before PSG assessment. We recorded 5 cycles of normal TBS through the nose with mouth closed, followed by 5 cycles of normal TBS through the mouth with a nose clip in place. We choose to record 5 breaths to be a representative of steady-state pattern of breathing without acceleration/deceleration of respiratory rate. After wakefulness recording, participants were prepared for PSG assessment. TBS during sleep were recorded simultaneously with the PSG assessment; they were real-time with the snoring sounds and respiratory events as appearing in the PSG. TBS segments for analysis were extracted from stable sleep periods in stage N2, void of snoring sounds or artifacts and in the supine position (determined using the PSG score sheet). Using the AHI outcome of the PSG assessment, we grouped the participants into mild-OSA (AHI <15, N=18) and moderate/severe-OSA (AHI >15, N=22) groups. The threshold of AHI=15 has been traditionally used in many studies to identify OSA patients who might have increased cardiovascular or mortality risks and are in need of treatment [7]. Therefore, this threshold could potentially require more focus and earlier assessment for treatment.
Anthropometric information of the 40 individuals, whose data were analyzed in this study, is presented in Table 15.

IV.II.2.3 Preprocessing and Signal Analysis

In this study, we did not record the respiratory flow of participants, however, to ensure the respiratory phases, all recording procedures during wakefulness started at the inspiration and marked by the voice of the experimenter. Using that auditory marker, the inspiratory/expiratory phases during wakefulness were separated manually. For the TBS of sleep, however, we used our semi-manual technique, elaborated in [28] to identify the inspiratory/expiratory phases of breathing. In this study, we aimed to compare TBS during wakefulness with those during sleep. As there are no snoring sounds during wakefulness, to have a fair comparison between wakefulness and sleep, we examined all the recorded TBS data by audio and visual means in the time-and-frequency domain to exclude TBS with snoring sounds and noisy signals (including artifacts, vocal noises, and swallowing).

The majority of the moderate/severe-OSA participants of this study snored most of the time in the supine position. Since snoring usually occurs in the inspiration, because the UA collapse typically occurs at the end of expiration [14], the majority of the inspiratory phases of moderate/severe-OSA group has been eliminated. Therefore, we decided to remove the inspiratory phases of breathing for all participants to have a fair comparison between mild and moderate/severe OSA individuals. Furthermore, since there is no apneic event during wakefulness for even the moderate/severe OSA individuals [24], we also excluded sleep data with respiratory apneic events. Consequently, from the recorded sounds during sleep, we selected 5 normal (free of any apneic events including flow limitation), noise- and snore-free expiratory sounds in supine position and sleep stage 2 for further analysis. Data in stage 2 of sleep was selected because that
was the most common (i.e., the highest number of individuals’ data) sleep stage in our dataset. We were also interested only in the supine position to match with position of data collection during wakefulness. From data recorded during wakefulness, we also selected 5 noise-free expiratory sounds for comparison to those extracted from data during sleep.

In this study, similar to our previous research [22], each selected sound was first passed through a 5\textsuperscript{th}-order Butterworth band-pass filter in the range of [75-2500 Hz] to eliminate the effect of low- and high-frequency noises (including ambient noises, highest amplitude component of the heartbeats (which is less than 75 Hz [29]), fundamental frequency of the power line (60 Hz in Canada), and muscle sounds) while keeping the primary frequency component of the sound. Next, each filtered sound signal was normalized by its variance envelope (a smoothed version of itself using the Moving Average method with 64 sample sequence ~ 6ms) [30] to remove its extra fluctuations, and then by its standard deviation to compensate for plausible different flow rates between breathing cycles. Then, the logarithm of the variance of each TBS was calculated to acoustically estimate its respiratory flow. Afterward, the 50\% duration around the maximum of the estimated flow signal was considered as the stationary portion of that sound signal [31]. Finally, using Welch’s method, the power spectrum density (PSD) of the stationary portion of sound signals were estimated in segments of 20 ms with 50\% overlapping windows to successive segments. Figure 20 outlines the above-mentioned pre-processing.
As mentioned in Section IV.II.2.2, during wakefulness, we recorded TBS in two maneuvers of nose and mouth breathing. During sleep, however, one could be breathing through either nose or mouth, but without a video recording, we could not identify nose or mouth breathing. Thus, to have a fair comparison of wakefulness and sleep data, for each participant, we selected 3 breaths from mouth breathing and 2 breaths from nasal breathing of the wakefulness. Next, we considered the average of the estimated PSD of these signals and the average of the estimated PSD of the five TBS recorded during sleep as the representative data of wakefulness and sleep of each individual, respectively.
For feature extraction with the purpose of investigating TBS variations from wakefulness to sleep, within each OSA groups we averaged the PSD signals during wakefulness as well as sleep and calculated their standard error (SE). We also assessed the difference between the average PSD ($PSD_{avg}$) of TBS during wakefulness and sleep in two groups of mild ($mild-Difference$) and moderate/severe OSA ($m/s-Difference$). The regions with no overlap between the $mild-Difference$ and the $m/s-Difference$ were considered as characteristic regions for extracting features for further statistical investigations. These regions reflect the frequency bands that the spectral characteristics of TBS change the most from wakefulness to sleep and are introduced in Section IV.II.3. Similar to our previous studies during wakefulness [22], [32], we considered the mean of these areas as characteristic features to be selected for classification. TBS features representing changes from wakefulness to sleep were the mean of the $mild-Difference$ and $m/s-Difference$ in the ranges mentioned above. TBS features during wakefulness and sleep were the mean of the $PSD_{avg}$ in the pre-mentioned regions for the two OSA groups during wakefulness and sleep, respectively. To be clearer, Figure 21 shows the $mild-Difference$ and $m/s-Difference$ as well as the $PSD_{avg}$ during wakefulness and sleep for both mild and moderate/severe OSA groups. TBS features were extracted from the regions between the solid lines as well as the region between the dotted lines.

In addition to studying changes of TBS characteristics from wakefulness to sleep, we also studied and compared the classification ability of the TBS features reflecting changes from wakefulness to sleep (Figure 21-c) with those extracted during only wakefulness or only sleep (Figure 21-a and Figure 21-b). To perform classification, we used 10 ensembles of 2-class linear kernel support vector machine (SVM) classifiers, obtained from bootstrap samples of our data. Bootstrapping consists of repeatedly drawing samples of the same size, with replacement, from our original dataset. We trained our SVM classifier with the bootstrap samples. The remaining
data (samples that were not selected in the bootstrapping procedure) were considered as testing data and used to evaluate the performance of the SVM classifiers. We repeated this procedure 10 times and reported the average classification results.

IV.II.2.4 Statistical Analysis

Our hypotheses of this study were the spectral characteristics of TBS change from wakefulness to sleep, and these variations are different in OSA and non-OSA populations. As we have measured the TBS characteristics over two time-points (wakefulness and sleep), also our participants have been assigned in two groups (mild and moderate/severe OSA), we applied a multivariate two way mixed analysis of covariance (mixed ANCOVA) multifactorial statistical test to compare the within-groups’ changes (from wakefulness to sleep) and the between-groups’ changes (between mild and moderate/severe OSA groups), while considering the neck circumference (NC) as covariate. We included the NC as covariate in ANCOVA model to ensure that our TBS features are not just measuring the differences in NC between the two OSA groups. A p-value of 0.05 was considered significant. Next, we used simple effect post-hoc analysis with p-value of 0.0064 to determine the effect of sleep/wakefulness status on OSA severity, and vice versa. The reason for choosing this p-value is explained in Section IV.II.3. Pearson’s correlation was used to determine the correlations among the TBS features and AHI. Independent unpaired t-test with p-value of 0.05 was also used to compare the anthropometric information and the differences of \( PSD_{avg} \) of wakefulness and sleep in mild-OSA and moderate/severe-OSA groups.

IV.II.3 Results

Table 15 shows the average and standard deviations of the anthropometric information of the mild and moderate/severe OSA groups, as well as their basic statistical comparisons. There was
no significant difference between the two groups in terms of age, height and sex. The participants with moderate/severe-OSA had a significantly higher weight, AHI, body mass index (BMI) and NC values than did those of mild-OSA individuals.

Table 15 Anthropometric information’s mean and standard deviations (SD) and basic statistical comparisons between mild and moderate/severe obstructive sleep apnea (OSA) groups. The data of moderate/severe-OSA group was compared to the mild-OSA group with independent sample t-test and Chi square test. (*) shows p-value < 0.05 that considered as significant. BMI refers to body mass index; NC, neck circumference; AHI, apnea-hypopnea index.

<table>
<thead>
<tr>
<th></th>
<th>Mild-OSA (N=18) Mean ± SD</th>
<th>Moderate/severe-OSA (N=22) Mean ± SD</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (year)</td>
<td>41.7±14.4</td>
<td>49.5±11.2</td>
<td>0.07</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>87.5±16.6</td>
<td>99.5±17</td>
<td>0.03*</td>
</tr>
<tr>
<td>Sex (male: female)</td>
<td>14:4</td>
<td>20:2</td>
<td>0.47</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>173.5±7.8</td>
<td>174.8±6.5</td>
<td>0.59</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>29.1±5.4</td>
<td>32.6±5.4</td>
<td>0.046*</td>
</tr>
<tr>
<td>NC (cm)</td>
<td>40.9±3.7</td>
<td>44.7±2.8</td>
<td>0.002*</td>
</tr>
<tr>
<td>AHI</td>
<td>4.1±4.5</td>
<td>60.3±32.5</td>
<td>5.8×10⁻⁸*</td>
</tr>
</tbody>
</table>

To predict OSA and its pathology by breathing sounds analysis, in this study, we focused on acoustical changes from wake to sleep. In general, in our studies we aim to have a reliable acoustic OSA prediction by having breathing sounds of a short period of time. From the sleep data, as mentioned in Methods, we decided to select Stage 2 of sleep data. On average, our participants spent 106.36 minutes before reaching Stage 2 of sleep in supine position; this average time was 114.1 and 98.6 minutes for mild-OSA and moderate/severe-OSA participants, respectively. During these times, the participants slept either on other postural positions or at stage 1 of sleep. Stage 1 data was not selected because the majority of our participants snored and/or had several
episodes of hypopneas. The average time to reach REM or stage 3 and 4 of sleep was longer than that of stage 2. It worth to mention that not all of our participants reached REM or deep sleep stages.

Figure 21-a and Figure 21-b show the $PSD_{avg}$ and SE intervals during wakefulness and sleep for mild and moderate/severe OSA participants, respectively. These figures depict clear differences in low- and high-frequency ranges between $PSD_{avg}$ of TBS recorded during wakefulness and sleep and within two OSA groups. Figure 21-c demonstrates the $mild$-$Difference$ and $m/s$-$Difference$, in addition to their SE intervals. As Figure 21-c shows, among the regions with no overlap between the two OSA groups, at lower frequencies [150-280 Hz], the $mild$-$Difference$ were significantly higher than $m/s$-$Difference$, (p-value <0.03, Table 16). Contrarily, at higher frequencies [950-1150 Hz] the $m/s$-$Difference$ values were significantly higher compared to those of $mild$-$Difference$ (p-value <0.04, Table 16).

Table 16 The average of the spectral features in association with their standard deviations (std) for the mild and moderate/severe obstructive sleep apnea (OSA) groups. $PSD_{avg}$: Average power spectra; F1: $PSD_{avg}$ in the low-frequency range of [150-280 Hz]; F2: $PSD_{avg}$ in the high-frequency range of [950-1150 Hz].

<table>
<thead>
<tr>
<th>Features (Watt)</th>
<th>Mild OSA ± std</th>
<th>Moderate/severe OSA ± std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Differences of F1 of wakefulness and sleep</td>
<td>3.1±0.65</td>
<td>0.97±0.72</td>
</tr>
<tr>
<td>Differences of F2 of wakefulness and sleep</td>
<td>-0.25±0.2</td>
<td>-1.1±0.36</td>
</tr>
<tr>
<td>F1 during wakefulness</td>
<td>10.8±0.48</td>
<td>8.6±0.6</td>
</tr>
<tr>
<td>F1 during sleep</td>
<td>7.7±0.49</td>
<td>7.6± 0.6</td>
</tr>
<tr>
<td>F2 during wakefulness</td>
<td>0.55±0.13</td>
<td>0.54±0.06</td>
</tr>
<tr>
<td>F2 during sleep</td>
<td>0.8±0.19</td>
<td>1.7±0.36</td>
</tr>
</tbody>
</table>
Figure 21 Average power spectra (PSD$_{avg}$) of combination of mouth and nasal tracheal breathing sounds (TBS) during wakefulness and sleep with their standard error intervals (shadows). A) Averaged among participants of mild-OSA group during wakefulness (green) and sleep (black), B) Averaged among participants of moderate/severe-OSA group during wakefulness (green) and sleep (black), C) difference of the PSD$_{avg}$ during wakefulness and sleep for mild-OSA (blue) and moderate/severe-OSA (red) groups. The areas between solid lines and dotted lines show the regions where the features were extracted.
Based on the aforementioned observations, we considered the \( \text{PSD}_{\text{avg}} \) in the low-frequency range of \([150-280 \, \text{Hz}]\) (F1) and the \( \text{PSD}_{\text{avg}} \) in the high-frequency range of \([950-1150 \, \text{Hz}]\) (F2) as the two potential features representing the most changes from wakefulness to sleep for further analysis. Since we compared the changes of F1 and F2 from wakefulness to sleep and also between the two OSA groups, we had 8 different statistical comparisons. Therefore, to satisfy the statistical significance of 95\% for the overall post-hoc tests, the significance level of the p-value of each post-hoc test was considered as \( 1 - (1 - 0.05)^{1/8} \approx 0.0064 \) [33].

The mixed ANCOVA multifactorial test result showed a highly significant main effect of sleep/wakefulness status (being asleep or awake) on the TBS features, (p-value <10\(^{-4}\), Table 17). This test also showed a significant interaction between the sleep/wakefulness status and the OSA severity level of participants (p-value <2 \times 10^{-2}, Table 18).

Table 17 The score of the main effect of sleep/wakefulness status over features extracted from average power spectra (PSD\(_{\text{avg}}\)), using tracheal breathing sounds (TBS) during sleep and combination of mouth and nasal TBS during wakefulness. The neck circumference considered as covariate variable in the Mixed ANCOVA test. (*) shows p-value < 0.05 that considered as significant. F1: the \( \text{PSD}_{\text{avg}} \) in the low-frequency range of \([150-280 \, \text{Hz}]\); F2: the \( \text{PSD}_{\text{avg}} \) in the high-frequency range of \([950-1150 \, \text{Hz}]\).

<table>
<thead>
<tr>
<th>Sleep/wakefulness status on TBS features</th>
<th>Main effect (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>( F (2,36) = 11.7, , (\leq 10^{-4}) ) *</td>
</tr>
<tr>
<td>F2</td>
<td>( F (1,37) = 11.9, , (\leq 10^{-3}) ) *</td>
</tr>
</tbody>
</table>

Table 18 The score of the interaction effect of sleep/wakefulness status and OSA severity level over features extracted from average power spectra (PSD\(_{\text{avg}}\)), using tracheal breathing sounds (TBS) during sleep and combination of mouth and nasal TBS during wakefulness. The neck circumference considered as covariate variable in the Mixed ANCOVA test. (*) shows p-value <
0.05 that considered as significant. F1: the PSD$_{avg}$ in the low-frequency range of [150-280 Hz];
F2: the PSD$_{avg}$ in the high-frequency range of [950-1150 Hz].

<table>
<thead>
<tr>
<th>Interaction effect (p-value)</th>
</tr>
</thead>
</table>
| Sleep/wakefulness status and OSA severity level | $F (2,36) = 4.7, (< 2 \times 10^{-2})$ *  
| Sleep/wakefulness status and OSA severity level for F1 | $F (1,37) = 7.9, (< 8 \times 10^{-3})$ *  
| Sleep/wakefulness status and OSA severity level for F2 | $F (1,37) = 0.2, (< 0.6)$  

Our results on the investigation of F1 depicts both a highly significant main effect of sleep/wakefulness status (p-value <10$^{-4}$, Table 17) and a significant interaction effect of sleep/wakefulness status and OSA severity level on this feature (p-value <8 $\times$ 10$^{-3}$).

Table 18). The simple effect post-hoc analysis showed a strongly significant decrease in F1 from wakefulness to sleep within the mild group (p-value <3 $\times$ 10$^{-5}$, Figure 21-a, Table 16 and Table 19). A decrease was also observed in moderate/severe-OSA groups, but it was not significant (p-value =0.2, Figure 21-b, Table 16 and Table 19).

Table 19 The p-values of the simple effect post hoc analysis for features extracted from average power spectra (PSD$_{avg}$), using breathing sounds during sleep and combination of mouth and nasal breathing sounds during wakefulness. The neck circumference considered as covariate variable in the Mixed ANCOVA test. (*) shows p-value < 0.0064 that considered as significant. F1: the PSD$_{avg}$ in the low-frequency range of [150-280 Hz]; F2: the PSD$_{avg}$ in the high-frequency range of [950-1150 Hz].

<table>
<thead>
<tr>
<th>The simple effect post-hoc analysis p-value</th>
</tr>
</thead>
</table>
| Change of F1 from wakefulness to sleep in mild group | < 3 $\times$ 10$^{-5}$*  
| Change of F1 from wakefulness to sleep in moderate/severe group | > 0.0064  
| Change of F2 from wakefulness to sleep in mild group | > 0.0064  
| Change of F2 from wakefulness to sleep in moderate/severe group | < 9 $\times$ 10$^{-3}$  

Our results on the investigation of F2 depicts a significant main effect of sleep/wakefulness status (p-value<10^{-3}, Table 17) but no significant interaction effect of sleep/wakefulness status and OSA severity level was observed (p-value =0.6, Table 18). The simple effect post-hoc analysis showed a marginally significant increase in this feature from wakefulness to sleep in moderate/severe OSA group (p-value < 9× 10^{-3}, Figure 21-b, Table 16 and Table 19). Nevertheless, no significant change was observed for the mild group (p-value =0.2, Figure 21-a, Table 16 and Table 19).

Table 20 shows the Pearson correlation coefficients between the AHI and the spectral TBS features. AHI was correlated with F1 during wakefulness (-0.42, p-value <0.01), with F2 during sleep (0.36, p-value <0.05) and with the change of F2 from wakefulness to sleep (-0.39, p-value <0.05).

Table 20 Pearson Correlation between the AHI and features extracted from the average power spectra (PSD\textsubscript{avg}), using breathing sounds during sleep and combination of mouth and nasal breathing sounds during wakefulness. r is the correlation coefficient. (*) shows p-value < 0.05 that considered as significant. F1: the PSD\textsubscript{avg} in the low-frequency range of [150-280 Hz]; F2: the PSD\textsubscript{avg} in the high-frequency range of [950-1150 Hz].

<table>
<thead>
<tr>
<th>Features</th>
<th>r (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 during wakefulness</td>
<td>-0.42(&lt; 0.01) *</td>
</tr>
<tr>
<td>F1 during Sleep</td>
<td>-0.29(&gt; 0.05)</td>
</tr>
<tr>
<td>F2 during wakefulness</td>
<td>-0.09(&gt; 0.05)</td>
</tr>
<tr>
<td>F2 during sleep</td>
<td>0.36(&lt; 0.05) *</td>
</tr>
<tr>
<td>Change of F1 from wakefulness to sleep</td>
<td>$-0.12 (&gt; 0.05)$</td>
</tr>
</tbody>
</table>
| Change of F2 from wakefulness to sleep | $-0.39 (< 0.05)$ *

Table 21 reports the percentage of the participants that their F1 and F2 decreased or increased from wakefulness to sleep within the two OSA groups and for the total participants of this study. Overall, F1 decreased from wakefulness to sleep in 77.5% of participants, and F2 increased from wakefulness to sleep in 67.5% of participants.

Table 21 Number and Percentage (%) of mild-OSA, moderate/severe-OSA, and overall participants that their spectral characteristics decreased/increased from wakefulness to sleep. F1: the $\text{PSD}_{\text{avg}}$ in the low-frequency range of [150-280 Hz]; F2: the $\text{PSD}_{\text{avg}}$ in the high-frequency range of [950-1150 Hz].

<table>
<thead>
<tr>
<th></th>
<th>Decrease in F1 (%)</th>
<th>Increase in F2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild-OSA (n=18)</td>
<td>16 (89.9%)</td>
<td>12 (66.7%)</td>
</tr>
<tr>
<td>Moderate/severe-OSA (n=22)</td>
<td>15 (68.2%)</td>
<td>15 (68.2%)</td>
</tr>
<tr>
<td>Overall (n=40)</td>
<td>31 (77.5%)</td>
<td>27 (67.5%)</td>
</tr>
</tbody>
</table>

Table 22 reports the classification results of the SVM classifiers using TBS features’ changes from wakefulness to sleep, TBS features during wakefulness, and TBS features during sleep. The SVM classifier using the F1 and F2 changes from wakefulness to sleep (i.e. $F_{1\text{wakefulness}} - F_{1\text{sleep}}$, and $F_{2\text{wakefulness}} - F_{2\text{sleep}}$) resulted in $87.5 \pm 4.5\%$ accuracy with the sensitivity (specificity) of $87.5 \pm 6.9\%$ ($87.5 \pm 13\%$). On the other hand, the SVM classifier using F1 and F2 extracted from wakefulness resulted in $78.8 \pm 4.2\%$ accuracy with the sensitivity (specificity) of $85.7 \pm 1.7\%$ ($70.8 \pm 6.3\%$), and using F1 and F2 extracted from sleep data resulted in $70.1 \pm 6.5\%$ accuracy with the sensitivity (specificity) of $75.7 \pm 16.6\%$ ($63.3 \pm 8.5\%$).
Table 22 The classification results of the SVM classifier over the tracheal breathing sounds (TBS) features using TBS during sleep, and the combination of mouth and nasal TBS during wakefulness. From wakefulness to sleep features are the difference between F1 during wakefulness and sleep as well as the difference between F2 during wakefulness and sleep. In the wakefulness feature are F1 and F2 during wakefulness. In the sleep feature are F1 and F2 during sleep. F1: the PSD\textsubscript{avg} in the low-frequency range of [150-280 Hz]; F2: the PSD\textsubscript{avg} in the high-frequency range of [950-1150 Hz].

<table>
<thead>
<tr>
<th></th>
<th>Specificity (%)</th>
<th>Sensitivity (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>From wakefulness to sleep</td>
<td>87.5±13</td>
<td>87.5±6.9</td>
<td>87.5±4.5</td>
</tr>
<tr>
<td>Wakefulness</td>
<td>70.8±6.3</td>
<td>85.7±1.7</td>
<td>78.8±4.2</td>
</tr>
<tr>
<td>Sleep</td>
<td>63.3±8.5</td>
<td>75.7±16.6</td>
<td>70.1±6.5</td>
</tr>
</tbody>
</table>

IV.II.4 Discussion

TBS are affected by structural and physiological properties of the UA and contain rich information of the airway structure [11]. We hypothesize the TBS changes from wakefulness to sleep are highly correlated to the severity of OSA; thus, they may reveal UA structural and physiological characteristics and their variations due to OSA; thus, they may be used as a screening/diagnostic tool to identify the severity of OSA. While there have been many investigations to examine TBS concerning OSA including our team’s previous studies [22], [23], [32], [34], [35], to the best of our knowledge, this study is the first to explore the potential role of TBS analysis in assessing UA changes from wakefulness to sleep with respect to OSA and its severity.

The findings of our TBS investigations manifested a significant main effect of sleep/wakefulness status on the TBS spectral characteristics and a significant interaction between the sleep/wakefulness conditions and the OSA severity level of participants. These results imply that the TBS spectral features change significantly, when one sleeps, and these changes are clearly
different within mild and moderate/severe OSA groups. In addition, our results have shown that these spectral features are correlated to the OSA severity level of the participants (Table 20).

One of this study’s objectives was to investigate whether TBS characteristics have the potential to reveal the physiological and structural changes of UA regarding OSA and its severity. Imaging studies during wakefulness have reported individuals with OSA compared to non-OSA individuals have thicker velum, thicker pharyngeal wall, a reduced pharyngeal cross-sectional area, and a narrower pharyngeal lumen [15], [16]. According to the Hagen-Poiseuille’s law, a narrower UA implies more resistance to airflow. Higher resistance absorbs more energy, indicating lower average PSD at low frequencies (F1) for the generated TBS of the moderate/severe-OSA group compared to that of the mild-OSA group during wakefulness. This phenomenon can be seen clearly by comparing the wakefulness $PSD_{avg}$ of mild and moderate/severe OSA groups in Figure 21-a and Figure 21-b. The predominant energy absorbency at low frequencies is related to the higher net parallel impedance of the UA at lower frequencies. According to the cascade T circuits modeling of UA proposed in the study by Harper et al. [36], the net impedance of the UA is due to the UA walls tissues’ capacitance effect in parallel to the UA resistance. These findings might also conclude a thicker UA for moderate/severe OSA group compared to the mild-OSA group during wakefulness. This inference is based on findings of an acoustic study that shows the low-frequency sound absorbency of materials is directly related to the materials' thickness [37]. Therefore, the lower the F1 of moderate/severe OSA group during wakefulness (Table 16), the higher their UA sound absorbency, and therefore the thicker their UA.

On the other hand, studies that investigated UA during sleep have been shown that the sleep would lead to a decrease in the airway caliber and an increase in the UA resistance [12]. As we mentioned earlier, higher resistance absorbs more energy at lower frequencies. Therefore, we
expect a reduction in the F1 of both mild and moderate/severe OSA groups from wakefulness to sleep, as seen in Figure 21-a and Figure 21-b. As Figure 21-c shows, the intensity of change from wakefulness to sleep is different in the two OSA groups. In moderate/severe-OSA group, the changes of the low-frequency PSD from wakefulness to sleep was much less pronounced compared to that of the mild-OSA group. We speculate this might be related to the narrower UA of moderate/severe OSA groups compared to that of mild group during wakefulness [15], [16].

Moreover, it has been shown that the UA collapse during sleep does not happen in the entire pharynx, but it is non-homogeneous and may narrow regionally at multiple anatomic locations with various degrees [16]. Tortuosity and flow resistivity are reasons for a drop of high-frequency sound absorbency [37], indicating an increase in the energy. Therefore, we expect to see an increase in high-frequency power (F2) of moderate/severe participants from wakefulness to sleep, as seen in Figure 21-b. Another reason for observing a higher F2 during sleep and a marginally significant increase of F2 from wakefulness to sleep for moderate/severe OSA group compared to those of mild-OSA is the increased stiffness of their UA [38]. Stiffness effect is reflected at higher frequencies as it increases the wave velocity [39]. Interestingly this higher stiffness of the UA of the moderate/severe-OSA group shows itself more during sleep than wakefulness (Figure 21-b); it is in keeping with the rational expectation that as the airway caliber decreases during sleep, its stiffness is increased [12].

It worth mentioning that the findings of the present study are congruent with our previous study results using different datasets [22]. In that study we used TBS data of many more participants than this current study; data were recorded only during wakefulness, and we considered 80% of data for training and 20% of data as blind testing for evaluation. Using the training data, we considered the non-overlapped regions between the averaged PSD of the mild and moderate/severe
OSA participants as potential areas for feature extraction. To eliminate the bias, we repeated this procedure 10 times and selected the common non-overlapped regions between various training sets. The non-overlapped regions of that study were common with the selected regions of this current study. Thus, the findings of that study, congruent with results of this current study, indicate a lower average power at lower frequencies and higher average power at higher frequencies for moderate/severe OSA individuals during wakefulness compared to those of non-OSA.

TBS power spectra do have variability from person to person. We speculate PSD analysis of the TBS and how its pattern changes (low versus high frequencies) from wakefulness to sleep may be representative of the shape of the individual’s velopharyngeal narrowing. For example, in a study by Finkelstein et al. [15], it was shown that the majority (85%) of the OSA participants had a predominantly velopharyngeal narrowing, while that narrowing was observed only in 12.5% of the control group. Narrowing of the pharyngeal area results in higher compliance leading to more collapsibility in the OSA population. In [15], it was also found that the shape of the narrowed airway in OSA subjects was predominantly bottle-shaped due to the increase in dilator-muscles activities that work on maintaining airway patency during wakefulness. That finding suggests regional stiffening and more compliance in the UA of the OSA group. Accordingly, the UA of OSA individuals may show both more stiffness and compliance compared to non-OSA individuals. Higher compliance is represented by a decrease in F1 (low-frequencies decreased power) from wakefulness to sleep that was observed in 89.9% of mild and 68.2% of moderate/severe-OSA (Table 21, Figure 21). Higher stiffness in the UA due to narrowing is representative of an increase in F2 (high-frequency increased power) from wakefulness to sleep that was observed in 66.7% of mild and 68.2% of moderate/severe OSA (Table 21, Figure 21). To prove this directly though, we will need simultaneous recording of TBS with UA imaging and pressure measurements.
In the classification point of view, we used an ensemble of linear kernel SVM classifiers to classify the participants as either mild or moderate/severe OSA (Table 22). The classification results of these classifiers over $F_{1\text{wakefulness}}-F_{1\text{sleep}}$ and $F_{2\text{wakefulness}}-F_{2\text{sleep}}$ resulted in the average accuracy of $87.5\pm4.5\%$. This classification result was higher than the average accuracy associated to the SVM classifiers over $F_1$ and $F_2$ during only wakefulness ($78.8\pm4.2\%$) and only sleep ($70.1\pm6.5\%$). These findings indicate the superiority of investigating the TBS changes from wakefulness to sleep rather than only sleep or wakefulness for OSA screening and differentiating between the two OSA groups. According to the mentioned points, one reason for the better classification results of the features reflecting changes from wake to sleep is the increased stiffness and thickness of the UA of moderate/severe-OSA group from wakefulness to sleep compared to those of mild group; such increased stiffness and thickness manifest themselves in the acoustical properties of TBS more significantly. The selected features of this study are following the features of our previous study during wakefulness [22]; therefore, confirm the robustness of those characteristics for OSA screening during wakefulness. In addition, it should be note that the sleep data in our study requires only a few breaths during sleep. Therefore, even with a short period of sleep, our proposed TBS analysis during both wakefulness and sleep can be useful for differentiating the two OSA severity groups accurately and reliably; thus, reducing the need for the entire night sleep study.

The results of this study also showed a significantly higher weight, BMI, and NC for the moderate/severe-OSA group compared to those of the mild-OSA group (Table 15). These observations are in accordance with the studies that suggest OSA might be a partial indication of the effect of general processes like increase in BMI on the UA [15]. These findings support our
team’s previous study that used the anthropometric information as characteristic features for OSA screening during wakefulness, and achieved the test accuracy of more than 76% [32].

Lastly, in this study, we used data of the subjects who were referred for PSG assessment in a hospital. Therefore, it may be thought that the findings presented here may not be reproducible at other hospitals/institutions or homes with different level of ambient noise compared to the sleep labs. However, as we used a firm preprocessing step to eliminate the effect of noises and artifacts, the different noise level would not be a limitation factor; hence, the result of this study could be generalizable in other sleep lab environments and home sleep studies.

IV.II.4.1 Limitation of the study

The main limitation of this study is the lack of a direct measure of the UA collapsibility of the study participants. Therefore, we compared our results with the general finding of the imaging studies. Another limitation of this study was related to investigating the TBS in only stage 2 of sleep. It was because not all of our study participants had enough data in other sleep stages that were also in supine position. Furthermore, we only had high-quality sounds recorded for a few hours and not the entire night data. In future studies, we will investigate TBS in various sleep stages in relation to OSA severity. It would also be interesting to analyze the transition period of wakefulness to sleep (stage 1) as that may show the dynamic of the UA changes better; that is a goal of our future studies. Another limitation is related to the identification of mouth-nose breathing during sleep. It would be beneficial to record the respiratory flow of individuals using a nasal cannula to help in automatic mouth-nose breathing identification. It is true that nasal cannula does not register mouth breathing and it may look like an apnea episode; however, it is possible to distinguish mouth breathing from apnea mouth-breathing by sound analysis. The other limitation
of the study is the limited number of participants. With more participants, it would be desirable to investigate the potential of TBS analysis to differentiate severe and moderate groups of OSA.

IV.II.5 Conclusion

In this study, we investigated the application of spectral characteristics of TBS to reveal the pathophysiology of the UA and their change due to OSA. We also studied the relationship of the changes of these characteristics in correlation with the severity of OSA. Our results show significant differences in spectral characteristics of TBS between the mild- and moderate/severe-OSA groups during wakefulness, sleep, and from wakefulness to sleep; congruently indicative of changes in UA thickness and regional collapsibility. Consequently, spectral characteristics of the high sampling rate TBS during wakefulness, sleep and their changes from wakefulness to sleep have potential to reveal the pathophysiology of the UA in relation to OSA. The findings of this study are especially useful to find the TBS characteristics that indirectly and non-invasively reveal the structural changes of the UA in relation to OSA. They are also beneficial to enhance the current OSA diagnosis methods to stratify the severity of OSA patients in a non-laborious, non-time-consuming, and less expensive manner using a short period of sleep instead of full overnight sleep study. From sleep data, we only considered a few normal breathing sounds at stage 2 of sleep. Since Stage 2 is among the first sleep stages to reach when one sleeps, the proposed technology does not have to be run overnight; it can be during any short nap during daytime as well. Running a short-time sleep study during daytime will reduce healthcare cost significantly by reducing the need to expensive full overnight PSG study. Moreover, having a short sleep study during daytime is much more convenient for people, which is particularly important for dementia population that are usually reluctant to sleep the night in an unfamiliar environment away from their spouse/caregiver. Overall, the proposed technology will assist the sleep clinicians in the
appropriate therapeutic decisions and focusing on the investment of resources to optimize compliance to treatment, particularly in the moderate/severe-OSA group. Further studies in larger sample size are needed to assess the efficacy of adding our proposed TBS analysis in diagnostic and therapeutic tools of sleep study centers.
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Chapter V. Summary and Concluding Remarks

V.1 Summary of Findings

Obstructive sleep apnea (OSA) is a common and serious respiratory disorder. A timely diagnosis of OSA is essential, especially for severe cases in need of quick treatment. Polysomnography (PSG) assessment is the gold standard for OSA diagnosis; however, due to its time- and resource-consuming nature is not suitable as an early-stage and/or quick diagnostic tool. The current quick screening tools are questionnaires. Yet, due to their poor specificity (high false positive) they have a high referral rate for the PSG study, which defeats the purpose of quick screening and could even impose a substantial impact on health care costs. Thus, a fast, reliable, and objective assessment tool for OSA diagnosis is required. Throughout the series of studies in this dissertation, tracheal breathing sounds (TBS) of individuals with different levels of OSA severity during wakefulness (daytime when the subjects are fully awake) and a short period of sleep have shown their ability to predict the likelihood of OSA with reasonable accuracy, and to show the upper airway (UA) structural variations due to OSA.

We started our studies by recording a few minutes of TBS data during the daytime while the participants were awake. After respiratory phase identification (inspiration/expiration), we conducted various processes to remove unwanted noises from collected data. Then we extracted characteristic features that could potentially differentiate individuals with different levels of OSA severity.

Following, we used the LASSO Regularized LR as a parametric feature selection and classification approach for predicting the likelihood severity of OSA disorder using TBS data and anthropometric information of individuals. We showed this model has an unbiased and high generalization performance for OSA screening. Our results depicted high AUCs for different
LASSO Regularized LR classifiers over different training sets; indicating the robustness of those classifiers with respect to our selected features. The features were chosen by this regression modeling were shown to be highly correlated with the apnea-hypopnea index (AHI) and statistically significantly different between the non-OSA(AHI<5) and moderate/severe-OSA (AHI≥15) groups.

Through the analysis, we showed the extent of the importance of the selected features for predicting the correct OSA severity level using their estimated coefficient in the LASSO Regularized LR model. Our investigations on the physiological interpretation of the selected features have shown that moderate/severe OSA individuals, compared to non-OSA individuals, exhibit higher NC, higher slope around the second formant, and higher average power at high-frequency ranges. These findings are congruent with the fact that OSA individuals, in general, have narrower UA with lower resonance frequency and stiffer tissues, compared to non-OSA individuals. This information can be used clinically for therapeutic and diagnostic purposes. The physiological interpretations and reasons are discussed in previous chapters.

One of the key findings of this study was that the LASSO Regularized LR model presented in this work does not need respiratory phase identification, as the best features were extracted from the combination of inspiratory and expiratory TBS. Eliminating this part from the preprocessing procedure will speed up the data analysis significantly; hence, providing a faster online screening tool for OSA. Concerning the speed of the process, we showed that the overall feature extraction, feature selection, and classification using the LASSO Regularized LR approach is linear in terms of the number of extracted features and number of individuals; hence, the procedure is very fast. Consequently, we showed that the LASSO regularized LR is simple, quick, and computationally
more effective than other previous methods for wakefulness OSA screening; thus, it is suitable for real-time applications.

In our first objective, we assumed a linear relationship between the selected features and the predicted OSA severity level of participants. However, it is possible that our linearity assumption might not be valid all the time. Therefore, after developing the first parametric TBS analysis algorithm with successful outcomes for finding the association between the features and AHI as well as OSA prediction and classification, we continued the research by investigating the application of Random Forest (RF). RF is a flexible non-parametric model, without any assumption of a particular functional form of the relationship between the selected features and severity level of participants for predicting the likelihood of OSA during wakefulness. Accordingly, unlike the LASSO regularized LR that fits a stochastic model to draw conclusions, no specific model is fitted to the data in an RF model. The approach is to find an algorithm that operates on TBS and anthropometric features to generate the OSA severity level. One limitation of this approach is that a very large number of participants, compared to that typically needed in the LASSO Regularized LR approach, is required to obtain an accurate estimate of the function describing the relationship between selected features and OSA severity level of individuals. Our classification results showed a higher generalization performance for OSA screening of RF model compared to the LASSO Regularized LR model with 3.5%, 2.4%, and 3.7% improvement in accuracy, specificity and sensitivity of blind testing, respectively. The high AUC statistics of the RF model revealed the robustness of this approach and confirmed its efficiency in wakefulness OSA diagnosis.

It is worth mentioning that the findings of our studies showed the superiority of classification testing results over the OOB results using the RF model. While using LASSO regularized LR, the training performance was better than the testing performance. RF uses the bagging procedure to
enhance its generalization error (test set accuracy). In this approach, the out-of-bag estimates are used to give approximately optimal estimates of generalization errors for bagged predictors. Essentially, the out-of-bag estimate for the generalization error is the error rate of the out-of-bag classifier on the training set. In a study by Breiman [1], it has been shown that the out-of-bag estimate is as accurate as using a test set of the same size as the training set and that these estimates are unbiased. Also, RF fits long trees, which essentially overfits training data. Accordingly, training errors will be very small for RF, and reporting it does not give any insight. Therefore, instead of training error, we reported the classification results for the OOB data of training sets. On the other hand, for the LASSO regularized LR, we reported the training vs. blind testing classification results. As the training error tends to be smaller than that of blind testing, it is in line with the theory to have a smaller prediction error (1-accuracy) for training (17.7%) compared to that of blind-testing (20.7%).

The findings of our studies also showed that the RF model could provide the importance of the selected features and the extent of their relationship to the assigned OSA severity level of individuals. In terms of physiological interpretation of the selected features, our findings have shown similar results to those of the LASSO regularized LR, except that when using the RF model, the moderate/severe OSA individuals compared to non-OSA individuals exhibited lower average power at low-frequency ranges. This finding is congruent with the fact that OSA individuals, in general, have narrower and more compliant UA compared to non-OSA individuals that facilitate more power absorption at low-frequency ranges of power spectra.

Regarding comparing the RF and LASSO regularized LR models together, the statistical findings showed a substantial agreement between the severity levels predicted by the two models. The statistical tests also demonstrated that the selected features of the RF approach, like features
chosen by the LASSO regularized LR, have both a highly significant correlation with AHI and a high discriminative power to separate two OSA groups. Our further investigations on the two mentioned models showed a small subset of uncorrelated features for distinguishing the OSA groups could be obtained using the LASSO regularized LR, but a list of influential features (important for clinical diagnosis) can be obtained using RF. Considering the computational costs and memory usage of two approaches, we showed that RF is slower and have larger sized model than LASSO regularized LR. Overall, we concluded that the selection of the appropriate feature reduction and classification approach depends on the application and nature of data. Generally, due to the high accuracy of the RF model, its model-independent nature, and its ability to deal with unbalanced and missing values, this approach might be preferred for OSA screening. Though, if the size of data is large and a quick real-time screening is required, the LASSO regularized LR approach might be a better choice as it can still provide relatively fast and accurate classification results.

In the analysis of our wakefulness TBS data, we only used non-OSA and moderate/severe-OSA individuals, and data of mild-OSA subjects (5≤AHI<15) were not used for feature extraction and feature reduction. It was due to the point that despite the AHI is the most commonly used metric for OSA severity that has been used in the literature as well as in our study, however, the clinical diagnosis of OSA is not only based on AHI but a combination of AHI with the OSA clinical symptoms (frequency of arousal, daytime fatigue, etc.). Therefore, many individuals with similar AHI have different clinical signs and, consequently, different OSA severity levels. As TBS features are affected by the pathophysiology of OSA, they are indeed good representatives of the OSA severity. However, the UA pathology of two individuals with similar AHI (e.g., AHI of 14 and 16) may not be that much different to affect their TBS differently enough to be detected by
sound analysis. For this reason, to avoid the misclassification in the borderline ranges with artificially crisp nature, we allowed a small gap (5≤AHI<15) in continuous AHI values of the non-OSA and moderate/severe OSA groups to form the two groups. Our findings on the assessment of mild-OSA subjects showed that while there was not much difference between the AHI values of participants of this group, their TBS features were different. This finding confirms the shortcoming of using TBS for individuals with similar (close range) AHI. This shortcoming could be due to many confounding variables such as BMI that impact the TBS and make it challenging to come with a good classification for individuals with similar AHI. Thus, ideally, we should have the OSA groups matched in such confounding characteristics. However, that requires a large dataset.

In addition to 2-class OSA classification, we also investigated 3 severity group classification using RF modeling on TBS data and anthropometric information of individuals (Appendix B). In the dataset of that study, the size of data in 3 classes was unbalanced and the majority of the participants were from the non/mild OSA group. Consequently, the prediction error between the classes was highly unbalanced; the non/mild-OSA group (AHI<10) showed a low prediction error, while moderate-OSA (15<AHI<25) and severe-OSA (AHI>30) groups showed a high prediction error. We suggest the implementation of assigning different weights to different groups for the RF model, besides the use of higher-order statistics for feature extraction to improve the discrimination and multi-class OSA classification.

The premise of up to this stage of this dissertation was based on the fact that OSA is associated with chronic physiologic and anatomic changes that persist during wakefulness [2]–[5]. Thus, we analyzed TBS data during wakefulness. However, it is known that the physiological properties of the UA change dynamically, but this change is dependent on the sleep/wakefulness status and severity of OSA [6]–[8]. Therefore, we decided to investigate TBS properties during both
wakefulness and a short period of sleep and analyze the pattern of their changes from wakefulness to sleep, to assess their power in the improvement of the OSA screening/classification, and their ability to revealing the UA anatomy and physiology in a detailed but straightforward manner. Based on recommendations of sleep physicians and several sleep studies, we used the AHI threshold of 15 (mild-OSA (AHI <15) and moderate/severe-OSA (AHI >15)) because individuals with AHI>15 have an increased chance for cardiovascular or mortality risk and are in need of treatment [9]. Accordingly, we continued our work by recording TBS data during sleep. After respiratory phase identification, we selected five normal (free of any apneic events, including flow limitation), noise- and snore-free expiratory sounds in the supine position, and sleep stage 2 for further analysis. Then we extracted characteristic features that could potentially differentiate individuals with different levels of OSA severity.

Our analysis of spectral characteristics of TBS revealed that during wakefulness, the low-frequency average power of TBS for the moderate/severe OSA group was significantly lesser than that of the mild-OSA group. However, there was an inverse pattern for their high-frequency average power during sleep. For assessing the pattern of changes in TBS properties from wakefulness to sleep, we considered the neck circumference (NC) as a covariate to ensure that our TBS features were not just measuring the differences in breathing sounds due to NC between the two OSA groups. The findings manifested a significant main effect of sleep/wakefulness status on the TBS spectral characteristics and a significant interaction between the sleep/wakefulness conditions and the OSA severity level of participants. These findings imply that the TBS properties change significantly when one sleeps, and these changes are different within mild and moderate/severe OSA groups. Our detailed study on the average power spectra at low- and high-frequency ranges demonstrate a significant decrease in the low-frequency average power of the
mild group and a marginally significant increase in high-frequency average power of the moderate/severe group from wakefulness to sleep. The results also show a significant correlation between OSA severity level and spectral features, including low-frequency power during wakefulness, high-frequency power during sleep, and the change of high-frequency power from wakefulness to sleep.

The above findings indicate TBS properties during wakefulness and sleep are different, and more importantly the TBS changes from wakefulness to sleep could reveal the pathophysiology of the UA and their change due to OSA. They represent the higher resistance, more compliance, and thickness for UA of moderate/severe OSA compared to mild OSA during wakefulness. They also express a higher reduction in airway caliber of moderate/severe OSA group as well as non-homogeneity and increased resistance and stiffness of their UA compared to those of mild OSA during sleep. Furthermore, how the spectral pattern of TBS changes from wakefulness to sleep is representative of a regional stiffening and compliance in UA of OSA individuals; thus, may be representative of the shape of their velopharyngeal narrowing.

From classification point of view, an ensemble of linear kernel SVM classifiers indicates the superiority of investigating the TBS changes from wakefulness to sleep with the accuracy of 87.5±4.5% for OSA screening and differentiating between the two OSA groups rather than only sleep or wakefulness, with accuracies of 70.1±6.5% and 78.8±4.2%, respectively. We explained that it would likely be due to the increased stiffness and thickness of the UA of moderate/severe-OSA group from wakefulness to sleep compared to those of mild group.

It worth noting that for the last objective of this dissertation, we used the SVM classifier instead of LASSO Regularized LR and RF. It is because the RF model requires a high number of participants to provide accurate estimation; however, for the last part of our study, we had only 40
participants. Also, the number of extracted features in our final study was quite low (only two), and we did not want to have feature selection; therefore, we have not used the LASSO regularized LR model.

Figure 22 shows a summary diagram of the experimental methods for all the objectives that have been conducted in this dissertation. Overall, the findings of these studies showed the TBS characteristics can indirectly and non-invasively reveal the structural changes of the UA in relation to OSA and are beneficial to enhance the current OSA diagnostic methods to stratify the severity of OSA patients in a non-laborious, non-time-consuming, and less expensive manner using a short period of sleep instead of a full overnight sleep study, which can be during any short nap during daytime as well. Running a short-time sleep study during the daytime will reduce healthcare costs significantly by reducing the need for expensive full overnight PSG study.
Figure 22 a summary diagram of the experimental methods for all the objectives performed in this dissertation

V.2 Limitation of the study

In the studies explained in Chapter I and Chapter III, we had 199 participants. Although it is a large dataset studied on wakefulness TBS analysis of OSA, however, it is not enough to overcome the heterogeneity of the participants. Also, for studies explained in Chapter IV, we had 40 participants. Due to the small sample size of our studies, we didn’t have the OSA groups matched in anthropometric variables that might have a confounding effect on TBS. Another limitation was
the imbalance of the severity groups in our data such that we didn’t have enough moderate and severe OSA participants. Thus, in our future study, we have to increase our dataset to include an equal number of participants considering all confounding variables to overcome the above limitations. Another limitation of our studies was the lack of access to imaging machines to have a direct measure of the UA collapsibility of the study participants. Therefore, for interpretation purposes, we compared our results with the general finding of the imaging studies.

Another limitation of our studies during sleep was investigating the TBS in only stage 2 of sleep. It was due to both recording of TBS for a few hours of sleep, not the entire night, and not having enough data for all participants in other sleep stages that were also in the supine position. Additional limitation of our sleep studies was the no identification of mouth-nose breathing during sleep due to the recording of breathing flow using a full-facemask that covered both mouth and nose.

V.3 Future Work Recommendations

Although many studies have investigated the acoustical analysis of breathing sounds and its clinical application, especially for OSA screening and diagnosis during both wakefulness and sleep, it still requires further research and quality improvements such as the followings.

- The lack of standardization for many study factors including participants of the study (required population size and the anthropometric information that matched between individuals), preprocessing steps, and training and blind testing data consideration lead to huge differences between the published results and methods in the literature. Therefore, it is necessary to have a guideline for standardization of all stages of breathing sounds analysis.
• In our studies, one of the major challenges in TBS analysis during sleep was the extraction of breathing sound segments from stable sleep periods in stage N2 and in the supine position, void of snoring sounds or noises (including artifacts, vocal noises and swallowing). It was also challenging to extract noise-free breathing sounds from the recorded sounds during wakefulness. Automating this part of preprocessing would significantly speed up the analysis process.

• Accurate detection and classification of individuals with different levels of OSA severity are essential for diagnosis cost management and appropriate therapy selection. It will particularly assist the sleep clinicians in optimizing compliance to treatment in the moderate and severe OSA groups. In the studies mentioned in this dissertation, our data was imbalanced in the number of participants within different severity groups. Therefore, having a reasonably large balanced number of participants, matched in confounding variables in various OSA groups, in addition to investigations for extracting more discriminative features and optimizing classifiers, would be of interest to improve the potential of TBS analysis to differentiate all OSA severity groups especially moderate and severe groups of OSA.

• As known, the power spectra of TBS are variable from person to person. The power spectral variability between OSA individuals might be explained by the level and place of obstruction in the UA. In our studies (Chapter IV), we have shown that the decrease in low-frequency power and the increase in high-frequency power from wakefulness to sleep are representative of the increased compliance and stiffness of UA, respectively. A regional bottle shape narrowing represents both more compliance and more stiffness of the UA simultaneously. Therefore, we speculate analysis of low- and high-frequency power
spectral pattern changes from wakefulness to sleep may be representative of the shape of the individual’s velopharyngeal narrowing. Therefore, to investigate this hypothesis, one has to simultaneously record TBS with some imaging modality in a large population.

- In all studies within this dissertation, we recorded TBS from one location, which was over suprasternal notch of the trachea, and the multi-site recording of TBS was not investigated. However, multi-site recordings by placing microphones in various areas including in the ear, over different locations on the neck, and the nose, might help in extracting more information from the TBS to detect the site of obstructions. It might be especially useful when there is more than one area of obstruction in the UA of individuals. This field deserves further investigation.

- In the studies mentioned in Chapter IV, we only investigated the TBS in stage 2 of sleep. It was because stage 2 was the most common sleep stage in our dataset. However, it has been shown that the UA structure [10], and therefore the breathing sounds characteristics changes depending on the sleep stages [11]. Therefore, it worth investigating TBS in various sleep stages regarding OSA and its severity level. It might be especially beneficial to investigate the TBS characteristics in the transition period of wakefulness to sleep (stage 1) as that may show the dynamic of the UA changes better.
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Appendix A. Anatomy and Physiology of the Respiratory System

A.1 Anatomy and Physiology of the respiratory system

The principal function of the respiratory system is to deliver oxygen to the blood for metabolism and to expel the metabolic by-products, of which carbon dioxide is the main constituent, from the body. The respiratory system is divided into two primary components:

- Upper respiratory tract: consists of the nose and mouth, the pharynx, and the larynx.
- Lower respiratory tract: consists of the trachea, the lungs, and the bronchial tree segments (including bronchi, bronchioles, and alveoli).

Inspiration is the process that causes air to enter the lungs, and expiration is the process that causes air to leave the lungs. During inspiration, air enters via nose and mouth as a result of the contraction of the diaphragm and the external intercostal muscles. The air is then passing through the shared pharynx (both food and air pass through the pharynx) and then it passes though the specialized (only air passing) larynx that contains vocal cords. The epiglottis covers the larynx and prevents food/drinks from entering airways. The air then enters the lower airways through the trachea. The trachea branches into two smaller tubes called bronchi, which extend laterally into the hilum of the left and right lung, respectively. The bronchi are further subdivided into bronchioles. These, in turn, branch off to smaller parts and finally divide into two to eleven alveolar ducts. There are five to six alveolar sacs associated with each alveolar duct and lead to a grape-like cluster called alveolus. The alveolus is the smallest anatomical unit of the lung and the site of gas exchange between the lung and the bloodstream.

The lungs are pyramid-shaped, paired organs lying in the thoracic cavity—each lung’s base resting on the diaphragm and is anchored by the mediastinum. The lungs are composed of
smaller units called lobes, which are separated from each other by fissures. The right lung is consisting of three lobes: the superior, middle, and inferior lobes. The left lung is composed of two lobes: the superior and inferior lobes. The lungs and lobes are enclosed by the pleural sac, which consists of two continuous membranes: the visceral pleura that surrounds the lungs, and the parietal pleura that connects to the thoracic wall, the mediastinum, and the diaphragm. The potential space between the visceral and parietal layers is called the pleural cavity and contains the pleural fluid, which lubricates the pleural surfaces and allows a sliding movement of lungs relative to the chest wall and diaphragm during respiration. For an intact respiratory system, the lungs are elastic and want to be smaller. Contrarily, the thorax is elastic and wants to be bigger.

To provide the inspiratory and expiratory cycles of breathing, a pressure gradient is required to move air in and out of the lungs. At the end of expiration, the alveolar pressure (P_{ALV}) is 0 cm H$_2$O, and the intra-plural pressure (P$_{PI}$) is -5 cm H$_2$O; hence, the trans-pulmonary pressure (P_{ALV} - P_{PI}), that represents a pressure gradient, is 5 cm H$_2$O. Inspiration is an active process that initiated by the diaphragm and supported by the external intercostal muscles. When the diaphragm contracts, it moves downward and vertically enlarges the thoracic cavity. When the external intercostal muscles contract, they move the ribs and sternum upward, hence, horizontally increase the thoracic cavity. Thus, the respiratory muscle contraction increases thoracic volume to stretch the lungs. The increased thoracic volume is resulting in an increase in the trans-pulmonary pressure to encounter the elastic recoil of the lungs. This increased gradient pressure moves the air inside the lungs. At the end of the inspiration, P_{ALV} is -1 cm H$_2$O, P$_{PI}$ is -8 cm H$_2$O, and trans-pulmonary pressure is calculated as -1 cm H$_2$O – (-8 cm H$_2$O) = +7 cm H$_2$O. During forceful inhalation (more than 35 breaths per minute) or in approaching respiratory failure, accessory muscles, including the
sternocleidomastoid, scalene group, and pectoralis minor, are also involved in sustaining the respiratory rate.

Exhalation, contrarily, is a passive process and results from the elastic recoil of the lungs, rib cage, and diaphragm. During expiration, the contracted muscles relax, the thoracic cavity restores to pre-inspiratory volume, and the air exhaled until the pressures in the chest and the atmosphere reach equilibrium. The auxiliary muscles for active expiration include internal intercostal, abdominals, and Quadratus Lumborum. During this process, the air is forcefully exhaled out (e.g., blowing out a candle).

A.1.1 Lung Volume

Lung volume denotes the volume of air in the lung at a specific point of the breathing cycle. The maximum volume of gas that the lungs can accommodate is the total lung capacity (TLC). TLC is calculated by the summation of two primary lung volumes: vital capacity (VC) and residual volume (RV). VC is the total amount of air exhaled after a maximal inhalation, and RV is the amount of air that remained in the lung after maximum exhalation. The functional residual capacity (FRC) is the amount of gas remaining in the lung at the end of a normal quiet expiration. It is calculated by adding up the RV and the expiratory reserve volume (ERV), a volume that can be exhaled by maximum effort.

Studies have been shown that several factors, including obesity, position, and sleep state, can change the lung volumes [1], [2]. It has been observed that in healthy normal subjects, the FRC reduced from wakefulness to sleep [1]. This reduction starts almost immediately following sleep onset [1], [3].
A.2 Potential Factors Affecting Upper Airway Patency

The focus of this dissertation is to evaluate acoustical upper airway (UA) changes due to obstructive sleep apnea (OSA) and screening OSA acoustically. Obstructive apneas and hypopneas occur due to the recurrent episodes of complete and/or partial collapse of the UA during sleep. A detailed description of the UA anatomy in healthy and OSA individuals and an elaboration on anatomic factors contributing to UA collapse are provided in Chapter I. The critical contributors to the pathogenesis of OSA are the sleep-related narrowing and increased compliance/collapsibility of the upper airway [4]. In this section we elaborate on a few conditions that influence UA narrowing and collapsibility.

A.2.1 Obesity

Obesity is certainly the most common predisposing factor for the development of OSA [5]. It has been estimated that in 41% to 58% of adults with OSA, the disorder is directly attributed to obesity [6]. Obesity could be either centripetal with fat preferentially distributed to the abdominal viscera, upper body, and neck, or peripheral, in which fat is preferentially distributed to the subcutaneous tissues of the hips and thighs. The centripetal pattern is more closely linked to OSA than the other one [4]. Two mechanisms could justify why obesity may worsen OSA by affecting UA anatomy/collapsibility. First, through fat deposition around the collapsible segment of UA (i.e., hard palate to the base of the epiglottis) [7], which resulted in a smaller lumen and increased collapsibility of UA [5]. Second, through reductions in FRC of the lung, which leads to a more collapsible pharyngeal airway [7].
A.2.2 Gender

OSA is more widespread in men than in women [8]. It has been mentioned that the pattern of fat distribution and differences in sex hormones are two critical factors leading to this difference in sex distribution [4]. Using the MRI technique, it has been shown that obese men have increased centripetal fat distribution, a higher proportion of fat deposition, and larger overall soft tissue mass on their UA compared to the women; hence, they are more susceptible to the development of OSA [8].

On the other hand, it has been identified that in postmenopausal women compared to premenopausal women, the prevalence of OSA is higher [9]. It could be either due to the change in the fat distribution pattern that takes on a more centripetal (associated with a greater tendency to develop OSA) or due to the low progesterone/estrogen or high testosterone hormonal level [4], [9]. It has been reported that progesterone is a respiratory stimulant hormone and may stabilize the respiratory control system and maintain UA patency; hence, protect against OSA [4]. Contrarily, testosterone contributes to fat deposition in the neck and is associated with UA collapsibility in OSA patients.

A.2.3 Age

The prevalence and severity of OSA increase substantially with aging, from age 35 to about 60 years old [10]. It has been shown that aging leads to several anatomical changes that could predispose UA to collapse during sleep. These changes include variations in UA bony structure, an increase in soft palate length (more considerable change in women than men), an increase in the pharyngeal airway length in women, an increase in the parapharyngeal fat pads size, and a decrease in pharyngeal lumen size [11], [12].
A.2.4 Lung Volume

With the change in lung volume, not only the size of intrathoracic airways change but also the UA size varies [13]. Increases in lung volume seem to promote pharyngeal patency and make it more resistant to collapse through increased UA dilator muscle activity or increased longitudinal tracheal traction [14]. With rising lung volume, the tension on the pharyngeal walls increases, thereby rendering them stiffer and less likely to collapse. The decrease in lung volume that occurs during sleep can lead to essential reductions in longitudinal traction on the airway, resulting in a more collapsible pharynx [7]. The degree of dependence of UA cross-sectional area on lung volume and the tendency of the pharynx to collapse is highest at low lung volume (below FRC) in OSA patients compared to control subjects [15].

As the lung volume increases during inspiration and decreases during the expiration, the same change is expected for the UA dimension during respiratory cycles. Generally, the UA size rises slightly at the beginning of inspiration due to the activation of its dilator muscles and remains constant for the rest of inhalation. At the primitive stage of expiration, the UA expands to its maximum due to the positive intraluminal pressure but reaches its minimum at the final stage; hence is more susceptible to obstruction [16]. As Figure 23 shows, the change in UA size occurs in healthy subjects too, but the amount of variability is small [17]. Imaging studies have been confirmed a relationship between the UA narrowing and the lateral pharyngeal wall as it is relatively sustained during inspiration but thinned in initial expiration and thickened toward the end of expiration [18].
Figure 23 pattern of change in the upper airway of normal and apneic individuals during inspiratory and expiratory breathing phases. Reprinted from [17]. Copyright © 2007, with permission from Elsevier

A.2.5 Racial Factors

Epidemiological studies suggest ethnicity, through genetics and environmental influences, differentially affect factors contributing to the pathogenesis of OSA [19]. For example, it has been shown that Asians compared to the Caucasians have shorter maxillae and mandibles and smaller anteroposterior facial dimensions; hence, shrinking of the bony cage is a more critical factor in OSA development of than obesity in this racial group [4], [19]. Contrarily, it has been demonstrated that African-Americans compared to the Caucasians have increased tongue area and increased soft palate length; therefore, soft tissue factors play a more significant role in susceptibility to OSA in this ethnic group [20].
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Appendix B. Multi-class Classification of OSA Severity Using Wakefulness Tracheal Breathing Sounds and Random Forest Algorithm

B.1 Introduction

Obstructive sleep apnea (OSA) syndrome is a serious respiratory disorder. OSA is characterized by recurrent episodes of complete or partial upper airway obstruction during sleep [1]. One of the most important measures of OSA severity is the number of apneic episodes per hour of sleep, termed the apnea/hypopnea index (AHI), obtained using polysomnography (PSG) assessment. Individuals with OSA syndrome can have different severity levels, including non-OSA (AHI<5), mild-OSA (5≤ AHI<15), moderate-OSA (15≤ AHI<30), and severe-OSA (AHI≥30) [2].

Accurate detection and classification of individuals with different OSA severity levels are essential for diagnosis cost management and appropriate therapy selection with optimizing compliance to treatment. In one recent study by Nakano et al., the image analysis of the all-night tracheal breathing sound (TBS) spectrogram of participants using a convolutional deep neural network (CNN) was investigated for OSA multi-class classification [3]. As their method requires the full night study assessment, therefore, it is labor-intensive, expensive, and time-consuming. Also, even with reasonable accuracy, estimating the spectrogram of the all-night TBS data besides the use of CNN image analysis makes their method very slow, hence, non-applicable for fast and on-line OSA screening and classification. Therefore, in this Appendix, we expanded our investigations on the use of TBS recorded during wakefulness for multi-class OSA classification, using the Random-Forest (RF) approach (explained in Chapter III). As moderate and severe OSA individuals might have increased cardiovascular or mortality risks and are in need of treatment [4],
therefore, in this study, we combined the data of non-OSA and mild-OSA groups as one group and studied the classification ability of RF to differentiate the non/mild-OSA, moderate-OSA, and severe-OSA individuals.

B.2 Method

This study’s dataset is adopted from our previous research [5], elaborated in Chapter III, and consists of observations taken from 199 individuals suspected of OSA, referred to Misericordia Health Centre (Winnipeg, MB, Canada) for a nocturnal PSG assessment. The Biomedical Research Ethics Board of the University of Manitoba approved the study. All participants signed an informed consent form prior to participating in the study.

When the participants were awake and lay in the supine position with their head resting on a pillow, they were requested to breathe five times through their mouth, with a nose clip in place, followed by five breaths through their nose, with mouth closed. The participants' TBS were recorded using a miniature Sony ECM-77B microphone embedded in a 2mm diameter chamber. The chamber was implanted within a soft neckband and placed over the suprasternal notch of the participants' trachea. The recorded signals were band-pass filtered in the frequency range of [0.05-5000 Hz], amplified using a Biopac (DA100C) amplifier, and digitized using a sampling rate of 10240 Hz. After the wakefulness TBS recording, participants proceeded to an overnight PSG assessment.

B.2.1 Signal analysis and Feature Extraction

This study's preprocessing phase is similar to our previous works [5], [6]. Briefly, first, we manually separated the inspiratory and expiratory phases of breathing by considering the experimenter’s marked voice at the start of inspiration. Then we investigated the signals in the time-and-frequency domain and eliminated the noisy signals. Next, we band-pass filtered the
remaining signals in the range of [75-2500 Hz] and normalized them by their variance envelope and energy. Subsequently, we found the stationary portion of the TBS signals as the segments corresponding to the 50% duration around the maximum of their logarithm of variance [7]. Finally, we estimated the power spectrum density (PSD-using Welch's method) in windows of 20 ms with 50% overlap between adjacent windows for the stationary part of each respiratory phase (inspiration/expiration) in each breath of mouth and nasal maneuvers and also for the summation and subtraction of the respiratory phases. We calculated the PSD signals on linear and logarithmic scales and averaged them over the five respiratory phases of the participant's data. Overall, we obtain 16 PSD signals for each participant.

Since there may not be much difference in breathing sounds characteristics of individuals with similar AHI values (say AHI of 14 and AHI of 16), we used AHI range groupings with gaps in AHI between them for feature extraction. Thus, for the feature selection part, we only used data of three groups with 178 participants: non/mild-OSA (AHI<10, N=100, 43 males), moderate-OSA (15<AHI<25, N=38, 27 males), and severe-OSA (AHI>30, N=40, 30 males). Data of the mild-OSA (10≤AHI≤15, N=9, 7 males) and moderate/severe-OSA (25≤AHI≤30, N=12, 9 males) groups were dealt with separately to prevent the misclassification in the crisp-nature borderline ranges (elaborated thoroughly in Sections II.2.5 and V.1 of this dissertation).

To avoid sampling bias, we used the 5-fold cross-validation routine to randomly split this set of 178 participants into five non-overlapping groups (folds), each consisting of approximately 36 participants (20% of non/mild-OSA, 20% of moderate/OSA, and 20% of severe-OSA participants). Each time, TBS data related to individuals of one-fold were considered as blind-testing data, and data of the remaining 4 folds (142 participants) were considered as training data and used for feature extraction. In each training dataset and for each of the pre-mentioned 16 PSD
signals, we calculated the average power spectra and their standard error (SE) for the non/mild-OSA, moderate-OSA, and severe-OSA groups. The averages of these power signals in regions with no overlap between the SE's of non/mild-OSA, moderate-OSA, and severe-OSA groups were considered as features for further investigations. We extracted 13 TBS features. Combining these features to individuals’ anthropometric information, including sex, age, height, weight, body mass index (BMI), neck circumference (NC), and Mallampati score, led to a total number of 20 features per participant.

B.2.2 Feature Selection and Classification

After feature extraction, feature selection algorithms were used to remove redundant features and those that do not add any information to our model. In Chapter III, we have explained the RF feature selection and classification model. We have shown that the RF model is a non-parametric approach that does not rely on any model. Thus, this approach is more flexible than the parametric approaches, such as LASSO regularized Logistic Regression [5], and can result in a better final prediction model [6].

Our strategy for 3-class classification is the same as one we explained in Chapter III for 2-class OSA classification [6]. In summary, to find the most proper feature set within each training set we, investigated the classification ability of all possible candidate sets of size 3 among the extracted features of that dataset (i.e. \( \binom{\text{# of features}}{3} \)) and selected the one with the best classification result. For the classification purpose, we generated another RF classifier over the selected features of each dataset and classified the participants within the training and blind-testing sets as non/mild-OSA, moderate-OSA, and severe-OSA. We repeated this process ten times and reported the average accuracy for out-of-bag (OOB) data of the training set and blind-testing data within each dataset. The mild-OSA and moderate/severe-OSA participants were also classified using the
selected features of each training dataset, and the percentage of participants assigning to each of the non/mild-OSA, moderate-OSA, and severe-OSA groups was reported. Figure 24 shows the flowchart of this method for feature selection and classification.

Figure 24 The flowchart of feature selection and classification of non/mild-OSA, moderate-OSA and severe-OSA groups, using the RF approach.

B.3 Results

The anthropometric information of the participants is reported in Table 23.

Table 23 Anthropometric information's mean and their corresponding standard deviations (std) for the non/mild-OSA, mild-OSA, moderate-OSA, moderate/severe-OSA, and severe-OSA groups. AHI is apnea/hypopnea index, NC is neck circumference, BMI is body mass index, and MP is Mallampati-score.

<table>
<thead>
<tr>
<th></th>
<th>Non/mild (n=100)</th>
<th>Mild (n=9)</th>
<th>Moderate (n=38)</th>
<th>Moderate/severe (n=12)</th>
<th>Severe (n=40)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHI±std</td>
<td>2.8±3.05</td>
<td>12.3±1.6</td>
<td>19.6±2.7</td>
<td>27.5±1.4</td>
<td>69.5±33.3</td>
</tr>
<tr>
<td></td>
<td>non/Mild ± SE</td>
<td>non/Mild</td>
<td>Moderate ± SE</td>
<td>Moderate</td>
<td>Severe ± SE</td>
</tr>
<tr>
<td>----------------</td>
<td>---------------</td>
<td>----------</td>
<td>---------------</td>
<td>----------</td>
<td>-------------</td>
</tr>
<tr>
<td>Normalized spectrum (Mouth Ins-Exp) (Watt)</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Frequency (Hz)</td>
<td>0</td>
<td>500</td>
<td>1000</td>
<td>1500</td>
<td>2000</td>
</tr>
</tbody>
</table>

Figure 25 Average power spectra of the subtraction of mouth inspiratory and expiratory breathing sounds with their standard errors (SE; shadows) in linear scale for non/mild-OSA (blue), moderate-OSA (green) and severe-OSA (red) groups.

The selected features of each dataset, using the RF method, were among F1 to F5 that are described in Table 24. Table 24 also presents the importance of each feature within each training...
set by showing the amount of their mean-decrease-Gini index criterion [8]. This criterion is defined as the decrease in node impurity metric (i.e., Gini-index), weighted by the proportion of data reaching a given node, between the parent and child nodes that the specific feature is splitting, averaged across all trees in the forest.

Table 24 The features selected by the RF feature selection method in different training datasets, for 3-class OSA classification. The values represent the importance of the features by showing the average amount of their mean-decrease-Gini index and their standard deviations (std) over a ten-times run of the RF model. NC is the neck circumference; BMI is body mass index; $PSD_{ME}$ is power spectrum density of mouth inspiratory TBS; $PSD_{MI}$ is power spectrum density of mouth inspiratory TBS; $PSD_{NE}$ is power spectrum density of nose expiratory TBS. F presents a feature.

<table>
<thead>
<tr>
<th>Training set</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.06±0.002</td>
<td>-</td>
<td>0.06±0.002</td>
<td>0.02±0.002</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.07±0.002</td>
<td>-</td>
<td>0.03±0.002</td>
<td>0.03±0.002</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>0.04±0.002</td>
<td>-</td>
<td>0.05±0.002</td>
<td>0.09±0.002</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>0.07±0.002</td>
<td>-</td>
<td>-</td>
<td>0.04±0.002</td>
<td>0.06±0.002</td>
</tr>
<tr>
<td>5</td>
<td>0.05±0.002</td>
<td>-</td>
<td>-</td>
<td>0.03±0.002</td>
<td>-</td>
<td>0.04±0.002</td>
</tr>
</tbody>
</table>

F1: Body mass index  
F2: Neck circumference  
F3: mean($PSD_{NE}(380:430 \text{ Hz})$)  
F4: mean($PSD_{MI} - PSD_{ME}(560:600 \text{ Hz})$)  
F5: mean($PSD_{MI} - PSD_{ME}(160:240 \text{ Hz})$)  
F6: mean($PSD_{ME}(1100:1210 \text{ Hz})$)

Our findings show a significant correlation (p-value<0.05) between the AHI and the selected features of each dataset. As an example, Figure 26 depicts the correlation between selected features of the third training dataset, in addition to their correlation with AHI.
Figure 26 Visualization of the correlation between AHI and the selected features of the RF model on one of the training datasets. On top, the values of the correlation between features plus their significance level as star (***: p<0.001, **: p<0.05). F1 is BMI, F3 is the average of the power spectrum of nose expiratory breathing sounds in the frequency range of (380-430 Hz), and F4 is the average of the power spectrum calculated from the subtraction of mouth inspiratory and expiratory breathing sounds in the frequency range of (560-600 Hz).

Figure 27 shows the 3-dimensional scatter plot of the non/mild-OSA, moderate-OSA, and severe-OSA participants for the selected features of the third training dataset.

Figure 27 The 3-dimensional scatter plot of the non/mild-OSA, moderate-OSA, and severe-OSA participants for the selected features of the RF model on the data of third training dataset. The selected features were F1 as BMI, F3 as the average of the power spectrum of nose expiratory breathing sounds in the frequency range of (380-430 Hz), and F4 as the average of the power spectrum calculated from the subtraction of mouth inspiratory and expiratory breathing sounds in the frequency range of (560-600 Hz).
Our statistical investigation, using the unpaired t-test, have shown that the selected features of each dataset were statistically significantly different from each other. All the p-values were found to be highly significant \(p<2.2\times 10^{-16}\).

Table 25 presents the average accuracy for OOB data of training and data of blind-testing sets of non/mild-OSA, moderate-OSA, and severe OSA groups, in addition to the overall accuracy of the RF classifier, within each training set. The average of the RF classification results over the five datasets showed an overall accuracy of \(65.3\pm2.3\%\) for OOB data of training sets and \(61.5\pm7.7\%\) for blind-testing data, respectively. The average accuracy of non/mild-OSA, moderate-OSA, and severe-OSA were \(80.02\pm1.0\%, 39.8\pm6.03\%,\) and \(52.5\pm6.1\%\) for OOB data of training sets and \(72.3\pm4.6\%, 52.1\pm14.5\%,\) and \(47.7\pm12.3\%\) for blind testing sets, respectively.

Table 25: The classification results for non/mild-OSA, moderate-OSA, and severe OSA participants within different training datasets and their corresponding testing sets, using 10-times run of the RF classifier over its selected features. std is the standard deviation. OOB is the out-of-bag data of training sets in RF.

<table>
<thead>
<tr>
<th>Training set</th>
<th>Data</th>
<th>Accuracy Non/mild (%) ± std</th>
<th>Accuracy moderate (%) ± std</th>
<th>Accuracy Severe (%) ± std</th>
<th>Accuracy Overall (%) ± std</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>OOB</td>
<td>80.8±0.01</td>
<td>46.5±0.01</td>
<td>46.8±0.04</td>
<td>65.9±0.01</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>76.1±0.01</td>
<td>33.9±0.04</td>
<td>66.7±0.00</td>
<td>64.3±0.02</td>
</tr>
<tr>
<td>2</td>
<td>OOB</td>
<td>78.4±0.01</td>
<td>33.9±0.02</td>
<td>45.9±0.02</td>
<td>61.7±0.01</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>68.7±0.01</td>
<td>74.4±0.02</td>
<td>52.3±0.04</td>
<td>64.9±0.02</td>
</tr>
<tr>
<td>3</td>
<td>OOB</td>
<td>80.6±0.01</td>
<td>44.2±0.01</td>
<td>54.8±0.04</td>
<td>67.0±0.01</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>66.1±0.02</td>
<td>52.2±0.06</td>
<td>38.6±0.03</td>
<td>57.4±0.01</td>
</tr>
<tr>
<td>4</td>
<td>OOB</td>
<td>79.8±0.01</td>
<td>41.2±0.03</td>
<td>60.5±0.02</td>
<td>67.3±0.01</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>75.5±0.02</td>
<td>50.0±0.03</td>
<td>36.4±0.02</td>
<td>55.4±0.02</td>
</tr>
<tr>
<td></td>
<td>OOB</td>
<td>80.5±0.01</td>
<td>33.1±0.02</td>
<td>54.7±0.02</td>
<td>64.5±0.01</td>
</tr>
</tbody>
</table>
Table 26 reports the average percentage of the mild-OSA and moderate/severe-OSA participants assigned to non/mild-OSA, moderate-OSA, and severe-OSA groups, using the RF classification procedure. On average, for the mild-OSA group, 62.2±11 participants were assigned to non/mild-OSA, 21.1±7 individuals were assigned to moderate-OSA, and 16.7±9 individuals were assigned to severe-OSA groups. These values were 50.8±15.8, 16.7±14.2, and 32.5±2 for the moderate/severe-OSA group, respectively.

Table 26 The average percentage of Mild-OSA (10≤AHI≤15) and moderate/severe-OSA (25≤AHI≤30) participants classified as non/mild-OSA, moderate-OSA, or severe-OSA, using RF classification procedures, trained with different training datasets.

<table>
<thead>
<tr>
<th>Training set</th>
<th>Assigned group</th>
<th>Non/mild-OSA (%)</th>
<th>moderate -OSA (%)</th>
<th>severe-OSA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Real group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Mild</td>
<td>66.7 ±0.0</td>
<td>22.2 ±0.0</td>
<td>11.1 ±0.0</td>
</tr>
<tr>
<td></td>
<td>moderate/severe</td>
<td>62.5±0.04</td>
<td>8.3±0.0</td>
<td>29.2±0.04</td>
</tr>
<tr>
<td>2</td>
<td>Mild</td>
<td>65.28±0.4</td>
<td>11.7±0.4</td>
<td>23.02±0.04</td>
</tr>
<tr>
<td></td>
<td>moderate/severe</td>
<td>58.3±0.0</td>
<td>8.3±0.0</td>
<td>33.4±0.0</td>
</tr>
<tr>
<td>3</td>
<td>Mild</td>
<td>74.4±0.06</td>
<td>22.8±0.01</td>
<td>2.8±0.04</td>
</tr>
<tr>
<td></td>
<td>moderate/severe</td>
<td>58.3±0.0</td>
<td>8.3±0.0</td>
<td>33.4±0.0</td>
</tr>
<tr>
<td>4</td>
<td>Mild</td>
<td>44.4±0.0</td>
<td>33.4±0.0</td>
<td>22.2±0.0</td>
</tr>
<tr>
<td></td>
<td>moderate/severe</td>
<td>24.1±0.02</td>
<td>41.7±0.0</td>
<td>34.2±0.02</td>
</tr>
<tr>
<td>5</td>
<td>Mild</td>
<td>66.7 ±0.0</td>
<td>11.1 ±0.0</td>
<td>22.2 ±0.0</td>
</tr>
<tr>
<td></td>
<td>moderate/severe</td>
<td>50.0 ±0.0</td>
<td>16.7 ±0.0</td>
<td>33.3 ±0.0</td>
</tr>
<tr>
<td>Average</td>
<td>Mild</td>
<td>62.2±11</td>
<td>21.1±7</td>
<td>16.7±9</td>
</tr>
<tr>
<td></td>
<td>moderate/severe</td>
<td>50.8±15.8</td>
<td>16.7±14.2</td>
<td>32.5±2</td>
</tr>
</tbody>
</table>
B.4 Discussion

In this project, we used the RF algorithm for analyzing TBS recorded during wakefulness with the purpose of multi-class OSA classification and severity prediction by a few minutes of breathing sound recording and data analysis. We used the wakefulness TBS data to extract features from the sounds' power spectra. Despite the fast speed of our analysis, explained in Section III.3.1 of this dissertation, our results show that combining the individuals’ anthropometric information with their spectral TBS characteristics might not be enough for multi-class OSA classification during wakefulness. It suggests the need to use higher-order statistics of the TBS signals, besides the current features, to extract more discriminative characteristics for multi-class OSA classification.

The power spectrum describes the distribution of energy (variance) with frequency; thus, it is associated with the signal’s second-order statistics. However, it is known that only the Gaussian probability distributions are totally specified by their statistics up to order two. In general, the real-world signals contain more information than those accessible through second-order techniques; therefore, higher-order techniques are required. The bispectrum is the third-order analog of the power spectrum and describes the distribution of skewness with frequency. Besides, the bispectrum-based signal processing allows extracting the phase information. Consequently, higher-order statistics might help extract novel information features useful for discrimination and multi-class OSA classification.

Another reason for the poor multi-class OSA classification results of this study might be related to using the AHI as the true label of OSA participants. Despite AHI is one of the most important OSA severity measures and is the commonly used indicator for OSA diagnosis, many individuals with similar AHI have different clinical symptoms, therefore, different OSA severity levels. Also, it has been shown that the UA of individuals with the majority of apnea relative to hypopnea events
are more collapsible than the UA of individuals with the majority of hypopnea relative to apnea events [9]. However, AHI considers similar weight for both apnea and hypopnea events. Different UA collapsibility levels imply different structural and physiological properties of the UA, which might have a different effect on TBS [10]–[12].

In addition, the results presented in Table 25 show that prediction error between classes is highly unbalanced, i.e., non/mild-OSA group has a low prediction error, while moderate-OSA and severe-OSA groups have a high prediction error. Such unbalanced prediction error usually occurs when the size of one group (non/mild-OSA) is much larger than another (moderate and severe-OSA), which was the case in this study. It is because the RF classifier mainly using data from the larger class to train the model. In theory, it has been explained that in the RF model, error balancing can be done by assigning different weights to different classes according to their size. However, since in our studies, we used the randomForest package of R Version 3.6.3, where the weighting is not yet implemented, we considered adding the weighting ability to our RF model as our future goal. It should be added that we repeated the whole feature selection and classification procedures on an equal number of participants in each OSA group. Surprisingly, the results were only slightly better. This analysis strengthens the idea that both the current AHI definition and the spectral features extracted from the regions of the non-overlapped area between the three OSA classes are not enough for multi-class classification during wakefulness, especially for separating the moderate and severe OSA groups from each other.

It is worth also noting that OSA is a heterogeneous disorder, and various factors, including anatomical abnormalities, impaired UA dilator muscle activity, instability of ventilatory control (high loop gain), and low arousal threshold, are major contributors to OSA development [13], [14]. The non-anatomical contributors make OSA prediction challenging during wakefulness.
To sum up, we believe that for improving the multi-class OSA classification during wakefulness one has to consider a developed measure of OSA severity instead of AHI, which considers adjusted weights for apnea/hypopnea events and accounts for daytime symptoms of OSA as well. Besides, a balanced dataset with an approximately equal number of participants between various OSA groups that also matched in terms of anthropometric information should be considered.
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