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Abstract

Future wireless communication networks are expected to be more energy-efficient and to provide higher throughput, in order to satisfy the demands for the increasing number of mobile users. Resource allocation and transmission scheduling play more and more important roles in improving the performance of wireless networks, in terms of energy saving, throughput, delay, etc. In this thesis, we consider three networks with different characteristics and objectives, i.e., wireless relay networks for distant transmissions, dense multi-user coexisting networks, and device-to-device (D2D) assisted mobile edge computing systems for compute-intensive mobile applications. We aim to investigate the key resource allocation and/or transmission scheduling issues in these networks. In particular, i) a transmit power allocation scheme with reduced overheads for amplify-and-forward relay networks is proposed to reduce energy consumption, based on the two-stage stochastic programming method, ii) an analysis framework for buffer-aided decode-and-forward relay networks under time-correlated fading channels is developed and an improved link scheduling/selection policy is presented, through the analyses to two quasi-birth-death Markov chains, iii) an interference-avoidance scheduling scheme for dense multi-user coexisting networks with heterogeneous priorities and demands is presented to increase the number of admitted users, on the basis of the column generation method, and iv) a joint optimization of admission control, link scheduling, and resource management for D2D-assisted mobile edge computing is carried out, according to the branch-and-price method. Simulations are performed
Abstract

to verify the effectiveness of the proposed schemes where the performance of networks is shown to be improved significantly.

**Keywords:** Wireless relay networks, multi-user coexistence, mobile edge computing, resource allocation, power control, link scheduling, two-stage stochastic programming, quasi-birth-death Markov chains, column generation, branch-and-price.
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Chapter 1

Introduction

Recently, some advanced wireless communication systems are being developed to meet the demands for wide coverage and high traffic capacities, as well as to satisfy the requirements of many emerging compute-intensive applications. Specifically, wireless relay networks provide reliable long-distance connections for cell-edge users or implement remote wireless backhauling. Dense multiple-user coexisting networks implement non-interfering communications among multiple co-located users with improved spectrum utilization efficiency of wireless networks. Mobile edge computing systems can facilitate the implementations of compute-intensive and delay-sensitive mobile applications such as augmented reality, face recognition, etc. In this thesis, we focus our studies on resource allocation and transmission scheduling issues in these systems, by applying optimization and queueing theory. In the following subsections, we will introduce the background and characteristics of these communication systems, and provide our research motivations.
1.1 Wireless Relay Networks

Wireless networks are experiencing the evolution from voice-centric services to data-centric services, making the distant/cell-edge users become an important system bottleneck in terms of throughput performance. This problem will be even worse for systems operating at high frequencies (e.g., millimeter-waves) that result in larger path loss than low frequencies. The relay communication technique is a promising solution to solve this issue, by adding an extra node between distant transmitter and receiver so as to reduce the one-hop transmission distance and improve throughput.

The seminal works on relay communications can be traced back to around 1960s when Meulen first introduced a three-terminal relay channel in [2] [3], and then in 1976, Cover et al. analyzed the capacity of the three-terminal relay channel in [4]. After that, little work on relay communications was done until about ten years ago. In around 2003, Sendonaris and Laneman et al. discussed further the benefits of user cooperation (called cooperative diversity) from the information-theoretic point of view in [5]–[8]. Since then relay communication techniques attract a lot of attention because they demonstrate great potential to improve the performance of wireless networks in terms of system throughput, coverage, and robustness to channel variations. Nowadays, relay communication techniques have already been included in some wireless communication standards such as Long Term Evolution-Advanced (LTE-A) [9] [10], IEEE 802.16j [11] and IEEE 802.16m [12].

A classic two-hop three-node relay network consists of a source node, a relay node and a destination node, where the relay assists in transmitting the data from the source to the destination, as shown in Fig. 1.1. Two main types are amplify-and-
forward (AF) and decode-and-forward (DF) relaying. Under AF relaying, the relay first receives the signal from the source, and then amplifies and forwards the received signal to the destination. AF relaying is favored for its simple implementation since the relay does not need to carry out complex signal processing. Under DF relaying, the relay first receives and decodes the signal from the source, and then forwards the recovered signal to the destination.

1.1.1 Power Allocation in Amplify-and-Forward Relaying

Power allocation/control plays an important role in implementing amplify-and-forward relaying. This is because the received signal of the relay is simply amplified and forwarded to the destination, and it is not processed and refined by the relay unlike decode-and-forward relaying. Due to imperfect electronic components, communication receivers are normally affected by thermal noises. In the relaying process, the noise introduced in the receiver of the relay is also amplified and transferred to the destination. This means that the receiver of the destination will be destructed by two noises: the noise introduced by its own components and the amplified noise from the relay. The noise accumulation degrades the relaying performance. Thus, it is necessary to optimize the transmit power use and limit the noise.

In the literature [13]–[24], extensive work on optimizing power allocation focused
on two categories of problems: 1) rate/signal-to-noise ratio (SNR) maximization or
outage probability minimization under a maximum power constraint \[19\]– \[24\]; and
2) transmit power minimization for saving energy under a minimum rate/SNR re-
quirement or a maximum allowable outage probability constraint \[13\]– \[18\]. The
performance of power allocation determines whether cooperative benefits can be ob-
tained and how much cooperative gain can be achieved, while itself greatly depending
on the availability of channel state information (CSI). In general, an optimal power
allocation algorithm requires complete instantaneous CSI. However, in practice, the
acquisition of complete instantaneous CSI will introduce a considerable amount of
control channel overheads. For example, in a wireless relay network consisting of a
source, a relay and a destination, the CSI on the source-relay link is ordinarily esti-
mated by the relay and the CSI on the relay-destination link is ordinarily estimated
by the destination. All of these estimates are required to be fed back to a control
center for executing the power allocation algorithm. In addition, after performing the
optimization algorithm, the control center needs to report the optimal power values
to the transmitters (i.e., source and relay).

In Chapter 2, we will present a power allocation scheme with reduced overheads
for AF relay networks while avoiding a significant performance loss caused by the lack
of complete instantaneous CSI.
1.1.2 Enhanced Decode-and-Forward Relaying

Conventional Half-duplex Decode-and-Forward Relaying

Normally, relaying systems adopt a half-duplex pattern, i.e., the relay receives and forwards signals on two different time intervals to avoid self-interference. This is because it is quite demanding in practice to implement the full-duplex pattern where the relay simultaneously receives and forwards the signals on the same frequency band. Under the full-duplex relaying, there is a large imbalance between the transmitting and the receiving power, where the strong transmitting power saturates the radio frequency (RF) receiver chain (especially the analog-to-digital converter having a small dynamic range). Such effect of the relay’s transmitting signals on its own receiver chain is called self-interference. Although the implementation of full duplex relays may be possible by self-interference cancellation techniques in both analog and digital domains \[25\] \[26\], much more complex processing is required in both hardware and software. In addition, it is inefficient and impractical to use two different frequency bands for transmitting and receiving, because of the scarcity of radio spectrum resources available for wireless communications. Hence, half-duplex relays are preferred in practice due to their easier implementations than full-duplex relays.

The conventional half-duplex DF relaying works as follows \[7\] \[8\]: Time is divided into frames with an equal length and each frame is further split into two equal-duration slots. In any frame, the source first transmits a signal to the relay which decodes this signal in the first slot, and then the relay immediately forwards the decoded signal to the destination in the second slot. In this way, the source transmits signals in only half time, and thus the half-duplex relaying suffers from a loss of $\frac{1}{2}$ factor in the
average throughput, which can be represented as

\[ C = \frac{1}{2} E[\min\{\log(1 + \gamma_{sr}), \log(1 + \gamma_{rd})\}], \]  

where \( \gamma_{sr} \) and \( \gamma_{rd} \) denote the instantaneous signal-to-noise ratios (SNRs) over the source-relay and the relay-destination links, respectively, which may vary from one frame to another. \( E[\cdot] \) denotes the expectation. In addition, from the above formula, we can see that the performance of conventional DF relaying is dominated by the worse link between the source-relay and the relay-destination ones.

**Buffer-Aided Decode-and-Forward Relaying**

Conventional DF relaying [5–8, 13 27] adopts a predetermined transmission schedule where the transmission of one packet is finished in two successive slots, i.e., the source transmits a packet to the relay in the first slot and the relay immediately forwards the received packet to the intended destination in the second slot. However, such a fixed scheduling strategy greatly limits the throughput of relaying systems, and this issue may be overcome by introducing data buffers at the relays to allow the transmissions of two distinct packets in two successive slots. In [28, 29], using the buffering abilities of the relays, the authors proposed a max-max relay selection scheme for multi-relay systems where one packet is transmitted over the best source-relay link in the first slot and possibly another different packet over the best relay-destination link in the second slot. However, the max-max relay selection is still limited by the fixed two-slot link scheduling structure where the first slot is always allocated for the source-relay links and the second slot for the relay-destination links. This limitation is relaxed in [30] where the authors proposed a max-link selection scheme which selects
the best link among all available source-relay and relay-destination links in any time slot. Such an adaptive link selection allows relaying systems to further exploit the spatial diversity of wireless channels so as to result in improved system throughput.

**Delay Problems in Buffer-Aided DF Relaying**

In the buffer-aided relaying system, the relay may not immediately forward the received packet to the destination, and thus the buffering at the relay inevitably results in extra delay, finally affecting the experience of users (for example, online videos may not run smoothly). In particular, under time-correlated fading channels, the buffer-aided relaying may lead to degraded delay performance.

In practice, fading channels are commonly time-correlated especially for low-speed mobile nodes [31]–[35]. For example, in [31], the authors pointed out that, for “slow” fading with $f_{D}T < 0.1$ ($f_{D}$ is the Doppler frequency and $T$ is the time slot length), the time-correlation of channel fading between adjacent slots cannot be neglected. In addition, buffer-aided relaying prefers more to “slow” fading scenarios since adaptive link scheduling/selection requires channel fading remaining invariant for at least one slot. Moreover, buffer-aided relaying may also request a relatively long slot length in order to compensate the time overhead for potentially frequent switching between reception and transmission modes. In fact, unlike the conventional relaying without buffers, correlated fading may have great effects on the delay performance of buffer-aided relaying. For example, the correlated fading may cause the source-relay link and the relay-destination link to keep staying in “good” and “bad” states, respectively, for a long time (multiple successive slots). Then, the link scheduling scheme
based on only link states may always choose the source-relay link, which may cause packets backlogged in the relay’s buffer and lead to potential buffer overflow. These effects may, in turn, result in a long transmission delay and throughput degradation. On the contrary, if the source-relay link is continuously in “bad” state while the relay-destination link is in “good” state, the relay’s buffer may be emptied and suffer from buffer underflow.

However, to our best knowledge, almost all existing works about buffered-aided relaying in the literature assumed independent and identically distributed (i.i.d.) fading channels due to their simplicity and tractability. Only in [36], time-correlated fading channels were briefly mentioned without detailed performance analyses. Thus, it is important and necessary to investigate the performance of buffer-aided relaying under time-correlated fading channels. We will investigate this issue in details in Chapter 3.

1.2 Dense Multi-User Coexisting Networks

1.2.1 Medium Access Control

In traditional wireless ad hoc networks, medium access control (MAC) protocols normally adopt random contention access methods, where each user contends for the channel when it has packet arrivals for transmission. One of frequently adopted protocols is carrier sense multiple access/collision avoidance (CSMA/CA) [37], where each user detects if the channel is occupied by other users before transmission. It transmits only if the channel is idle. The user will back off a random period to avoid interference if it finds the channel is busy. However, carrier sense is only carried out at
the transmitter whereas packet collision actually occurs at the receiver. This may lead to the hidden terminal problem where the transmitter does not detect interference while the receiver is actually in the interference range. One way to avoid this is handshaking: the transmitter first sends a short request-to-send (RTS) signal to the receiver if it detects an idle channel, and then the receiver feeds back a clear-to-send (CTS) signal to the transmitter if it also detects the idle channel. The transmitter sends a message only if it successfully receives the CTS signal. If the receiver finds the channel is busy, it will not feed back the CTS signal.

Although much work has been done to improve random access, it leads to a very low channel utilization rate due to its inherent random collisions, which makes it inapplicable to user-dense coexisting networks. The analyses in [38] [39] showed that adopting the IEEE 802.15.4-based random access protocol for multi-user coexistence, leads to a large loss of throughput and very low channel utilization when there are a large number of users. Also, it is difficult for random access to guarantee delay performance due to the inherent random collisions. Moreover, RTS/CTS signals may also be lost, which further exacerbates delay performance.

In traditional cellular networks, MAC protocols are usually based on orthogonal multiple access patterns. The most frequently used protocols include time division multiple access (TDMA), frequency division multiple access (FDMA), and code division multiple access (CDMA). In these protocols, each user has exclusive resource blocks (time intervals, frequency bands, or codewords) for transmissions. The same frequency band can only be reused in non-adjacent cells for capacity enhancement. Such frequency reuse is only effective for macro-cell networks where the locations
and coverage of macro base stations (BSs) are fixed and well planned in advance. It is inappropriate for many emerging wireless networks, such as unplanned small cell networks with random positions and scalable coverage, device-to-device (D2D) communication underlaying cellular networks where D2D links reuse spectrum with cellular links, wireless body area networks (WBANs) where a lot of WBANs may coexist and share spectrum, etc. A common feature of these networks is that a large number of users may randomly gather in a small area, forming dense multiple user coexisting networks. To satisfy these users’ traffic demands, advanced multi-user access protocols are required.

To address the dense multi-user coexisting issue, one potential solution is to apply spatial reuse TDMA (STDMA), where users in close proximity are scheduled in different time intervals, but users geographically separated are allowed to reuse a time interval. Geographical separation significantly decreases the interference among users, and spectrum sharing among these users will greatly boost the network capacity. To implement STDMA, we have to answer a series of questions: which users should be grouped together to share a time interval and how much time should be assigned to each user group. User scheduling with interference awareness and time assignment are the key issues to improve the spectral utilization of STDMA, which requires a fast and effective optimization algorithm.

1.2.2 Priority-Aware Interference-Avoidance Scheduling

As mentioned before, spectrum sharing that allows multiple users to concurrently transmit has been considered as an important way to enhance the spectral utilization
rates and capacities of wireless networks [40]–[42]. A key issue is to properly schedule the transmissions of coexisting users to avoid interference while maintaining high concurrency. The interference-avoidance scheduling for multi-user coexisting networks has been attracting a lot of interest in different areas of wireless communication environments, such as wireless sensor networks [43]–[44], cognitive radio networks [45]–[46], wireless mesh networks [47]–[48], wireless multi-hop networks [49], wireless body area networks [50]–[51], etc.

In addition to spectrum sharing, priority-aware scheduling is also an urgent issue for multi-user coexisting wireless networks. One typical example is the wireless body area network (WBAN), which consists of wireless sensors implanted in and/or placed on patients’ bodies to collect physiological signals. Extensive deployment of sensors in WBANs (the IEEE 802.15.6 standard [52] requires that a WBAN can admit up to 64 sensor nodes) may introduce high traffic so that system overload may become inevitable [53], especially in patient gathering areas like emergency wards in a hospital or dining halls in an assisted living home. In addition, different patients may have heterogeneous priorities with respect to their health conditions and the criticality of diseases [54]–[55]. For example, intensive care/monitoring patients such as those suffering from acute diseases or heart diseases should be given high priority while general care patients can be given lower priority. Priority awareness is an important feature in WBANs and has gained a lot of attention. In the IEEE 802.15.6 standard [52], user priorities have been defined. In [56]–[57], the authors considered the seriousness of health parameters and proposed a priority-aware adaptive medium access control (MAC) mechanism for improving the reliability of critical nodes in WBANs. In [58],...
a priority-based data rate tuning mechanism was developed for WBANs to improve the quality of service of sensors with critical physiological data.

In the literature, much work has been done on multi-user coexistence interference-avoidance scheduling. Most of the studies are based on random access/scheduling, graph coloring or optimization. Carrier sense multiple access/collision avoidance (CSMA/CA) \[37\] was widely used for random access where a user could back off for a random period to avoid interference when it detects a collision. Another random access method is the slotted ALOHA \[59\]. Different from CSMA/CA, the slotted ALOHA does not carry out carrier sensing, but uses a control parameter, called contention probability, to manage the access of a user. The priority-aware random access can be achieved by using different backoff periods or contention probabilities \[59\]. In addition, the superframe-level frequency-hopping or time-hopping scheme was also proposed to coordinate interference \[60\]. However, it has been shown in the previous subsection that, random access leads to very low channel utilization, which makes it inapplicable to user-dense coexisting networks.

In the graph coloring method, a network is modeled as a graph \(G = (V, E)\) where vertices \(V\) denote nodes and edges \(E\) represent conflicts between mutually interfering nodes. Each time/channel resource unit is represented by a color. Then, the coexistence scheduling was realized by vertex coloring \[50\] or edge coloring \[61\], where interference is avoided by assigning different colors to adjacent vertices (vertex coloring) or edges incident on the same node (edge coloring). Although complete coloring could find the minimum number of colors, it is known to be an NP-complete problem \[61\] and has an exponentially increasing complexity. Thus, a lot of work has been
done focusing on time-complexity reduction. For example, a quick coloring algorithm was proposed for mobile ad hoc networks (MANETs) \cite{62} and a random incomplete coloring was used to balance time complexity and scheduling performance \cite{50}. A drawback of graph coloring is that it requires a fixed-size resource unit for each color. Thus, this method cannot be well applied to the networks with heterogeneous/variable traffic demands.

The coexistence scheduling can also be mathematically modeled as an optimization problem, where the objective is to effectively allocate time/channel resources to all feasible candidate groups (FCGs) \cite{44, 47, 49, 63, 64}. Here, an FCG refers to a group of coexisting users that can concurrently operate on the same channel without interference. In this method, the resource unit size is not necessarily fixed and coexisting users are allowed to have heterogeneous demands. In addition, this method enables the joint optimization of scheduling, routing, and power control. For example, joint routing and link scheduling were studied for multi-hop backhaul networks \cite{49} and software-defined networks \cite{65}. The authors in \cite{63} and \cite{44} discussed the issue of joint power control and scheduling in wireless ad hoc networks and sensor networks, respectively. In these works, it has been shown that the optimization framework has a great potential to further improve the system capacity of multiple user coexisting networks. However, in the literature, heterogeneous priorities among coexisting users are seldom taken into account in the optimization model.

**Challenges in Priority-Aware Scheduling Optimization**

- The consideration of priorities significantly increases the difficulty in scheduling design, since the number of user priorities that a system can accommodate
is uncertain and unknown, especially when the network becomes so crowded that it has to drop some low priority users. This requires a fast and effective searching algorithm for admission control, in order to find the maximum number of priority levels that the system can support so that all users in these high priority levels can be admitted. This is different from existing works that mainly focusing on two types of scheduling problems: i) time length minimization to satisfy users’ traffic demands [64] [66]; and ii) throughput maximization [67].

• In the optimization model, it is very challenging to find all potential FCGs, the number of which grows exponentially with the number of coexisting users. In the worst case, we need to search all \(2^N\) possible groups for an \(N\)-user coexisting network, which is definitely a time-consuming task if \(N\) is large. Furthermore, the huge number of FCGs makes the resource allocation problem involve too many variables to be solved efficiently.

In Chapter 4, we will address the interference-avoidance scheduling issue of multi-user coexisting networks by considering heterogeneity in terms of user priorities and traffic demands.

1.3 Mobile Edge Computing Systems

1.3.1 Mobile Edge Computing

Nowadays, smart mobile devices (e.g., smartphones and tablets) have played more and more roles in people’s daily lives for business, learning, and entertainment [68]. Many emerging mobile applications are gaining increasing attention, such as face
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recognition, natural language processing, interactive gaming, and augmented reality [69]. These applications are ordinarily hungry in the resource, requiring executing huge computations and consuming a large amount of energy. However, mobile devices normally have limited processing abilities and battery capacities due to their small physical sizes. This causes a strong conflict between resource-hungry mobile applications and resource-limited mobile devices.

To address such a conflict, mobile edge computing (MEC) [69] - [71] is developed as a promising solution. It provides cloud computing services at the edge of cellular networks (e.g., cloud computing servers can be installed in/near the base stations of cellular networks), and mobile users can offload their computation tasks to cloud servers via cellular connections. MEC is beneficial for real-time interactive applications since it requires only one-hop low-latency connection for offloading computation data from mobile users to cloud servers. This is different from remote public clouds, such as Amazon EC2 and Windows Azure, where the data exchanges between users and remote cloud servers usually go through multi-hop wide area networks, possibly leading to a long unreliable latency. In addition, compared to cloudlet computing via one-hop WiFi access, MEC provides a larger coverage via cellular connections, satisfying ubiquitous service demands. Thus, MEC has been envisioned as an effective complement to remote public clouds and cloudlets.

1.3.2 D2D-Assisted Mobile Edge Computing

Although MEC has great potentials to augment the computing capabilities of mobile devices for resource-intensive applications, it encounters many significant chal-
Challenges. One major challenge is the tremendously increased mobile data traffic in cellular networks. It has been estimated by Cisco [72] that global mobile data traffic grew 63 percent in 2016, reaching 7.2 exabytes (7.2 billion gigabytes) per month, and is expected to continue growing nearly 7 folds between 2016 and 2021. Unfortunately, the transmission capacities of cellular networks are rather limited, leading to a big shift of mobile traffic (60 percent in 2016 [72]) from mobile networks to fixed networks. Thus, the bottleneck of cellular network capacities is going to severely block the implementation of MEC, especially when enormous mobile users swarm to networks. Another major challenge results from the fact that MEC servers are usually not built as powerful as public clouds, due to the limitations on the site space for installing base stations, initial investments, and subsequent operational costs. Thus, the computing resources at MEC servers are quite limited instead of infinity as commonly assumed for public clouds and may not be able to support enormous mobile computation tasks.

To alleviate the stress on both MEC servers and cellular networks, the MEC system can be enhanced by introducing device-to-device (D2D) communication where adjacent users are allowed to directly communicate without the need of going through the BS. In such a system, part of mobile computation tasks can be offloaded to vacant mobile devices via D2D communication links. The benefits are two-fold: i) cellular traffic is reduced by offloading traffic from cellular links to D2D links; and ii) the computing capability of the MEC server is expanded by leveraging vacant mobile devices. Moreover, the wide coverage of cellular networks can effectively alleviate the mobility issue that a mobile user may move out of the communication range of its
serving node (e.g., a vacant device), and the computing result cannot be transmitted back to the mobile user. Different from cloudlet computing where the mobility issue is severe \cite{73}, in the mobile edge computing based on cellular networks, the computing results of serving nodes can be fed back to mobile users via cellular base stations. Since the amount of the computation result data is normally much smaller than that of the computation input data for most mobile applications like face recognition and virus scanning \cite{69} \cite{74}, the feedback of computation results won’t impose too much traffic load on cellular networks.

**Resource Management and Challenges**

Due to the scarcity of spectrum resource, D2D connections may have to share the same spectrum with cellular connections. This may cause severe interference among D2D and cellular connections. In order to capitalize on the benefits introduced by D2D communication, we have to effectively control the interference. Otherwise, the potential benefits will disappear with the increased interference. Specifically, we have to address the following issues: i) which computation requesters should be admitted (i.e., admission control); ii) which vacant mobile device or the server itself should be selected to serve each admitted requester (i.e., link scheduling/user association); iii) which channel should be chosen for each scheduled link; and iv) how much transmit power should be set on each link for offloading computation input data. To answer all these questions, a joint admission control, link scheduling and resource management optimization problem has to be solved. However, the combination property from user association and channel assignment makes our problem fall into the scope of combinatorial optimization, which is extremely hard to solve.
In Chapter 5, we will investigate in details the resource management issue in D2D-assisted MEC systems.

1.4 Contributions

The main objective of this research is to design effective and efficient resource management and transmission scheduling schemes for wireless communication networks. These designs are based on the distinct characteristics of networks. Specifically, three networks are considered, i.e., wireless relay networks, dense multiple user coexisting networks, and mobile edge computing systems. The main contributions are summarized as follows.

1) Transmit power allocation for amplify-and-forward relay networks with reduced overheads (this work has been published in the IEEE Transactions on Vehicular Technology).

- We propose a new hybrid/partial channel state information (CSI) based power allocation strategy for amplify-and-forward relay networks where the source power and relay power are determined based on statistical and instantaneous CSI, respectively. The objective is to minimize the total power consumption while satisfying a minimum rate constraint or a minimum non-violation probability constraint.

- This new strategy can reduce the control channel overheads by at least 50% compared with the traditional strategy based on complete instantaneous CSI while avoiding a large performance loss as in the statistical CSI strategy. Besides, it
is shown that the proposed partial CSI strategy can obtain near-optimal performance as the complete instantaneous CSI strategy when the relay is located close to the source.

- The two-stage stochastic programming method is applied to formulate the considered optimization problem. Moreover, an $N$-section method is proposed to solve the power allocation problems for both statistical and partial CSI strategies, which comes close to optimal solutions in simulations.

2) An analysis framework for buffer-aided decode-and-forward relaying under time-correlated fading channels (this work has been published in the IEEE Transactions on Vehicular Technology).

- A framework is formulated to analyze the performance of buffer-aided relaying under time-correlated fading channels in terms of the queueing behaviors of packets in the relay buffer. The average throughout, outage probability and average end-to-end delay are provided. Two delay-controllable link scheduling/selection policies with respect to infinite and finite buffers are considered in the formulated framework.

- The results show that compared with independently and identically distributed (i.i.d.) fading, correlated fading causes greater throughput degradation for transmissions with stringent delay requirements in low fading margins. The fading margin means the maximum fading attenuation that the system can tolerate for successfully transmitting one packet. In particular, a throughput loss of about 16% under an infinite buffer (28% under a finite buffer) is observed for
the requirement of an average delay of 20 slots and a fading margin of 5 dB. This means that the link scheduling design based on i.i.d. fading is not always fit for correlated fading. According to these observations, some insights on performance degradation and guidelines on redesigning improved link scheduling policies under correlated fading are provided.

- In addition, the results show that the link scheduling policy with an infinite buffer can obtain higher average throughput than that with a finite buffer under the same average delay, which implies the superiority and flexibility of a large buffer size in link scheduling.

3) Interference-avoidance scheduling for dense multi-user coexisting networks with heterogeneous priorities and demands (this work has been accepted for publication in the IEEE Transactions on Wireless Communications).

- Both admission control and throughput maximization issues for dense multi-user coexisting networks are investigated, where the objective is to first allow the system admit as many high priority users as possible and then maximize the throughput of admitted users.

- A sequential solution framework based on priority constraints is presented to find the maximum number of high priority levels that the system can support so that all users in these high priority levels can be admitted. At each step, a large-scale linear subproblem requires being solved. After that, the throughput of admitted users is maximized by formulating another large-scale linear programming subproblem.
• To solve these large-scale linear programming subproblems, the column generation method is introduced. In this method, by capitalizing on the special structure of the sequential solution framework, a greedy initialization algorithm is proposed to warmly start the column generation process. In addition, both upper and lower bounds on the optimal objective function of each subproblem are derived. By applying these bounds to the sequential solution framework, it is not necessary to optimally solve every problem, which significantly reduces the computation time.

• Simulation results verify that the proposed algorithm can effectively and efficiently address the interference-avoidance scheduling issue for dense multi-user coexisting networks with heterogeneous user priorities and traffic demands.

4) Joint admission control, link scheduling, and resource management for D2D-assisted mobile edge computing (this work has been submitted to the IEEE Transactions on Mobile Computing).

• A joint admission control, link scheduling and resource management issue for D2D-assisted mobile edge computing (MEC) systems is studied, which aims to determine i) which requests should be admitted under limited radio and computing resources (i.e., admission control), ii) which vacant mobile device or the MEC server should be selected to serve each admitted requester (i.e., link scheduling/user association), iii) which channel should be assigned to each scheduled link, and iv) how much transmit power should be used on each link for offloading computation input data. The objective is to maximize the number of admitted requests.
• An optimal branch-and-price based algorithm is developed to solve the joint optimization problem of admission control, link scheduling, channel assignment, and power control. Although the computational complexity of the optimal solution is high, it can be used as a performance benchmark. In addition, a low-complexity suboptimal algorithm is proposed for the practical implementation purpose.

• Simulations show that the proposed D2D-assisted MEC scheme can significantly increase the number of admitted requesters under limited radio and cloud computing resources compared to counterparts.

1.5 Organization of the Thesis

The rest of the thesis is organized as follows. In Chapter 2, amplify-and-forward relaying is considered where the transmit power allocation with reduced overheads is investigated. In Chapter 3, buffer-aided decode-and-forward relaying is considered where an analysis framework under time-correlated fading channels is presented. The priority-aware interference-avoidance scheduling for dense multi-user coexisting networks is discussed in Chapter 4. In Chapter 5, the joint admission control, link scheduling, and resource management issue for D2D-assisted mobile edge computing systems is studied, followed by conclusions and future work in Chapter 6.
Chapter 2

Transmit power allocation for amplify-and-forward relay networks with reduced overheads

In this chapter, we consider a typical three-node amplify-and-forward relay network consisting of a source, a relay, and a destination, as shown in Fig. 1.1. This system model can also be considered as a part of selection relay networks where only a “best” relay node is selected to forward the signal from the source. We aim to minimize the total transmit power with a consideration of control channel overheads under a minimum rate constraint (equivalent to a signal-to-noise ratio constraint) or a minimum non-violation probability constraint (equivalent to a maximum allowable outage probability constraint). For the sake of completeness and comparison, we first define and analyze two schemes based on traditional routines, called Strategy I and Strategy II. In Strategy I, the transmit powers of both the source and the relay are
adjusted based on complete instantaneous CSI, while in Strategy II, the powers of both the source and the relay are based on statistical CSI. After that, we propose a new hybrid/partial strategy, called Strategy III, where the source power is based on statistical CSI while the relay power is determined based on instantaneous CSI. We then formulate and solve Strategy III by the *two-stage stochastic programming method* [75]. The first-stage optimization problem aims to find an optimal source power to minimize the power sum of the source and the relay based on statistical CSI. The optimal relay power is derived from the second-stage optimization problem, where the relay power can be treated as a “penalty” due to the inadequate source power for satisfying a minimum transmission rate. Namely, if the source power is smaller, then the relay requires a larger transmit power to compensate for the shortage of the source power so that the minimum rate can be met.

### 2.1 Related Works

In order to reduce the overheads for reporting CSI, the statistical CSI (such as the mean or distribution of CSI) instead of instantaneous CSI is used for optimizing power allocation. In [76] and [77], the authors proposed a power allocation scheme which requires only knowledge of average channel gain for decode-and-forward relay networks, aiming to minimize the outage probability or the upper bound of outage probability. In [78], with only statistical CSI (fading distribution and path loss information) at transmitters, a power allocation scheme was derived for minimizing the approximations of outage probabilities in the high SNR regime under decode-and-forward, amplify-and-forward, and distributed space-time coded relaying protocols.
Chapter 2: Transmit power allocation for amplify-and-forward relay networks with reduced overheads

Focusing on multi-hop relay networks, the authors in [79] discussed an optimal power allocation strategy based on statistical CSI for both decode-and-forward and amplify-and-forward relay networks, with the objective to minimize the outage probability. In [80], with only knowledge of statistical CSI, an optimal power allocation algorithm was proposed to jointly minimize both upper and lower bounds of outage probability for amplify-and-forward parallel multi-relay networks. In addition, for reducing the CSI feedback overheads, the authors in [81] proposed a method to directly estimate at the destination the overall source-relay-destination channel instead of estimating the source-relay and relay-destination channels separately, so that the CSI on the source-relay link does not need to be transmitted to the destination. However, in such a way, the overheads for reporting the power allocation results from the destination to the source and the relay are still large.

Due to the lack of instantaneous CSI, the power allocation strategy based on statistical CSI will inevitably result in performance degradation. To prevent a significant performance loss, some researchers turned to the power allocation algorithms based on partial CSI where each node has only knowledge of local instantaneous CSI on links connected to itself and/or statistical CSI of other links. In [82], an adaptive power control algorithm for adjusting the transmit power of the selected relay node was proposed for decode-and-forward selection relay networks where the selected relay node requires only the instantaneous CSI on the itself-destination link, while the source node is allocated a fixed transmit power. In [83], the authors discussed a distributed power allocation strategy based on local CSI for decode-and-forward parallel relay networks where the source requires the instantaneous CSI of all source-relay
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links and the source-destination link, and the statistical CSI of all relay-destination links, while each relay node requires the instantaneous CSI of source-itself and itself-destination links. In [84], for optimizing the transmit powers of relay nodes in amplify-and-forward parallel relay networks, the authors derived power allocation algorithms under two assumptions on partial CSI: i) Each relay has the instantaneous CSI of all source-relay links; and ii) Each relay has only the local instantaneous CSI of the source-itself link and has no knowledge of links from the source to other relays. Under both assumptions, only the statistical CSI of source-destination and relay-destination links is available at each relay. Following the similar assumption as in [84], the authors in [85] proposed a power allocation algorithm for both parallel and selection amplify-and-forward relay networks. In [84], the average signal-to-noise ratio (SNR) maximization problem under a maximum power budget was addressed while in [85] the total power minimization problem under an average SNR constraint was studied. However, as pointed out in [85], the outage probability is still much higher under an average SNR constraint, which is not good enough to guarantee users’ quality of experience.

Although some power allocation strategies based on partial CSI have been proposed in literature [82]–[85], most of these works have not fully and systematically answered the following questions: 1) How much overheads of control channels can be reduced by partial CSI strategies when compared to complete instantaneous CSI strategies; 2) How much performance degradation partial CSI strategies may lead to; 3) In which cases the performance of partial CSI strategies can approach to the optimal one based on complete instantaneous CSI. In this chapter, we are going to
answer these questions via analytical or numerical results.

The main contributions of this chapter are summarized as follows:

(1) We propose a new partial CSI based power allocation strategy (Strategy III) for amplify-and-forward relay networks where the source and the relay powers are determined based on statistical and instantaneous CSI, respectively. This new strategy can reduce the control channel overheads by 50% compared with the complete instantaneous CSI strategy (Strategy I) while avoiding a large performance loss as in the statistical CSI strategy (Strategy II). Besides, it is shown that the proposed partial CSI strategy can obtain near-optimal performance as the complete instantaneous CSI strategy when the relay is located close to the source.

(2) The two-stage stochastic programming method is applied to formulate the optimization problem of Strategy III. Moreover, an $N$-section method is proposed to solve power allocation problems for both statistical and partial CSI strategies (Strategies II and III), which can lead to almost-optimal solutions.

(3) Different from [84] and [85] where the average SNR was treated as a performance metric for simplicity, the non-violation probability constraint (equivalent to outage probability constraint) is explicitly applied in this chapter.

(4) Different from [78] and [80] which used the approximations or bounds of outage probabilities for parallel relay networks, the exact expressions of non-violation probabilities are applied in this chapter. In addition, different from [78]– [80] where outage probability minimization problems were studied, the total power minimization problem under a non-violation probability constraint is investigated in this chapter.

(5) Different from [86]– [88] where only the relay power allocation was optimized,
in this chapter, both the source and the relay powers are simultaneously adjusted by the two-stage stochastic programming method. Although the source power is also fixed in the proposed strategy, its value is chosen properly. In addition, different from [86]-[88] which mainly focused on SNR or capacity maximization, we aim to minimize the total transmit power.

2.2 Network model and Problem formulation

Consider a typical two-hop relay network consisting of a source node, a half-duplex amplify-and-forward relay node, and a destination node, as shown in Fig. 1.1. We consider the case where there is no direct link between the source and the destination, which may happen when the source and the destination are far away from each other or there exists a barrier between them. Time is divided into frames with equal lengths and each frame is further split into two equal-duration slots. In the first slot, the relay receives signals from the source. In the second slot, the relay amplifies its received signals during the first slot and transfers the amplified signals to the destination.

In the following, we will introduce three power control strategies with different levels of CSI and formulate an optimization problem for each strategy with an objective to minimize the total power consumption of both the source and the relay while ensuring a minimum transmission rate or non-violation probability. Besides, we will compare these strategies in terms of control channel overheads resulting from the exchanges of CSI and optimization results.
2.2.1 Strategy I

In Strategy I, one node is selected from the source, relay or destination as the central node with tasks of i) collecting the complete instantaneous CSI of all links, ii) determining the optimal transmit powers of both the source and the relay according to the collected CSI, and iii) distributing the optimal solutions (i.e., transmit power values) to the source and the relay. Obviously, the collection of instantaneous CSI and the distribution of optimal power values contribute to overheads on control channels.

Let $P_s$ and $P_r$ denote the transmit powers of source and relay, respectively. $\gamma_s = \frac{|h_{sr}|^2}{\sigma_r^2}$ ($\gamma_r = \frac{|h_{rd}|^2}{\sigma_d^2}$) denote the ratio of channel gain to noise power over the link from source to relay (from relay to destination), where $h_{sr}$ ($h_{rd}$) is the channel coefficient and $\sigma_r^2$ ($\sigma_d^2$) is the noise power received at the relay (destination). Both channels are block faded so that $\gamma_s$ and $\gamma_r$ are constant during each frame, but may be varying from one frame to another (i.e., $\gamma_s$ and $\gamma_r$ are random variables). For Rayleigh fading, $\gamma_s$ ($\gamma_r$) follows an exponential distribution with a parameter $\frac{1}{\bar{\gamma}_s}$ ($\frac{1}{\bar{\gamma}_r}$) where $\bar{\gamma}_s$ ($\bar{\gamma}_r$) is the expected value of $\gamma_s$ ($\gamma_r$). The probability density functions of $\gamma_s$ and $\gamma_r$ can be represented, respectively, as

\[
f_{\gamma_s}(\gamma_s) = \begin{cases} 
\frac{1}{\bar{\gamma}_s} e^{-\frac{\gamma_s}{\bar{\gamma}_s}}, & \gamma_s \geq 0 \\
0, & \gamma_s < 0
\end{cases} \tag{2.1}
\]

\[
f_{\gamma_r}(\gamma_r) = \begin{cases} 
\frac{1}{\bar{\gamma}_r} e^{-\frac{\gamma_r}{\bar{\gamma}_r}}, & \gamma_r \geq 0 \\
0, & \gamma_r < 0
\end{cases} \tag{2.2}
\]

The optimization problem with the objective to minimize the power sum of the source and the relay while satisfying the requirement of a minimum transmission rate can
be formulated as

\[
\begin{align*}
(P1) \quad \min_{P_s, P_r} & \quad P_s + P_r \\
\text{s.t.} & \quad r(P_s, P_r, \tilde{\gamma}_s, \tilde{\gamma}_r) \geq r_{\min}, \\
& \quad 0 \leq P_s \leq P_{s}^{\max}, \quad 0 \leq P_r \leq P_{r}^{\max},
\end{align*}
\]  

(2.3a)

(2.3b)

(2.3c)

where \(P_{s}^{\max}\) (\(P_{r}^{\max}\)) is the maximum power budget of source (relay). \(r_{\min}\) is the required minimum rate and \(r(P_s, P_r, \tilde{\gamma}_s, \tilde{\gamma}_r)\) denotes the transmission rate, which can be calculated based on Shannon's capacity equation as

\[
r(P_s, P_r, \tilde{\gamma}_s, \tilde{\gamma}_r) = \frac{B}{2} \log_2 \left(1 + \gamma(P_s, P_r, \tilde{\gamma}_s, \tilde{\gamma}_r)\right),
\]

(2.4)

where \(\gamma(P_s, P_r, \tilde{\gamma}_s, \tilde{\gamma}_r)\) is the received SNR at the destination, \(\tilde{\gamma}_s\) (\(\tilde{\gamma}_r\)) denotes one realization of random variable \(\gamma_s\) (\(\gamma_r\)), i.e., instantaneous CSI, and \(B\) is the channel bandwidth. We consider the additive white Gaussian noises with zero means and assume that the transmitted signal is independent from the noises. Then the received SNR at the destination can be calculated as \[^8\]

\[
\gamma(P_s, P_r, \tilde{\gamma}_s, \tilde{\gamma}_r) = \frac{P_s \tilde{\gamma}_s P_r \tilde{\gamma}_r}{P_s \tilde{\gamma}_s + P_r \tilde{\gamma}_r + 1},
\]

(2.5)

Because of Constraint (2.3b), the rate violation can only happen when \(P_s\) and \(P_r\) have reached their maximum values. Thus, the probability without violating the minimum rate requirement can be represented by

\[
p_{\text{no}} = P r \{r(P_{s}^{\max}, P_{r}^{\max}, \tilde{\gamma}_s, \tilde{\gamma}_r) \geq r_{\min}\}.
\]

(2.6)

In Strategy I, the instantaneous channel states \(\tilde{\gamma}_s\) and \(\tilde{\gamma}_r\) are first measured at the relay and the destination, respectively, and are then reported to the central node for
optimizing power allocation. Next, we briefly discuss overheads on control channels based on different selections of the central node.

1) The source is selected as the central node. In this case, the channel state $\tilde{\gamma}_s$ needs to be transmitted from the relay to the source, and $\tilde{\gamma}_r$ from the destination to the source (note that this transmission may need two hops, i.e., from the destination to the relay and from the relay to the source when the direct link between the source and destination is not available). After solving the optimization problem, the source keeps its own optimal power value $P^*_s$ and feeds back $P^*_r$ to relay. Let $K$ denote the units of overheads used for transmitting one value ($\tilde{\gamma}_s$, $\tilde{\gamma}_r$, $P^*_s$, or $P^*_r$) over one hop. Then the total overheads are $3K$ units ($4K$ units if the direct link is not available).

2) The relay is selected as the central node. The relay has the channel state $\tilde{\gamma}_s$ measured by itself and receives $\tilde{\gamma}_r$ from the destination. After computing the optimal power values $P^*_s$ and $P^*_r$, the relay keeps its own power value $P^*_r$ and transmits $P^*_s$ to the source. The total overheads are $2K$ units.

3) The destination is selected as the central node. The destination measures the channel state $\tilde{\gamma}_r$ by itself and receives $\tilde{\gamma}_s$ from the relay. After calculations, the destination transmits $P^*_r$ to the relay through one hop and transmits $P^*_s$ to the source through one or two hops depending on whether the direct link is available between the source and the destination. The total overheads are $3K$ units ($4K$ units if the direct link is not available).
2.2.2 Strategy II

In Strategy II, we utilize only means $\bar{\gamma}_s$ and $\bar{\gamma}_r$ instead of instantaneous CSI $\tilde{\gamma}_s$ and $\tilde{\gamma}_r$ for power control. Note that, at the end of the first slot in any frame $i$, the relay can estimate the average power of its received signal during this time slot, denoted as $|y(i)|^2 = E(|y(t)|^2) = iT \leq t \leq iT + \frac{1}{2}T$ where $T$ is the frame length. Given $|y(i)|^2$, the relay with adaptive power control can adjust its amplification gain as $\alpha(i) = P_r/|y(i)|^2$ \cite{80} \cite{20}. Thus, there is no need for the instantaneous CSI on the source-relay link to adjust the relay amplification gain. Note that, in this strategy, since power control based on statistic CSI is performed only once instead of in each frame as in Strategy I, the overheads used for reporting CSI and optimization results can be significantly reduced.

We can formulate a similar optimization problem which minimizes the total power consumption of the source and the relay while ensuring the probability without violating a minimum rate above a threshold $\epsilon$ as

\begin{align}
(P2) \quad & \min_{P_s, P_r} \quad P_s + P_r \\
\text{s.t.} \quad & p_{no}(P_s, P_r) = Pr\{r(P_s, P_r, \gamma_s, \gamma_r) \geq r_{min}\} \geq \epsilon, \\
& 0 \leq P_s \leq P_s^{max}, \quad 0 \leq P_r \leq P_r^{max}. \quad \tag{2.7a}
\end{align}

2.2.3 Strategy III

In Strategy I, overheads on control channels arise from reporting instantaneous CSI ($\tilde{\gamma}_s$ and/or $\tilde{\gamma}_r$) and optimization results ($P_s^*$ and/or $P_r^*$). Such overheads happen in every frame. On the contrary, overheads are reduced to a minimum level in Strategy
II since all information exchanges only once. However, utilizing only statistical CSI in Strategy II may result in significant performance degradation, as shown in Section 2.4. In order to balance overhead reduction and performance degradation, we propose a new strategy (called Strategy III). In Strategy III, the relay is selected as the central node. The optimal transmit power of the source, $P^*_s$, is calculated based on statistical CSI $\bar{\gamma}_s$ and $\bar{\gamma}_r$ so that $P^*_s$ requires to be fed back only once from the central node to the source. In each frame, the relay tunes its own transmit power $P_r$ to guarantee a minimum transmission rate requirement based on the fixed $P^*_s$ and instantaneous $\tilde{\gamma}_s$ and $\tilde{\gamma}_r$. Obviously, in this strategy, only $\tilde{\gamma}_r$ needs to be transmitted from the destination to the relay in each frame, and the total overheads are $K$ units.

Note that in each frame, collecting the full instantaneous CSI at the relay requires only one-hop feedback overheads ($K$ units) for acquiring $\tilde{\gamma}_r$ (note that $\tilde{\gamma}_s$ is estimated at the relay itself and thus the feedback of $\tilde{\gamma}_s$ is not required). However, if the full instantaneous CSI is collected at the source, both $\tilde{\gamma}_s$ and $\tilde{\gamma}_r$ need to be fed back to the source. The total feedback overheads are at least $2K$ units. If there is no direct link between the source and the destination, transmitting $\tilde{\gamma}_r$ from the destination to the source requires two hops and the total feedback overheads will become $3K$ units. Therefore, collecting the full instantaneous CSI at the source always leads to more feedback overheads than doing that at the relay. In addition, the overheads resulting from collecting the full instantaneous CSI at the source are no less than that of Strategy I with the relay serving as the central node (total feedback overheads are $2K$ units). In summary, the strategy that the source collects and uses the full CSI is not recommended.
In Strategy III, the source power is determined based on statistical CSI before instantaneous CSI is known, and the relay power can be treated as a “penalty” due to the insufficient source power to satisfy the rate requirement after instantaneous CSI is known. Thus, the power allocation problem can be formulated as a two-stage stochastic programming problem [75]. The optimization problem in the first stage is

\[
\begin{align*}
\text{(P3-1)} \quad & \min_{P_s} P_s + E_{\gamma_s,\gamma_r}[Q(P_s, \gamma_s, \gamma_r)] \\
\text{s.t.} \quad & p_{no}(P_s) = Pr(r(P_s, P_{r,max}, \gamma_s, \gamma_r) \geq r_{min}) \geq \epsilon, \\
\quad & 0 \leq P_s \leq P_s^{max},
\end{align*}
\]

where constraint (2.8b) ensures that the probability without violating the minimum rate is no less than a threshold $\epsilon$, and $P_{r,max}$ in (2.8b) implies that the relay tries its best to satisfy the transmission rate. In the objective function, $\bar{P}_r(P_s) = E_{\gamma_s,\gamma_r}[Q(P_s, \gamma_s, \gamma_r)]$ denotes the optimal average transmit power of the relay for a given $P_s$, and $Q(P_s, \bar{\gamma}_s, \bar{\gamma}_r)$ is the optimal instantaneous transmit power of the relay given $P_s$, $\bar{\gamma}_s$ and $\bar{\gamma}_r$. $Q(P_s, \bar{\gamma}_s, \bar{\gamma}_r)$ is the outcome of the second-stage optimization problem, which can be formulated as

\[
\begin{align*}
\text{(P3-2)} \quad & Q(P_s, \bar{\gamma}_s, \bar{\gamma}_r) = \min_{P_r} P_r \\
\text{s.t.} \quad & r(P_s, P_r, \bar{\gamma}_s, \bar{\gamma}_r) \geq r_{min}, \quad \forall \bar{\gamma}_s, \bar{\gamma}_r \\
\quad & 0 \leq P_r \leq P_r^{max}.
\end{align*}
\]

When channels are in deep fading, i.e., $\bar{\gamma}_s$ and $\bar{\gamma}_r$ are small, the second-stage optimization problem may not have a feasible solution due to the limited power budget. When this case happens, the relay will stop transmitting, i.e., $P_r = 0$, since it cannot satisfy the minimum rate requirement.
2.3 Optimal power control

In this section, we will derive the optimal transmit power by solving formulated optimization problems for the three strategies.

2.3.1 Strategy I

The optimization problem (P1) can be solved by following a similar way as in [85]. From (2.3b), (2.4) and (2.5), constraint (2.3b) is equivalent to

$$\gamma(P_s, P_r, \tilde{\gamma}_s, \tilde{\gamma}_r) = \frac{P_s \tilde{\gamma}_s P_r \tilde{\gamma}_r}{P_s \tilde{\gamma}_s + P_r \tilde{\gamma}_r + 1} \geq \gamma_{th}$$  

where $\gamma_{th} = 2^{(2r_{min}/B)} - 1$ denotes the SNR threshold to guarantee the minimum transmission rate $r_{min}$. Since $P_s$, $P_r$, $\tilde{\gamma}_s$ and $\tilde{\gamma}_r$ take nonnegative values, it is easy to verify that inequality (2.10) is equivalent to

$$P_r \geq \frac{\gamma_{th}(P_s \tilde{\gamma}_s + 1)}{\tilde{\gamma}_r(P_s \tilde{\gamma}_s - \gamma_{th})} \text{ and } P_s \tilde{\gamma}_s - \gamma_{th} > 0 \text{ and } \tilde{\gamma}_r > 0$$  

(2.11)

Obviously, (P1) reaches optimality when (2.11) is satisfied at equality. Hence, (P1) could be simplified to include only one variable as

$$\min_{P_s} P_s + \frac{\gamma_{th}(P_s \tilde{\gamma}_s + 1)}{\tilde{\gamma}_r(P_s \tilde{\gamma}_s - \gamma_{th})} \quad \text{s.t. } P_s \tilde{\gamma}_s - \gamma_{th} > 0, \ 0 \leq P_s \leq P_s^{\max},$$  

$$0 \leq P_r = \frac{\gamma_{th}(P_s \tilde{\gamma}_s + 1)}{\tilde{\gamma}_r(P_s \tilde{\gamma}_s - \gamma_{th})} \leq P_r^{\max},$$  

$$\tilde{\gamma}_s > 0, \ \tilde{\gamma}_r > 0.$$  

(2.12a, 2.12b, 2.12c, 2.12d)
From (2.12b), the range of $P_s$ can be determined as $P_s \in \left( \gamma_{th} \tilde{\gamma}_s, P_{s_{\text{max}}} \right]$. Since $P_s \tilde{\gamma}_s - \gamma_{th} > 0$, constraint (2.12c) is equivalent to

$$P_s \geq \frac{\gamma_{th} (P_{r_{\text{max}}} \tilde{\gamma}_r + 1)}{\tilde{\gamma}_s (P_{r_{\text{max}}} \tilde{\gamma}_r - \gamma_{th})} \quad \text{and} \quad P_{r_{\text{max}} \gamma_r} - \gamma_{th} > 0.$$  \hfill (2.13)

Define

$$P_s^{\text{min}} = \frac{\gamma_{th} (P_{r_{\text{max}}} \tilde{\gamma}_r + 1)}{\tilde{\gamma}_s (P_{r_{\text{max}}} \tilde{\gamma}_r - \gamma_{th})}. \hfill (2.14)$$

We have $P_s^{\text{min}} = \frac{\gamma_{th} (P_{r_{\text{max}}} \tilde{\gamma}_r + 1)}{\tilde{\gamma}_s (P_{r_{\text{max}}} \tilde{\gamma}_r - \gamma_{th})} > \frac{\gamma_{th}}{\tilde{\gamma}_s}$. Hence, the range of $P_s$ can be updated to be $P_s \in [P_s^{\text{min}}, P_{s_{\text{max}}}]$ when $P_{r_{\text{max}}} \tilde{\gamma}_r - \gamma_{th} > 0$.

Let

$$f(P_s) = P_s + \frac{\gamma_{th} (P_{r} \tilde{\gamma}_s + 1)}{\tilde{\gamma}_r (P_{r} \tilde{\gamma}_s - \gamma_{th})}. \hfill (2.15)$$

Then, the first derivative of $f(P_s)$ with respect to $P_s$ is

$$f'(P_s) = 1 - \frac{\tilde{\gamma}_s \gamma_{th} (\gamma_{th} + 1)}{\tilde{\gamma}_r (P_{r} \tilde{\gamma}_s - \gamma_{th})^2}. \hfill (2.16)$$

It is easy to verify that $f'(P_s)$ is an increasing function of $P_s$ when $P_s \tilde{\gamma}_s - \gamma_{th} > 0$ (i.e., $P_s > \frac{\gamma_{th}}{\tilde{\gamma}_s}$). Let $f'(P_s) = 0$. We can obtain two roots

$$P'_s = \frac{\gamma_{th} + \sqrt{\tilde{\gamma}_s \gamma_{th} (\gamma_{th} + 1)}}{\tilde{\gamma}_r}, \quad \tilde{\gamma}_s \neq 0, \hfill (2.17)$$

$$P''_s = \frac{\gamma_{th} - \sqrt{\tilde{\gamma}_s \gamma_{th} (\gamma_{th} + 1)}}{\tilde{\gamma}_r}, \quad \tilde{\gamma}_s \neq 0. \hfill (2.18)$$

Obviously, $P''_s < \frac{\gamma_{th}}{\tilde{\gamma}_s} < P'_s$. Besides, since $\frac{\gamma_{th}}{\tilde{\gamma}_s} < P_s^{\text{min}}$ from (2.14), we have $P''_s < \frac{\gamma_{th}}{\tilde{\gamma}_s} < P_s^{\text{min}}$ and $P'_s \notin [P_s^{\text{min}}, P_{s_{\text{max}}}]$. For $P'_s$, there are three cases needing to be considered:

1) Case 1: $P'_s < P_s^{\text{min}}$. Since $\frac{\gamma_{th}}{\tilde{\gamma}_s} < P'_s$ and $f'(P_s)$ is increasing with $P_s$ when $P_s > \frac{\gamma_{th}}{\tilde{\gamma}_s}$, $f'(P_s)$ is increasing with $P_s$ when $P_s > P'_s$. In addition, since $f'(P_s) = 0$, we
have $f'(P_s) > 0$ for $P_s \in [P_{s \text{min}}, P_{s \text{max}}]$. Therefore, $f(P_s)$ is an increasing function for $P_s \in [P_{s \text{min}}, P_{s \text{max}}]$. Thus, the minimum power-sum of $f(P_s)$ is achieved at $P_s = P_{s \text{min}}$, i.e., the optimal source power is $P_s^* = P_{s \text{min}}$.

2) Case 2: $P_{s \text{min}} < P_s' \leq P_{s \text{max}}$. Since $\frac{\gamma_s}{\gamma_s} < P_{s \text{min}}$ and $f'(P_s)$ is increasing with $P_s$ when $P_s > \frac{\gamma_s}{\gamma_s}$, $f'(P_s)$ is also increasing with $P_s$ when $P_s > P_{s \text{min}} > \frac{\gamma_s}{\gamma_s}$. Note that since $f'(P_s') = 0$, we have $f'(P_s) < 0$ for $P_s \in [P_{s \text{min}}, P_s')$ and $f'(P_s) > 0$ for $P_s \in (P_s', P_{s \text{max}}]$. Hence, $f(P_s)$ is a decreasing function for $P_s \in [P_{s \text{min}}, P_s')$ and an increasing function for $P_s \in (P_s', P_{s \text{max}}]$. Thus, the optimal source power is achieved at $P_s^* = P_s'$.

3) Case 3: $P_s' > P_{s \text{max}}$. Similarly, it can be verified that $f'(P_s)$ is an increasing function when $P_s > P_{s \text{min}}$. Also, since $f'(P_s') = 0$, we have $f'(P_s) < 0$ for $P_s \in [P_{s \text{min}}, P_{s \text{max}}]$ and $f'(P_s) > 0$ for $P_s \in [P_{s \text{min}}, P_{s \text{max}}]$. Thus, $f(P_s)$ is a decreasing function for $P_s \in [P_{s \text{min}}, P_{s \text{max}}]$ and the optimal source power should be $P_s^* = P_{s \text{max}}$.

Given $P_s^*$, the optimal transmit power of the relay can be calculated as

$$P_r^* = \frac{\gamma_{\text{th}}(P_s^* \gamma_s + 1)}{\gamma_r(P_s^* \gamma_s - \gamma_{\text{th}})}.$$  \hfill (2.19)

We summarize the solution procedure in Algorithm 1.

Assume that random variables $\gamma_s$ and $\gamma_r$ are independent of each other. The probability that the minimum rate $r_{\text{min}}$ is not violated can be calculated as:

$$p_{\text{no}}(P_{s \text{max}}, P_{r \text{max}})$$

$$= Pr\{r(P_{s \text{max}}, P_{r \text{max}}, \gamma_s, \gamma_r) > r_{\text{min}}\}$$

$$= Pr\{\gamma(P_{s \text{max}}, P_{r \text{max}}, \gamma_s, \gamma_r) > \gamma_{\text{th}}\}$$

$$= Pr\{\frac{P_{s \text{max}} \gamma_s P_{r \text{max}} \gamma_r}{P_{s \text{max}} \gamma_s + P_{r \text{max}} \gamma_r + 1} > \gamma_{\text{th}}\}$$
Algorithm 1: Solution to Problem (P1)

Input: \( \tilde{\gamma}_s, \tilde{\gamma}_r, P_{s}^{\text{max}}, P_{r}^{\text{max}}, r_{\text{min}} \)

Output: \( P_s^*, P_r^* \)

1. Calculate \( P_{s}^{\text{min}} \) by (2.14) and calculate \( \gamma_{\text{th}} = 2\frac{2r_{\text{min}}}{B} - 1 \);

2. if \((\tilde{\gamma}_s, \tilde{\gamma}_r > 0), (P_{s}^{\text{max}} > P_{s}^{\text{min}}) \) and \((P_{r}^{\text{max}} \tilde{\gamma}_r > \gamma_{\text{th}}) \) then

3. Calculate \( P_s' \) by (2.17);

4. if \( P_s' < P_{s}^{\text{min}} \) then

5. \[ P_s^* = P_{s}^{\text{min}}; \]

6. else if \( P_{s}^{\text{min}} \leq P_s' \leq P_{s}^{\text{max}} \) then

7. \[ P_s^* = P_s'; \]

8. else

9. \[ P_s^* = P_{s}^{\text{max}} \]

10. Calculate \( P_r^* \) by (2.19);

11. else

12. \[ P_s^* = P_r^* = 0 \) and there is no feasible solution.

\[
\begin{align*}
= & \int_{D} \int_0^\infty f_{\gamma_s}(\gamma_s) f_{\gamma_r}(\gamma_r) d\gamma_s d\gamma_r \\
= & \int_{P_{s}^{\text{min}}}^{\gamma_{\text{th}}} \int_0^\infty g(P_{s}^{\text{max}}, P_{r}^{\text{max}}, \gamma_s) f_{\gamma_s}(\gamma_s) f_{\gamma_r}(\gamma_r) d\gamma_s d\gamma_r \\
= & \int_{P_{s}^{\text{min}}}^{\gamma_{\text{th}}} f_{\gamma_s}(\gamma_s) \left[ \int_0^\infty g(P_{s}^{\text{max}}, P_{r}^{\text{max}}, \gamma_s) f_{\gamma_r}(\gamma_r) d\gamma_r \right] d\gamma_s \\
= & \int_{P_{s}^{\text{min}}}^{\gamma_{\text{th}}} \frac{1}{\bar{\gamma}_s} \exp\left(-\frac{1}{\bar{\gamma}_s}\gamma_s\right) \exp\left(-\frac{1}{\bar{\gamma}_r} g(P_{s}^{\text{max}}, P_{r}^{\text{max}}, \gamma_s)\right) d\gamma_s, \quad (2.20)
\end{align*}
\]

where

\[
D = \left\{ (\gamma_s, \gamma_r) : \frac{P_{s}^{\text{max}} P_{r}^{\text{max}}}{P_{s}^{\text{max}} \gamma_s + P_{r}^{\text{max}} \gamma_r + 1} > \gamma_{\text{th}} \right\} \\
= \left\{ (\gamma_s, \gamma_r) : \gamma_r \geq \frac{\gamma_{\text{th}}(P_{s}^{\text{max}} \gamma_s + 1)}{P_{r}^{\text{max}}(P_{s}^{\text{max}} \gamma_s - \gamma_{\text{th}})} \right\} \\
= \left\{ (\gamma_s, \gamma_r) : \gamma_r \geq g(P_{s}^{\text{max}}, P_{r}^{\text{max}}, \gamma_s), \gamma_s > \gamma_{\text{th}} \right\}, \quad (2.21)
\]

\[
g(P_{s}^{\text{max}}, P_{r}^{\text{max}}, \gamma_s) = \frac{\gamma_{\text{th}}(P_{s}^{\text{max}} \gamma_s + 1)}{P_{r}^{\text{max}}(P_{s}^{\text{max}} \gamma_s - \gamma_{\text{th}})}. \quad (2.22)
\]
For expression simplicity, we can rewrite (2.20) as

\[ p_{no}(P_{s}^{\max}, P_{r}^{\max}) = G(P_{s}^{\max}, P_{r}^{\max}), \tag{2.23} \]

where

\[ G(X, Y) = \int_{\gamma_{th}}^{\infty} \frac{1}{\gamma_{s}} \exp\left(\frac{1}{\gamma_{s}} - \frac{1}{\gamma_{r}}\right) \exp\left(-\frac{1}{\gamma_{s}} g(X, Y, \gamma_{s})\right) d\gamma_{s}, \tag{2.24} \]

\[ g(X, Y, u) = \frac{\gamma_{th}(X \cdot u + 1)}{Y(X \cdot u - \gamma_{th})}. \tag{2.25} \]

### 2.3.2 Strategy II

The probability with which the minimum rate is not violated in Strategy II can be written as

\[ p_{no}(P_{s}, P_{r}) = Pr\{\gamma(P_{s}, P_{r}, \gamma_{s}, \gamma_{r}) > \gamma_{th}\} = G(P_{s}, P_{r}), \tag{2.26} \]

where \( \gamma(P_{s}, P_{r}, \gamma_{s}, \gamma_{r}) = \frac{P_{s} \gamma_{s} P_{r} \gamma_{r}}{P_{s} \gamma_{s} + P_{r} \gamma_{r} + 1} \) and \( G(X, Y) \) is defined in (2.24). It is easy to prove that \( p_{no}(P_{s}, P_{r}) \) is an increasing function of either \( P_{s} \) or \( P_{r} \), since \( \gamma(P_{s}, P_{r}, \gamma_{s}, \gamma_{r}) \) is an increasing function of either \( P_{s} \) or \( P_{r} \). Therefore, by letting \( P_{r} = P_{r}^{\max} \) and solving equation \( p_{no}(P_{s}, P_{r}^{\max}) = \epsilon \) can be easily solved by using the bisection method. Then, the feasible region of Problem (P2) becomes \( P_{s} \in [P_{s}^{\min}, P_{s}^{\max}] \).

For any \( \hat{P}_{s} \in [P_{s}^{\min}, P_{s}^{\max}] \), we can use the bisection method again to find a minimum relay power \( \hat{P}_{r}^{\min} \) by solving equation \( p_{no}(\hat{P}_{s}, P_{r}) = \epsilon \) with \( P_{r} \) being a variable. If \( P_{s} \) is a discrete and countable variable, we can enumerate all values of \( \hat{P}_{s} \).
in \([P_{s_{\min}}, P_{s_{\max}}]\) to figure out the exact optimal solution of Problem (P2). However, since \(P_s\) is continuous in most cases, enumerating all values of \(\hat{P}_s \in [P_{s_{\min}}, P_{s_{\max}}]\) becomes infeasible.

Actually, \(\hat{P}_{r_{\min}}\) is a function of \(\hat{P}_s\) and can be denoted as \(\hat{P}_{r_{\min}}(\hat{P}_s)\). Thus, the optimal solution is the value of \(\hat{P}_s\) which minimizes the total power \(P_{\text{total}}(\hat{P}_s) = \hat{P}_s + \hat{P}_{r_{\min}}(\hat{P}_s)\) in the feasible region \(\hat{P}_s \in [P_{s_{\min}}, P_{s_{\max}}]\). However, it is not easy to find the global minimum since there is no closed-form expression and the properties (such as monotonicity, convexity, etc.) of the function \(P_{\text{total}}(\hat{P}_s)\) are unknown. Therefore, in order to reduce computational complexity, instead of seeking the global minimum of \(P_{\text{total}}(\hat{P}_s)\), we propose a new method, called \(N\)-section method, to find a local minimum.

The \(N\)-section method \((N \geq 3)\) can be described as follows. Initialization: let 

\[
A = P_{s_{\min}} \quad \text{and} \quad B = P_{s_{\max}}.
\]

Step 1: Partition the interval \([A, B]\) equally into \(N\) sections. Note that, there are \(N + 1\) segmentation points \(\hat{P}_s\) (including two end points). Step 2: Calculate the total power values \(P_{\text{total}}(\hat{P}_s) = \hat{P}_s + \hat{P}_{r_{\min}}(\hat{P}_s)\) at \(N + 1\) segmentation points. Step 3: Select the point \(C\) which provides the minimum value of \(P_{\text{total}}(\hat{P}_s)\) among \(N + 1\) points. If \(C = A\), let \(B\) be the nearest point after \(C\). If \(C = B\), then let \(A\) be the nearest point before \(C\). Otherwise, let \(A\) be the nearest point before \(C\) and \(B\) be the nearest point after \(C\). Repeat Steps 1 – 3 till \(B - A \leq \delta\), where \(\delta\) denotes the termination threshold.

The \(N\)-section method attempts to find a local minimum point by gradually nar-
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Algorithm 2: Solution to Problem (P2)

Input: $\gamma_s, \gamma_r, P_{s}^{\text{max}}, P_{r}^{\text{max}}, r_{\text{min}}, \epsilon$

Output: $P_{s}^{*}, P_{r}^{*}$

1 Solve $p_{\text{no}}(P_s, P_{r}^{\text{max}}) = \epsilon$ by bisection method for the root $P_s = P_{s}^{\text{min}}$;
2 $A = P_{s}^{\text{min}}$, $B = P_{s}^{\text{max}}$;
3 while $B - A > \delta$ do
4 \[ \Delta = (B - A)/N \text{ where } N \geq 3 \text{ and } \Delta \text{ is the interval between two segmentation points}; \]
5 \[ \text{for } i = 1, 2, \cdots, N + 1 \text{ do} \]
6 \[ \hat{P}_{s,i} = A + \Delta \cdot (i - 1); \]
7 \[ \text{Solve } p_{\text{no}}(\hat{P}_{s,i}, P_r) = \epsilon \text{ by bisection method for the root } P_r = \hat{P}_{r,i}^{\text{min}}; \]
8 \[ P_{\text{total},i} = \hat{P}_{s,i} + \hat{P}_{r,i}^{\text{min}}; \]
9 \[ i^* = \arg \min_{1 \leq i \leq N + 1}\{P_{\text{total},i}, i = 1, 2, \cdots, N + 1\}; C = \hat{P}_{s,i^*}; \]
10 if $C = A$ then
11 \[ B = \hat{P}_{s,i^*+1}; \]
12 else if $C = B$ then
13 \[ A = \hat{P}_{s,i^*-1}; \]
14 else
15 \[ A = \hat{P}_{s,i^*-1}; B = \hat{P}_{s,i^*+1}; \]
16 \[ P_{s}^{*} = \hat{P}_{s,i^*} = C; P_{r}^{*} = \hat{P}_{r,i^*}^{\text{min}}. \]

rowing the searching range. Let $n$ denote the number of iterations required to meet the allowable error $\delta$. We have $(B - A)(2/N)^n \leq \delta$, from which we can derive the required number of iterations as $n \geq \ln (B - A) / \ln (N/2)$. Let $\rho$ denote the total number of operations required for getting a value of $P_{\text{total}}(\hat{P}_s)$ when $\hat{P}_s$ is given. Then, each iteration needs $(N + 1)\rho$ operations for computing $P_{\text{total}}(\hat{P}_s)$ plus $N$ comparison operations. Therefore, the entire computational complexity is $n[(N + 1)\rho + Nc]$, where $c$ denotes the complexity for a comparison operation.

The solution procedure to Problem (P2) is summarized in Algorithm 2.
2.3.3 Strategy III

(a) Solution for $E_{\gamma_s,\gamma_r}[Q(P_s, \gamma_s, \gamma_r)]$ in Problem (P3-1)

Let us first solve the second-stage optimization problem (P3-2) to get $Q(P_s, \tilde{\gamma}_s, \tilde{\gamma}_r)$.

Similar to (2.10) and (2.11), the first constraint (2.9b) in (P3-2) is equivalent to

$$\gamma(P_s, P_r, \tilde{\gamma}_s, \tilde{\gamma}_r) = \frac{P_s \tilde{\gamma}_s P_r \tilde{\gamma}_r}{P_s \tilde{\gamma}_s + P_r \tilde{\gamma}_r + 1} \geq \gamma_{th}, \quad (2.27)$$

which can be further rewritten as

$$P_r \geq \frac{\gamma_{th}(P_s \tilde{\gamma}_s + 1)}{\tilde{\gamma}_r(P_s \tilde{\gamma}_s - \gamma_{th})} \text{ and } P_s \tilde{\gamma}_s - \gamma_{th} > 0 \text{ and } \tilde{\gamma}_r > 0. \quad (2.28)$$

Obviously, (P3-2) achieves optimality when (2.28) is satisfied at equality, i.e.,

$$Q(P_s, \tilde{\gamma}_s, \tilde{\gamma}_r) = P_r^* = \frac{\gamma_{th}(P_s \tilde{\gamma}_s + 1)}{\tilde{\gamma}_r(P_s \tilde{\gamma}_s - \gamma_{th})}, \quad (2.29)$$

Note that the above equality holds only if at least one feasible solution exists in (P3-2). For clarity, the conditions for which problem (P3-2) has feasible solutions are listed as follows:

$$P_s \tilde{\gamma}_s - \gamma_{th} > 0 \text{ and } \tilde{\gamma}_r > 0, \quad (2.30)$$

$$0 \leq P_r^* = \frac{\gamma_{th}(P_s \tilde{\gamma}_s + 1)}{\tilde{\gamma}_r(P_s \tilde{\gamma}_s - \gamma_{th})} \leq P_{r_{\text{max}}}, \quad (2.31)$$

where (2.30) and (2.31) are derived from (2.28) and (2.9c), respectively.

Combining (2.30) and (2.31), we can simplify the conditions as

$$\tilde{\gamma}_s > \gamma_{th}/P_s > 0 \text{ and } P_s > 0, \quad (2.32)$$

$$\tilde{\gamma}_r \geq g(P_s, P_{r_{\text{max}}}, \tilde{\gamma}_s), \quad (2.33)$$

where $g(X, Y, u)$ is defined in (2.25).
In summary, the optimal objective function of (P3-2) $Q(s, \tilde{\gamma}_s, \tilde{\gamma}_r) = P_r^*$ is given by (2.29) when conditions (2.32) and (2.33) are satisfied. Otherwise, $Q(s, \tilde{\gamma}_s, \tilde{\gamma}_r) = P_r^* = 0$, i.e., the relay does not forward data from the source. Thus, the average power of the relay can be calculated as

$$\bar{P}_r^*(s) = E_{\gamma_s, \gamma_r}[Q(s, \gamma_s, \gamma_r)]$$

$$= \int_{\gamma_{th}}^{\gamma_s} \int_{g(P_s, P_r^\text{max}, \gamma_s)} \frac{1}{g(P_s, P_r^\text{max}, \gamma_s)} \exp\left(-\frac{1}{\gamma_s}\right) d\gamma_r d\gamma_s$$

$$= \int_{\gamma_{th}}^{\gamma_s} \int_{g(P_s, P_r^\text{max}, \gamma_s)} \frac{1}{g(P_s, P_r^\text{max}, \gamma_s)} \exp\left(-\frac{1}{\gamma_s}\right) d\gamma_r d\gamma_s$$

$$= \frac{\gamma_{th}}{\gamma_s \gamma_r} \int_{\gamma_{th}}^{\gamma_s} \frac{1}{g(P_s, P_r^\text{max}, \gamma_s)} \gamma_s + 1 \exp\left(-\frac{1}{\gamma_s}\right) d\gamma_s$$

$$= \frac{\gamma_{th}}{\gamma_s \gamma_r} \int_{\gamma_{th}}^{\gamma_s} \frac{1}{g(P_s, P_r^\text{max}, \gamma_s)} \gamma_s + 1 \exp\left(-\frac{1}{\gamma_s}\right) d\gamma_s$$

$$= \frac{\gamma_{th}}{\gamma_s \gamma_r} \int_{\gamma_{th}}^{\gamma_s} \frac{e^{-t}}{t} dt = E_1\left(\frac{1}{\gamma_s} g(P_s, P_r^\text{max}, \gamma_s)\right), \quad (2.35)$$

where $E_1(x) = \int_x^{\infty} \frac{e^{-t}}{t} dt$ is the exponential integral function. Substituting (2.35) into (2.34), we have

$$\bar{P}_r^*(s) = E_{\gamma_s, \gamma_r}[Q(s, \gamma_s, \gamma_r)]$$

$$= \frac{\gamma_{th}}{\gamma_s \gamma_r} \int_{\gamma_{th}}^{\gamma_s} \frac{1}{g(P_s, P_r^\text{max}, \gamma_s)} \gamma_s + 1 \exp\left(-\frac{1}{\gamma_s}\right) E_1\left(\frac{g(P_s, P_r^\text{max}, \gamma_s)}{\gamma_s}\right) d\gamma_s. \quad (2.36)$$

(b) Determine the range of source power $P_s$ in (P3-1)

The probability with which the minimum rate is not violated in Strategy III can be written as

$$p_{\text{no}}(s, P_r^\text{max}) = Pr\{\gamma(P_s, P_r^\text{max}, \gamma_s, \gamma_r) > \gamma_{th}\} = G(P_s, P_r^\text{max}), \quad (2.37)$$
where $\gamma(P_s, P_r^{\max}, \gamma_s, \gamma_r) = \frac{P_s \gamma_s P_r^{\max} \gamma_r}{P_s \gamma_s + P_r^{\max} \gamma_r + 1}$ and $G(X, Y)$ are defined in (2.24).

Similar to Strategy II, it can be verified that $p_{no}(P_s, P_r^{\max})$ is an increasing function of $P_s$. Thus, the minimum source power $P_s^{\min}$ can be derived from the equation $p_{no}(P_s, P_r^{\max}) = \epsilon$, which can be easily solved by using the bisection method. Hence, the feasible region of Problem (P3-1) is $P_s \in [P_s^{\min}, P_s^{\max}]$.

(c) Solve Problem (P3-1) and find the optimal source power $P_s^*$

Similar to Strategy II, the $N$-section method can also be applied to Strategy III to find a local minimum point of function $P_{total}(\hat{P}_s) = \hat{P}_s + \hat{P}_r^* (\hat{P}_s)$. The only difference is in Step 2, where $\hat{P}_r^* (\hat{P}_s)$ can be calculated directly from (2.36) for Strategy III, while for Strategy II, the calculation of $\hat{P}_r^{\min}$ requires the bisection method to solve equation $p_{no}(\hat{P}_s, P_r) = \epsilon$. Strategy II needs a two-level nested loop (one is for the $N$-section method and the other is for the bisection method) while Strategy III needs only a single-level loop for the $N$-section method. This implies that Strategy III has lower computational complexity compared with Strategy II.

(d) The optimal relay power $P_r^*$:

After the optimal source power $P_s^*$ is derived, if conditions (2.32) and (2.33) hold, then the optimal relay power $P_r^*$ is given by (2.29) by letting $P_s = P_s^*$, i.e., $P_r^* = \frac{\gamma_{th}(P_s^* \tilde{\gamma}_s + 1)}{\tilde{\gamma}_r (P_s^* \tilde{\gamma}_s - \gamma_{th})}$. Otherwise, $P_r^* = 0$. Note that, in Strategy III, $P_s^*$ remains the same while $P_r^*$ may vary from one frame to another according to the channel fading realizations $\tilde{\gamma}_s$ and $\tilde{\gamma}_r$.

For clarity, we summarize the power allocation procedure for Strategy III in Algorithm 3.


**Algorithm 3:** Power allocation procedure for Strategy III

**Input:** $\tilde{\gamma}_s, \tilde{\gamma}_r, \hat{\gamma}_s, \hat{\gamma}_r, P_{s, \text{max}}, P_{r, \text{max}}, r_{\text{min}}, \epsilon$

**Output:** $P_{s}^*, P_{r}^*$

1. Solve $p_{\text{no}}(P_{s}, P_{r, \text{max}}) = \epsilon$ by bisection method for the root $P_s = P_{s\text{min}}$;

2. $A = P_{s\text{min}}$; $B = P_{s, \text{max}}$;

3. while $B - A > \delta$ do

4. $\Delta = (B - A)/N$ where $N \geq 3$ and $\Delta$ is the interval between two segmentation points;

5. for $i = 1, 2, \cdots, N + 1$ do

6. $\hat{P}_{s, i} = A + \Delta(i - 1)$;

7. Calculate $\hat{P}_{r, i}^* = \hat{P}_{r}^*(P_{s})|P_{s} = \hat{P}_{s, i}$ by (2.36);

8. $P_{\text{total}, i} = \hat{P}_{s, i} + \hat{P}_{r, i}^*$;

9. $i^* = \arg \min_i \{P_{\text{total}, i}, i = 1, 2, \cdots, N + 1\}$; $C = \hat{P}_{s, i^*}$;

10. if $C = A$ then

11. $B = \hat{P}_{s, i^* + 1}$;

12. else if $C = B$ then

13. $A = \hat{P}_{s, i^* - 1}$;

14. else

15. $A = \hat{P}_{s, i^* - 1}$; $B = \hat{P}_{s, i^* + 1}$;

16. $P_{s}^* = \hat{P}_{s, i^*} = C$;

17. if $\tilde{\gamma}_s > \frac{P_{s}^*}{P_{s, \text{max}}} > 0$, $P_{s}^* > 0$ and $\hat{\gamma}_r \geq g(P_{s}, P_{r, \text{max}}, \tilde{\gamma}_s)$ then

18. $P_{r}^* = \frac{\gamma_{\text{th}}(P_{s}^* \tilde{\gamma}_s + 1)}{\hat{\gamma}_r(\frac{P_{s}^*}{P_{s, \text{max}}} - \gamma_{\text{th}})}$;

19. else

20. $P_{r}^* = 0$;


### 2.4 Simulation Results

In this section, simulation results are demonstrated to verify the effectiveness of the proposed algorithms, and to compare three strategies in terms of the total power consumption. In simulations, the SNR threshold is set to $\gamma_{\text{th}} = 10$ dB. The power budgets of the source and the relay are $P_{s, \text{max}} = P_{r, \text{max}} = 33 \text{ dBm}$, and the non-violation probability threshold is $\epsilon = 0.95$.

For Strategy I, the total power consumption is obtained by averaging the sum $P_{s}^* + P_{r}^*$ over $10^6$ Monte Carlo simulations. For Strategy II, the total power consumption
is $P^*_{\text{total}} = P^*_s + P^*_r$, and for Strategy III, $P^*_{\text{total}} = P^*_s + \bar{P}_r^*$. Note that, in Strategy I, since $P^*_s$ and $P^*_r$ change slot by slot according to instantaneous channel realizations $\tilde{\gamma}_s$ and $\tilde{\gamma}_r$, we use their mean values for comparisons. Similarly, the mean value of $\bar{P}_r^*$ is used for comparisons in Strategy III.

### 2.4.1 Effectiveness of the Proposed Algorithms

For evaluation purpose, we introduce an enumeration method as the comparison benchmark. In the enumeration method, we discretize values of $P_s$ and/or $P_r$ within $[0, P_{s,\text{max}}]$ and/or $[0, P_{r,\text{max}}]$, respectively, with a resolution of $10^{-6}$. For Strategy I, we check if constraint (2.3b) is satisfied by calculating (2.4) for each pair of $(P_s, P_r)$ with $\tilde{\gamma}_s$ and $\tilde{\gamma}_r$ in each simulation. For Strategy II, constraint (2.7b) is checked by calculating (2.26) for each pair of $(P_s, P_r)$ with $\bar{\gamma}_s$ and $\bar{\gamma}_r$. In Strategies I and II, the optimal solution is the pair of $(P_s, P_r)$ that is feasible and results in the minimum total power $P_s + P_r$. For Strategy I, $10^6$ Monte Carlo simulations are conducted for each channel condition $(\tilde{\gamma}_s, \tilde{\gamma}_r)$ to get $\tilde{P}_s$ and $\tilde{P}_r$. For Strategy III, we check if constraint (2.8b) is satisfied by calculating (2.37) for each pair of $(P_s, P_{r,\text{max}})$ with $\bar{\gamma}_s$ and $\bar{\gamma}_r$. For each feasible $P_s$, $P_r^*$ is derived by (2.29) when conditions (2.32) and (2.33) are satisfied. Otherwise, $P_r^* = 0$. Similarly, $10^6$ Monte Carlo simulations are conducted for each feasible $P_s$ to get $P_r^*$. The optimal source power $P_s^*$ is the one resulting in the minimum total power $P_s + \bar{P}_r^*$.

Fig. 2.1 shows the transmit powers of the source and the relay versus the average channel gain-to-noise ratio on the link from the source to the relay $\bar{\gamma}_s$ while the average channel gain-to-noise ratio from the relay to the destination is set to $\bar{\gamma}_r =$
Chapter 2: Transmit power allocation for amplify-and-forward relay networks with reduced overheads

Figure 2.1: Power consumptions under three strategies when $\bar{\gamma}_r = 30$ dB: (a) Strategy I; (b) Strategy II; (c) Strategy III. The results obtained by the proposed method are denoted by solid or dashed lines, and the enumeration method by circles or squares.

30 dB. Note that, in Fig. 2.1 the low channel gain region (i.e., $\bar{\gamma}_s < 25$ dB) is not shown because they cannot satisfy the target non-violation probability ($\epsilon = 0.95$) in our simulation settings even using the maximum power $P_{s}^{\text{max}} = P_{r}^{\text{max}} = 33$ dBm.

From this figure, we can see that the simulation results by the proposed methods are the same as those by the enumeration method, which verify the effectiveness of the proposed methods. Although the $N$-section method applying for Strategy II (Algorithm 2) and Strategy III (Algorithm 3) is sub-optimal, it leads to numerically optimal solutions in our simulations. This is because the $N$-section method can converge to the optimal solution if the function $P_{\text{total}}(\hat{P}_s)$ has only one local minimum point or is monotonic in $[P_{s}^{\text{min}}, P_{s}^{\text{max}}]$. Although changing simulation settings showed
Figure 2.2: Power consumptions under three strategies when $\gamma_s = 30$ dB: (a) Strategy I; (b) Strategy II; (c) Strategy III. The results obtained by the proposed method are denoted by solid or dashed lines, and the enumeration method by circles or squares.

the same observation, we cannot theoretically prove the existence of these properties due to the very complicated expressions.

We repeat similar simulations by fixing $\gamma_s = 30$ dB and varying $\gamma_r$, as shown in Fig. 2.2. The same observations can be obtained. From both figures, we can observe an interesting phenomenon. The relay power consumption ($P^*_r$ or $P^*_r$) does not change much with $\gamma_s$ when $\gamma_r$ is fixed (see Fig. 2.1), while the source power consumption ($P^*_s$ or $P^*_s$) remains almost invariant when $\gamma_s$ is fixed (see Fig. 2.2). This means that the relay power consumption is mainly determined by the CSI on the link from the relay to the destination $\gamma_r$, and the source power consumption is mainly determined by the CSI on the link from the source to the relay $\gamma_s$. This can be explained from
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2.4.2 Comparisons among Three Strategies in Terms of Total Power Consumption

Figs. 2.3 and 2.4 show comparisons of three strategies in terms of total power consumption when varying $\gamma_s$ and $\gamma_r$, respectively. From these two figures, we can see that the total power consumption of Strategy I is always lowest, Strategy II is always highest, and Strategy III is always between the first two strategies. This is because Strategy I utilizes instantaneous CSI $\tilde{\gamma}_s$ and $\tilde{\gamma}_r$ to adapt $P_s$ and $P_r$, while
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Figure 2.4: Power consumption versus $\bar{\gamma}_r$ under three strategies.

Strategy II only utilizes statistical CSI $\bar{\gamma}_s$ and $\bar{\gamma}_r$. For Strategy III, $P_s$ is adjusted according to $\bar{\gamma}_s$ and $\bar{\gamma}_r$, but $P_r$ is adjusted based on $\tilde{\gamma}_s$ and $\tilde{\gamma}_r$. Therefore, Strategy III well balances the tradeoff between Strategy I and Strategy II. The gap of power consumptions between Strategy II and Strategy I remains almost stable at around 8 dB (i.e., 6.3 times) independently of the difference between $\bar{\gamma}_s$ and $\bar{\gamma}_r$. However, it is not the case for Strategy III. The gap of power consumptions between Strategy III and Strategy I decreases with $\bar{\gamma}_s$ when giving a fixed $\bar{\gamma}_r$, and increases with $\bar{\gamma}_r$ when $\bar{\gamma}_s$ is fixed. In other words, the gap between Strategy III and Strategy I is decreasing with $\bar{\gamma}_s - \bar{\gamma}_r$. In addition, when $\bar{\gamma}_s - \bar{\gamma}_r$ is large enough (around 7 dB above), Strategy III almost achieves the same performance as Strategy I. The main reason is as follows.

From Section 2.4.1, we have known that the product $P_s \gamma_s (P_r \gamma_r)$ as a whole affects the value of SNR and thus a larger $\bar{\gamma}_s$ ($\bar{\gamma}_r$) results in a smaller $P_s$ ($P_r$). Therefore,
when $\bar{\gamma}_s$ is much larger than $\bar{\gamma}_r$, $P_s$ is much smaller than $P_r$ so that $P_r$ dominates the total power consumption. In addition, since the relay powers in both Strategy III and Strategy I are based on complete instantaneous CSI, it is expected that the derived values for $P_r$ approach each other in two strategies. On the contrary, when $\bar{\gamma}_s$ is much smaller than $\bar{\gamma}_r$, $P_s$ becomes the major contributor to the total power consumption. Since $P_s$ in Strategy III is based on statistical CSI instead of instantaneous CSI as in Strategy I, an obvious performance gap between two strategies exists.

### 2.4.3 Distinctiveness of Strategy III and its Applicable Area

Table 2.1 compares the total power consumptions when we exchange the values of $\bar{\gamma}_s$ and $\bar{\gamma}_r$. The numbers on the left side of slashes represent the total power consumption (dBm) when ($\bar{\gamma}_s$, $\bar{\gamma}_r$) take values of the left-most column, while the numbers on the right side of slashes correspond to that when ($\bar{\gamma}_s$, $\bar{\gamma}_r$) take values of the right-most column. For example, in this table, “26.4/28.9” means that the total power consumption is 26.4 dBm and 28.9 dBm when ($\bar{\gamma}_s = 30$ dB, $\bar{\gamma}_r = 25$ dB) and ($\bar{\gamma}_s = 25$ dB, $\bar{\gamma}_r = 30$ dB), respectively.

From Table 2.1, we can see that, for Strategy I and Strategy II, the total power consumption remains the same after exchanging the values of $\bar{\gamma}_s$ and $\bar{\gamma}_r$. This is because both $P_s^*$ and $P_r^*$ are treated equally in these two strategies. Moreover, from the expression of SNR $\gamma = \frac{P_s \gamma_s P_r \gamma_r}{P_s \gamma_s + P_r \gamma_r + 1}$, the products of $P_s \gamma_s$ and $P_r \gamma_r$ play the same role for SNR. Hence, if we exchange the values of $\bar{\gamma}_s$ and $\bar{\gamma}_r$, we only need to exchange the values of $P_s^*$ and $P_r^*$ to achieve optimality so that the sum of power consumptions $P_{total}^* = P_s^* + P_r^*$ keeps the same.
Table 2.1: Comparisons of total power consumptions when exchanging the values of $\bar{\gamma}_s$ and $\bar{\gamma}_r$

<table>
<thead>
<tr>
<th>$(\bar{\gamma}_s, \bar{\gamma}_r)$(dB)</th>
<th>Strategy I</th>
<th>Strategy II</th>
<th>Strategy III</th>
<th>$(\bar{\gamma}_s, \bar{\gamma}_r)$(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(30, 25)</td>
<td>24.0 / 24.0</td>
<td>32.1 / 32.1</td>
<td>26.4 / 28.9</td>
<td>(25, 30)</td>
</tr>
<tr>
<td>(30, 35)</td>
<td>19.9 / 19.9</td>
<td>27.1 / 27.1</td>
<td>23.5 / 21.0</td>
<td>(35, 30)</td>
</tr>
<tr>
<td>(30, 40)</td>
<td>18.7 / 18.7</td>
<td>25.6 / 25.6</td>
<td>23.2 / 18.8</td>
<td>(40, 30)</td>
</tr>
<tr>
<td>(35, 25)</td>
<td>22.7 / 22.7</td>
<td>30.6 / 30.6</td>
<td>23.5 / 28.3</td>
<td>(25, 35)</td>
</tr>
<tr>
<td>(35, 40)</td>
<td>15.6 / 15.6</td>
<td>22.1 / 22.1</td>
<td>18.5 / 16.3</td>
<td>(40, 35)</td>
</tr>
</tbody>
</table>

Notes: The numbers on the left side of slashes represent the total power consumption (dBm) when $(\bar{\gamma}_s, \bar{\gamma}_r)$ take values of the left-most column, while the numbers on the right side of slashes correspond to that when $(\bar{\gamma}_s, \bar{\gamma}_r)$ take values of the right-most column.

However, this is not true for Strategy III due to the different treatments for $P^*_s$ and $P^*_r$. From Table 2.1, we can see that the total power consumption will become smaller if $\bar{\gamma}_s > \bar{\gamma}_r$ after exchanging, and vice versa. Namely, a larger $\bar{\gamma}_s$ leads to better performance. This is consistent with the conclusion in Section 2.4.2 that the gap between Strategy III and Strategy I is decreasing with $\bar{\gamma}_s - \bar{\gamma}_r$. In Strategy III, $P^*_s$ has less flexibility than $P^*_r$ since $P^*_s$ is based on statistical CSI and remains invariant while $P^*_r$ is based on instantaneous CSI and changes frame by frame. Thus, we should give priority to $P^*_s$ instead of $P^*_r$ in order to achieve a smaller average total power consumption. In other words, if applying Strategy III for power control, we should make the relay station close to the source instead of the destination when deploying a relay station or selecting a relay node so that $\bar{\gamma}_s$ becomes larger and $P^*_s$ becomes smaller.

The above observation can be further verified in Fig. 2.5. In this figure, we
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simulate a scenario where the relay is placed on the line between the source and the destination and moves from one end to the other. The distance between the source and the destination is set to $d = 1000$ m. The distances from the relay to the source and the destination are denoted as $d_{sr}$ and $d_{rd}$, respectively, where $d_{rd} = d - d_{sr}$. The average channel gains are set to $E(|h_{sr}|^2) = d_{sr}^{-\alpha}$ and $E(|h_{rd}|^2) = d_{rd}^{-\alpha}$ where $\alpha = 4$ is the path loss exponent. The noise power is $\sigma_r^2 = \sigma_d^2 = N_0 B$ where the noise power spectral density is set to $N_0 = -174$ dBm/Hz and the channel bandwidth is set to $B = 1$ MHz. The average channel gain-to-noise ratios are $\bar{\gamma}_s = E(|h_{sr}|^2)/\sigma_r^2$ and $\bar{\gamma}_r = E(|h_{rd}|^2)/\sigma_d^2$. Fig. 2.5 shows the total power consumptions versus the distance ratio $d_1/d$ under Strategies I, II and III where $d_1 = d_{sr}$. It can be clearly seen that the total power consumption of Strategy III approaches that of Strategy I when the relay is close to the source (i.e., $d_1/d < 0.5$). This is because the relay power $P_r$ dominates

![Figure 2.5: Total power consumption versus the distance ratio $d_1/d$.](image)

Figure 2.5: Total power consumption versus the distance ratio $d_1/d$. 

simulate a scenario where the relay is placed on the line between the source and the destination and moves from one end to the other. The distance between the source and the destination is set to $d = 1000$ m. The distances from the relay to the source and the destination are denoted as $d_{sr}$ and $d_{rd}$, respectively, where $d_{rd} = d - d_{sr}$. The average channel gains are set to $E(|h_{sr}|^2) = d_{sr}^{-\alpha}$ and $E(|h_{rd}|^2) = d_{rd}^{-\alpha}$ where $\alpha = 4$ is the path loss exponent. The noise power is $\sigma_r^2 = \sigma_d^2 = N_0 B$ where the noise power spectral density is set to $N_0 = -174$ dBm/Hz and the channel bandwidth is set to $B = 1$ MHz. The average channel gain-to-noise ratios are $\bar{\gamma}_s = E(|h_{sr}|^2)/\sigma_r^2$ and $\bar{\gamma}_r = E(|h_{rd}|^2)/\sigma_d^2$. Fig. 2.5 shows the total power consumptions versus the distance ratio $d_1/d$ under Strategies I, II and III where $d_1 = d_{sr}$. It can be clearly seen that the total power consumption of Strategy III approaches that of Strategy I when the relay is close to the source (i.e., $d_1/d < 0.5$). This is because the relay power $P_r$ dominates
the total power consumption in this case due to small $\bar{\gamma}_r$ while $P_r$ is treated equally in both Strategies I and III (i.e., based on complete instantaneous CSI). When the relay is close to the destination (i.e., $d_1/d$ is close to 1), the total power consumption of Strategy III approaches that of Strategy II since $P_s$ dominates the total power consumption in this case and $P_s$ in both Strategies II and III is based on statistic CSI. Therefore, it is also recommended to deploy the relay station close to the source rather than the destination when applying Strategy III.
Chapter 3

An Analysis Framework for Buffer-Aided Relaying under Time-Correlated Fading Channels

In this chapter, we will consider a typical three-node buffer-aided system \[89\] \[90\], as shown in Fig. 3.1, and analyze its performance under time-correlated fading channels in terms of average throughput, outage probability, and end-to-end delay. The key element of performance analysis is to examine the queueing behavior of packets in the relay’s buffer (i.e., the distribution of buffer occupancy \(Q(i)\)). However, unlike independent and identically distributed (i.i.d.) fading channels, correlated fading brings challenges in performance analysis since the transition probabilities of buffer occupancy states become time-variant. To avoid this difficulty, we first define an aggregate chain \(Y(i) = (\beta(i), Q(i))\) which integrates both channel state \(\beta(i)\) and buffer state \(Q(i)\). We then analyze the stationary distribution of the aggregate
chain \(Y(i)\), and finally extract the stationary distribution of \(Q(i)\) from \(Y(i)\). Two delay-controllable link scheduling/selection policies are considered for infinite and finite buffers, respectively. For both policies, the aggregate chain \(Y(i)\) is formulated as quasi-birth-death (QBD) chains with infinite and finite lengths. The traditional matrix-geometric method \[91\] \[92\] and a modified method based on \[93\] are used for solving the stationary distribution of \(Y(i)\) under two policies, respectively.

In the literature, buffer-aided relaying has attracted a lot of interest from researchers. Zlatanov and Schober investigated a three-node buffer-aided relaying system which consists of a source, a relay with a buffer and a destination, for variable-rate \[89\], fixed-rate and mixed-rate transmissions \[90\]. Later, Jamali et al. extended these works to bidirectional buffer-aided relaying systems in \[94\]– \[96\]. Besides, Zafar et al. discussed the scenarios that two source-destination pairs share a single relay with a buffer in \[97\] and a source broadcasts to multiple destinations via a relay in \[98\]. A network where multiple sources transmit data to a common destination via multiple relays with buffers was discussed in \[99\]. In addition, multi-relay transmissions \[28\]– \[30\] and cognitive relay transmissions \[100\] \[101\] assisted by buffers were also investigated. To our best knowledge, almost all existing works about buffer-aided relaying in the literature assumed independent and identically distributed (i.i.d.) fading channels due to their simplicity and tractability. Only in \[36\], time-correlated fading channels are briefly mentioned without detailed performance analyses.

**Notations:** Throughout this chapter, scalars are denoted by lowercase letters, vectors by lowercase and bold letters, and matrices by uppercase and bold letters. \(I\) stands for an identity matrix with an appropriate dimension, \(0\) represents an all-zero
matrix, and $\mathbf{1}$ denotes an all-one column vector. $(\cdot)^{-1}$, $(\cdot)^T$ and $\|\cdot\|_{\infty}$ denote the inverse, transpose and infinity norm of a matrix, respectively.

### 3.1 System Model

The considered buffer-aided relay network consists of a source ($S$), a half-duplex decode-and-forward relay ($R$) with a buffer, and a destination ($D$), as shown in Fig. 3.1. We consider the scenario that there is no direct link between the source and the destination, which may happen when the source is far away from the destination or there exists a barrier between them. In this relay system, the source first sends data packets to the relay. Then, the relay decodes the received packets, stores them in its buffer, and eventually forwards them to the destination. A time-slot structure is considered where each slot has an equal length. Based on the half-duplex relaying protocol, the relay can only receive a packet from the source or send a packet to the destination in a given slot, i.e., the relay simultaneously receiving and sending packets is not allowed. Whether the relay receives or sends a packet depends on the designed link scheduling policy, which will be discussed later. Throughout this chapter, we assume that there is always data available for transmissions at the source [89] [90].
3.1.1 Correlated Fading Channel Model

Consider a slow fading channel where the instantaneous signal-to-noise ratio (SNR) remains the same in a slot. Let \( h_j(i) \) denote the instantaneous channel coefficient during slot \( i \) \((i = 1, 2, \cdots)\) over link \( j \) \((j = 0, 1)\) where \( j = 0 \) and \( j = 1 \) stand for the source-relay and relay-destination links, respectively. \( P_j \) and \( \sigma_j^2 \) represent the transmit power at the transmitter and the noise power at the receiver over link \( j \), respectively. Then, the instantaneous received SNR equals

\[
\gamma_j(i) = \frac{P_j}{\sigma_j^2} E(|h_j(i)|^2) |\alpha_j(i)|^2
\]

where \(|\alpha_j(i)|^2 = |h_j(i)|^2 / E(|h_j(i)|^2)|\) is the normalized channel gain with a unit mean.

Here, \( E(\cdot) \) denotes the expectation operation. A widely accepted method for determining a packet’s success/failure is to compare the instantaneous SNR \( \gamma_j(i) \) with a threshold \( \gamma_j^{th} \) \([90]\). If the received SNR is above the threshold, the packet can be successfully decoded. Otherwise, the packet is lost. Then, we can use a binary variable \( \beta_j(i) \) to represent the packet’s success/failure as

\[
\beta_j(i) = \begin{cases} 
1 & \text{if } \gamma_j(i) > \gamma_j^{th} \text{ or } |\alpha_j(i)|^2 > 1 / F_j, \\
0 & \text{if } \gamma_j(i) \leq \gamma_j^{th} \text{ or } |\alpha_j(i)|^2 \leq 1 / F_j.
\end{cases}
\] (3.1)

In (3.1), \( F_j = \frac{P_j}{\sigma_j^2} E(|h_j(i)|^2) \frac{1}{\gamma_j^{th}} \) is called the fading margin, i.e., the maximum fading attenuation that the system allows for transmitting one packet successfully. The packet success/failure process \( \beta_j(i) \) can be modeled as a first-order Markov chain where the transition probability matrix equals \([31]-[33]\)

\[
M_j = \begin{bmatrix} 
  p_j & 1 - p_j \\
  1 - q_j & q_j
\end{bmatrix},
\] (3.2)

where \( p_j = P_r\{\beta_j(i) = 1|\beta_j(i - 1) = 1\} \) and \( 1 - q_j = P_r\{\beta_j(i) = 1|\beta_j(i - 1) = 0\} \) denote the probabilities that the packet in slot \( i \) is decoded successfully, given that the
packet in slot $i - 1$ was decoded successfully or unsuccessfully, respectively. Note that when $p_j = 1 - q_j$, the packet’s success/failure process is reduced to be independent and identically distributed (i.i.d.), i.e., $P_r\{\beta_j(i) = 1\} = p_j = 1 - q_j$ regardless of $\beta_j(i - 1) = 1$ or 0. Given the transition probability matrix $M_j$, the average packet error rate over link $j$ is given by \cite{31}

$$P_{e,j} = \frac{1 - p_j}{2 - p_j - q_j}. \quad (3.3)$$

For Rayleigh fading, we have \cite{31}

$$P_{e,j} = 1 - e^{-1/F_j}, \quad (3.4)$$

$$q_j = 1 - \frac{Q(\theta_j, \rho_j \theta_j) - Q(\rho_j \theta_j, \theta_j)}{e^{1/F_j} - 1}, \quad (3.5)$$

where

$$\theta_j = \sqrt{\frac{2/F_j}{1 - \rho_j^2}}, \quad (3.6)$$

$\rho_j = J_0(2\pi f_{D,j}T)$ is the correlation coefficient between two successive channel gains $\alpha_j(i - 1)$ and $\alpha_j(i)$, $f_{D,j}$ is the Doppler frequency, $T$ is the length of a time slot, $f_{D,j}T$ is the normalized Doppler frequency, and $J_0(\cdot)$ is the Bessel function of the first kind and zeroth order. $Q(\cdot, \cdot)$ is the Marcum Q function defined by

$$Q(x, y) = \int_y^\infty e^{-\frac{x^2+y^2}{2}} I_0(xw)wdw, \quad (3.7)$$

where $I_0(\cdot)$ is the modified Bessel function of the first kind and zeroth order. Therefore, given $f_{D,j}T$ and $F_j$, the Markov parameters $q_j$ can be uniquely determined by (3.5). In addition, $p_j$ can be derived by using (3.3) as $p_j = \frac{1 - P_{e,j}(2 - q_j)}{1 - P_{e,j}}$. 
Since the time correlation of channel fading depends only on the normalized Doppler frequency of $f_{D,j} T$, the fading channel models with different degrees of correlation can be established by choosing different values of $f_{D,j} T$. When $f_{D,j} T$ is small ($< 0.1$), the channel fading process is highly correlated ("slow" fading), while for a large value of $f_{D,j} T$ ($> 0.2$), the channel fading process becomes almost independent ("fast" fading) [31] [32]. In many scenarios, the channel can be considered to be "slow" fading. For example, for a carrier frequency of 2.1 GHz and a mobile speed of 20 km/h, the "slow" fading condition of $f_{D,j} T < 0.1$ is always satisfied when $T < 2.57$ ms ($f_{D,j} = v/\lambda$ where $v$ is the mobile speed and $\lambda$ is the carrier wavelength). In the "slow" fading case, the dependence between transmission successes/failures of consecutive packets cannot be neglected.

3.1.2 Link Scheduling Policy

In this chapter, we consider link scheduling policies which are able to limit transmission delay. In buffer-aided relaying, the end-to-end transmission delay of a packet from the source to the destination mainly results from the queueing time in the relay buffer. Therefore, in order to limit transmission delay, two methods can be applied [89]: i) starving the buffer (i.e., reducing the arrival rate and increasing the departure rate) if the buffer size is infinite, and ii) limiting the buffer size. Based on these two methods, we can introduce the following delay-controllable policies.

**Policy I**: Infinite buffer size. Let $d_i \in \{0, 1\}$ denote a link scheduling/selection indicator in slot $i$: $d_i = 0$ means the source-relay link is scheduled/selected for transmissions (i.e., the source transmits and the relay receives) and $d_i = 1$ means the
relay-destination link is selected (i.e., the relay transmits and the destination receives). $Q(i)$ denotes the number of packets in the relay’s buffer at the beginning of slot $i$. Then, this policy can be described as [90]: If $Q(i) = 0$, then $d_i = 0$; Otherwise, $d_i$ is given as

$$d_i = \begin{cases} 
\varepsilon, & \beta_0(i) = 0 \text{ and } \beta_1(i) = 0, \\
1, & \beta_0(i) = 0 \text{ and } \beta_1(i) = 1, \\
0, & \beta_0(i) = 1 \text{ and } \beta_1(i) = 0, \\
C, & \beta_0(i) = 1 \text{ and } \beta_1(i) = 1, 
\end{cases}$$

(3.8)

where $C \in \{0, 1\}$ denotes the possible outcomes of coin flipping, i.e., $C$ is a Bernoulli distributed random variable. $\varepsilon$ can take any value in $\{0, 1\}$ since both the source-relay and relay-destination links are in outage when $\beta_0(i) = 0$ and $\beta_1(i) = 0$ so that both of them will remain silent regardless of $d_i = 0$ or 1. For simplicity of notations, let $\Pr\{C = 1\} = P_C$ and $\Pr\{C = 0\} = 1 - P_C$. Obviously, the delay can be limited by adjusting the value of $P_C$. The minimum delay can be achieved by setting $P_C = 1$ since the buffer has the maximum departure rate and the minimum arrival rate. Similarly, the maximum delay appears at $P_C = 0$.

**Policy II**: Finite buffer size. In this policy, if $Q(i) = 0$, then $d_i = 0$; if $Q(i) = L$ (i.e., the buffer is full) where $L$ denotes the buffer size, then $d_i = 1$; otherwise, $d_i$ is given by (3.8). In this case, delay is controlled by limiting the buffer size $L$. $P_C$ can be fixed at a feasible value. One possible selection of $P_C$ is to balance the arrival rate and the departure rate. As proved in our previous work [102], such balancing can effectively avoid potential buffer overflow and underflow so as to improve system throughput. Let $E[(1 - d_i)\beta_0(i)] = E[d_i\beta_1(i)]$, where the left (right) side of the
equality stands for the arrival (departure) rate excluding the cases of empty and full buffers. We have

\[
P_C = \begin{cases} 
  \frac{1 - 2P_{e,0} + P_{e,0}P_{e,1}}{2(1-P_{e,0})(1-P_{e,1})}, & P_{e,0} \leq \frac{1}{2-P_{e,1}} \quad \text{and} \quad P_{e,1} \leq \frac{1}{2-P_{e,0}} \quad \text{(Case I)}, \\
  0, & P_{e,0} > \frac{1}{2-P_{e,1}} \quad \text{(Case II)}, \\
  1, & P_{e,1} > \frac{1}{2-P_{e,0}} \quad \text{(Case III)}. 
\end{cases}
\]

(Case I)

Note that Cases I, II and III in (3.9) are mutually exclusive, i.e., for any combination of \(P_{e,0}\) and \(P_{e,1}\), only one of these cases applies (the proof is similar to Appendix B in [90]). For Case I, the arrival and departure rates are exactly equal while for Cases II and III, \(P_C\) is chosen such that two rates are balanced as much as possible.

**Overheads:** In order to perform link scheduling in a given slot \(i\), a central node selected from the source, the relay or the destination requires knowledge of outage states of both links (i.e., \(\beta_0(i)\) and \(\beta_1(i)\)) as well as the buffer underflow/overflow state (i.e., if the buffer is empty/full). The outage state of the source-relay link, \(\beta_0(i)\), can be determined based on \(\gamma_{0}^{th}\) and \(\gamma_0(i)\) at the relay, and may be fed back to the central node using one bit of feedback overhead. Similarly, \(\beta_1(i)\) can be determined based on \(\gamma_1^{th}\) and \(\gamma_1(i)\) at the destination. The instantaneous SNR \(\gamma_j(i), j = 0, 1\), is calculated by \(\gamma_j(i) = \frac{P_j}{\sigma_j^2} |h_j(i)|^2\) where the instantaneous channel state information (CSI) \(h_j(i)\) is estimated at the receiver over a link by using pilot symbols. After executing link scheduling, the central node needs to broadcast the result to the source and the relay. Note that, only channel outage state information (COSI) \(\beta_j(i)\), rather than complete CSI \(h_j(i)\), is required at the central node. The transmission rate is fixed. This is because adaptively variable rate transmissions may require feeding back complete CSI (instead of outage states only) to the central node for link scheduling as well
as to the transmitter associated with the selected link for rate adaptation. These processes induce much more overheads.

In practice, the central node selection usually depends on applications. For example, in an ad-hoc relay network, the relay serving as the central node may have more advantages since it requires less feedback overheads (the feedback of the relay’s buffer state information is not required) while in the downlink of a cellular network, it may be better to select the source (i.e., the base station) as the central node since it can offer more processing power and thus afford the computational complexity for link scheduling and other resource allocation algorithms [89].

3.1.3 Queue at The Relay

The queue length $Q(i)$ may change from one slot to another depending on the applied link scheduling policy, the outage states of both the source-relay and relay-destination links, and the state of the buffer itself. Specifically, the arrival and departure processes of the queue can be described as follows.

**Arrival process:** In a given slot $i$, if i) the source-relay link is selected (i.e., $d_i = 0$), ii) the source-relay link is not in outage (i.e., $\beta_0(i) = 1$), and iii) the relay buffer is not full, then the source transmits one packet to the queue, i.e., $Q(i + 1) = Q(i) + 1$. Otherwise, there is no packet arrival.

**Departure process:** Similarly, in a given slot $i$, if i) the relay-destination link is selected (i.e., $d_i = 1$), ii) the relay-destination link is not in outage (i.e., $\beta_1(i) = 1$), and iii) the relay buffer is nonempty, then one packet departs from the queue, i.e., $Q(i + 1) = Q(i) - 1$. Otherwise, there is no packet departure.
Note that, the case that there is one packet arrival and one packet departure at the same time is not feasible since only one of the source-relay and relay-destination links can be selected for transmissions in a given slot subject to the half-duplex constraint of the relay.

3.2 Queueing Behavior under Policy I: Infinite Buffer Size

In this section, we will examine the queueing behavior of packets in the relay buffer when applying Policy I with an infinite buffer size. Under time-correlated fading channels, the queueing behaviour is closely related to the outage processes of both the source-relay and relay-destination links (i.e., $\beta_0(i)$ and $\beta_1(i)$), i.e., the evolution of buffer state $Q(i)$ closely depends on the changing processes of link outage states. Unlike i.i.d. fading where the state transition probability of $Q(i)$ is independent from time slot index $i$ (i.e., time-invariant) and thus the stationary distribution of $Q(i)$ can be easily analyzed \[90\], for time-correlated fading, such transition probability becomes time-variant. For example, according to the link scheduling policy \((3.8)\) and the arrival/departure process of the queue, we have the state transition probability $\Pr\{Q(i+1) = q + 1|Q(i) = q\} = \Pr\{\beta_0(i) = 1, \beta_1(i) = 0\} + (1 - P_C)\Pr\{\beta_0(i) = 1, \beta_1(i) = 1\}$ for $q > 0$. For i.i.d. fading, both $\Pr\{\beta_0(i) = 1, \beta_1(i) = 0\}$ and $\Pr\{\beta_0(i) = 1, \beta_1(i) = 1\}$ are not associated with time index $i$ which makes $\Pr\{Q(i+1) = q + 1|Q(i) = q\}$ independent of time index $i$. For correlated fading, however, both $\Pr\{\beta_0(i) = 1, \beta_1(i) = 0\}$ and $\Pr\{\beta_0(i) = 1, \beta_1(i) = 1\}$
depend on $\beta_0(i - 1)$ and $\beta_1(i - 1)$ (i.e., associated with time index $i$). In order to overcome this issue, we introduce an aggregate process $Y(i) = (\beta_0(i), \beta_1(i), Q(i))$ by combining the channel fading process and the buffer occupancy process. The state transition probability of $Y(i)$ can be represented as

$$
Pr\{Y(i + 1) = (a', b', q')|Y(i) = (a, b, q)\}
= Pr\{\beta_0(i + 1) = a'|\beta_0(i) = a\} \times Pr\{\beta_1(i + 1) = b'|\beta_1(i) = b\}
\times Pr\{Q(i + 1) = q'|\beta_0(i) = a, \beta_1(i) = b, Q(i) = q\},
$$

(3.10)

where $a, a', b, b' \in \{0, 1\}$ and $q, q' \in \{0, 1, 2, \cdots\}$. According to (3.2) and (3.8), it is obvious that all terms in the right hand side of (3.10) are not associated with time index $i$. Thus, the state transition probabilities of $Y(i)$ are time invariant. Next, we will first analyze the stationary distribution of $Y(i)$ and then extract the stationary distribution of $Q(i)$ from $Y(i)$.

$Y(i)$ is a discrete-time Markov chain (DTMC). For a compact representation, we introduce a new variable $\beta(i)$ as

$$
\beta(i) = \begin{cases} 
0, & \beta_0(i) = 0 \text{ and } \beta_1(i) = 0, \\
1, & \beta_0(i) = 0 \text{ and } \beta_1(i) = 1, \\
2, & \beta_0(i) = 1 \text{ and } \beta_1(i) = 0, \\
3, & \beta_0(i) = 1 \text{ and } \beta_1(i) = 1.
\end{cases}
$$

(3.11)

Then, the aggregate Markov chain $Y(i)$ can be rewritten as $Y(i) = (\beta(i), Q(i))$ and its state space can be represented as \{$(0, 0)$, $(1, 0)$, $(2, 0)$, $(3, 0)$, $(0, 1)$, $(1, 1)$, $(2, 1)$, $(3, 1)$, $\cdots$\} where the states \{$(0, q)$, $(1, q)$, $(2, q)$, $(3, q)$\} constitute the $q$-th level of the Markov chain $Y(i)$, $q \in \{0, 1, \cdots\}$. 
Figure 3.2: State transition diagram of the aggregate Markov chain \( Y(i) = (\beta(i), Q(i)) \) under Policy I.

The transition probability matrix of the aggregate Markov chain \( Y(i) = (\beta(i), Q(i)) \) under Policy I can be represented as a semi-infinite matrix

\[
T = \begin{bmatrix}
B_1 & B_0 \\
A_2 & A_1 & A_0 \\
A_2 & A_1 & A_0 & \ldots & \ldots & \ldots
\end{bmatrix},
\]

where \( B_1 \) stands for the transition sub-matrix within level 0 and \( B_0 \) represents the transition sub-matrix from level 0 to level 1. Similarly, \( A_2, A_1, \) and \( A_0 \) stand for the transition sub-matrices from level \( q \) to \( q - 1 \), within \( q \), and from level \( q \) to \( q + 1 \) for \( q > 0 \), respectively. All of these sub-matrices \( B_1, B_0, A_2, A_1, A_0 \) are \( 4 \times 4 \) real matrices, which are derived in Appendix A.1. The possible state transitions of the aggregate chain \( Y(i) \) under Policy I are illustrated in Fig. 3.2. From this figure, we
can see that the chain $Y(i)$ is a discrete-time quasi-birth-death (QBD) chain where the state transitions occur only at the same level or between adjacent levels.

**Stability condition:** For stability, the drift of the QBD chain $Y(i)$ to higher levels must be smaller than the drift to lower levels so that $Y(i)$ is recurrent. Specifically, the stability condition is given as \([91] [92]\)

$$\pi_A A_0 1 < \pi_A A_2 1,$$  \hspace{1cm} (3.13)

where $\pi_A$ is the stationary probability vector of the generator matrix $A$ \((A = A_0 + A_1 + A_2)\). $\pi_A$ is a $1 \times 4$ row vector and $1$ is a $4 \times 1$ column vector with all elements equal to 1. In fact, $A$ is the state transition matrix of the channel outage process $\beta(i)$ and $\pi_A$ is the stationary distribution of $\beta(i)$. Therefore, the stability condition (3.13) is equivalent to $E[(1 - d_i)\beta_0(i)] < E[d_i\beta_1(i)]$ \((d_i\text{ is defined in (3.8)})\). This means that the stability condition requires the arrival rate should be less than the departure rate excluding the case of the buffer being empty.

**Stationary distribution:** $Y(i)$ is a typical QBD chain and thus its stationary probability distribution can be solved by the standard Matrix-geometric method \([91] [92]\). Specifically, we denote the stationary distribution of $Y(i)$ as a semi-infinite vector $\pi = \{\pi_0, \pi_1, \cdots\}$ where $\pi_q = \{\pi(4q + 0), \pi(4q + 1), \pi(4q + 2), \pi(4q + 3)\}$ represents the stationary probability vector of the $q$-th level of $Y(i)$ and $\pi(4q + a)$ stands for the steady probability that the Markov chain $Y(i) = (\beta(i), Q(i))$ is in the state of $\beta(i) = a$ and $Q(i) = q$ \((a \in \{0, 1, 2, 3\}, q \in \{0, 1, \cdots\})\). The stationary probability vectors of levels 0 and 1, $\pi_0$ and $\pi_1$ respectively, can be obtained by
solving the following equations

\[
\begin{align*}
(\pi_0, \pi_1) &= (\pi_0, \pi_1)B[R], \quad (3.14a) \\
\pi_01 + \pi_1(I - R)^{-1}1 &= 1, \quad (3.14b)
\end{align*}
\]

where

\[
B[R] = \begin{bmatrix} B_1 & B_0 \\ A_2 & A_1 + RA_2 \end{bmatrix}.
\quad (3.15)
\]

Here, \( R \) is the minimal non-negative solution to the following equation

\[
R = A_0 + RA_1 + R^2A_2.
\quad (3.16)
\]

Equation (3.16) can be solved by an iterative method where the iterative formula is

\[
R(k+1) = A_0 + R(k)A_1 + R^2(k)A_2 \text{ or } R(k+1) = (A_0 + R^2(k)A_2)(I - A_1)^{-1},
\]

the initial value can be set as \( R(0) = 0 \), and the iteration is repeated until \( ||R(n+1) - R(n)||_\infty < \epsilon \) (\( ||\cdot||_\infty \) denotes the infinity norm of a matrix and \( \epsilon \) is the predefined tolerance error).

Note that the matrix equation (3.16) can also be solved by other advanced methods, such as the logarithmic reduction (LR) method [103] and the cyclic reduction (CR) method [104] [105]. The stationary probability vectors of higher levels (\( \geq 2 \)) of \( Y(i) \) can be derived recursively as

\[
\pi_q = \pi_{q-1}R = \pi_1R^{q-1}, \quad q \geq 2.
\quad (3.17)
\]

Remark: If the appropriate inverse matrices exist, we can write \( \pi_0 \) and \( \pi_1 \) in a closed form based on (3.14), as

\[
(\pi_0, \pi_1) = 1^T(I - B[R] + U)^{-1},
\quad (3.18)
\]
or

\[
\begin{align*}
\pi_1 &= \beta (A_2(I - B_1)^{-1} + (I - R)^{-1})^{-1}, \quad (3.19a) \\
\pi_0 &= \pi_1 A_2(I - B_1)^{-1}. \quad (3.19b)
\end{align*}
\]

In (3.18), \( U = [u, u, \cdots, u] \) is a \( 8 \times 8 \) matrix with each column equal to \( u \),

\[
\begin{bmatrix}
1 \\
(I - R)^{-1}1
\end{bmatrix}.
\] (3.20)

In (3.19), \( \beta \) is the stationary probability vector of channel outage states, i.e.,

\[
\beta = [\Pr\{\beta(i) = 0\}, \Pr\{\beta(i) = 1\}, \Pr\{\beta(i) = 2\}, \Pr\{\beta(i) = 3\}]
\]

\[
= [P_{e,0}P_{e,1}, P_{e,0}(1 - P_{e,1}), (1 - P_{e,0})P_{e,1}, (1 - P_{e,0})(1 - P_{e,1})].
\] (3.21)

Otherwise, if the associated inverse matrices do not exist, \( \pi_0 \) and \( \pi_1 \) can be obtained by using Gaussian elimination method \[92\] to solve the equation set (3.14).

The proofs of (3.18) and (3.19) are shown in Appendix A.3.

**Average end-to-end delay:** The end-to-end delay of a packet transmitted from the source to the destination includes three parts \[1\]: i) transmission delay from the source to the relay, denoted as \( \tau_1 \); ii) waiting delay in the relay queue, denoted as \( \tau_2 \); and iii) transmission delay from the relay to the destination, denoted as \( \tau_3 \). Since the link outage state is known in advance by channel estimates and a packet is transmitted only if the link is not in outage, it requires only one slot to transmit a packet from one node to another, i.e., \( \tau_1 = \tau_3 = 1 \) slot. The sum of \( \tau_2 \) and \( \tau_3 \) comprises the total system delay of a packet in the relay queue (i.e., the sum of waiting and service

---

\[1\] Since we assume the source always has data available for transmissions, the waiting delay at the source is not included as in \[89\] \[90\]. Thus, we mainly focus on the additional delay caused by the relay buffer. When there are constant or random data arrivals at the source, the waiting delay at the source should be considered.
times), denoted as $\tau_s = \tau_2 + \tau_3$. Therefore, the average end-to-end delay of packets, $\bar{\tau}$, can be represented as

$$\bar{\tau} = \bar{\tau}_1 + \bar{\tau}_s,$$  \hspace{1cm} (3.22)

where $\bar{\tau}_1 = 1$ and the average system delay $\bar{\tau}_s$, according to Little’s law, is given as

$$\bar{\tau}_s = E(Q(i))/\bar{r}_A,$$  \hspace{1cm} (3.23)

where $E(Q(i))$ is the average queue length and $\bar{r}_A$ is the average arrival rate of the queue. The average queue length can be represented as

$$E(Q(i)) = \sum_{q=0}^{\infty} q \cdot \Pr\{Q(i) = q\},$$  \hspace{1cm} (3.24)

$$\Pr\{Q(i) = q\} = \pi_q \mathbf{1}.$$  \hspace{1cm} (3.25)

According to Policy I, the average arrival rate of the queue, $\bar{r}_A$ (packets/slot), can be calculated by

$$\bar{r}_A = \pi_0 c_1 + \left( \sum_{q=1}^{\infty} \pi_q \right) c_2 = \pi_0 c_1 + \pi_1 (I - R)^{-1} c_2,$$  \hspace{1cm} (3.26)

where $c_1 = [0, 0, 1, 1]^T$ and $c_2 = [0, 0, 1, -P_C]^T$.

**Average system throughput:** The throughput of the considered system is defined as the number of packets arriving at the destination from the source per slot, in a unit of packets/slot. Thus, the average throughput, $\bar{\tau}$, is equal to the average departure rate of the queue, $\bar{r}_D$, as

$$\bar{\tau} = \bar{r}_D = \left( \sum_{q=1}^{\infty} \pi_q \right) c_3 = \pi_1 (I - R)^{-1} c_3,$$  \hspace{1cm} (3.27)

where $c_3 = [0, 1, 0, P_C]^T$. 
System outage probability: The outage probability of a system is defined as the frequency that the link quality cannot afford the successful transmission of a packet. Note that in our system, the link outage does not lead to packet loss since the outage states of both the source-relay and relay-destination links are known in advance by channel estimates and the system remains silent if both links are in outage. However, the reduction in system throughput is inevitable due to the presence of link outages. Thus, the system outage probability can also be interpreted as the fraction of throughput loss caused by link outages as

$$P_{out} = 1 - \frac{\bar{r}}{r_{max}},$$  \hspace{1cm} (3.28)

where $r_{max}$ represents the maximum throughput in the absence of link outages. In our system, $r_{max} = 0.5$ since a packet requires two slots to transmit from the source to the destination when both links are not in outage.

### 3.3 Queueing Behavior under Policy II: Finite Buffer Size

In this section, we will study Policy II with a finite buffer size and focus on the queueing behaviour of packets in the relay buffer. Similar to the analyses of Policy I, we investigate the aggregate Markov chain $Y(i) = (\beta(i), Q(i))$.

Under Policy II, the state transitions of the chain $Y(i)$ are illustrated in Fig. 3.3.
Figure 3.3: State transition diagram of the aggregate Markov chain \( Y(i) = (\beta(i), Q(i)) \) under Policy II.

and the transition probability matrix can be described as

\[
T = \begin{bmatrix}
  B_1 & B_0 \\
  A_2 & A_1 & A_0 \\
  \vdots & \vdots & \vdots \\
  A_2 & A_1 & A_0 \\
  C_2 & C_1 
\end{bmatrix},
\]

\((3.29)\)

where \( B_1, B_0, A_2, A_1, A_0 \) are given by \((A.1)\). \( C_1 \) and \( C_2 \) stand for the probabilities of transitions within level \( L \) and from level \( L \) to level \( L - 1 \), respectively, which are derived in Appendix A.2.

**Stationary distribution:** From Fig. 3.3 and the transition probability matrix \((3.29)\), we can observe that the aggregate chain \( Y(i) \) under Policy II is also a QBD.
However, different from Policy I with an infinite buffer, since Policy II is limited by the buffer size, $Y(i)$ under Policy II has two boundary levels (level 0 and level $L$). In this case, the stationary distribution of $Y(i)$ cannot be directly calculated by the standard matrix-geometric method. To address the problem of two boundary levels, we modify the matrix-geometric method in [93]. Note that although there are already some solutions on a general finite QBD chain [93], [106]–[109], applying existing solutions for the specific problem as formulated in this chapter needs some necessary modifications in boundaries. Our solution is based on the framework of the matrix-geometric method as proposed in [93] so that it has a logarithmic time complexity on the number of levels ($O(\log_2 L)$). It is better than other solutions with a linear time complexity of $O(L)$ in [106]–[109], especially in the case under our consideration where there are a small number of phases (i.e., the order of transition sub-matrices $A_0$, $A_1$, and $A_2$), but a large number of levels. The modified matrix-geometric method is described in the following theorem.

**Theorem 3.1.** Define rate matrices $R_1$ and $R_2$ as the minimal nonnegative solutions to the following matrix equations

$$\begin{align*}
R_1 &= A_0 + R_1 A_1 + R_1^2 A_2, \\
R_2 &= A_2 + R_2 A_1 + R_2^2 A_0,
\end{align*}$$

respectively. Then, the stationary probability vector of level $q$ ($1 \leq q \leq L - 1$) can be given by the following recursive structure

$$\pi_q = v_1 R_1^{q-1} + v_2 R_2^{L-q-1},$$

(3.32)
where \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) are two constant vectors. \( \mathbf{v}_1, \mathbf{v}_2, \pi_0 \) and \( \pi_L \) together can be obtained by solving the following equations

\[
\begin{align*}
[\pi_0, \mathbf{v}_1, \mathbf{v}_2, \pi_L] & \mathbf{B}[R_1, R_2] = [\pi_0, \mathbf{v}_1, \mathbf{v}_2, \pi_L], \quad (3.33a) \\
(\pi_0 + \mathbf{v}_1 S_1 + \mathbf{v}_2 S_2 + \pi_L)1 &= 1, \quad (3.33b)
\end{align*}
\]

where

\[
S_1 = \sum_{q=0}^{L-2} R_1^q, \quad S_2 = \sum_{q=0}^{L-2} R_2^q, \quad (3.34)
\]

\[
\mathbf{B}[R_1, R_2] = \begin{bmatrix}
B_1 & B_0 & 0 & 0 \\
A_2 & J_1 & J_3 & R_1^{L-2} A_0 \\
R_2^{L-2} A_2 & J_2 & J_4 & A_0 \\
0 & 0 & C_2 & C_1
\end{bmatrix}, \quad (3.35)
\]

In \( (3.35) \), \( J_1 = A_1 + R_1 A_2 \), \( J_2 = R_2^{L-3}(R_2 A_1 + A_2 - R_2) \), \( J_3 = R_1^{L-3}(A_0 + R_1 A_1 - R_1) \), and \( J_4 = R_2 A_0 + A_1 \). Note that \( L \geq 3 \).

**Proof.** Please see Appendix A.4. \( \square \)

**Remark:** The condition of \( L \geq 3 \) should be satisfied to apply the modified matrix-geometric method. Otherwise, if \( L < 3 \), the stationary distribution of \( Y(i) \) can be obtained by directly solving the equations

\[
\begin{align*}
\pi \mathbf{T} &= \pi, \quad (3.36a) \\
\pi \mathbf{1} &= 1, \quad (3.36b)
\end{align*}
\]

where \( (3.36a) \) is the balance equation associated with the chain \( Y(i) \) and \( (3.36b) \) is the normalized condition. Note that, in fact, one can always solve \( (3.36) \) for the
stationary distribution of $Y(i)$ regardless of how large $L$ is. However, when $L$ is large, directly solving (3.36) will cause a much higher computational complexity. The modified matrix-geometric method utilizes the repetitive structure in the transition matrix of $Y(i)$ and has a relatively low complexity when $L$ is large.

**Average end-to-end delay:** As in Policy I, the average end-to-end delay of packets in Policy II can also be expressed as $\bar{\tau} = \bar{\tau}_1 + \bar{\tau}_s$ where $\bar{\tau}_1 = 1$ and $\bar{\tau}_s = E(Q(i))/\bar{r}_A$. $E(Q(i))$ can be calculated as $E(Q(i)) = \sum_{q=0}^{L} q \cdot \Pr\{Q(i) = q\}$ where $\Pr\{Q(i) = q\} = \pi_q 1$, and the average arrival rate is $\bar{r}_A = \pi_0 c_1 + (\sum_{q=1}^{L-1} \pi_q)c_2 = \pi_0 c_1 + (v_1 S_1 + v_2 S_2)c_2$.

**Average system throughput:** The average system throughput, $\bar{r}$, equals the average departure rate of the queue, $\bar{r}_D$, given as $\bar{r} = \bar{r}_D = (\sum_{q=1}^{L-1} \pi_q)c_3 + \pi_L c_4 = (v_1 S_1 + v_2 S_2)c_3 + \pi_L c_4$ where $c_4 = [0, 1, 0, 1]^T$.

**System outage probability:** As in Policy I, the system outage probability equals $P_{out} = 1 - \bar{r}/r_{max}$.

### 3.4 Numerical and Simulation Results

In this section, the performance of buffer-aided relaying on time-correlated fading channels will be evaluated. In the following evaluations, if not particularly indicated, we consider a case of correlated fading channels with a normalized Doppler bandwidth of 0.02 (i.e., $f_{D,0} T = f_{D,1} T = 0.02$) which corresponds to a pedestrian Doppler frequency of 1.34 Hz and a slot length of 16 ms [31, 32]. For comparison, the case of i.i.d. fading with the same packet error rate will also be considered. Note that all of the following analytical results have been verified by $10^6$ Monte Carlo simulations.
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Figure 3.4: Effects of $P_C$ in Policy I. Fading margins $F_0 = F_1 = 10$ dB.

Some simulation results may not be plotted in the figures for clarity.

1) Effects of $P_C$ in Policy I. Fig. 3.4 illustrates the effects of $P_C$ on average throughput and end-to-end delay in Policy I with an infinite buffer size, where the sub-figure (c) is a zoomed version of the sub-figure (b) on $P_C \in [0.6, 1]$. Note that the throughput and delay curves corresponding to $P_C < 0.5$ are not plotted since the queue is unstable in our simulation settings. $P_C > 0.5$ corresponds to the stable region and $P_C = 0.5$ is the critical point at which the queue is on the edge of unstable (absorbing) and stable (non-absorbing) states. From this figure, we can see that the analytical results match with the simulation ones very well, which verifies the correctness of our analysis framework. Delay is decreasing with $P_C$ in the stable
region for both cases of correlated and i.i.d fading, and thus delay can be limited by adjusting $P_C$ as expected. The minimal delay is achieved at $P_C = 1$ and the infinite delay but the maximal throughput are observed at the critical point ($P_C = 0.5$). Moreover, at the critical point, the throughput under correlated fading is the same as that under i.i.d. fading. This means that for transmissions without delay constraints, the queue may operate at the critical point in order to maximize throughput and correlated fading does not affect the throughput performance of buffer-aided relaying. In addition, for the same value of $P_C$ and $F_0 = F_1 = 10$ dB, correlated fading causes a small loss of throughput (about 4% at $P_C = 1$) and a larger delay compared with i.i.d fading.

Figure 3.5: Effects of buffer size $L$ in Policy II. $F_0 = F_1 = 10$ dB.
2) Effects of buffer size in Policy II. The average throughput and the average end-to-end delay versus the buffer size $L$ for Policy II are shown in Fig. 3.5. From this figure, we can also observe that the analytical results are almost consistent with simulations. Since both throughput and delay are increasing with $L$, there exists a tradeoff between increasing throughput and reducing delay by adjusting the buffer size $L$. In addition, for a small $L$ and $F_0 = F_1 = 10$ dB, correlated fading leads to a large throughput degradation (about 10% at $L = 5$) compared with i.i.d. fading, but the delays on correlated and i.i.d. fading are almost the same.

3) Effects of fading margins and stringent delay constraints: The average throughput versus the fading margin are shown in Fig. 3.6 for Policy I with an average delay of $\bar{\tau} = 20$ slots. The curves are obtained by adjusting $P_C$ to satisfy the delay constraint. The curve on correlated fading does not extend to low fading margins ($F < 5$ dB) because low fading margins cannot meet the delay requirement of $\bar{\tau} = 20$ slots even $P_C = 1$ in our settings. From the figure, we can observe that, for the stringent delay requirement of $\bar{\tau} = 20$ slots, correlated fading leads to a non-negligible loss on
Figure 3.7: Average throughput versus fading margin $F = F_0 = F_1$ under Policy II.

throughput in low fading margins compared with i.i.d. fading. Specifically, such a throughput loss reaches 16% when the fading margin is $F = 5$ dB. The throughput under correlated fading can only approach that under i.i.d. fading in high fading margins. Unfortunately, in practice, high fading margins may not be feasible since a higher fading margin $F_j = \frac{P_j}{\sigma_j^2} E(|h_j(i)|^2) \frac{1}{\gamma_{th}^j}$ means higher power consumption $P_j$ and/or a lower SNR threshold $\gamma_{th}^j$ (lower rate).

We repeat a similar simulation for Policy II, as shown in Fig. 3.7. Similar observations can be obtained. In particular, a throughput loss of about 28% can be observed when $F = 5$ dB.

4) Comparisons between Policies I and II. In Fig. 3.8, we illustrate the average throughput versus the average end-to-end delay for both Policies I and II. From the figure, we can observe that Policy I has higher throughput than Policy II under the same average delay for both correlated and i.i.d. fading. It is because Policy II with a finite buffer size may experience buffer overflow which limits the flexibility in link scheduling. The throughput is increasing with the affordable delay for both
Chapter 3: An Analysis Framework for Buffer-Aided Relaying under Time-Correlated Fading Channels

3.5 Guidelines on Performance Improvement under Correlated Fading

In this section, we will provide more discussions on the effects of correlated channels on the performance of buffer-aided relaying, by briefly showing why the time correlation in channel fading may degrade the performance tradeoff between throughput
and delay. Then, we will present some guidelines on how to improve the performance under correlated channels, as well as how to design an effective policy without channel outage state information (COSI). Some simple examples of improved policies are provided.

3.5.1 Performance Degradation due to Channel Correlations

For correlated fading, the transition probability of a link within the same state (i.e., from “good” to “good”, $\beta_j(i - 1) = 1 \rightarrow \beta_j(i) = 1$, or from “bad” to “bad”, $\beta_j(i - 1) = 0 \rightarrow \beta_j(i) = 0$) is relatively high, while the transition probability between different states is relatively low. Such characteristics tend to make each link keep staying on the same state for a long time (i.e, multiple successive slots). Let’s consider two scenarios. In Scenario I where $\beta_0(i) = 1$ and $\beta_1(i) = 0$ occur in several successive slots, only the source-relay link can be selected for transmissions and there will be multiple packet arrivals in succession. On the contrary, in Scenario II where $\beta_0(i) = 0$ and $\beta_1(i) = 1$ happen in several successive slots, the system can only provide successive services. The probability of Scenario I (Scenario II) lasting $k$ successive slots given the scenario has already occurred can be calculated as $P^I_k = (p_0q_1)^{k-1}(1-p_0q_1)$ ($P^{II}_k = (q_0p_1)^{k-1}(1-q_0p_1)$). For a large $k$, such probabilities of successive occurrences under correlated fading become much higher than those under i.i.d. fading. For example, under the correlated fading with $f_{D,0}T = f_{D,1}T = 0.02$ and $F_0 = F_1 = 10$ dB, we have $p_0 = p_1 = 0.98$, $q_0 = q_1 = 0.85$, $P_{e,0} = P_{e,1} = 0.095$, and $P^{I}_k = P^{II}_k = (0.83)^{k-1} \times 0.17$. While, under the i.i.d. fading with the same packet error rates, we have $P^I_k = P^{II}_k = [(1-P_{e,0})P_{e,1}]^{k-1}[1-(1-P_{e,0})P_{e,1}] = 0.086^{k-1} \times 0.914$. 
This observation indicates that buffer-aided relaying has the characteristics of batch arrivals and batch services under correlated fading, instead of scattered arrivals and scattered services under i.i.d. fading. Compared to scattered arrivals/services, batch arrivals/services lead to a larger delay, which can be explained by the following two simple examples. An extreme example with scattered arrivals/services is that there is an arrival followed by a service in every other slot so that the end-to-end delay is 2 slots. The other example with batch arrivals/services is that there are two successive arrivals followed by two successive services in every four slots, where each packet requires a one-slot wait in the relay buffer and the end-to-end delay becomes 3 slots. Moreover, batch arrivals/services are prone to buffer overflow/underflow, which reduces the flexibility in link scheduling and eventually decreases system throughput.

### 3.5.2 An Improved Policy

Based on the previous discussions, we can find that the characteristics of batch arrivals/services under correlated fading channels make the system become more sensitive to the buffer occupancy state. Thus, a potential improvement on link scheduling is to take the buffer state information (BSI) into consideration. In this subsection, as an example, we are going to show a simple improvement based on Policy I.

For Policy I with an infinite buffer, based on (3.8), there are two scenarios that may result in throughput loss: i) both links are in outage ($\beta_0 = 0$ and $\beta_1 = 0$); and ii) $\beta_0 = 0$ and $\beta_1 = 1$ while the buffer is empty (i.e., buffer underflow). In general, the occurring frequency of scenario i) cannot be controlled when the transmit power and rate are fixed. However, the occurring frequency of scenario ii) could be
managed by modifying the link scheduling policy. For example, in order to reduce the occurrences of scenario ii), if the stock in the buffer $Q(i)$ is small, one can increase the probability of the source-relay link being selected when both links are in “good” state (i.e., $\beta_0(i) = \beta_1(i) = 1$) and thus increase the arrival rate to avoid buffer underflow. On the other hand, in order to reduce the queueing delay, the relay-destination link should be given higher priority over the source-relay link so as to maximize the service rate when both links are in “good” state. Therefore, a tradeoff between increasing throughput and decreasing delay exists. The designed link scheduling policy should remain a certain stock in the relay buffer while giving priority to the relay-destination link if possible. Motivated by this, the improved policy redefines the probability $P_C$ in (3.8) as a function of the buffer state $Q(i)$, i.e.,

$$P_C = \begin{cases} 
0, & Q(i) = 0, \\
\frac{1}{M-Q(i)}, & 1 \leq Q(i) \leq M - 1, \\
1, & Q(i) \geq M, 
\end{cases}$$

(3.37)

where the value of $M$ can be adjusted to balance throughput and delay.

Fig. 3.9 compares Policy I and the improved policy. The results are based on the same setting as shown in Section 3.4 and obtained by averaging over $10^6$ Monte Carlo simulations. From this figure, we can see that the improved policy can always achieve a better tradeoff between throughput and delay compared with Policy I. Moreover, as the tolerable delay increases, the improved policy can narrow the performance gap between i.i.d. and correlated fading channels in a faster way than Policy I.
Figure 3.9: Average throughput versus average end-to-end delay under Policy I and the improved policy. $F_0 = F_1 = 10$ dB.

3.5.3 Unknown Channel Outage State Information

In practice, channel outage state information (COSI) may not be available at the central node due to the consideration of potential overheads for channel estimates and COSI exchanges. In such a case, the link scheduling policy can be designed as a random strategy. For example, for an infinite buffer, a simple random policy without COSI, called the blind-COSI policy, can be designed as

$$d_i = \begin{cases} 
0, & Q(i) = 0, \\
C, & Q(i) > 0.
\end{cases} \quad (3.38)$$

The blind-COSI policy is a modified version of Policy I where the probability $P_C = \Pr\{C = 1\}$ is independent of COSI, and tradeoffs between throughput and delay can also be achieved by adjusting the value of $P_C$. However, such a policy may lead to a great throughput loss and a large delay since the lack of COSI may cause
inappropriate link selections (for example, the source-relay link may also be selected when it is in outage). In order to alleviate such loss, we can use past/outdated COSI in designing link scheduling policies under correlated fading channels since the current COSI may be predicted based on the past COSI. Specifically, the central node can obtain the outdated COSI by listening to the acknowledgement (ACK)/negative-acknowledgement (NACK) signals from the receiver on the selected link at the end of the previous slot. For explanation purpose, we propose a new policy based on the COSI in the previous slot, called the outdated-COSI policy, by redefining the probability $P_C$ in the blind-COSI policy as follows

$$P_C = \begin{cases} 
    c(1 - p_0), & d(i - 1) = 0 \text{ and } \beta_0(i - 1) = 1, \\
    q_0, & d(i - 1) = 0 \text{ and } \beta_0(i - 1) = 0, \\
    p_1, & d(i - 1) = 1 \text{ and } \beta_1(i - 1) = 1, \\
    1 - q_1, & d(i - 1) = 1 \text{ and } \beta_1(i - 1) = 0, 
\end{cases}$$

(3.39)

where $1 - p_0 = \Pr\{\beta_0(i) = 0|\beta_0(i - 1) = 1\}$, $q_0 = \Pr\{\beta_0(i) = 0|\beta_0(i - 1) = 0\}$, $p_1 = \Pr\{\beta_1(i) = 1|\beta_1(i - 1) = 1\}$, and $1 - q_1 = \Pr\{\beta_1(i) = 1|\beta_1(i - 1) = 0\}$. The constant $c$ is used to control the frequency of selecting the relay-destination link so as to balance throughput and delay. The range of $c$ is $0 \leq c \leq 1/(1 - p_0)$.

We compare three link scheduling policies: the blind-COSI policy, the outdated-COSI policy, and Policy I with known COSI, through simulations and demonstrate the results in Fig. 3.10. Note that the same setting as in Section 3.4 is used in simulations. From this figure, we can observe that the outdated-COSI policy can significantly improve the system performance compared to the blind-COSI policy.
Figure 3.10: Comparisons among the blind-COSI policy, the outdated-COSI policy and Policy I with known COSI under the correlated channels. $F_0 = F_1 = 10$ dB.
Chapter 4

Interference-Avoidance Scheduling for Dense Multi-User Coexisting Networks with Heterogeneous Priorities and Demands

In this chapter, we address the interference-avoidance scheduling issue for dense multi-user coexisting networks, by considering heterogeneity in terms of user priorities and traffic demands. For the explanation purpose, wireless body area networks (WBANs) are used as an example of multi-user coexisting networks. The proposed scheme can also be applied to other multi-user coexisting networks with heterogeneous priorities and demands. Considering limited resources, the priority-aware admission control issue is first investigated, where the objective is to accommodate as many high priority users as possible. To achieve this, we determine the maximum number
of high priority levels that the system can support, where all users in these high priority levels will be admitted. We also discuss how to further admit a subset of users in low priorities. After that, the throughput of admitted users is optimized.

4.1 System Model

In this section, we present the system model under consideration and formulate the problem of priority-aware interference-avoidance scheduling for multi-user coexisting networks.

4.1.1 Network Model

Consider a system including a coordinator and $N$ users as shown in Fig. 4.1. Each user is covered by a WBAN which further consists of a gateway and multiple
sensors. The gateway is responsible for collecting and processing health-related data from sensors while the coordinator scheduling the transmissions of $N$ WBANs so that they do not interfere with each other. The coordinator may be an access point, a base station, or a gateway from users. Here, we consider only intra-WBAN transmissions from sensors to gateways and focus on the scheduling among multiple WBANs, while for beyond-WBAN transmissions from gateways to the coordinator, interested readers can refer to [110] [111]. Different WBANs may have heterogeneous transmission priorities based on patients’ health conditions. The priority of each WBAN is selected from a set of priority levels $\mathcal{K} = \{1, \ldots, K\}$ where $1$ represents the highest priority level and $K$ the lowest one. Let $\mathcal{N}_k \subset \mathcal{N}$ be the subset of users in priority level $k$, $k \in \mathcal{K}$, where $\mathcal{N}$ is the set of all users. For simplicity, we consider only one channel. Users access the channel by using the spatial-reuse time division multiple access (STDMA) where users geographically separated are allowed to use the channel at the same time. We consider a time frame structure with an equal frame length $T$.

4.1.2 Interference Model

Define $c_{i,j}$ as a binary interference indicator: $c_{i,j} = 0$ if there is no interference between users $i$ and $j$, and $c_{i,j} = 1$ otherwise. For example, the distance-based interference model [50] defines

$$c_{i,j} = \begin{cases} 
1; & \text{if } d_{i,j} \leq d^{th} \\
0; & \text{if } d_{i,j} > d^{th}
\end{cases} \quad (4.1)$$

where $d_{i,j}$ is the distance between two distinct users $i$ and $j$, and $d^{th}$ is a threshold. Note that $c_{i,i} = 0$. A feasible candidate group (FCG) is defined as a group of users that
can simultaneously transmit data without interference. The set of all FCGs selected from $\mathcal{N} (\mathcal{N}_k)$ is denoted as $\mathcal{F} (\mathcal{F}_k)$. The $m$-th FCG in $\mathcal{F} (\mathcal{F}_k)$ can be represented by a $|\mathcal{N}|$-length ($|\mathcal{N}_k|$-length) binary column vector $f_m$ with the $i$-th element as

$$f_{i,m} = \begin{cases} 1; & \text{if user } i \text{ belongs to the } m \text{-th FCG} \\ 0; & \text{otherwise}. \end{cases} \quad (4.2)$$

### 4.2 Problem Formulation and Solution Framework

In this section, we will present and formulate mathematically our problems of interest, and discuss the associated solution framework.

#### 4.2.1 Admission Control

In dense user areas, admission control with priority guarantee plays an important role since normally limited resources cannot satisfy all users’ transmission requirements. Thus, considering the heterogeneous priorities and traffic demands among users, our first problem of interest is to design a scheduling scheme so that the system can accommodate as many high priority users as possible, while the minimum traffic demands of admitted users are satisfied. Low priority users are only allowed to access the system if all higher priority users have been fully satisfied in terms of their minimum traffic demands. Here, the minimum traffic demand, $u_i$, refers to the minimum amount of data required to be transmitted in a frame by user $i$, which is equivalent to a minimum transmission time demand $\tau_i = u_i / r_i \ (\tau_i < T)$, where $r_i$ is the transmission rate of user $i$. Denote by $x_i$ a binary indicator: $x_i = 1$ represents user $i$ accesses the system; otherwise, $x_i = 0$. Given that all FCGs are known, the
admission control problem can be formulated as

\[
(P_0) : \max_{t_m \geq 0, x_i \in \{0,1\}} \sum_{i \in \mathcal{N}} x_i \quad (4.3a)
\]

subject to

\[
\sum_{m=1}^{|F|} t_m \leq T, \quad (4.3b)
\]

\[
\left( \sum_{m=1}^{|F|} f_{i,m} t_m - \tau_i \right) x_i \geq 0, \quad \forall i \in \mathcal{N}, \quad (4.3c)
\]

\[
x_j \leq x_i, \quad \forall i \in \mathcal{N}_k, j \in \mathcal{N}_{k+1}, k \in \mathcal{K}\setminus\{K\}, \quad (4.3d)
\]

\[
x_j = x_i, \quad \forall i, j \in \mathcal{N}_k, k \in \mathcal{K} \quad (4.3e)
\]

where \( t_m \) represents the time assignment to the \( m \)-th FCG in a frame. Constraint (4.3b) ensures that the total time assignment has to be no more than the frame length. Constraint (4.3c) guarantees that the minimum traffic demand of any admitted user is satisfied. In other words, any user \( i \) can access the system only if its minimum demand can be satisfied, i.e., \( x_i = 1 \) only if \( \sum_{m=1}^{|F|} f_{i,m} t_m \geq \tau_i \). Constraints (4.3d) and (4.3e) represent priority constraints. Constraint (4.3d) forces a low priority user \( j \in \mathcal{N}_{k+1} \) remaining silent if any higher priority user \( i \in \mathcal{N}_k \) cannot access the system. Constraint (4.3e) ensures that users in the same priority have the same access opportunity.

Unfortunately, directly solving (P0) is a very challenging task because of the following reasons. First, there are a total of \( 2^{|\mathcal{N}|} \) possible transmission groups in \( \mathcal{N} \) and such number increases exponentially with the number of users. Thus, in order to find all FCGs (i.e., coefficients \( f_{i,m} \) in (P0)), all \( 2^{|\mathcal{N}|} \) possible groups need to be examined in the worst case. The time complexity of this examination procedure increases exponentially with the number of users. Even if we could find all FCGs, the number of them, \( |F| \), may also be huge and increase significantly with the number of
users. This will lead to a substantial number of variables since each FCG \( f_m \) requires a variable \( t_m \) to denote its time assignment. In addition, constraint (4.3c) makes (P0) become a mixed nonlinear program. It is well known that solving a nonlinear program with a large number of variables is a very difficult task. All these motivate us to seek a novel solution.

Based on priority constraints (4.3d) and (4.3e), it is obvious that (P0) is equivalent to find a critical priority level, denoted as \( k^* \), so that the minimum demands of all users in the first \( k^* \) high priority levels \( N_1 \cup \cdots \cup N_{k^*} \) can be satisfied while all requests from the first \( k^* + 1 \) high priority levels cannot be met any more. Thus, instead of directly solving (P0), we can examine priority levels one by one starting from the highest. Specifically, we first check if the minimum demands of all users in the highest priority level \( N_1 \) can be met. If the check fails, then the examination process stops and outputs \( k^* = 0 \). Otherwise, we proceed to check if the demands of all users in the first two high priority levels \( N_1 \cup N_2 \) can be met or not. The failed check stops the examination process and outputs \( k^* = 1 \). Otherwise, we continue to check the first three high priority levels \( N_1 \cup N_2 \cup N_3 \). This process will be repeated until adding one more priority level makes the system become overloaded or the lowest priority level has been considered. Obviously, at each examination \( k \), we need to verify if the following problem has feasible solutions:

\[
(P1) : \max_{t_m \geq 0, x_i \in \{0, 1\}} \sum_{i \in \hat{N}} x_i \quad (4.4a)
\]

s.t. \( \sum_{m=1}^{k} t_m \leq T \), \( \sum_{m=1}^{k} f_{i,m} t_m \geq \tau_i, \forall i \in \hat{N}_k \), \( \hat{N}_k = N_1 \cup \cdots \cup N_k \) denotes the set of all users in the first \( k \) high priority levels.
and $\mathcal{F}_k$ denotes the set of all FCGs from $\hat{N}_k$. Note that (P1) is derived from (P0) by replacing demand constraint (4.3c) as (4.4c) and removing priority constraints (4.3d) (4.3e) in (P0). It is because in (P1) priority levels are checked one by one starting from the highest so that the priority order has already been guaranteed. If (P1) has feasible solutions, it means there exist suitable time assignments so that the demands from the first $k$ priority levels can be satisfied. In order to determine the existence of a feasible time allocation $t_m$ satisfying both constraints (4.4b) and (4.4c), we formulate a time minimization problem as

\begin{align}
(P2) : \min_{t_m \geq 0} z &= \sum_{m=1}^{\left|\mathcal{F}_k\right|} t_m \\
\text{s.t.} \sum_{m=1}^{\left|\mathcal{F}_k\right|} f_{i,m} t_m &\geq \tau_i, \forall i \in \hat{N}_k,
\end{align}

Let $z_{P2}$ and $z^*_{P2}$ denote the feasible and the optimal values of the objective function of (P2), respectively. We have $z^*_{P2} \leq z_{P2}$. Obviously, $z^*_{P2} \leq T$ is a sufficient and necessary condition for feasibility of (P1), and $z_{P2} \leq T$ is a sufficient condition. In some cases, applying the sufficient condition can simplify the decision process significantly by avoiding the calculation of optimal solution $z^*_{P2}$. This idea will be applied in our solution design in Subsection 4.3.2. By sequentially solving (P2) with $k = 1, 2, \ldots$, we can eventually find the critical priority $k^*$. 

Note that we may further admit a subset of users in the priority levels $\{k^* + 1, \ldots, K\}$ to allow more admitted users. However, it is difficult to find an optimal subset of users from priority levels $\{k^* + 1, \ldots, K\}$ such that the total number of admitted users reaches its maximum. This is because the total number of user subsets may become too large, which can be calculated as $\binom{n}{1} + \cdots + \binom{n}{n}$ where $n = |\mathcal{N} \setminus \hat{N}_k^*|$. Obviously, this number grows significantly with $n$ so that it is too time-consuming...
to search the optimal one from all user subsets. In addition, since users may have heterogeneous transmission demands and locations, it is hard to determine an optimal search order for including users one by one into the system. To reduce the search cost, we design a greedy search algorithm. First, for each user $i$, we define an interference index as

$$\rho_i = \frac{\tau_i}{\sum_{j \in \mathcal{N}} \tau_j} \cdot \sum_{j \in \mathcal{N}} \tau_j c_{i,j}. \quad (4.6)$$

Note that a smaller interference index $\rho_i$ means that user $i$ will potentially cause less interference to other users. Then, the greedy search algorithm works as follows: The users in $\mathcal{N} \setminus \hat{\mathcal{N}}_{k^*}$ are checked one by one in the increasing order of their interference indices. At each checking, we examine if the current user $i$ can join a subset of existing FCGs, denoted as $\mathcal{F}_s$, such that its minimum traffic demand can be met (i.e., $\sum_{m=1}^{\left|\mathcal{F}_s\right|} t_m \geq \tau_i$). If the checking succeeds, the user is admitted into the system and added to the associated FCGs. Otherwise, it is rejected. The checking process is repeated until all users in $\mathcal{N} \setminus \hat{\mathcal{N}}_{k^*}$ have been considered.

### 4.2.2 Throughput Maximization of Admitted Users

After deriving the critical priority $k^*$, we have determined the set of admitted users $\hat{\mathcal{N}}_{k^*}$. To make full use of limited resources, we further formulate a throughput (sum rate) maximization problem for admitted users as follows

$$\text{(P3)} : \max_{t_m \geq 0} \sum_{i=1}^{\left|\hat{\mathcal{N}}_{k^*}\right|} \sum_{m=1}^{\left|\mathcal{F}_{k^*}\right|} r_if_{i,m}t_m \quad (4.7a)$$

s.t. \hspace{1cm} \sum_{m=1}^{\left|\mathcal{F}_{k^*}\right|} t_m \leq T, \quad (4.7b)$$

$$\sum_{m=1}^{\left|\mathcal{F}_{k^*}\right|} f_{i,m}t_m \geq \tau_i, \forall i \in \hat{\mathcal{N}}_{k^*}, \quad (4.7c)$$
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Algorithm 4: Sequential Solution Framework

1. Step i): Find the critical priority level $k^*$
2. Initialize $k^* = K$
3. for $k = 1, 2, \cdots, K$ do
   4. Solve (P2) for $z_{p_2}^*$
   5. if $z_{p_2}^* > T$ then
      6. $k^* = k - 1$; break;
7. Step ii): Maximize throughput of admitted users by solving (P3).

where constraint (4.7c) guarantees that the minimum demands of users in the first $k^*$ high priority levels can be met. Note that, different from (P1), (P3) has been guaranteed to be feasible.

Obviously, the overall procedure to solve both admission control and throughput maximization represents a sequential solution framework, which has been summarized in Algorithm 4. Note that we mainly focus on a quasi-static scenario \cite{55,58} where the order of user priorities keeps invariant during a scheduling period. For the dynamic scenario, if a new high-priority user joins the system, we may choose either to rerun the admission control algorithm starting from the new user’s priority level or to defer the new user’s transmission until the next scheduling period. In the following sections, the details on solving (P2) and (P3) will be presented.

4.3 Column Generation-Based Solution to (P2)

In this section, we present how to efficiently solve (P2). It can be observed that although (P2) is a linear program, directly solving it still leads to an exponentially increased complexity. It is because the number of variables increases exponentially with the number of users $|\hat{N}_k|$. Since there are a total of $2^{|\hat{N}_k|}$ potential FCGs in
(P2). Fortunately, although the number of variables is huge, we can find an optimal solution where most of the variables equal zero because there are at most \(q\) non-zero basic variables in a linear program with \(q\) constraints. This implies that only a small number of FCGs have non-zero time assignments, which actually contribute to the objective function. Motivated by this property, we introduce the column generation method [112].

4.3.1 Column Generation Preliminaries

In general, the column generation method decomposes a master problem (MP) into two subproblems: a restricted master problem (RMP) and a pricing problem (PP). We then find a subset of columns (i.e., FCGs in this chapter) satisfying all constraints of MP as the initialization to RMP. Starting from this initial subset of columns, we solve RMP to obtain optimal dual variables (called pricing factors). These pricing factors are then passed to PP. After solving PP, we can obtain a new column (i.e., a new FCG in this chapter) with the most negatively (positively) reduced cost for a minimization (maximization) MP. If the most negatively (positively) reduced cost is less (greater) than zero, this new column will be included in the initial subset of RMP for the next round of iteration \(n + 1\). Otherwise, the optimal solution to RMP at the current iteration \(n\) is already the optimal one to MP and the iteration process stops. Thus, the column generation method is an iterative algorithm, which alternatively solves RMP and PP so that the solution to RMP eventually converges to that of MP [112]. The flow chart of the solution procedure is shown in Fig. 4.2.

In the following subsections, we will present an enhanced column generation method
Chapter 4: Interference-Avoidance Scheduling for Dense Multi-User Coexisting Networks with Heterogeneous Priorities and Demands

4.3.2 Restricted Master Problem (RMP)

Let \( \mathcal{F}_k' \subset \mathcal{F}_k \) be a subset of FCGs from \( \mathcal{N}_k \). Then, the RMP with respect to (w.r.t.) (P2) can be formulated as

\[
\text{(RMP-P2)} : \min_{t_m \geq 0} \quad z = \sum_{m=1}^{\left| \mathcal{F}_k' \right|} t_m
\]

\[
\text{s.t.} \quad \sum_{m=1}^{\left| \mathcal{F}_k' \right|} f_{i,m} t_m \geq \tau_i, \forall i \in \mathcal{N}_k.
\]

An initial \( \mathcal{F}_k' \) is required to make (RMP-P2) feasible. Obviously, any set of FCGs which contains all users in \( \mathcal{N}_k \) is feasible since constraint (4.8b) can be satisfied by setting a sufficiently large time assignment \( t_m \) (e.g., \( t_m = \max_{i \in \mathcal{N}_k} (\tau_i), \forall m = 1, \cdots, |\mathcal{F}_k'| \)). Thus, a most straightforward selection of \( \mathcal{F}_k' \) is a set of \( |\mathcal{N}_k| \) groups, each of which includes only one distinct user. However, such selection may not be

![Flow chart of column generation method.](image-url)

Figure 4.2: Flow chart of column generation method.

by integrating specific properties of (P2).
efficient. Intuitively, a good initial set should include as few groups as possible so that (RMP-P2) consists of fewer variables. Moreover, fewer groups implies that each group contains more users transmitting simultaneously, which in turn leads to a smaller total time assignment (i.e., a smaller initial objective function of (RMP-P2)) and thus reduces the number of iterations in the column generation method. Motivated by these, we propose a greedy initialization algorithm as follows to seek a good initial subset of FCGs.

A greedy initialization algorithm (GIA): The algorithm starts from an empty set and then considers all users in $\hat{N}_k$ one by one. At each step, only one user (say user $j$) is considered. User $j$ is added into one existing FCG if its introduction can keep the group feasible; otherwise, a new group is created with user $j$ only. Since we only need to find a feasible set, the user selection in each step can be done randomly. In fact, by considering the overall solution framework as shown in Algorithm 4, the GIA can be further simplified. Consider the $k$-th examination in Algorithm 4. The user set $\hat{N}_k$ can be divided into two parts: i) existing users at the previous examination $k-1$, defined as $\hat{N}_{k-1} = \{1, 2, \cdots, |\hat{N}_{k-1}|\}$; and ii) newly added users at the current examination $k$, defined as $N_k = \{|\hat{N}_{k-1}| + 1, |\hat{N}_{k-1}| + 2, \cdots, |\hat{N}_k|\}$. In the solution to (RMP-P2) at examination $k-1$, the FCGs having non-zero time assignments forms a set, denoted as $\hat{F}_{k-1}^*$ (note that $\hat{F}_0^* = \emptyset$). Then, all existing users in $\hat{N}_{k-1}$ have already been well scheduled in $\hat{F}_{k-1}^*$. Therefore, we can start from the set $\hat{F}_{k-1}^*$ to run the GIA rather than an empty set. The details of this algorithm are summarized in Algorithm 5.

Given the initial $\hat{F}_k^*$, we can use the simplex method to solve (RMP-P2) to obtain
Algorithm 5: Greedy initialization algorithm.

1. Initialize: $\hat{F}'_k = \hat{F}'_{k-1}$;
2. for $j = |\hat{N}_{k-1}| + 1, \ldots, |\hat{N}_k|$ do
   3. if $j == 1$ then
      4. Create a new group with only user $j$ and add this group into $\hat{F}'_k$;
   5. else
      6. $flag1 = 0$;
      7. for $m = 1, 2, \ldots, |\hat{F}'_k|$ do // Decide if user $j$ can join one of existing groups in $\hat{F}'_k$
         8. $flag2 = 1$;
         9. for $i = 1, 2, \ldots, j - 1$ do // Decide if user $j$ can be added into group $m$
             10. if (User $i$ is in group $m$) $\& \&$ ($c_{i,j} == 1$) then
                 11. $flag2 = 0$; break;
         12. if $flag2 == 1$ then // User $j$ can join group $m$
             13. Add user $j$ into group $m$; $flag1 = 1$; break;
         14. if $flag1 == 0$ then // User $j$ cannot join existing groups
             15. Create a new group with only user $j$ and add this group into $\hat{F}'_k$;

A primal optimal solution $t^*_m$, $m = 1, 2, \ldots, |\hat{F}'_k|$, and a dual optimal solution $v^*_i$, $i = 1, 2, \ldots, |\hat{N}_k|$.

4.3.3 Pricing Problem (PP)

The pricing problem with respect to (P2) is formulated as

\[(PP-P2) : \min_{f_{i,m} \in \{0, 1\}} \Delta_m = 1 - \sum_{i=1}^{|\hat{N}_k|} v^*_i f_{i,m} \quad (4.9a)\]

s.t. $f_{a,m} + f_{b,m} \leq 1$, $\forall a, b \in \hat{N}_k$ with $c_{a,b} = 1$, $a \leq b$, \quad (4.9b)

where constraint (4.9b) means that any two users interfering with each other cannot transmit simultaneously. The objective function of (PP-P2), $\Delta_m$, represents the reduced cost caused by column $f_m$, i.e., the amount that the objective function of
(RMP-P2) increases if $f_m$ is added to (RMP-P2) and the corresponding variable $t_m$ increases by one unit. Note that $\Delta_m < 0$ implies a negative increase. The column with the most negatively reduced cost $\Delta^* < 0$ ($\Delta^*$ is the optimal objective function of (PP-P2)) can decrease the objective function of (RMP-P2) most. Therefore, this column should be passed to (RMP-P2) (i.e., the associated FCG should be added to $\hat{F}_k^i$) for the next round of iteration $n+1$. If $\Delta^* \geq 0$, the optimal solution to (RMP-P2) at the current iteration $n$ is already the optimal one to (P2) and the iteration stops.

However, it has to be mentioned that (PP-P2) is an NP-hard problem (i.e., 0-1 integer program) and there are no known polynomial-time algorithms to find an optimal solution. Although existing integer linear programming algorithms (e.g., branch and bound algorithm (BBA)) can solve it optimally because of the relatively small number of variables, it is still necessary to reduce the dependence on its optimality so as to decrease the computational cost. It can be observed that (PP-P2) is equivalent to a maximum weighted independent set problem (WISP) in the graph theory. Thus, we define a graph $G_k$, where each user is treated as a vertex with weight $v_i^*$ and there is an edge between any two interfered users. With $G_k$, our objective is translated to find a set of non-adjacent vertexes with the maximum weight sum (i.e., maximum weighted independent set). The newly formulated optimization problem is as follows

$$\text{(PP-P2 Equivalence)} : \max_{f_{i,m} \in \{0,1\}} \sum_{i=1}^{\hat{N}_k} v_i^*f_{i,m} \text{ s.t. (4.9b).}$$

As shown in [113], (PP-P2 Equivalence) can be solved by a weighted greedy algorithm based on linear programming relaxation (WGL), which has an approximation ratio of $(\bar{d}_w(G_k) + 1)/2$, where $\bar{d}_w(G_k)$ indicates the average weighted degree of graph $G$. 

Let $\alpha(G_k)$ denote the weight of a maximum weighted independent set on $G_k$ and $A(G_k)$ represent the weight of the independent set obtained by WGL on $G_k$. From the approximation ratio, we have

$$\frac{\alpha(G_k)}{A(G_k)} \leq \frac{\bar{d}_w(G_k) + 1}{2}. \quad (4.11)$$

Since $\Delta^* = 1 - \alpha(G_k) \geq 1 - A(G_k) \cdot (\bar{d}_w(G_k) + 1)/2$, a lower bound of $\Delta^*$ can be represented as $\Delta^l = 1 - A(G_k) \cdot (\bar{d}_w(G_k) + 1)/2$. Also, based on $\alpha(G_k) \geq A(G_k)$, we can easily derive an upper bound of $\Delta^*$ as $\Delta^u = 1 - A(G_k)$.

The column generation process is stopped whenever $\Delta^* \geq 0$. However, if we run the approximation algorithm WGL for (PP-P2), $\Delta^*$ is unknown. In this case, the termination rule of column generation is modified as

- **Scenario I**: $\Delta^l < \Delta^u < 0$. In this scenario, $\Delta^* < 0$ and the optimality of (P2) has not been reached. The obtained column should be passed to (RMP-P2).

- **Scenario II**: $0 \leq \Delta^l < \Delta^u$. In this scenario, we have $\Delta^* > 0$ and the optimal solution of (P2) is already reached. The column generation process stops.

- **Scenario III**: $\Delta^l < 0$ and $\Delta^u \geq 0$. In this scenario, we cannot determine the sign of $\Delta^*$, and the column obtained by WGL may become meaningless. If this scenario happens, we can either figure out the optimal solution to (PP-P2) by applying some optimal solvers or simply stop the column generation process and output an approximated solution.
4.3.4 Computational Cost Reduction

In this subsection, we further reduce the computational cost, by utilizing the sequential solution framework of Algorithm 4 and deriving bounds on the objective function of (P2). Recall that, in the sequential solution framework, we only need to decide if the objective function of (P2) satisfies condition \( z^*_{P2} \leq T \) or \( z^*_{P2} > T \), rather than computing its actual value. Thus, it is not necessary to solve (P2) optimally if the lower bound \( z^l_{P2} \) and/or the upper bound \( z^u_{P2} \) of \( z^*_{P2} \) can be calculated and they satisfy bound conditions \( z^l_{P2} > T \) and/or \( z^u_{P2} \leq T \). This also means pricing subproblem (PP-P2) is not necessarily solved optimally as long as the approximation solution can find some columns so that bound conditions are met. Following this way, the column generation process can be stopped in advance whenever bound conditions are met, regardless if it has reached optimality of (P2). Thus, the computational complexity can be reduced significantly.

**Theorem 4.1.** Let \( z^*_{RMP-P2} \) represent the optimal objective function of (RMP-P2) at any iteration \( n \). Then, the optimal objective function of (P2), \( z^*_{P2} \), has an upper bound \( z^*_{RMP-P2} \) and a lower bound \( \sum_{i=1}^{\tilde{N}_k} \tau_i \tilde{v}_i \) where \( \tilde{v}_i = \Delta^* + v_i^* \), i.e., \( \sum_{i=1}^{\tilde{N}_k} \tau_i \tilde{v}_i \leq z^*_{P2} \leq z^*_{RMP-P2} \).

**Proof.** Please see Appendix B.1.

**Corollary 4.1.** Under the approximated solution \( A(G_k) \) to (PP-P2 Equivalence) by WGL, \( z^*_{P2} \) has an upper bound \( z^*_{RMP-P2} \) and a lower bound \( \sum_{i=1}^{\tilde{N}_k} \tau_i (\Delta^l + v_i^*) \), where \( \Delta^l = 1 - A(G_k) \cdot (\bar{d}_w(G_k) + 1)/2 \) is a lower bound of \( \Delta^* \).

**Proof.** i) The proof of the upper bound is the same as Theorem 4.1 (refer to Ap-
ii) The proof of the lower bound: Based on Theorem 4.1 as well as $\Delta^* \geq \Delta^l$, we can easily derive $z^*_{P_2} \geq \sum_{i=1}^{\vert \hat{N}_k^* \vert} \tau_i (\Delta^* + v_i^*) \geq \sum_{i=1}^{\vert \hat{N}_k^* \vert} \tau_i (\Delta^l + v_i^*)$.

\section*{4.4 Column Generation Solution to (P3)}

In this section, the solution details of (P3) is presented. Similar to (P2), the RMP w.r.t. (P3) can be formulated as

\begin{equation}
(RMP-P3) : \max_{t_m \geq 0} \sum_{i=1}^{\vert \hat{N}_k^* \vert} \sum_{m=1}^{\vert \hat{F}_k^* \vert} \tau_i f_{i,m} t_m \tag{4.12a}
\end{equation}

\begin{equation}
s.t. \sum_{m=1}^{\vert \hat{F}_k^* \vert} t_m \leq T, \tag{4.12b}
\end{equation}

\begin{equation}
\sum_{m=1}^{\vert \hat{F}_k^* \vert} f_{i,m} t_m \geq \tau_i, \forall i \in \hat{N}_k^*, \tag{4.12c}
\end{equation}

where $\hat{F}_k^* \subset \hat{F}_k^*$. Since the optimal objective function of (P2) at $k = k^*$, $z^*_{P_2}$, is less than the frame length $T$, the associated set of FCGs can be used as an initial $\hat{F}_k^*$ for (RMP-P3). Since (RMP-P3) is a linear program, it can be solved by the simplex method. Let $(t_m^*, m = 1, \cdots, \vert \hat{F}_k^* \vert)$ and $(\varphi^*, w_i^*: i = 1, \cdots, \vert \hat{N}_k^* \vert)$ denote the primal and the dual optimal solutions to (RMP-P3), respectively, where $\varphi^*$ corresponds to the first constraint and $w_i^*$ the $(i+1)$-th constraint.

The pricing problem w.r.t. (P3) is

\begin{equation}
(PP-P3) : \max_{f_{i,m} \in \{0,1\}} \delta_m = \sum_{i=1}^{\vert \hat{N}_k^* \vert} (r_i + w_i^*) f_{i,m} - \varphi^* \tag{4.13a}
\end{equation}

\begin{equation}
s.t. f_{a,m} + f_{b,m} \leq 1, \forall a, b \in \hat{N}_k^*, a \leq b, c_{a,b} = 1. \tag{4.13b}
\end{equation}

Note that different from (P2) which is a minimization problem, (P3) is a maximization problem. Thus, if the optimal objective function of (PP-P3) $\delta^*$ is larger than zero,
the derived FCG should be included in the initial $\hat{F}_k^*$ for the next round of iteration. Otherwise, the iteration process has already converged to the optimal solution to (P3) and the iteration terminates. Similar to (PP-P2), (PP-P3) can also be solved by WGL on a new graph $G_{k^*}$ with the weight $r_i + w_i^*$ of vertex/user $i$. Accordingly, the lower and upper bounds of $\delta^*$ can be derived as $\delta^l = A(G_{k^*}) - \varphi^*$ and $\delta^u = A(G_{k^*})(\bar{d}_w(G_{k^*}) + 1)/2 - \varphi^*$, respectively, where $A(G_{k^*})$ denotes the weight of the independent set obtained by WGL on $G_{k^*}$ and $\bar{d}_w(G_{k^*})$ is the average weighted degree on $G_{k^*}$.

At any iteration $n$ of column generation, let $z^*_RMP-P3$ and $z^*_P3$ represent the optimal objective functions of (RMP-P3) and (P3), respectively. Obviously, $z^*_RMP-P3$ is a lower bound of $z^*_P3$, i.e., $z^*_RMP-P3 \leq z^*_P3$, and the gap $z^*_P3 - z^*_RMP-P3$ represents how far the current solution $z^*_RMP-P3$ is away from the optimal one. Thus, the iteration process can be stopped if $z^*_P3 - z^*_RMP-P3 \leq \epsilon$ where $\epsilon$ is an error tolerance. Unfortunately, $z^*_P3$ is not known a priori. To address this issue, we replace $z^*_P3$ by its upper bound, denoted as $z^u_P3$. Obviously, if $z^u_P3 - z^*_RMP-P3 < \epsilon$, then $z^*_P3 - z^*_RMP-P3 \leq \epsilon$. A possible upper bound can be derived based on the following theorem.

**Theorem 4.2.** At any iteration $n$ of the column generation method, an upper bound of the optimal objective function of (P3) is $z^u_P3 = T \tilde{\varphi} - \sum_{i=1}^{\hat{N}_k^*} \tau_i w_i^*$ where $\tilde{\varphi} = \delta^* + \varphi^*$.

**Proof.** Please see Appendix B.2.

**Corollary 4.2.** With the approximated solution to (PP-P3) by WGL, an upper bound of $z^*_P3$ can be represented as $z^u_P3 = T(\delta^u + \varphi^*) - \sum_{i=1}^{\hat{N}_k^*} \tau_i w_i^*$ where $\delta^u = A(G_{k^*})(\bar{d}_w(G_{k^*}) + 1)/2 - \varphi^*$. 
Proof. Based on Theorem 4.2 and \( \delta^* \leq \delta^u \), it is easy to derive
\[
\left( z_{p3}^* \right) \leq T(\delta^* + \varphi^*) - \sum_{i=1}^{\left| \hat{N}_k \right|} \tau_i w_i^*.
\]

4.5 Discussions

In this section, we will summarize the proposed algorithm, discuss its computational complexity, and extend the binary protocol model to the signal-to-interference-plus-noise ratio model.

4.5.1 Algorithm Summary and Computational Complexity

Till now, we have presented the solution framework for admission control and throughput maximization in Section 4.2 and discussed the column generation based solution details to (P2) and (P3) in Sections 4.3 and 4.4. Also, we have derived both upper and lower bounds to accelerate the solution procedure. In this subsection, we summarize the proposed algorithm as shown in Algorithm 6 and discuss its computational complexity.

Note that pricing problem (PP-P2) can be solved by either the optimal BBA or the approximated WGL. In fact, we can combine both of them for solving (PP-P2). Specifically, we first adopt WGL with low complexity to generate a new column and if this new column can provide an improved solution to (RMP-P2), then we pass it to (RMP-P2) and continues the next iteration. Otherwise, if this new column cannot provide an improved solution, then we use the optimal BBA to find another new column. We call this algorithm as the hybrid WGL-BBA, which is used for the solution procedure of (P2) in Algorithm 6 for the explanation purpose.
Algorithm 6: Accelerated Algorithm

1. Step i): Find the critical priority level $k^*$
2. Initialize $k^* = K$;
3. for $k = 1, 2, \cdots, K$ do
   4. Initialize (RMP-P2) by Algorithm 5
   5. while true do
      6. Solve (RMP-P2) by the simplex method and update $z_{P2}^u = z_{RMP-P2}^*$;
      7. if $z_{P2}^u \leq T$ then continue;
      8. Solve (PP-P2) by WGL and update $z_{P2}^l$ (see Corollary 4.1), $\Delta^u$ and $\Delta^l$ (see Section 4.3.3);
      9. if $z_{P2}^l > T$ then break;
     10. if $\Delta^l < \Delta^u < 0$ then
         11. Add the new column generated by WGL to (RMP-P2);
     12. else if $0 \leq \Delta^l < \Delta^u$ then
         13. Reach optimality of (P2) and let $z_{P2}^* = z_{RMP-P2}^*$; break;
     14. else if $\Delta^l < 0 \text{ and } \Delta^u \geq 0$ then
         15. Solve (PP-P2) by any existing optimal solver and update $z_{P2}^l$ (see Theorem 4.1) and $\Delta^*$;
         16. if $z_{P2}^l > T$ then break;
         17. if $\Delta^* < 0$ then
             18. Add the newly generated column to (RMP-P2);
         19. else
             20. Reach optimality of (P2) and let $z_{P2}^* = z_{RMP-P2}^*$; break;
     21. if $z_{P2}^u > T$ or $z_{P2}^* > T$ then
     22. $k^* = k - 1$; break;

In Algorithm 6, the large-scale problems (P2) and (P3) with exponentially increased numbers of variables are solved by iteratively working on the decomposed subproblems with much smaller sizes so that the computational complexities mainly rely on the number of iterations in the course of column generation. As shown in [112], the column generation method inherits finiteness and correctness from the simplex-
type method in the number of column generations. Thus, for explanations, we borrow the theoretical results of the simplex method on computational complexity. It can be shown [114] that the average number of iterations (column generations in solving either (P2) or (P3)) is bounded by $O([\min(n_c, n_v)]^2)$ where $n_c$ and $n_v$ denote the numbers of constraints and unknown variables, respectively. For Algorithm 6 one can see that in the worst case, the average number of column generations is bounded by $O(KN^2 + (N + 1)^2) = O(KN^2)$ in the whole solution process since (P2) needs to be solved at most $K$ times and there are total of $|\hat{N}_k| \leq N$ and $|\hat{N}_k^*| + 1 \leq N + 1$ constraints in (P2) and (P3), respectively. As mentioned earlier, it is not necessary to solve (P2) optimally in many cases by applying corresponding bounds, and thus the actual number of column generations can be largely reduced.

At each column generation for solving (P2), problems (RMP-P2) and (PP-P2) are required to be solved. (RMP-P2) is a linear program with at most $|\hat{N}_k| \leq N$ constraints and the associated computational complexity is $O(N^2)$ in the worst case. Applying the WGL to (PP-P2) requires solving its relaxed linear program and thus it has a computational complexity of $O(N^2)$. Hence, the computational complexity of each column generation for solving (P2) is $O(N^2 + N^2) = O(N^2)$. Similarly, we can obtain that the computational complexity of each column generation for solving (P3) is also $O(N^2)$. In summary, the overall computational complexity of the accelerated algorithm for admission control and throughput maximization is $O(KN^2 \cdot N^2) = O(KN^4)$ in the worst case, which is polynomial with respect to the numbers of priority levels and users.

Note that we may also use the binary search algorithm for admission control.
With the binary search, the set of priority levels is divided by 2 and the medium priority level is checked at each time. If the check succeeds, i.e., the system can accommodate users in the first half priorities, then only the last half priorities need to be further checked. Otherwise, only the first half priorities need to be checked. It means the searching space is reduced by half at each time. This process is repeated until the searching space becomes empty. In this way, the computational complexity of searching the critical priority level can be reduced to $O(\log_2(K)N^4)$. However, in our case, the searching process is actually closely related to the follow-up implementation of column generation, and the overall computational complexity is dominated by the column generation procedure. With the sequential search framework, we can achieve a warm-start of the column generation method via the proposed greedy initialization algorithm. Specifically, the solution at the priority level $k$ can be used to efficiently initialize the solution process of the next priority level $k + 1$, i.e., the solution at level $k$ provides an effective initial subset of columns for level $k + 1$. By doing this, the number of column generations can be greatly reduced, so is the overall computational overhead. However, such benefit cannot be available for the binary search framework because priority levels are explored in a non-deterministic and non-sequential order. In the next section, we will compare these two algorithms through simulations.

4.5.2 Extension to the SINR Model

Under the signal-to-interference-plus-noise ratio (SINR) interference model \[66\] \[67\], a feasible candidate group (FCG) $f_m$ in $\mathcal{N}$ requires to satisfy the following
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conditions

\[
\gamma_i = \frac{f_{i,m} P_i G_{i,i}}{\sigma^2 + \sum_{i' \in \mathcal{N} \setminus \{i\}} f_{i',m} P_{i'} G_{i',i}} \geq f_{i,m} \gamma_{i}^{th}, \forall i \in \mathcal{N}, \quad (4.14a)
\]

\[
0 \leq P_i \leq P_i^{max}, \forall i \in \mathcal{N}, \quad (4.14b)
\]

where (4.14a) and (4.14b) are the SINR and power constraints, respectively. The SINR constraint means that if user \(i\) is active in the \(m\)-th FCG (i.e., \(f_{i,m} = 1\)), its received SINR \(\gamma_i\) should be no less than the associated SINR threshold \(\gamma_{i}^{th}\). \(P_i\) represents the transmit power of user \(i\), which should be non-negative and no greater than its power budget \(P_i^{max}\) as shown in (4.14b). \(G_{i',i}\) denotes the inter-WBAN channel gain from user \(i'\) to user \(i\), and \(G_{i,i}\) represents the intra-WBAN channel gain from the sensor to the gateway of user \(i\).

To integrate the SINR interference model into the column generation solution framework, only the pricing problems for generating new feasible candidate groups (FCGs) need to be modified accordingly. The new pricing problem with respect to \((P2)\) can be formulated as

\[
(\text{New PP-P2}) : \min_{f_{i,m}, P_i} \Delta_m = 1 - \sum_{i=1}^{\left|\hat{\mathcal{N}}_k\right|} v^*_{i} f_{i,m}
\]

s.t. \[
\frac{f_{i,m} P_i G_{i,i}}{\sigma^2 + \sum_{i' \in \mathcal{N} \setminus \{i\}} f_{i',m} P_{i'} G_{i',i}} \geq f_{i,m} \gamma_{i}^{th}, \forall i \in \hat{\mathcal{N}}_k, \quad (4.15a)
\]

\[
0 \leq P_i \leq P_i^{max}, \forall i \in \hat{\mathcal{N}}_k, \quad (4.15b)
\]

\[
f_{i,m} \in \{0, 1\}, \quad (4.15c)
\]

where (4.15a) and (4.15b) are the SINR and power constraints with respect to user \(i\) in \(\hat{\mathcal{N}}_k\). In order to solve (New PP-P2), we first transform the SINR and power
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Constraints (4.15a) (4.15b) as

\[
\frac{P_i G_{i,i}}{\sigma^2 + \sum_{i' \in N \setminus \{i\}} P_{i'} G_{i',i}} \geq f_{i,m} \gamma_{i}^{th}, \quad \forall i \in \hat{N}_k, \tag{4.16a}
\]

\[0 \leq P_i \leq f_{i,m} P_{i}^{\text{max}}, \quad \forall i \in \hat{N}_k. \tag{4.16b}\]

Then, we can introduce an auxiliary variable \( Y_{i,i'} = f_{i,m} P_{i'} \) so that (4.16a) can be linearized as

\[
P_i G_{i,i} - f_{i,m} \gamma_{i}^{th} \sigma^2 - \sum_{i' \in N \setminus \{i\}} Y_{i,i'} G_{i',i} \geq 0, \quad \forall i \in \hat{N}_k; \tag{4.17a}
\]

\[0 \leq Y_{i,i'} \leq f_{i,m} V, \quad \forall i \in \hat{N}_k, i' \in N \setminus \{i\}; \tag{4.17b}\]

\[P_{i'}^{+} (f_{i,m} - 1) V \leq Y_{i,i'} \leq P_{i'}^{+}, \quad \forall i \in \hat{N}_k, i' \in N \setminus \{i\}; \tag{4.17c}\]

where \( V \) is a sufficiently large number satisfying \( V \geq \max\{P_{i}^{\text{max}}, \forall i \in \hat{N}_k\} \). Hence, after transformation, (PP-P2) becomes a mixed integer linear program with \( 2|\hat{N}_k| + |\hat{N}_k|(|\hat{N}_k| - 1) \) variables and \( 2|\hat{N}_k| + 2|\hat{N}_k|(|\hat{N}_k| - 1) \) constraints, which can be solved by any existing linear programming solver. Following the similar way, the pricing problem with respect to (P3) can also be modified and solved, which is omitted here for brevity.

4.6 Numerical Results

In this section, we will evaluate the performance of the proposed algorithm via simulations. The following simulation settings are used if not particularly specified. We consider a network where users are uniformly distributed in a \( 10 \text{ m} \times 10 \text{ m} \) area [50]. The number of priorities is set as \( K = 5 \) and each user randomly chooses a priority from \( \mathcal{K} \) with equal probabilities. The interference range between users is set
to $d^h = 3 \text{ m}$ and the frame length is set to $T = 1 \text{ s}$. The minimum traffic demand of each user is randomly selected in $0 \sim 50,000 \text{ bits}$ and the transmission rate is set to $r = 250 \text{ kbps}$. Note that parameter selection in our simulations is used for the purpose of explanations only. Similar observations can be obtained if other parameter values are chosen.

The convergence of the column generation method in solving (P2) is shown in Fig. 4.3, where the optimal branch and bound (BBA) is used for pricing problems. In two sub-figures, we plot the upper and lower bounds of the optimal objective function of (P2), $z^*_p$, and the most negatively reduced cost $\Delta^*$. From the figure, we can observe that the upper and lower bounds are merged to each other over iterations, i.e., both of them converge to the optimal value. The upper bound $z^*_{RMP-P2}$ is decreasing (i.e., improving) with iterations because the column generation method adds a new column into (RMP-P2) at each iteration so that the optimization space of (RMP-P2) is expanded with iterations. Although the lower bound may not be necessarily increasing with iterations, its trend does. This is because the lower bound $\sum_{i=1}^{|\mathcal{N}_k|} \tau_i (\Delta^* + v_i^*)$ is proportional to the most negatively reduced cost $\Delta^*$ which does not necessarily increase with iterations. As the iteration goes, the most negatively reduced cost $\Delta^*$ approaches to zero and the lower bound converges to the optimal objective function of the dual problem of (P2), $\sum_{i=1}^{|\mathcal{N}_k|} \tau_i v_i^*$, which equals the optimal objective function of (P2), $z^*_p$, based on the *Strong Duality Theorem*. We repeat simulations for (P3), as shown in Fig. 4.4, and similar observations can be obtained.

As mentioned earlier, pricing problems (PP-P2) and (PP-P3) are NP-hard and
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Figure 4.3: Convergence performance of the column generation method in solving (P2) when $N = 100$ and $k = k^*$. 

Figure 4.4: Convergence performance of the column generation method in solving (P3) when $N = 100$. 
they may have a great impact on the computational complexity of the proposed algorithm. Thus, for comparisons, we consider three algorithms separately for pricing problems: i) optimal branch and bound algorithm (BBA); ii) approximated weighted greedy algorithm based on linear programming relaxation (WGL); and iii) hybrid WGL-BBA algorithm, i.e., first apply WGL and then use BBA only if necessary (as shown in Section 4.5). Note that when applying these algorithms, different bounds are required accordingly, e.g. bounds of $z_{P_2}^*$ are given by Theorem 4.1 for BBA and they are provided by Corollary 4.1 for WGL.

Fig. 4.5 plots the total average throughput of admitted users under the proposed accelerated algorithm, where we only admit users in the first $k^*$ high priorities. The results are averaged over 100 Monte Carlo simulations. From this figure, we can see that under the hybrid WGL-BBA algorithm and the pure WGL for pricing subproblems, the overall accelerated algorithm can still obtain optimal and near-optimal throughput performance, respectively. In particular, the average throughput obtained by the hybrid WGL-BBA matches very well with that of the optimal BBA, while the average throughput obtained by the WGL is very close to the optimum in the low
user density region ($N \leq 20$). Even at the extremely high density $N = 100$, the WGL can still result in 94% optimality. In addition, we can observe that in the low user density region ($N \leq 40$), the total system throughput improves with the number of users. It is because the spatial-reuse utilization increases with the user density. When the system becomes crowded ($N > 40$), however, the total system throughput fluctuates slightly as the number of users keeps increasing. This results from the priority constraint since only users in first $k^*$ high priorities are admitted. Specifically, the number of priority levels that the system can support $k^*$ may decrease when the total number of users increases and the system gets saturated, and the associated number of users that can be accommodated in a frame may decrease slightly as well, giving rise to a small reduction in throughput. Table 4.2 shows the probabilities of correctly searching the critical priority level $k^*$ by the hybrid WGL-BBA and the pure WGL individually. These results are obtained via comparing with the optimal BBA. As we expected, the hybrid WGL-BBA can obtain the same critical priority $k^*$ as the optimal BBA while WGL finds $k^*$ with probabilities very close to one. These results demonstrate the effectiveness of the accelerated algorithm combined with hybrid WGL-BBA or WGL, which can provide optimal and near-optimal performance, respectively.

Table 4.3 shows the average computation time of the sequential solution process.
under different scenarios. Three different algorithms (BBA, WGL, and hybrid WGL-BBA) are applied for pricing problems separately. In addition, to show the effects of the greedy initialization algorithm (GIA) and the derived bounds, we further compare two methods: i) One applies GIA and bounds to the sequential solution framework and ii) the other one does not. The computation time is obtained on a computer with a single-core central processing unit (CPU) of 3.6 GHz (Intel Core i5) and a random-access memory (RAM) of 4 GB. From the first three rows of the table, we can see that when the system has a small number of users ($N \leq 30$), the computation time is comparable, and the optimal BBA even outperforms other two algorithms. This is because the BBA can quickly find the optimal solutions to pricing problems when there are only a few users. However, when more users join the network, both the hybrid WGL-BBA and WGL show great advantages in computation time. The computation time using the optimal BBA increases substantially with the number of users, while the computation time using WGL increases only slightly. From the last two rows of the table, we can see that by applying the GIA and bounds, the average computation time is significantly reduced to about 25% of that based on the method without using GIA and bounds. Moreover, it is noted that applying the GIA and bounds to P2 does not affect the result of admission control, which means both

Table 4.3: Average computation time.

<table>
<thead>
<tr>
<th>$N$</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBA with GIA and bounds (s)</td>
<td>0.21</td>
<td>0.37</td>
<td>1.54</td>
<td>13.7</td>
<td>80.8</td>
<td>239</td>
<td>563</td>
</tr>
<tr>
<td>WGL-BBA with GIA and bounds (s)</td>
<td>0.24</td>
<td>0.59</td>
<td>1.94</td>
<td>10.5</td>
<td>54.2</td>
<td>141</td>
<td>211</td>
</tr>
<tr>
<td>WGL with GIA and bounds (s)</td>
<td>0.21</td>
<td>0.41</td>
<td>0.70</td>
<td>1.24</td>
<td>1.84</td>
<td>2.35</td>
<td>2.74</td>
</tr>
<tr>
<td>WGL without GIA and bounds (s)</td>
<td>0.67</td>
<td>1.89</td>
<td>3.19</td>
<td>5.65</td>
<td>7.21</td>
<td>9.73</td>
<td>13.34</td>
</tr>
</tbody>
</table>
methods achieve the same performance in terms of the number of admitted users. The impact of applying GIA and bounds on throughput can be controlled to be very small (the gap between lower and upper bounds in simulations is set as $\epsilon = 0.01$) and thus both methods have very close throughput performance. By considering the results in Fig. 4.5, we can conclude that the accelerated algorithm combined with WGL, GIA, and bounds can more effectively and efficiently solve the scheduling problem for multi-user coexistence.

Fig. 4.6 compares the sequential and the binary search algorithms for admission control when the number of priority levels are set as $K = 10$. Fig. 4.6(a) shows the average critical priority level $k^{*}$ versus the number of users, while Fig. 4.6(b) illustrates the average computation time versus the number of users. From Fig. 4.6:

<table>
<thead>
<tr>
<th>Number of users</th>
<th>Average critical priority $k^{*}$</th>
<th>Average computation time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>2.0</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>3.0</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>4.0</td>
</tr>
<tr>
<td>60</td>
<td></td>
<td>5.0</td>
</tr>
<tr>
<td>70</td>
<td></td>
<td>6.0</td>
</tr>
</tbody>
</table>

Figure 4.6: Comparisons of the proposed sequential search and the binary search when $K = 10$. 
Figure 4.7: Comparisons of the proposed sequential search and the binary search when $K = 5$.

From Fig. 4.6(a), we can see that both sequential and binary search algorithms obtain the same critical priority level $k^*$. From Fig. 4.6(b), we can observe that the computation times of both the sequential and binary search algorithms are comparable when there are only a few users. However, when the number of users becomes large, the proposed sequential search leads to less computation time compared to the binary search. This is because the potential interference among users increases with the number of users, and in order to reduce the computation time, the column generation method requires an effective initialization algorithm to construct the initial subset of columns. The proposed sequential search effectively takes advantage of the greedy initialization algorithm, where the users in the first $k$ priorities are effectively scheduled after checking priority $k$ and this scheduling is passed to initialize the checking process of
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Figure 4.8: Average number of admitted users versus total number of users.

the next priority $k + 1$. However, the binary search does not effectively capitalize on this point. Similar observations can be seen when there are 5 priority levels, i.e., $K = 5$, as shown in Fig. 4.7. Hence, we can conclude that the proposed sequential search combined with the developed greedy initialization algorithm is more efficient than the binary search when there are a large number of users.

In the following, the coloring algorithm [50] is introduced as a benchmark for comparisons, where a frame $T$ is divided into slots with equal lengths and each slot is represented by a color (the slot length $\tau$ is set as the maximum value of users’ minimum time demands, i.e., $\tau = \max\{\tau_i, i \in \mathcal{N}\}$). Users are colored one by one in the decreasing order of priorities. Note that, in the following simulations, the system is allowed to not only admit users in the first $k^*$ priorities but also include users in lower priorities $\{k^* + 1, \cdots, K\}$. 
Fig. 4.8 shows the effects of the total number of users in the network under both the proposed and the coloring algorithms. Fig. 4.8(a) and Fig. 4.8(b) illustrate the average number of admitted users in the first 3 high priorities and the total average number of admitted users, respectively. From this figure, we can see that when the total number of users is small, both the proposed algorithm and the coloring algorithm have the same number of admitted users. This is because all users’ demands can be easily satisfied in the low user density scenario. However, when the total number of users becomes large, the proposed algorithm not only admits much more high priority users but also includes much more users in total, compared to the coloring algorithm. In particular, when the number of users is 80, the performance gain of the proposed algorithm over the coloring algorithm is about 1.35, in terms of the total number of admitted users. That is, the proposed algorithm increases by about 35% the total number of admitted users. This implies that the proposed algorithm has great advantages for handling the priority-aware admission control.

Fig. 4.9 shows the effects of the coexisting area size when the number of users is fixed at $N = 50$. Fig. 4.9(a) and Fig. 4.9(b) illustrate the average number of admitted users in the first 3 high priorities and the total average number of admitted users, respectively. From this figure, we can see that the average number of admitted users increases with the coexisting area for both the proposed and coloring algorithms. This is because the interference among users decreases when the coexisting area becomes larger. When the coexisting area is large enough ($\geq 20 \times 20 \text{ m}^2$), both the proposed and coloring algorithms can admit all users. However, when the coexisting area is small, the proposed algorithm can admit much more users (either high priority users
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Figure 4.9: Average number of admitted users versus the coexisting area size.

or users in total) than the coloring algorithm. It means that the proposed algorithm is superior to the coloring algorithm in the high user density area, which is consistent with the observation results in Fig. 4.8.

Fig. 4.10 illustrates the effects of the traffic demand $D$ (the minimum traffic demand of each user is randomly chosen from $[0, D]$) when the number of users is fixed at $N = 50$ and the coexisting area is set as $10 \times 10 \text{ m}^2$. Similar to Figs. 4.8 and 4.9, Fig. 4.10(a) and Fig. 4.10(b) illustrate the average number of admitted users in the first 3 high priorities and the total average number of admitted users, respectively. From this figure, we can see that the number of admitted users decreases with the traffic demand for both the proposed and coloring algorithms. When the traffic demand is small ($D < 20 \text{ kbits}$), both the proposed and coloring algorithms can admit all users. However, when the traffic demand becomes large, the proposed
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Figure 4.10: Average number of admitted users versus the traffic demand.

The proposed algorithm can accommodate more users (either high priority users or total users) than the coloring algorithm. This exhibits the superiority of the proposed algorithm in high traffic demand scenarios. To sum up, we can conclude that the proposed algorithm outperforms the coloring algorithm especially under the high user density region and the high traffic demand scenario. Similar observation results can be seen in terms of throughput, which are omitted here for brevity.

Fig. 4.11 compares the proposed algorithm and the coloring algorithm \cite{50} in terms of the average received SINR. For fairness, the comparisons are done under the same admitted users and the same channel use time. To achieve this, the proposed algorithm is first applied to determine the set of admitted users $\mathcal{N}_a$ and the channel use time $t = \sum_{m \in \mathcal{M}} t_m$. Then, in order to fit the coloring algorithm, the total channel use time $t$ is divided into slots with equal lengths and each slot is represented by a color.
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We allocate users in $N_a$ slots by the coloring algorithm. If the coloring algorithm is not able to admit all users in $N_a$, then the rest of uncolored users are randomly allocated slots in order to maintain the same number of admitted users. To calculate the SINR, we follow the channel model recommended by the IEEE 802.15.6 standard for WBANs [115] and the transmit power is set as $-10$ dBm. From this figure, we can see that the proposed algorithm always outperforms the coloring algorithm in terms of the average received SINR. This is because the proposed algorithm effectively deals with heterogeneous traffic demands while the coloring algorithm does not. In particular, when the number of users is 10, the proposed algorithm achieves an SINR gain of about 6 dB compared to the coloring algorithm. It implies that the proposed algorithm can more effectively control the interference among coexisting users.
Chapter 5

Joint Admission Control and Resource Management for D2D-Assisted Mobile Edge Computing

In this chapter, we will investigate the issues of admission control and resource management for mobile edge computing (MEC) systems with the assistance of device-to-device communication. Specifically, we will discuss the following issues: i) which computation requesters should be admitted (i.e., admission control); ii) which vacant mobile device or the server itself should be selected to serve each admitted requester (i.e., link scheduling/user association); iii) which channel should be chosen for each scheduled link; and iv) how much transmit power should be used on each link for offloading computation input data. To answer these questions, we mathematically
formulate an optimization problem where the objective is to maximize the number of admitted requesters and the limited radio and computing resource constraints are considered.

5.1 Related Works

5.1.1 Mobile Cloud Computing

Mobile cloud computing has appeared for many years and the related works can be roughly categorized into two branches: i) computation partitioning and offloading at mobile terminals, and ii) resource management and admission control at cloud servers.

Some applications at mobile devices may involve a large number of computations which require being partitioned into multiple tasks/components. Each computation task can be either run on the mobile device itself or offloaded to a cloud server for executions. To make mobile users achieve the better quality of experience, it is necessary to carefully partition mobile applications and choose appropriate computation tasks for offloading. This needs to be done based on the characteristics of mobile applications, the computing capabilities of cloud servers, and the capacities and loads of radio access networks. Yang et al. in [116] investigated the partitioning of multi-user computations aiming to minimize the average completion time. Zhang et al. in [73] developed an optimal offloading algorithm via the Markov decision process (MDP) where the intermittent connectivity between mobile users and cloudlets was considered. Chen et al. in [69] designed a distributed multi-user computation offloading
scheme based on the game theory for mobile edge cloud computing.

Resource management plays an important role in improving the performance of mobile cloud computing systems, which has been attracting a lot of attention from researchers. For example, in [117], Kosta et al. designed a few types of virtual machines to provide on-demand resource allocations based on the mobile application requirements and the cloud’s computing capacity. In [118], Liang et al. considered a geographically distributed mobile cloud system and investigated cloud resource management among multiple cloud domains. However, these works studied only the computing resource without taking the radio resource into consideration.

To further enhance the quality of service of mobile cloud computing systems, joint computing and radio resource allocations were studied from different application settings. Sardellitti et al. in [119] jointly optimized the transmit precoding matrices of mobile users and the computing capacity assignment, so as to minimize the total energy consumption of users while guaranteeing their latency constraints. Munoz et al. in [120] studied both the transmit precoder of a mobile user and the computation load distribution between the mobile user and the cloud provider in a femtocell cloud computing system. Zhang et al. in [74] considered joint computation offloading and channel assignment for the mobile edge computing system consisting of heterogeneous cells, with the objective to minimize the total energy consumption. Kaewpuang et al. in [121] investigated the sharing of both wireless bandwidth and cloud computing resources among multiple mobile service providers and their goal was to find the optimal number of applications supported to allow service providers achieve their maximum revenues. Liu et al. in [122] studied the joint allocations of wireless bandwidths and
virtual machines in a mobile cloudlet system, so as to improve the system QoS in terms of the number of admitted applications and the service latency.

Under limited computing and transmission capacities, admission control is also the key for performance enhancement, especially when enormous mobile users request cloud resources at the same time. The cloud server needs to decide which users can access the system and which users should be rejected, after receiving the computation offloading requests from mobile users. Normally, admission control is closely tied to the resource management of cloud servers. In [122], Liu et al. studied both the admission control of computation requests and the resource allocation for a cloudlet system, where a semi-Markov decision process was applied to solve the considered problem. In [123], Almeida et al. investigated a joint issue of admission control and computing capacity allocation on virtual machines, aiming to improve the system quality of service (QoS).

However, these works did not address user association in mobile cloud computing systems, i.e., how to pair computation requesters to computing service nodes. With the assistance of D2D communication, each computation requester may have multiple potential service nodes (the cloud server or vacant mobile devices). Therefore, it is necessary to take user association into consideration, and a joint resource management and admission control scheme is required for achieving effective and efficient mobile cloud computing.
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5.1.2 D2D Communication

With the rapid growth of mobile traffic, D2D communication has appeared as a promising technique to expand the capacities of cellular networks. In [124], Xu et al. discussed the assignment of channels to multiple D2D communication pairs where a reverse iterative combinatorial spectrum auction was proposed to improve the system sum rate. In [125], Gu et al. presented both optimal and heuristic algorithms for carrier assignment with proportional fairness in D2D-based cellular networks. However, these works considered only wireless bandwidth allocation with fixed transmit power. In [126], Wang et al. studied the allocation of both radio and power resources to D2D communication pairs by applying an iterative combinatorial auction, with the objective to extend the battery lives of users. In [127], Zhang et al. jointly optimized link scheduling and power allocation for the system throughput maximization of D2D-assisted wireless caching networks. In [128], Cheng et al. introduced an optimal power control algorithm for D2D underlaying cellular networks, where their objective was to maximize the system throughput while making provision for statistical delay constraints. Besides, the interference coordination among D2D and cellular users was investigated in [129] by the joint spectrum and power allocation as well as the price control. The joint issue of mode selection, channel allocation and power control for D2D underlaying OFDMA-based wireless networks was analyzed in [130], where the goal was to minimize the total power consumption while guaranteeing individual user rates.

In summary, mobile cloud computing with the assistance of D2D communication was seldom investigated. In [131], Vallati et al. presented a mobile edge computing
(MEC) enabled smart home system architecture, where D2D communication was leveraged to enhance system performance. In [132], Jo et al. introduced a hierarchical cloud computing architecture where a dynamic cloud formed by mobile devices was added to a traditional static cloud by using D2D communication. In [133], Li et al. analyzed two schemes of access to the mobile cloud resource: optimal and periodic access schemes, where the intermittent connectivity of D2D links was taken into account. However, these works have not addressed the resource management for D2D-assisted mobile cloud computing systems. Different from existing works, this chapter focuses on MEC in D2D underlaying cellular networks and addresses the following issues:

- The management of multi-dimensional resources (power, spectrum and cloud computing resources) and the admission control of computation requests in D2D-assisted MEC systems are investigated.

- The offloading of cellular data traffic (cloud computing tasks) to D2D communication links (vacant mobile devices) is studied.

- The joint optimization problem of power allocation, channel assignment, and link scheduling is formulated and solved, where the objective is to maximize the cloud server’s utility under limited resources.

### 5.2 System Model and Problem Formulation

In this section, we describe the system model of mobile edge computing with device-to-device (D2D) communication underlaying cellular networks. Consider a
system which consists of a mobile edge computing server (simply called edge server (ES)) installed in a base station (BS), and a set of mobile users (MUs) \( \mathcal{N} \), as shown in Fig. 5.1. The edge server is deployed to provide cloud computing services. The mobile users are divided into two groups: the users with computation requests, \( \mathcal{N}_r \) with cardinality of \( |\mathcal{N}_r| = N_r \), and the rest of users, \( \mathcal{N}_v \) with cardinality of \( |\mathcal{N}_v| = N_v \). Obviously, \( \mathcal{N} = \mathcal{N}_r \cup \mathcal{N}_v \) with cardinality of \( |\mathcal{N}| = N_r + N_v = N \). Each user in \( \mathcal{N}_r \) can obtain the computing service by offloading its computation task either to the ES via the cellular link or to one of nearby vacant users via the D2D link.

Following many previous works on mobile edge computing \[69\] \[74\] and D2D communication \[126\] \[127\], we consider a quasi-static scenario where the set of mobile users \( \mathcal{N} \) remains invariant during a computation offloading period but may change from one period to another. Each user in \( \mathcal{N}_r \) has a computation task requiring a computing service from the ES or one nearby vacant user. The admission control of computation requests and the scheduling of computing resources are managed by the ES as a central entity, i.e., the ES is responsible for deciding which computation requests should be admitted into the system and determining where each admitted
request should be sent to (the ES or one nearby vacant user). Next, we will discuss the computation and communication models separately.

### 5.2.1 Computation Model

We characterize the computation task of mobile user \( i \in \mathcal{N}_r \) by a tuple \( \mathcal{J}_i = \{ b_i, d_i, T_i \} \), where \( b_i \) denotes the size of computation input data bits (such as program codes, input files, input parameters, etc.), \( d_i \) is the total amount of CPU cycles that the computation task \( \mathcal{J}_i \) requires, and \( T_i \) is the deadline requirement of task \( \mathcal{J}_i \). Each user \( i \in \mathcal{N}_r \) reports its computation task information \( \mathcal{J}_i \) to the ES at the beginning of each computation offloading period.

The computing speed (i.e., CPU cycles per second) for task \( \mathcal{J}_i \) of user \( i \) is ordinarily pre-determined based on the contract signed by user \( i \) with the cloud service provider \[69\] \[74\], which is denoted by \( f_i \). The computation capacities (i.e., maximum CPU cycles per second) of the ES and the vacant user \( j \in \mathcal{N}_v \) are denoted by \( F_{ES} \) and \( F_j \), respectively. Then the computation execution time of task \( \mathcal{J}_i \) is

\[
t_{i}^{exe} = \frac{d_i}{f_i}, \quad \forall i \in \mathcal{N}_r.
\] (5.1)

The energy consumption of serving node \( j \) for accomplishing task \( \mathcal{J}_i \) is

\[
e_{j}^{\mathcal{J}_i} = \theta_j d_i, \quad \forall j \in \mathcal{N}_v \cup \{ ES \}, i \in \mathcal{N}_r,
\] (5.2)

where \( \theta_j \) is the energy consumption per CPU cycle consumed by serving node \( j \). Let \( e^c_j \) be the cost per unit energy of node \( j \). Then, the total energy cost of node \( j \) for computing task \( \mathcal{J}_i \) is

\[
C_{j}^{\mathcal{J}_i} = e^c_j e_{j}^{\mathcal{J}_i} = e^c_j \theta_j d_i, \quad \forall j \in \mathcal{N}_v \cup \{ ES \}, i \in \mathcal{N}_r.
\] (5.3)
If the ES delegates the computation task $J_i$ to one of the vacant users, it needs to pay the delegated user in order to encourage users’ participation. Denote by $p_{ES}^{f_i}$ the price per CPU cycle that the ES pays to the delegated user when the required service speed is $f_i$. Such payment can be determined based on service contracts and can be in form of monetary remuneration or free data access. Then, the total price paid by the ES for delegating computation task $J_i$ is

$$\zeta_{ES}^{J_i} = p_{ES}^{f_i} \cdot d_i. \quad (5.4)$$

Thus, we can represent the set of vacant candidate users that i) can satisfy the computing speed requirement of task $J_i$ (i.e., $F_j \geq f_i$) and ii) are ensured to benefit from executing task $J_i$ (i.e., $\zeta_{ES}^{J_i} > C_j^{J_i}$) as

$$\mathcal{N}_i = \{j : j \in \mathcal{N}_v, F_j \geq f_i, \zeta_{ES}^{J_i} > C_j^{J_i} \}. \quad (5.5)$$

### 5.2.2 Communication Model

We consider the case that D2D links reuse the uplink channels occupied by cellular links because D2D links won’t suffer serious interference from the high-power BS \[126\]. The set of $M$ orthogonal uplink cellular channels is denoted as $\mathcal{M} = \{1, 2, \cdots, M\}$. Without loss of generality, multiple D2D links are allowed to share the same channel with a cellular link. Considering the hardware limitation of mobile devices, we follow the convention in the literature \[126\] \[127\] that there is at most one outgoing link at each user in $\mathcal{N}_r$ and one incoming link at each user in $\mathcal{N}_v$, where each link operates on a single channel. Let $x_{ij}^m \in \{0, 1\}$ denote a binary indicator of joint requester-server paring and channel allocation: $x_{ij}^m = 1$ if the computation task of requester $i \in \mathcal{N}_r$ is
sent to the serving node $j \in \mathcal{N}_i \cup \{ES\}$ via the channel $m \in \mathcal{M}$; otherwise, $x^m_{i,j} = 0$. Then, we have

$$\sum_{j \in \mathcal{N}_i \cup \{ES\}} \sum_{m \in \mathcal{M}} x^m_{i,j} \leq 1, \ \forall i \in \mathcal{N}_r, \ (5.6)$$

$$\sum_{i \in \mathcal{N}_r} \sum_{m \in \mathcal{M}} x^m_{i,j} \leq 1, \ \forall j \in \mathcal{N}_v, \ (5.7)$$

where inequalities (5.6) and (5.7) impose the limitations of at most one outgoing link at each request user $i \in \mathcal{N}_r$ and at most one incoming link at each vacant user $j \in \mathcal{N}_v$, respectively.

Different from short-distance D2D transmissions between proximity users, cellular transmissions normally require high transmit power from the mobile users to the distant BS, which may cause large interference to D2D links sharing the same channel. Thus, to efficiently control the interference from cellular links, we restrict each channel to contain at most one cellular link [126] [124]. This constraint can be represented as

$$\sum_{i \in \mathcal{N}_r} x^m_{i,ES} \leq 1, \ \forall m \in \mathcal{M}. \quad (5.8)$$

Denote by $(i, j)$ the link from transmitter $i$ to receiver $j$, and the set of all links is represented as $\mathcal{L} = \{(i, j) : i \in \mathcal{N}_r, j \in \mathcal{N}_i \cup ES\}$ with cardinality of $|\mathcal{L}| = L$. Let $P^m_{i,j}$ be the transmit power of transmitter $i$ assigning to link $(i, j)$ over channel $m$. Then, the transmit energy of requester $i$ for offloading its computation input data to serving node $j$ over channel $m$ can be calculated by

$$e^{off,m}_{i,j} = P^m_{i,j} \cdot (T_i - t^{exe}_i), \ \forall i \in \mathcal{N}_r, j \in \mathcal{N}_i \cup \{ES\}, m \in \mathcal{M}, \ (5.9)$$

where $T_i - t^{exe}_i$ is the transmission time available for requester $i$ to offload its data.

Because of the limited battery capacities of mobile devices, the offloading energy
consumption of requester \(i\) requires to satisfy

\[
\sum_{m \in \mathcal{M}} \sum_{j \in \mathcal{N}_i \cup \{ES\}} x^m_{i,j} e^{off,m}_{i,j} \leq e^{th}_i, \quad \forall i \in \mathcal{N}_r,
\]  

(5.10)

where \(e^{th}_i\) denotes the maximum energy threshold that requester \(i\) allows. This constraint is equivalent to

\[
\sum_{m \in \mathcal{M}} \sum_{j \in \mathcal{N}_i \cup \{ES\}} x^m_{i,j} P^{m}_{i,j} \leq P^{th}_i, \quad \forall i \in \mathcal{N}_r,
\]  

(5.11)

where \(P^{th}_i = \frac{e^{th}_i}{(T_i-t_{exe}^i)}\) is the power threshold. Besides, since each transmitter \(i \in \mathcal{N}_r\) has a total transmit power budget \(P^{max}_i\), we must have

\[
\sum_{m \in \mathcal{M}} \sum_{j \in \mathcal{N}_i \cup \{ES\}} x^m_{i,j} P^{m}_{i,j} \leq P^{max}_i, \quad \forall i \in \mathcal{N}_r.
\]  

(5.12)

Then, power threshold constraint (5.11) and power budget constraint (5.12) can be combined into a single constraint as

\[
\sum_{m \in \mathcal{M}} \sum_{j \in \mathcal{N}_i \cup \{ES\}} x^m_{i,j} P^{m}_{i,j} \leq \min\{P^{th}_i, P^{max}_i\}, \quad \forall i \in \mathcal{N}_r.
\]  

(5.13)

Since each transmitter \(i\) is restricted on at most one channel (5.6), power constraint (5.13) can be rewritten as

\[
\sum_{j \in \mathcal{N}_i \cup \{ES\}} x^m_{i,j} P^{m}_{i,j} \leq \min\{P^{th}_i, P^{max}_i\}, \quad \forall i \in \mathcal{N}_r, m \in \mathcal{M}.
\]  

(5.14)

The received signal-to-interference-plus-noise ratio (SINR) of receiver \(j\) on link \((i,j)\) and channel \(m\) can be represented as

\[
\gamma^m_{i,j} = \frac{x^m_{i,j} P^{m}_{i,j} G^m_{i,j}}{\sigma^2 + \sum_{(i',j') \in \mathcal{L}\backslash(i,j)} x^{m'}_{i',j'} P^{m'}_{i',j'} G^{m'}_{i',j'}}, \quad \forall (i,j) \in \mathcal{L}, m \in \mathcal{M},
\]  

(5.15)

where \(G^m_{i,j}\) is the power gain of link \((i,j)\) on channel \(m\), and \(\sigma^2\) denotes the background noise power. Then, according to the Shannon capacity formula, the transmission rate
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of transmitter $i$ on link $(i, j)$ and over channel $m$ is

$$R_{i,j}^m = W_m \log_2(1 + \gamma_{i,j}^m), \forall (i, j) \in \mathcal{L},$$

(5.16)

where $W_m$ is the bandwidth of channel $m$. Recall that each requester $i \in \mathcal{N}_r$ is restricted to operate on at most one link and it uses at most one channel. Thus, the transmission rate of requester $i$ needs to satisfy the following condition in order to finish offloading input data $b_i$ before the available transmission time $T_i - t_{exe}^i$

$$R_{i,j}^m \geq \frac{b_i}{(T_i - t_{exe}^i)} \cdot x_{i,j}^m, \forall (i, j) \in \mathcal{L}, m \in \mathcal{M}.$$  

(5.17)

Note that the time overhead that the serving node requires to feed back the computation result to the requester is neglected. It is because the data size of computation result is normally much smaller than the input data size for many mobile applications (e.g., face recognition, virus scanning, etc.) [69] [74]. In fact, such small-size data of computation result can be sent back to the requester reliably via the control channel at a constant rate, so that the time needed can be regarded as a small constant [119], which does not affect our analyses. Equation (5.17) can be further represented as the SINR constraint

$$\gamma_{i,j}^m \geq \gamma_{th,m}^i \cdot x_{i,j}^m, \forall (i, j) \in \mathcal{L}, m \in \mathcal{M},$$

(5.18)

where $\gamma_{th,m}^i$ is the SINR threshold when link $(i, j)$ operates on channel $m$ and equals

$$\gamma_{th,m}^i = 2^{\frac{b_i}{W_m(T_i - t_{exe}^i)}} - 1, \forall (i, j) \in \mathcal{L}, m \in \mathcal{M}.$$  

(5.19)

In addition, the scheduling of computation resource has to satisfy the ES’s total computation capacity requirement

$$\sum_{i \in \mathcal{N}_r} \sum_{m \in \mathcal{M}} f_i \cdot x_{i,ES}^m \leq F_{ES}.$$  

(5.20)
5.2.3 Problem Formulation

We first define the utility function of the ES as

\[ U_{ES} = \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N}_i \cup \{ES\}} \sum_{m \in \mathcal{M}} a_{i,j} \cdot x_{i,j}^m, \]

(5.21)

where \( a_{i,j} \) denotes the benefit that the ES can obtain when it schedules a serving node \( j \in \mathcal{N}_i \cup \{ES\} \) to provide computing service for requester \( i \). For example, if we let \( a_{i,j} = 1 \), then the utility function \( U_{ES} \) represents the total number of requesters that the ES allows to access the system. Another example is to define \( a_{i,j} \) as

\[
\begin{align*}
a_{i,j} = \begin{cases} 
p_{MU}^f d_i - C_{ES}^J_i; & j = ES \\
p_{MU}^f d_i - \zeta_{ES}^J_i; & j \in \mathcal{N}_i
\end{cases}
\end{align*}
\]

(5.22)

where \( p_{MU}^f \) denotes the price per CPU cycle that the ES charges from requester \( i \) who requires a computing speed \( f_i \), \( C_{ES}^J_i \) is the energy cost of the ES for computation task \( J_i \) \((5.3)\), and \( \zeta_{ES}^J_i \) is the delegation cost of the ES \((5.4)\). Then, the utility function implies the total net revenue of the ES.

The objective is to maximize the utility function of the ES, by jointly optimizing the admission control of computation requests, the scheduling of computing resources, channel assignment and power control, under a series of computation and communication resource constraints. This problem can be mathematically formulated as

\[
\begin{align*}
\text{max} \quad & U_{ES} = \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N}_i \cup \{ES\}} \sum_{m \in \mathcal{M}} a_{i,j} x_{i,j}^m \\
\text{s.t.} \quad & \text{Constraints (5.6) - (5.8), (5.14) - (5.15), (5.18) - (5.20)} \\
& x_{i,j}^m \in \{0, 1\}, P_{i,j}^m \geq 0, \forall i \in \mathcal{N}_r, j \in \mathcal{N}_i, m \in \mathcal{M}.
\end{align*}
\]

Solving the problem \( P \) is extremely challenging due to the following reasons: i) there are abundant combinations resulting from the requester-server association and
channel assignment, which make the formulated problem fall in the area of combinatorial optimization \cite{126}; ii) the co-channel interference between cellular and D2D links is complicated to handle; and iii) even after removing those complicated constraints (5.14), (5.15), (5.18), (5.20), the relaxed problem turns out to be the maximum weighted independent set problem, which is well-known as NP-hardness \cite{134}.

In addition, although the assumption of homogenous channel conditions (i.e., \( W_m = W, G_{i,j}^m = G_{i,j}, \forall m \in \mathcal{M} \)) seems to be able to simplify the solution, it is unexpectedly not true when we apply the branch-and-bound method for integral optimal solutions. This is due to the inherent assignment symmetry in the homogeneous case, i.e., exchanging the link assignments on any two channels does not change the objective function value but only leads to different variable values. The symmetry implies that there are likely a large number of alternative optimal solutions scattering throughout the branch-and-bound tree, and these optimal solutions differ only by the indexes of channels. Thus, during exploring the branch-and-bound tree for determining optimal solutions, pruning branches by bounds becomes nearly useless and a mass of branches have to be explored before reaching optimality.

To address all these challenges, in the follows, we will propose a new solution framework for both homogeneous and heterogeneous channel conditions.
5.3 Extended Formulation and Solution Framework

In this section, we first reformulate the original problem P in an extended form, and then propose a new solution framework based on branch-and-price.

5.3.1 Extended Formulation

In this subsection, we will discuss the extended formulations of P under heterogeneous and homogenous channel conditions separately.

Heterogeneous Channel Conditions

It can be observed that problem P is a set partitioning problem where the task is to partition the set of links \( L \) into \( M \) feasible link subsets that will be assigned to \( M \) channels, and the objective is to find a maximum-utility partitioning. Define a feasible candidate link subset (FCLS) on any channel \( m \) as a group of links that can share channel \( m \) to accomplish their own tasks of data transmission. Then, problem P is equivalent to find an optimal FCLS for each channel from all potential FCLSs.

Any FCLS \( k \) on channel \( m \) can be characterized by a vector \( y^m_k = [y^m_{i,j,k} : \forall (i,j) \in \mathcal{L}] \), where \( y^m_{i,j,k} \) is a binary indicator: \( y^m_{i,j,k} = 1 \) means that link \( (i,j) \) belongs to this FCLS; \( y^m_{i,j,k} = 0 \), otherwise. Because of its feasibility, the vector \( y^m_k \) satisfies both the power limitation and the SINR constraint as

\[
\sum_{j \in \mathcal{N}_r \cup \{ES\}} y^m_{i,j,k} P^m_{i,j} \leq \min\{P^\text{th}_i, P^\text{max}_i\}, \quad \forall i \in \mathcal{N}, m \in \mathcal{M}, \quad (5.23)
\]

\[
\frac{y^m_{i,j,k} P^m_{i,j} G^m_{i,j}}{\sigma^2 + \sum_{(i',j') \in \mathcal{L} \setminus (i,j)} y^m_{i',j',k} P^m_{i',j'} G^m_{i',j'}} \geq y^m_{i,j,k} \gamma \text{th}_i^m, \quad \forall (i,j) \in \mathcal{L}, m \in \mathcal{M}, \quad (5.24)
\]
where (5.23) and (5.24) are based on (5.14) and (5.18), respectively, by replacing $x_{i,j}^m$ as $y_{i,j,k}^m$ to indicate that the $k$-th FCLS operates on channel $m$.

We represent the set of all FCLSs on channel $m$ as $Y_m = \{y_{m,1}, \ldots, y_{m,K_m}\}$ and denote the associated set of indexes as $K_m = \{1, 2, \ldots, K_m\}$, where $K_m$ is the number of FCLSs on channels $m$. Then, we have a relation equality

$$x_{i,j}^m = \sum_{k \in K_m} y_{i,j,k}^m \lambda_k^m, \quad \forall (i,j) \in L, m \in M,$$

(5.25)

where $\lambda_k^m$ is a binary variable: $\lambda_k^m = 1$ indicates channel $m$ chooses the $k$-th FCLS; otherwise, $\lambda_k^m = 0$. Applying the relation equality (5.25) to $P$ leads to the following extended formulation

$$\text{[EP1]} \quad \max_{\lambda_k^m} U_{ES} = \sum_{i \in N_r} \sum_{j \in N_i \cup \{ES\}} \sum_{m \in M} \sum_{k \in K_m} a_{i,j} y_{i,j,k}^m \lambda_k^m$$

subject to

$$\sum_{j \in N_i \cup \{ES\}} \sum_{m \in M} \sum_{k \in K_m} y_{i,j,k}^m \lambda_k^m \leq 1, \quad \forall i \in N_r, \quad (5.26a)$$

$$\sum_{i \in N_r} \sum_{m \in M} \sum_{k \in K_m} y_{i,j,k}^m \lambda_k^m \leq 1, \quad \forall j \in N_v, \quad (5.26b)$$

$$\sum_{i \in N_r} \sum_{k \in K_m} y_{i,ES,k}^m \lambda_k^m \leq 1, \quad \forall m \in M, \quad (5.26c)$$

$$\sum_{i \in N_r} \sum_{m \in M} \sum_{k \in K_m} f_i \cdot y_{i,ES,k}^m \lambda_k^m \leq F_{ES}, \quad (5.26d)$$

$$\sum_{k \in K_m} \lambda_k^m \leq 1, \quad \forall m \in M, \quad (5.26e)$$

$$\lambda_k^m \in \{0, 1\}, \quad \forall m \in M, k \in K_m. \quad (5.26f)$$

Note that we assume that all FCLSs $Y_m, \forall m \in M$, have already been enumerated in advance based on constraints (5.23) and (5.24). The detailed procedure of obtaining FCLSs will be discussed in the next section. Constraints (5.26a), (5.26b) and (5.26c) of EP1 are based on (5.6), (5.7) and (5.8) of $P$, respectively. Constraint (5.26d)
represents the computing capacity limitation which is based on (5.20). Constraint (5.26e) implies that each channel \( m \) serves at most one FCLS. Note that the power limitation (5.14) and the SINR constraint (5.18) of \( P \) have been transferred to the restrictions on FCLSs.

The extended formulation is beneficial because the integer programming relaxation of EP1 provides a tighter bound than directly relaxing \( P \). The explanation is as follows. Based on the relation equality (5.25), we can see that in the relaxation of EP1, any solution \( x_{m_{i,j}} \) is a convex combination of \( y_{m_{i,j,k}} \), \( \forall k \in K_{m} \), whereas all non-convex combination solutions are excluded. However, when relaxing \( P \), \( x_{m_{i,j}} \in [0, 1] \) includes both convex and non-convex combinations of \( y_{m_{i,j,k}} \), \( \forall k \in K_{m} \). This means the relaxation of EP1 narrows the solution space compared to the relaxation of \( P \), leading to an improved bound.

**Homogeneous Channel Conditions**

Under homogeneous channel conditions, a same set of FCLSs is expected on all channels (i.e., \( \mathcal{Y} = \mathcal{Y}_{m}, \forall m \in \mathcal{M} \)), and these FCLSs share a same index set (i.e., \( \mathcal{K} = \mathcal{K}_{m}, \forall m \in \mathcal{M} \)). Let \( y_{i,j,k} = y_{m_{i,j,k}}, \forall m \in \mathcal{M} \) and introduce an aggregated variable

\[
\lambda_k = \sum_{m \in \mathcal{M}} \lambda^m_k. \tag{5.27}
\]

Then under homogeneous channel conditions, EP1 can be rewritten as

\[
\text{[EP2]} \quad \max_{\lambda_k} U_{ES} = \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N}_i \cup \{ES\}} \sum_{k \in \mathcal{K}} a_{i,j} y_{i,j,k} \lambda_k \\
\text{s.t.} \quad \sum_{j \in \mathcal{N}_i \cup \{ES\}} \sum_{k \in \mathcal{K}} y_{i,j,k} \lambda_k \leq 1, \; \forall i \in \mathcal{N}_r, \tag{5.28a} \\
\sum_{i \in \mathcal{N}_r} \sum_{k \in \mathcal{K}} y_{i,j,k} \lambda_k \leq 1, \; \forall j \in \mathcal{N}_v. \tag{5.28b}
\]
where constraints (5.28a), (5.28b) and (5.28c) come from (5.26a), (5.26b) and (5.26d), respectively. Constraint (5.28d) results from (5.26e) where we have \( \sum_{m \in M} \sum_{k \in \mathcal{K}} \lambda_{m}^k \leq M \). By exchanging the summation order, we get \( \sum_{k \in \mathcal{K}} \sum_{m \in M} \lambda_{m}^k = \sum_{k \in \mathcal{K}} \lambda_k \leq M \). Note that constraint (5.26c) in EP1 can be transferred to a condition on any FCLS \( k \in \mathcal{K} \), i.e.,

(5.29)

The condition (5.29) implies the limitation of at most one cellular link on each channel.

Note that by the variable aggregation (5.27), the extended formulation EP2 eliminates the assignment symmetry of \( P \) under homogeneous channel conditions (i.e., the channel index \( m \) has been removed), so that the number of optimal candidate solutions can be significantly reduced. Thus, this reformulation is much more suitable for applying pruning rules on the branch-and-bound tree, so that the integral optimal solution can be found in a much faster way.

5.3.2 Solution Framework

In this subsection, we propose a solution framework for deriving the integral optimal solution to the extended formulation problems EP1/EP2, following the idea of branch-and-price [135]–[137]. The branch-and-price integrates the column generation method into the branch-and-bound framework, where the column generation
method is used to solve the relaxed integer programming (IP) at each node of the branch-and-bound tree. Like branch-and-bound, the set of candidate solutions forms a rooted tree where the root node has the full solution set whereas each child node includes only a subset of candidate solutions. Each node corresponds to a relaxed IP with the same objective function as EP1/EP2 but with a distinct set of constraints.

The flow chart of the solution framework is shown in Fig 5.2 which mainly consists of two components: branching and pruning rules. The branching rule determines how to form the branches of the tree, while the pruning rule aims to bypass the branches that cannot produce the optimal solutions. These two rules are discussed as follows in details.

Branching occurs when the relaxed IP at any node has a fractional solution. If this situation happens, this node, as a parent node, can be divided into two child nodes (sub-problems) by adding two extra constraints. By doing this, the solution space of the parent node is split into two subsets. The branching process starts with the relaxed EP1/EP2 as the root node of the whole tree and proceeds until the associated branch is pruned. Note that the added constraint at each child node is required to be compatible with the column generation method for solving the relaxed IP. In the following, we discuss branching constraints under heterogeneous and homogeneous channel conditions separately.

1) Heterogeneous Channel Conditions: In this case, we can choose to branch on the original variable $x_{i,j}$. Without loss of generality, assume that $x_{i,j} = \sum_{k \in K} y_{i,j,k}^{m} \lambda_{k}^{m}$ at a parent node with a fractional value of $\alpha$ ($0 < \alpha < 1$). Then this parent node is
Figure 5.2: Flow chart of the solution framework

branched into two child nodes by adding the following two constraints respectively

\[ x_{i,j}^m = \sum_{k \in K_m} y_{i,j,k}^m \lambda_k^m = 0, \]  
\[ (5.30a) \]

\[ x_{i,j}^m = \sum_{k \in K_m} y_{i,j,k}^m \lambda_k^m = 1. \]  
\[ (5.30b) \]

2) Homogeneous Channel Conditions: In this case, branching on the original variable \( x_{i,j}^m \) will reintroduce the channel assignment symmetry since the channel index \( m \) is re-added and the aggregated variable \( (5.27) \) is expanded. Observing that if a parent node has a fractional component in the solution vector \( \lambda = [\lambda_1, \ldots, \lambda_{|K|}] \), there must be a variable index subset \( \hat{K}_q \subseteq K \) such that \( \sum_{k \in \hat{K}_q} \lambda_k = \beta_q \) is fractional. Thus, the branching constraints at two child nodes can take the following forms respectively

\[ \sum_{k \in \hat{K}_q} \lambda_k \leq \lfloor \beta_q \rfloor, \]  
\[ (5.31a) \]

\[ \sum_{k \in \hat{K}_q} \lambda_k \geq \lceil \beta_q \rceil. \]  
\[ (5.31b) \]

The index subset \( \hat{K}_q \) can be defined by restricting part of links, i.e.,

\[ \hat{K}_q = \{ k : y_{i,j,k} = \rho_{i,j}^q, \ \forall (i,j) \in \hat{L}_q \}, \]  
\[ (5.32) \]
where $\rho_{i,j}^q \in \{0, 1\}$ denotes the state of link $(i, j)$ and $\hat{L}_q \subseteq \mathcal{L}$ is a link subset. The index subset $\hat{K}_q$ is determined exclusively by the link subset $\hat{L}_q$ and the associated state vector $\rho_{\hat{L}_q} = [\rho_{i,j}^q, (i, j) \in \hat{L}_q]$.

A branch can be pruned safely if we can determine that this branch does not contain the optimal solution to EP1/EP2. To this end, we can work on the parent node of this branch, which includes the candidate solution subset of the whole branch and the associated optimal solution is the best one on this branch. Specifically, a branch can be excluded safely if the parent node of this branch satisfies one of the following three conditions: i) the relaxed IP at the parent node is infeasible, which means that there is no feasible solution in the whole branch; ii) the optimal solution at the parent node is already integral, which implies that the integral optimal solution of this branch is already found; and iii) either the optimal objective function of the relaxed IP at the parent node or its any upper bound is less than the objective function of EP1/EP2 under the best integer solution found so far, i.e., this branch is impossible to contain the integral optimal solution. The best integer solution is a lower bound on the objective function of EP1/EP2, which is determined from all feasible integer solutions found so far. A feasible integer solution may be obtained by rounding the fractional solution at any node to the nearest integer.

In the next section, we will apply the column generation method to solve the relaxed IP at each node in an iterative way, and at the same time derive the upper bound on the objective function at each iteration. The upper bound will help us avoid searching optimality at each node, so that the computational cost can be significantly reduced.
5.4 Column Generation Solution

In this section, we will discuss the solution procedure of the relaxed IP problem at each node of the branch-and-price tree. The relaxed IP at each node results from EP1/EP2 by adding branching constraints to narrow the solution space. In the follows, we consider any node \( u \) under heterogeneous and homogeneous channel conditions separately.

1) Heterogeneous Channel Conditions: In this case, the additional branching constraints at any node \( u \) can be represented as

\[
\begin{align*}
  x_{i,j}^m &= \sum_{k \in K_m} y_{i,j,k}^m \lambda_k^m = 0, \quad \forall (i, j) \in L_u, m \in M_u, \\
  x_{i,j}^m &= \sum_{k \in K_m} y_{i,j,k}^m \lambda_k^m = 1, \quad \forall (i, j) \in \overline{L}_u, m \in \overline{M}_u,
\end{align*}
\]

(5.33a)

(5.33b)

where \( L_u \) (\( \overline{L}_u \)) denotes the set of links that are forced to operate (not to operate) on channel \( m \) at node \( u \), and \( M_u \) (\( \overline{M}_u \)) is the associated channel set. Then, the relaxed IP at node \( u \) can be obtained by relaxing EP1 and adding the above branching constraints as

\[
[\text{Relaxed IP1}] \quad \max_{\lambda_k^m \geq 0} \quad U_{ES} = \sum_{i \in N_r} \sum_{j \in N_i \cup \{ES\}} \sum_{m \in M} \sum_{k \in K} a_{i,j} y_{i,j,k}^m \lambda_k^m 
\]

s.t. \( (5.26a) - (5.26e), (5.33a), (5.33b) \).

2) Homogeneous Channel Conditions: In this case, the branching constraints at node \( u \) become

\[
\begin{align*}
  \sum_{k \in K_q} \lambda_k &\leq [\beta_q], \quad \forall q \in Q_u, \\
  \sum_{k \in K_q} \lambda_k &\geq [\beta_q], \quad \forall q \in \overline{Q}_u,
\end{align*}
\]

(5.34a)

(5.34b)
where $Q^u (\overline{Q}^u)$ is the set of indexes associated with less-than-equal-to (greater-than-equal-to) branching constraints at node $u$. Then, the relaxed IP at node $u$ becomes

$$[\text{Relaxed IP2}] \max_{\lambda_k \geq 0} U_{ES} = \sum_{i \in N_r} \sum_{j \in N_i \cup \{ES\}} \sum_{k \in K} a_{i,j} y_{i,j,k} \lambda_k$$

s.t. (5.28a) - (5.28d), (5.34a), (5.34b).

Note that constraint (5.28a) implicitly represents the relaxation of integer variables $\lambda_k$, i.e., $\lambda_k \leq 1, \forall k \in K$.

Unfortunately, under both heterogeneous and homogeneous channel conditions, directly solving the relaxed IP is a challenging task due to the following reasons. First, we have to find all FCLSs before solving the relaxed IP. However, the searching procedure is time-consuming since the number of all possible link subsets (i.e., $2^{|L|}$) increases exponentially with the number of links. Thus, in order to find all FCLSs, we may have to examine all possible link subsets in the worst case. Second, even if we could enumerate all FCLSs, the induced huge number of variables hinder us from directly solving the relaxed IP.

In order to circumvent this difficulty, we introduce the column generation method to solve the relaxed IP where FCLSs are generated on-the-fly instead of in advance. More importantly, only a small portion of FCLSs are required in column generation because we can find an optimal solution with at most $\eta$ non-zero basic variables in a linear program with $\eta$ constraints while most of other variables are zero.

A brief introduction of the column generation method [112] can be seen in Section 4.3.1. It decomposes a master problem (MP) (i.e., Relaxed IP1/IP2 in this chapter) into a restricted master problem (RMP) and a pricing problem (PP). The RMP is
first initialized by a subset of columns (i.e., FCLSs in this chapter) and then solved optimally for a dual solution (i.e., a set of pricing factors). The pricing factors are passed to the PP for generating a new column. If the new column has a positively increased profit, then it is added into the initial column subset of the RMP for solution improvement, and the next round of iteration begins. Otherwise, the optimal solution to the RMP has already converged to that of the MP and the iteration process terminates. In the following subsections, we show the solution procedures in details for Relaxed IP1 and IP2.

5.4.1 Solution to Relaxed IP1

The RMP can be formulated as

\[
[RMP1] \quad \max_{\lambda_k^m \geq 0} U_{ES} = \sum_{m \in M} \sum_{k \in K_m} \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N}_r \cup \{ES\}} a_{i,j} y_{i,j,k}^m \lambda_k^m \\
\text{s.t.} \quad \sum_{m \in M} \sum_{k \in K'_m} \sum_{i \in \mathcal{N}_r} y_{i,j,k}^m \lambda_k^m \leq 1, \forall i \in \mathcal{N}_r, \quad (5.35a) \\
\sum_{m \in M} \sum_{k \in K'_m} \sum_{i \in \mathcal{N}_r} y_{i,j,k}^m \lambda_k^m \leq 1, \forall j \in \mathcal{N}_v, \quad (5.35b) \\
\sum_{k \in K'_m} \sum_{i \in \mathcal{N}_r} y_{i,ES,k}^m \lambda_k^m \leq 1, \forall m \in \mathcal{M}, \quad (5.35c) \\
\sum_{m \in M} \sum_{k \in K'_m} \sum_{i \in \mathcal{N}_r} f_i \cdot y_{i,ES,k}^m \lambda_k^m \leq F_{ES}, \quad (5.35d) \\
\sum_{k \in K'_m} \lambda_k^m = 1, \forall m \in \mathcal{M}, \quad (5.35e)
\]

where $K'_m \subset K_m$. Note that the branching constraints (5.33a) (5.33b) in Relaxed IP1 are included in both the RMP1 and the subsequent pricing problem, which will be discussed later. On the branch-and-price tree, the root node can start from an empty initial $K'_m$, and the child node can inherit the existing FCLSs from its parent node.
while removing those FCLSs that do not satisfy the newly added branching constraint.

Given $K'_{m}$, RMP1 can be solved by the simplex method for a primal optimal solution $(\lambda^*_{k})$ and a dual optimal solution $(\varphi^*_{i}, \varphi^*_{j}, \psi^*_{m}, \psi^*_{ES}, \mu^*_{m})$ that are associated with constraints (5.35a), (5.35b), (5.35c), (5.35d), and (5.35e), respectively.

The pricing problem (PP) can be formulated as

$$[PP_1] \max_{p_{i,j} \geq 0, \ y_{m,i,j,k}} \Delta^m_k = \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N}_{i \cup \{ES\}}} a_{i,j} y^m_{i,j,k} - \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N}_{i \cup \{ES\}}} y^m_{i,j,k} \varphi^*_{i} - \sum_{j \in \mathcal{N}_{v}} \sum_{i \in \mathcal{N}_r} y^m_{i,j,k} \psi^*_{j} - \sum_{i \in \mathcal{N}_r} f_i \cdot y^m_{i,ES,k} \psi^*_{ES} - \mu^*_{m}$$

s.t. $y^m_{i,j,k} = 0, \ \forall (i, j) \in \mathcal{L}_m, m \in \mathcal{M}^u,$

$y^m_{i,j,k} = 1, \ \forall (i, j) \in \mathcal{L}_m, m \in \mathcal{M}^u,$

(5.36a), (5.36b), $y^m_{i,j,k} \in \{0, 1\},$

where (5.36a) and (5.36b) are based on the branching constraints (5.33a) and (5.33b), respectively. (5.23) and (5.24) are the power and SINR constraints, respectively. The objective function of PP1, $\Delta^m_k$, implies the increased profit from the $k$-th FCLS ($k \in K_{m}$), i.e., the amount that the objective function of RMP1 increases when the $k$-th FCLS is included into RMP1 and the associated variable $\lambda^m_k$ increases by one unit. Denote by $\Delta^m_k$ the most positively increased profit, i.e., the optimal objective function of PP1. Then, if $\Delta^m_k \leq 0, \ \forall m \in \mathcal{M}$, the objective function of RMP1 cannot be improved anymore via adding new FCLSs and the current solution to RMP1 is already the optimal one to Relaxed IP1. Otherwise, it needs to seek a new FCLS with $\Delta^m_k > 0$ by solving PP1.

Branching constraints and the feasibility of Relaxed IP1: In the column generation formulation, branching constraints (5.33a) (5.33b) of Relaxed IP1
are guaranteed by constraint (5.35c) of RMP1 and constraints (5.36a) (5.36b) of PP1 together, i.e.,

\[ x_{i,j}^m = \sum_{k \in K_m} y_{i,j,k}^m \lambda_k^m = \sum_{k \in K_m} 0 \cdot \lambda_k^m = 0, \forall (i,j) \in L^u_m, \quad m \in M^u, \] (5.37a)

\[ x_{i,j}^m = \sum_{k \in K_m} y_{i,j,k}^m \lambda_k^m = \sum_{k \in K_m} 1 \cdot \lambda_k^m = 1, \forall (i,j) \in L^u_m, \quad m \in M^u. \] (5.37b)

Due to these additional branching constraints at node \( u \), Relaxed IP1 at this node may become infeasible. The Relaxed IP1 is feasible if and only if the set of active links determined by the branching constraints, \( L^u_m, m \in M \), satisfies conditions (5.23), (5.24), (5.35a)-(5.35d). Specifically, the feasibility of Relaxed IP1 can be determined by the following two conditions: i) Given \( L^u_m, m \in M \), an appropriate power allocation scheme should be found such that both the power and SINR constraints (5.23), (5.24) are satisfied. This can be easily determined by solving a set of linear SINR equations in \( L^u_m \) (i.e., \( P_{i,j} G_{i,j}^{m_{th}} - \sum_{(i',j') \in L \setminus L^u_m} P_{i',j'} G_{i',j'}^{m_{th}} = \sigma^2, \forall (i,j) \in L^u_m \)), and the solution to these equations, \( P_{i,j} \), should satisfy power constraint \( 0 \leq P_{i,j} \leq P_{i}^{\max}, \forall (i,j) \in L^u_m \).

ii) Denote the FCLS containing only the active link set \( L^u_m \) as \( y_{km}^m = [y_{i,j,k_m}^m = 1 : (i,j) \in L^u_m; y_{i,j,k_m}^m = 0 : (i,j) \in \mathcal{L} \setminus L^u_m], \forall m \in M \), and then these FCLSs \( \{y_{km}^m, m \in M \} \) should satisfy constraints (5.35a)-(5.35d) by letting \( K_m = \{k_m\} \) and \( \lambda_{km}^m = 1, \forall m \in M \). If these conditions are not satisfied, Relaxed IP1 is infeasible and the associated branch can be pruned from the branch-and-price tree.

**Solution to PP1:** To facilitate the solution to PP1, we first transform power constraint (5.23) and SINR constraint (5.24) as

\[ \sum_{j \in N \cup ES} P_{i,j}^m \leq \min\{P_{i}^{th}, P_{i}^{max}\}, \forall i \in N_r, m \in M, \] (5.38)

\[ \frac{P_{i,j}^m G_{i,j}^m}{\sigma^2 + \sum_{(i',j') \in L \setminus (i,j)} P_{i',j'} G_{i',j'}^m} \geq y_{i,j,k_m}^m \gamma_{i,j}^{th,m}, \forall (i,j) \in \mathcal{L}, m \in M, \] (5.39)
\[ P_{i,j}^m \leq y_{i,j,k}^m \cdot \min\{P_{i}^{th}, P_{i}^{max}\}, \forall (i, j) \in \mathcal{L}, m \in \mathcal{M}. \] (5.40)

Note that in the case that there is at most one outgoing link at each requester, constraint (5.38) is redundant because of constraint (5.40) and thus it can be removed.

Then, by introducing an auxiliary variable \( Y_{i,j,k} \)= \( y_{i,j,k} \cdot P_{i,j} \), constraint (5.39) can be linearized as

\[ P_{i,j} G_{i,j}^m - Y_{i,j,k}^m \leq P_{i,j} G_{i,j}^m \geq 0, \forall (i, j) \in \mathcal{L}, m \in \mathcal{M}, \] (5.41)

\[ 0 \leq Y_{i,j,k}^m \leq V, \forall (i, j), m \in \mathcal{M}, \] (5.42)

\[ P_{i,j} + (y_{i,j,k} - 1)V \leq Y_{i,j,k} \leq P_{i,j}, \forall (i, j) \in \mathcal{L}, m \in \mathcal{M}, \] (5.43)

where \( V \) is a sufficiently large number such that \( V > \max\{P_{i}^{max}, i \in \mathcal{N}_r\} \). Thus, PP1 becomes a small-scale mixed integer linear program with at most \( 2|\mathcal{L}| + |\mathcal{L}|^2 \) variables, so that it can be solved by existing solvers (e.g., the function “intlinprog” in Matlab).

In order to further reduce the computational complexity, the column generation process can be terminated before it converges to the optimal solution to Relaxed IP1, by deriving the upper bound of the objective function. It is because if the upper bound is less than the objective function under the best integer solution found so far in the branch-and-price tree, then the branch with the parent node \( u \) can be confirmed not including the optimal solution and thus can be pruned safely from the branch-and-price tree. At each iteration of the column generation solution process, an upper bound can be derived based on the following theorem.

**Theorem 5.1.** In each column generation, an upper bound on the optimal objective function of Relaxed IP1 can be represented as \( \bar{U}_{IP1} = \sum_{i \in \mathcal{N}_r} \varphi_i^* + \sum_{j \in \mathcal{N}_e} \varphi_j^* + \sum_{m \in \mathcal{M}} \psi_m^* + F_{ES} \psi_{ES}^* + \sum_{m \in \mathcal{M}} (\mu_m^* + \Delta_{k}^{m*}) \).
5.4.2 Solution to Relaxed IP2

The RMP with respect to Relaxed IP2 can be formulated as

\[
\text{[RMP2]} \quad \max_{\lambda_k \geq 0} U_{ES} = \sum_{k \in K'} \sum_{i \in N_r} \sum_{j \in N_i \cup \{ES\}} a_{i,j} y_{i,j,k} \lambda_k
\]

s.t. \[ \sum_{k \in K'} \sum_{j \in N_i \cup \{ES\}} y_{i,j,k} \lambda_k \leq 1, \; \forall i \in N_r, \tag{5.44a} \]
\[ \sum_{k \in K'} \sum_{i \in N_r} f_i y_{i,ES,k} \lambda_k \leq F_{ES}, \tag{5.44b} \]
\[ \sum_{k \in K'} \lambda_k \leq M, \tag{5.44c} \]
\[ \sum_{k \in \hat{K}_q} \lambda_k \leq [\beta_q], \; \forall q \in Q^u, \tag{5.44d} \]
\[ \sum_{k \in \hat{K}_q} \lambda_k \geq [\beta_q], \; \forall q \in Q^u, \tag{5.44e} \]

where \( \hat{K}_q \subseteq \hat{K}_q \) and \( \hat{K}_q \subseteq K' \subseteq K \). To obtain the initial subset \( K' \), the child node \( u \) can inherit the existing FCLSs from its parent node. Note that the root node can start from an empty initial subset \( K' = \emptyset \).

Let \( \varphi_i^{r*}, \varphi_j^{v*}, \psi_{ES}^{r*}, \mu^*, \mu_q^*, \bar{\mu}_q^* \) denote the dual optimal variables associated with constraints (5.44a), (5.44b), (5.44c), (5.44d), (5.44e), and (5.44f), respectively. Then, the pricing problem (PP) with respect to Relaxed IP2 can be formulated as

\[
\text{[PP2]} \quad \max_{\mu^*, \mu_q^*, \bar{\mu}_q^*} \Delta_k = \sum_{i \in N_r} \sum_{j \in N_i \cup \{ES\}} a_{i,j} y_{i,j,k} \lambda_k - \sum_{i \in N_r} \sum_{j \in N_i \cup \{ES\}} y_{i,j,k} \varphi_i^{r*} - \sum_{i \in N_r} f_i y_{i,ES,k} \psi_{ES}^{r*} - \mu^* - \sum_{q \in Q^u} I_{q,k} \cdot \mu_q^* - \sum_{q \in Q^u} I_{q,k} \cdot \bar{\mu}_q^* - \sum_{q \in Q^u} I_{q,k} \cdot \bar{\mu}_q^*
\]
s.t. \( I_{q,k} = \begin{cases} 1, & \text{if} \ k \in \tilde{K}_q \\ 0, & \text{otherwise} \end{cases} \) \hspace{1cm} (5.45a)

\[ (5.23), (5.24), (5.29), \ y_{i,j,k} \in \{0, 1\}. \]

**Branching constraints and feasibility of Relaxed IP2:** In the above column generation formulation, branching constraints \( (5.34a) \) \( (5.34b) \) of Relaxed IP2 are represented by constraints \( (5.44e) \) \( (5.44f) \) of RMP2. However, since RMP2 contains only partial FCLSs \( K' \subseteq K \), it may be insufficient to decide the feasibility of Relaxed IP2. Fortunately, by carefully selecting some special FCLSs added into RMP2, we can justify the feasibility of Relaxed IP2 successfully. Observing that the “greater-than-equal-to” constraint \( (5.44f) \) is the key to prevent RMP2 from having feasible solutions, we can choose \( |Q^u| \) special FCLSs where the \( q \)-th FCLS contains only those active links enforced by the index subset \( \tilde{K}_q \) (i.e, the link set \( \{(i, j) | \rho_{i,j}^q = 1\} \)). It is obvious that these special FCLSs represents the minimum number of active links required by node \( u \). Thus, if the RMP2 is still infeasible after adding these special FCLSs, then Relaxed IP2 must be infeasible, and the branch with \( u \) as the parent node can be pruned from the branch-and-price tree. Otherwise, Relaxed IP2 is feasible.

**Solution to PP2:** Based on the definition of index subset \( \tilde{K}_q \) \( (5.32) \), constraint \( (5.45a) \) is equivalent to

\[ I_{q,k} = \begin{cases} 1, & \text{if} \ \delta_{q,k} = 0 \\ 0, & \text{otherwise} \end{cases} \] \hspace{1cm} (5.46)

where \( \delta_{q,k} \) is defined as

\[ \delta_{q,k} = \sum_{(i,j) \in \tilde{L}_q, \rho_{i,j}^q = 1} (\rho_{i,j}^q - y_{i,j,k}) + \sum_{(i,j) \in \tilde{L}_q, \rho_{i,j}^q = 0} (y_{i,j,k} - \rho_{i,j}^q). \] \hspace{1cm} (5.47)
Note that $\delta_{q,k} \geq 0$. $\delta_{q,k} = 0$ implies that the current FCLS matches the definition of subset $\hat{K}_q$, and otherwise, it does not. The conditional constraint (5.46) can be rewritten as the following linear constraints

$$-V_1 \cdot V_2 \cdot \delta_{q,k} \leq (I_{q,k} - 1) \cdot V_1 + \delta_{q,k} \leq 0,$$

$$I_{q,k} \in \{0, 1\},$$

where $V_1$ and $V_2$ should satisfy conditions $V_1 \geq \delta_{q,k}$ and $V_2 \geq 1/\delta_{q,k}$, $\forall \delta_{q,k} \neq 0$. Since $0 \leq \delta_{q,k} \leq |\mathcal{L}|$, we can take $V_1 = |\mathcal{L}|$ and $V_2 = 1$. In addition, like the previous subsection, the power and SINR constraints (5.23) (5.24) can be linearized as (5.38)–(5.43). Thus, PP2 becomes a small-scale mixed integer linear program problem and the existing solvers can be applied to solve it.

Similar to Relaxed IP1, in order to reduce the computational complexity, we derive the upper bound on the objective function of Relaxed IP2 in the following theorem.

**Theorem 5.2.** In each column generation, an upper bound on the optimal objective function of Relaxed IP2 can be derived as

$$\bar{U}_{IP2} = \sum_{i \in \mathcal{N}_r} \varphi_{i}^{*} + \sum_{j \in \mathcal{N}_e} \varphi_{j}^{*} + F_{ES}\psi_{ES}^{*} + M(\mu^{*} + \Delta_{k}^{*}) + \sum_{q \in \mathcal{Q}^{*}} [\beta_{q}] \mu_{q}^{*} - \sum_{q \in \mathcal{Q}^{*}} [\beta_{q}] \bar{\mu}_{q}^{*}.$$

**Proof.** Please see Appendix C.2.

### 5.4.3 Computational Complexity Discussions

Till now, we have presented the overall solution procedure to the original problem $P$, which is first reformulated in an extended form (i.e., $EP1/EP2$) and then solved by the branch-and-price based solution framework. For the subproblem at each node of the branch-and-price tree, the column generation based algorithm is proposed to
solve it. The overall computational complexity mainly depends on the number of nodes that require to be explored on the branch-and-price tree and the number of column generations at each node.

Firstly, to reduce the number of nodes to explore, branching pruning by bounds is introduced to avoid enumerating all nodes. The bound is tightened by reformulating our original problem in an extended form. Furthermore, to avoid the inefficiency of branch pruning under homogeneous channel conditions with channel assignment symmetry, variable aggregation is applied to reformulate our problem. However, it has to mention that although many efforts have been made to reduce the number of nodes for exploring, it cannot be guaranteed to grow polynomially with the size of problem (i.e., the number of mobile users) \[135\]– \[137\].

Secondly, to efficiently solve each subproblem, the column generation method is introduced to address the exponential number of FCLSs/variables, where its computational complexity mainly relies on the number of column generations before reaching optimality. As shown in \[112\], column generation is computationally efficient in practice for linear programming with extensive implicit variables, and inherits finiteness and correctness from the simplex-type method in the number of column generations. For explanations, we borrow the theoretical results of the simplex method on computational complexity. It can be shown \[114\] that the average number of iterations (column generations) is bounded by \(O([\min(n_c, n_v)]^2)\), where \(n_c\) and \(n_v\) denote the numbers of constraints and unknown variables, respectively. Thus, for Relaxed IP1 with at most \(N + 2M + 1 + ML\) constraints, the average number of column generations is bounded by \(O((N + 2M + 1 + ML)^2) = O(N^2 + M^2L^2 + NML)\).
While for Relaxed IP2, the average number of column generations is bounded by 
\( O((N + 2 + 2L)^2) = O(N^2 + L^2 + NL) \), which is resulted from the facts that there 
are \( N + 2 + |Q_u| + |Q''| \) constraints in all and the cardinality of \( Q^u \) \((Q'')\) is at most 
\( L \) on average (this is because in practice we seldom need to limit more than one link 
in determining \( \hat{K}_q, q \in Q^u \) \((Q'')\) \([135][136]\)).

5.4.4 Greedy Algorithm

To address the high computational complexity of the proposed optimal algorithm, 
in this subsection, we propose a greedy algorithm for obtaining a sub-optimal solution 
with low complexity. Note that the greedy algorithm can also be used to initialize 
the proposed branch-and-price based algorithm.

The basic idea of the greedy algorithm is to explore channels one by one. For 
a given channel, computation requesters are selected one after the other to operate 
on the channel. Specifically, denote by \( N_{rest}^r \) the rest of requesters that have not 
been admitted in the system, which is initialized as \( N_{rest}^r = N_r \). For each channel, 
we keep tracking two sets: \( N_{un}^r \) represents the set of requesters that have not been 
considered and \( N_{in}^r \) represents the set of requesters that have been allowed to operate 
on the channel. They are initialized as \( N_{un}^r = N_{rest}^r \) and \( N_{in}^r = \emptyset \). At each time, 
the requester with the maximum number of potential D2D links (which implies the 
maximum number of potential vacant users) in \( N_{un}^r \) is first chosen to check if it can 
operate on the channel with those existing requesters in \( N_{in}^r \) simultaneously. If the 
check is successful, then this requester is moved from \( N_{un}^r \) to \( N_{in}^r \). Otherwise, this 
requester is excluded from \( N_{un}^r \) but not included in \( N_{in}^r \). This checking process is
Algorithm 7: Greedy Algorithm

1. Initialize: $N_r^{rest} = N_r$ and $F_{ES}^{rest} = F_{ES}$;

2. Sort channels $M$ in the decreasing order of bandwidths and assume \( W_1 \geq \cdots \geq W_M \);

3. for Channel $m = 1, \ldots, M$ do

   4. Let $N_r^{un} = N_r^{rest}$, $N_r^{in} = N_v^{in} = \mathcal{L}^{in} = \emptyset$;

   5. while $N_r^{un}$ is nonempty do

       6. Choose from $N_r^{un}$ the requester with the maximum number of vacant candidate users, denoted by $i_{\text{max}} = \arg \max_{i \in N_r^{un}} |N_i|$;

       7. Sort vacant candidate users $N_{i_{\text{max}}}^{\text{ca}}$ in the decreasing order of channel qualities on links from requester $i_{\text{max}}$ to them over channel $m$;

       8. Let $N_{i_{\text{max}}}^{\text{ca}} = N_{i_{\text{max}}}^{\text{ca}} \cup \{ES\}$ be the set of vacant candidate nodes by adding ES to the end of sorted $N_{i_{\text{max}}}^{\text{ca}}$;

       9. while $k = 1, \ldots, |N_{i_{\text{max}}}^{\text{ca}}|$ do

           10. Choose from $N_{i_{\text{max}}}^{\text{ca}}$ the $k$-th element, denoted as vacant node $j$;

           11. Check if requester $i_{\text{max}}$ can work on channel $m$ with existing requesters $N_r^{in}$ simultaneously, for offloading its computing task to vacant node $j$, i.e., examine if links $\mathcal{L}^{in} \cup \{(i_{\text{max}}, j)\}$ can operate on channel $m$ simultaneously to satisfy both SINR and power constraints of requesters;

           12. if $j = ES$ then

               13. If $N_v^{in}$ contains ES, there is already a cellular link on channel $m$ and the check fails;

               14. If $F_{ES}^{rest} < f_{i_{\text{max}}}$, the rest computing capacity of ES cannot satisfy the computing speed requirement of requester $i_{\text{max}}$ and the check fails;

               15. if the check succeeds then

                   16. Let $x_{i_{\text{max}}, j}^{m} = 1$;

                   17. Update $N_r^{un} = N_r^{un} \cup \{i_{\text{max}}\}$, $N_r^{in} = N_r^{in} \cup \{j\}$, $\mathcal{L}^{in} = \mathcal{L}^{in} \cup \{(i_{\text{max}}, j)\}$;

                   18. Update vacant candidate user set $N_i = N_i \backslash \{j\}$, $\forall i \in N_r^{rest}$ if $j \neq ES$;

                   19. Update the rest computing capacity of ES $F_{ES}^{rest} = F_{ES}^{rest} - f_{i_{\text{max}}}$ if $j = ES$;

                   20. Update $N_r^{un} = N_r^{un} \backslash \{i_{\text{max}}\}$;

                   21. Update $N_r^{rest} = N_r^{rest} \backslash N_r^{in}$;

       19. Update $N_r^{un} = N_r^{un} \backslash \{i_{\text{max}}\}$;

   20. Update $N_r^{rest} = N_r^{rest} \backslash N_r^{in}$;

repeated until $N_r^{un}$ becomes empty, and then update $N_r^{rest} = N_r^{rest} \backslash N_r^{in}$ and move to the next channel.

In the checking process, the reason of giving priority to the requester with more potential vacant users is because of the fact that if one requester has more potential
vacant users, then it has more chances to select the D2D link with better quality so that less interference is introduced and more requesters can be admitted in the future. In addition, if the potential serving nodes include both vacant mobile users and the ES, the priority is given to vacant users while leaving the ES to be the last for consideration. This is because i) Different from vacant mobile users, the ES can normally provide connections to most of the requesters separately due to the high-location antenna and powerful receiver processing capability of the BS; ii) The ES may need high transmit power from the requester due to the far distance, especially for cell-edge requesters, which may result in strong interference to other links using the same channel; iii) The limited cloud computing ability of the ES constrains the number of requesters that it can serve. In summary, the ES usually has the ability to serve any requester individually but it shouldn’t serve too many requesters at the same time. Among multiple potential vacant users, the one with the best channel quality is selected first, since the better channel quality means the lower transmit power and less interference to other users, and thus more other users are possibly admitted into the system. The pseudo code of the greedy algorithm is summarized in Algorithm 7.

The greedy algorithm requires to explore $M$ channels, and for each channel at most $N_r$ requesters need to be checked. For each requester, at most $N_v + 1$ potential vacant nodes are available for serving its computation task and thus at most $N_v + 1$ checks are required for this requester. Therefore, the computational complexity of the greedy algorithm is $O(MN_rN_v)$, which is polynomial with respect to the numbers of users and channels.
Table 5.1: Main simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell radius</td>
<td>350 m</td>
</tr>
<tr>
<td>Path loss exponent</td>
<td>3</td>
</tr>
<tr>
<td>Channel bandwidth</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Noise spectral density</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Receiver noise figure</td>
<td>9 dB</td>
</tr>
<tr>
<td>Antenna gain</td>
<td>MUs: 0 dBi; BS: 18 dBi</td>
</tr>
<tr>
<td>Maximum power</td>
<td>23 dBm</td>
</tr>
<tr>
<td>Input bits $b_i$</td>
<td>5 MBytes</td>
</tr>
<tr>
<td>Demand $d_i$</td>
<td>1 Gigacycles</td>
</tr>
<tr>
<td>Deadline $T_i$</td>
<td>4 s</td>
</tr>
<tr>
<td>Speed $f_i$</td>
<td>randomly over ${1.0, 1.1, 1.2, 1.3, 1.4, 1.5}$ GHz</td>
</tr>
<tr>
<td>Capacity $F_j$</td>
<td>MU: randomly over $[1, 3]$ GHz</td>
</tr>
<tr>
<td>Energy per cycle $\theta_j$</td>
<td>randomly over $(0, 1]$ Joule/Megacycle</td>
</tr>
<tr>
<td>Cost per energy $c^e_j$</td>
<td>ES: 1; MU: randomly over $(0, 1]$ cents/Joule</td>
</tr>
<tr>
<td>Price per cycle $p^{f}_{ES}$</td>
<td>$0.5 \times 10^{-9} f_i$ cents/Megacycle;</td>
</tr>
<tr>
<td>Energy threshold</td>
<td>randomly over $[0.5, 1]$ Joule</td>
</tr>
</tbody>
</table>

5.5 Simulation Results

In this section, the performance of the proposed scheme is evaluated via simulations. In simulations, users are randomly distributed in a circular cell with a radius of 350 m and the ES is located at the center. The channel gain is set as $G^m_{i,j} = D^{-\nu}_{i,j} |h^m_{i,j}|^2$, where $D_{i,j}$ denotes the distance between transmitter $i$ and receiver $j$ and $\nu = 3$ is the path loss exponent; $|h^m_{i,j}|^2$ captures the small-scale Rayleigh fading effect and is modeled as an exponential random variable with unit mean. Similar simulation settings for D2D communication underlaying cellular networks have been employed in [126], [128], [130]. As to computation tasks, the face recognition application as in [69], [138] is considered, where the computation input data size is $b_i = 5$ MB and the demand for the total amount of CPU cycles is $d_i = 1$ Gigacycles. The latency
requirement is set as $T_i = 4$ s. Other computation model settings mainly follow references \cite{69}, \cite{74}, \cite{120}. We fix $a_{i,j} = 1$, i.e., the objective is to maximize the number of admitted requesters. Table \ref{tab:parameters} summarizes the main simulation parameters.

Figs. \ref{fig:anar_channels} and \ref{fig:performance_gain} compare the performance of two schemes, i.e., mobile edge computing (MEC) with/without D2D assistance. The proposed optimal branch-and-price based algorithm is applied to solve the associated optimization problems in both schemes.

Fig. \ref{fig:anar_channels} demonstrates the effects of wireless radio resources (the number of channels) on the average number of admitted requesters (ANAR). The performance gain is defined as the ANAR ratio of the D2D-assisted scheme to the non-D2D one. From this figure, we can see that the D2D-assisted scheme always outperforms the non-D2D scheme in terms of ANAR. This is because the D2D-assisted scheme improves
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Figure 5.4: Average number of admitted requesters (ANAR) versus the computing capacity of the edge server (ES) when $|\mathcal{M}| = 5$, $N_v = N_r = 10$.

The spectral efficiency via D2D communication and at the same time expands the ES’s computing capacity by using nearby vacant mobile devices. The performance gain of the D2D-assisted scheme is remarkable, especially under limited radio resources (small number of channels), and reaches around 270% when there are only 2 channels. The performance gain is decreasing as the number of channels increases, because the non-D2D scheme can be significantly enhanced with the increasing amount of radio resources. The performance gain remains almost the same at around 130% after the number of channels is larger than 8, where both D2D-assisted and non-D2D schemes are no longer limited by the transmission capacity when there are enough radio resources. Even under sufficient radio resources, however, the non-D2D scheme is still worse than the D2D-assisted scheme because the non-D2D scheme suffers from the limited computing capacity of the ES.
Fig. 5.4 illustrates the effects of cloud computing resources (computing capacity) of the ES on ANAR. From this figure, we can observe a significant performance gain with the assistance of D2D and such gain reaches around 580% when the computing capacity is 2 GHz (about 170% at 12 GHz). The performance gain is decreasing with the computing capacity of ES and remains almost invariant when the computing capacity becomes large enough (larger than 6 GHz). Even under the high computing capacity region, the performance gain still exists because the non-D2D scheme is limited by radio resources while such limitation is relieved by D2D communication in the D2D-assisted scheme. In summary, we can conclude that both the radio resource of cellular networks and the cloud computing resource of the ES have great effects on the implementation of mobile edge computing, and the D2D-assisted scheme can significantly enhance the system performance under limited radio and cloud computing resources. Note that Figs. 5.3 and 5.4 focus on the case of homogeneous channel conditions, and similar observation results can be seen for heterogeneous channel conditions, which are omitted here for conciseness.

Figs. 5.5 and 5.6 compare two optimization algorithms: i) the proposed optimal branch-and-priced based algorithm, and ii) the proposed greedy algorithm. Fig. 5.5 illustrates the average number of admitted requesters (ANAR) versus the number of channels under homogeneous channel conditions. From this figure, we can see that the performance of the proposed greedy algorithm gradually approaches the optimal one when the number of channels becomes large. Even when there are only two channels, the greedy algorithm can still achieve about 91% optimal performance. For heterogeneous channel conditions, similar observation results can be seen from Fig. 5.6.
Figure 5.5: Average number of admitted requesters vs. the number of channels under homogeneous channel conditions when $N_v = N_r = 10$.

Figure 5.6: Average number of admitted requesters vs. the number of channels under heterogeneous channel conditions when $N_v = N_r = 10$. 
Figure 5.7: Average number of admitted requesters (ANAR) versus the number of requesters ($N_r$) under heterogeneous channel conditions when $N_v = N_r$ and $M = 5$.

Particularly, the proposed greedy algorithm can obtain around 85% optimality when there are two channels. Compared to the heterogeneous case, the greedy algorithm achieves closer optimality under the homogeneous case. This is because the greedy algorithm is not affected by the exploring order of channels under homogeneous channel conditions.

Fig. 5.7 illustrates the average number of admitted requesters (ANAR) versus the number of total requesters under heterogeneous channel conditions. The number of vacant users is set to be the same as the number of requesters, i.e., $N_v = N_r$, and the number of channels is set as $M = 5$. From this figure, we can see that the ANAR increases with the number of total requesters for both optimal and greedy algorithms, since the computing capacity of MEC systems is expanded by leveraging vacant users and D2D communication. The greedy algorithm can approach the optimal perfor-
Table 5.2: Average computation time of optimal and greedy algorithms.

<table>
<thead>
<tr>
<th>N_r = N_v</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>9</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal (s)</td>
<td>0.012</td>
<td>0.013</td>
<td>1.044</td>
<td>1.908</td>
<td>18.165</td>
<td>62.908</td>
</tr>
<tr>
<td>Greedy (s)</td>
<td>0.001</td>
<td>0.008</td>
<td>0.002</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
</tr>
</tbody>
</table>

performance when the number of requesters is small, and it can still achieve around 93% optimality when the system overload is 220% (2.2 requesters per channel on average, i.e., 11 requesters on 5 channels).

We further compare the average computation time of both the optimal and the greedy algorithms, as shown in Table 5.2. These results are obtained on a computer with a 3.6 GHz single-core central processing unit (CPU) and a 4 GB random-access memory (RAM). From this table, we can observe that the computation time of the greedy algorithm is always much smaller than the optimal algorithm. In addition, the computation time using the optimal algorithm increases substantially with the number of requesters/vacant users, while the computation time using the greedy algorithm increases only slightly. This clearly demonstrates the computational efficiency of the greedy algorithm. In summary, we can conclude that the proposed greedy algorithm can more effectively and efficiently address the joint admission control and resource management problem in practical D2D-assisted MEC systems. Similar results can be observed for homogeneous channel conditions, which are omitted here for conciseness.
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Conclusions and Future Work

6.1 Conclusions

In this research, key resource allocation and transmission scheduling issues for several wireless communication networks have been investigated. Specifically, transmit power allocation for amplify-and-forward relaying has been studied in Chapter 2, followed by an analysis of link scheduling for enhanced buffer-aided decode-and-forward relaying under time-correlated fading channels in Chapter 3. In Chapter 4, priority-aware interference-avoidance scheduling for dense multi-user coexisting networks is studied, while in Chapter 5, a joint admission control, link scheduling and resource management issue for D2D-assisted mobile edge computing (MEC) systems is discussed. Via optimizing resource allocation and link scheduling, network performance is shown to be greatly improved in terms of power consumption, queueing delay, system throughput, etc.

In Chapter 2, we formulate three power allocation strategies, denoted as Strategies
I, II and III, with different amount of overheads, so that the total transmit power consumption is minimized under a minimum rate constraint or a non-violation probability constraint. In Strategy I, both the source and relay powers are adjusted according to instantaneous CSI, and a closed-form solution is obtained, while in Strategy II, both the source and relay powers are determined based on statistical CSI. In Strategy III, the source power is adjusted based on statistical CSI while the relay power based on instantaneous CSI, which is formulated as a two-stage stochastic programming problem. An $N$-section method is proposed to solve optimization problems for Strategies II and III. Extensive simulation results show that the proposed algorithms obtain the same numerically optimal solution as the enumeration method. In addition, Strategy I has the lowest total power consumption but the most overheads, while Strategy II has the least overheads but results in a large performance loss (the total power consumption increases by about 8 dB (6.3 times) compared with Strategy I). Compared with Strategy I, Strategy III can cut overheads by half and only leads to a small increase in power consumption when the source-relay channel condition is better than the relay-destination channel.

In Chapter 3, a framework is proposed for analyzing the performance of buffer-aided relaying under time-correlated fading channels. An aggregate Markov chain integrating both buffer state $Q(i)$ and channel state $\beta(i)$ is established and the queueing behavior of packets in the relay’s buffer is investigated. Two delay-controllable link scheduling/selection policies, denoted as Policies I and II, are considered with respect to infinite and finite buffer size cases, respectively. For Policy I, an aggregate QBD chain with an infinite length is established and a traditional matrix-geometric method
is used for solving the stationary distribution. For Policy II, the established QBD chain with a finite length is analyzed by a modified matrix-geometric method. Numerical results show that the infinite length buffer results in higher average throughput than the finite one under the same average delay constraint. For both policies, correlated fading can result in the almost same throughput as i.i.d. fading only for cases with loose delay constraints. Otherwise, for stringent delay requirements, correlated fading causes a great reduction in throughput compared with i.i.d. fading especially in low fading margins. Based on these observations, some insights on performance degradation and guidelines on performance improvement under correlated fading are provided.

In Chapter 4, the priority-aware interference-avoidance scheduling for multi-user coexisting wireless networks is addressed, where we have investigated both admission control and throughput maximization of admitted users. For the purpose of practical implementation, a sequential solution framework is proposed, at each step of which a large-scale linear subproblem with a large number of variables is formulated. To solve these large-scale linear subproblems, we introduce the column generation method, which decomposes each subproblem into a restricted master problem (RMP) and a pricing problem (PP). To improve computational efficiency, a greedy initialization algorithm (GIA) is proposed for the RMP to warmly start the column generation process. In addition, under both optimal and approximated solutions to pricing problems, we derive the upper and lower bounds on the optimal objective function of each subproblem. Applying the GIA and bounds to the solution framework comes with an accelerated algorithm, which efficiently reduces the times for optimally solving
pricing problems and thus alleviates computational costs. Simulation results show that the proposed accelerated algorithm combined with approximated solutions to pricing problems, can correctly find the maximum number of high priority levels that the system can accommodate with a very high probability. Also, it can achieve near-optimal throughput performance for admitted users even in the extremely high user density region, in a much faster way.

In Chapter 5, a mobile edge computing (MEC) system with D2D underlaying cellular networks is presented and investigated. The joint optimization problem of admission control and resource management (including link scheduling, channel assignment, and power control) is formulated, where the objective is to maximize the number of admitted computation requests. An optimal branch-and-price based algorithm and a suboptimal greedy algorithm are proposed to solve the optimization problem. Simulation results show that, with the assistance of D2D communication, the MEC system is significantly improved in terms of the average number of admitted requesters, especially under limited radio and computing resources. The benefits come from two aspects: i) via spectrum sharing among D2D and cellular connections, the spectral efficiencies and transmission capacities of cellular networks can be greatly enhanced; and ii) by leveraging the computing abilities of vacant mobile devices, the computing capacity of the edge server (ES) can be largely increased.

### 6.2 Future Work

Some future research directions on the resource allocation optimization of wireless networks are outlined as follows.
• Human in the loop: Recently, many emerging mobile applications are directly linked to human users. Some typical examples include i) traffic monitoring and navigation systems where users can report traffic congestion information timely so that other users can detour traffic jams, ii) electronic book classification systems which can collect feedbacks from readers so as to classify books more accurately, and iii) online language translation systems which may distribute translation tasks to bilingual/multilingual users for more accurate translation. These systems closely depend on not only whether human users are willing to participate, but also the accuracy and reliability of the information provided by human users. Therefore, designing effective incentive mechanisms for encouraging people to join in these systems and providing accurate information is important. Also, it is necessary to develop cheat-proof mechanisms in order to prevent people’s strategic behaviors and avoid false information. On the other hand, if too many users join in the systems, we have to address the user selection issue since generally limited resources and network capacities cannot support all users. In these cases, the joint optimization problems of resource allocation, user selection, and mechanism design should be investigated.

• Dynamic admission control: Future wireless networks are expected to provide services with lower delay. For example, the 5th generation mobile communication system is expected to have the performance of 1 ms latency for some industrial applications that require fast responses, such as automatic driving etc. For these applications, the quasi-static optimization of admission control and resource allocation can hardly satisfy their low delay requirements, since
user requests may arrive at any time of a scheduling period but not always at the beginning, and postponing the access requests to the next scheduling period is normally infeasible. Hence, developing dynamic admission control and efficient resource management is extremely urgent for potential delay-sensitive applications in future wireless networks.

- Massive MIMO relay networks: the multiple-input-and-multiple-output (MIMO) technology has the great potential for improving network capacities by using multiple transmit and receive antennas. However, it operates on a matrix channel where a transmitter sends multiple data streams by multiple transmit antennas to multiple receive antennas, which is linked to a channel state information (CSI) matrix. In order to optimize the resource allocation of massive MIMO relay networks, a large amount of CSI may require being fed back to the control center. This will cause a lot of overheads. Hence, it necessitates developing some resource allocation schemes with reduced overheads for massive MIMO relay networks while avoiding a large performance loss.
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Appendix A

Appendixes of Chapter 3

A.1 Transition Sub-matrices under Policy I

The transition sub-matrices of the aggregate chain $Y(i)$ are derived as

\[
B_0 = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\lambda^0_{20} & \lambda^0_{21} & \lambda^0_{22} & \lambda^0_{23} \\
\lambda^0_{30} & \lambda^0_{31} & \lambda^0_{32} & \lambda^0_{33}
\end{bmatrix},
\]

\[
B_1 = \begin{bmatrix}
\kappa^0_{00} & \kappa^0_{01} & \kappa^0_{02} & \kappa^0_{03} \\
\kappa^0_{10} & \kappa^0_{11} & \kappa^0_{12} & \kappa^0_{13} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
A_0 = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\lambda_{20} & \lambda_{21} & \lambda_{22} & \lambda_{23} \\
\lambda_{30} & \lambda_{31} & \lambda_{32} & \lambda_{33}
\end{bmatrix},
\]

\[
A_1 = \begin{bmatrix}
\kappa_{00} & \kappa_{01} & \kappa_{02} & \kappa_{03} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
A_2 = \begin{bmatrix}
0 & 0 & 0 & 0 \\
\mu_{10} & \mu_{11} & \mu_{12} & \mu_{13} \\
0 & 0 & 0 & 0 \\
\mu_{30} & \mu_{31} & \mu_{32} & \mu_{33}
\end{bmatrix},
\]

(A.1)

where we introduce the following convenient notations to represent the state transition probabilities for level $q > 0$.

\[
\lambda_{ab} = \Pr\{Y(i + 1) = (b, q + 1)|Y(i) = (a, q)\},
\]

(A.2)
\[ \kappa_{ab} = \Pr\{Y(i + 1) = (b, q)|Y(i) = (a, q)\}, \quad \text{(A.3)} \]
\[ \mu_{ab} = \Pr\{Y(i + 1) = (b, q - 1)|Y(i) = (a, q)\}. \quad \text{(A.4)} \]

In the above equations, \( a, b \in \{0, 1, 2, 3\} \) and \( q \in \{1, 2, \cdots\} \). \( \lambda_{ab} \) is the forward transition probability from level \( q \) to level \( q + 1 \), \( \kappa_{ab} \) is the transition probability within level \( q \), and \( \mu_{ab} \) is the backward transition probability from level \( q \) to \( q - 1 \). Similarly, for level \( q = 0 \) (i.e., the buffer is empty), we use the following convenient notations as

\[ \lambda^0_{ab} = \Pr\{Y(i + 1) = (b, 1)|Y(i) = (a, 0)\}, \quad \text{(A.5)} \]
\[ \kappa^0_{ab} = \Pr\{Y(i + 1) = (b, 0)|Y(i) = (a, 0)\}. \quad \text{(A.6)} \]

Based on Policy I and the corresponding arrival/departure processes described in Section 3.1, the transition probabilities are derived as

\[ \lambda_{0b} = \lambda_{1b} = 0, \quad \forall b, \]
\[ \lambda_{20} = (1 - p_0)q_1, \quad \lambda_{21} = (1 - p_0)(1 - q_1), \]
\[ \lambda_{22} = p_0q_1, \quad \lambda_{23} = p_0(1 - q_1), \]
\[ \lambda_{30} = (1 - p_0)(1 - p_1)(1 - P_C), \quad \lambda_{31} = (1 - p_0)p_1(1 - P_C), \]
\[ \lambda_{32} = p_0(1 - p_1)(1 - P_C), \quad \lambda_{33} = p_0p_1(1 - P_C), \]
\[ \kappa_{00} = q_0q_1, \quad \kappa_{01} = q_0(1 - q_1), \]
\[ \kappa_{02} = (1 - q_0)q_1, \quad \kappa_{03} = (1 - q_0)(1 - q_1), \]
\[ \kappa_{1b} = \kappa_{2b} = \kappa_{3b} = 0, \quad \forall b, \]
\[ \mu_{0b} = \mu_{2b} = 0, \quad \forall b, \]
\[ \mu_{10} = q_0(1 - p_1), \quad \mu_{11} = q_0p_1, \]
\[ \mu_{12} = (1 - q_0)(1 - p_1), \quad \mu_{13} = (1 - q_0)p_1 \]
\[ \mu_{30} = (1 - p_0)(1 - p_1)P_C, \quad \mu_{31} = (1 - p_0)p_1P_C, \]
\[ \mu_{32} = p_0(1 - p_1)P_C, \quad \mu_{33} = p_0p_1P_C, \]
\[ \lambda^0_{0b} = \lambda^0_{1b} = 0, \quad \lambda^0_{2b} = \lambda_{2b}, \quad \lambda^0_{3b} = \lambda_{3b} + \mu_{3b}, \quad \forall b, \]
\[ \kappa^0_{0b} = \kappa_{0b}, \quad \kappa^0_{1b} = \mu_{1b}, \quad \kappa^0_{2b} = \kappa^0_{3b} = 0, \quad \forall b, \]

### A.2 Transition Sub-matrices under Policy II

Under Policy II, the transition sub-matrices \( C_1 \) and \( C_2 \) are derived as

\[
C_2 = \begin{bmatrix}
0 & 0 & 0 & 0 \\
\mu_{10}^L & \mu_{11}^L & \mu_{12}^L & \mu_{13}^L \\
0 & 0 & 0 & 0 \\
\mu_{30}^L & \mu_{31}^L & \mu_{32}^L & \mu_{33}^L
\end{bmatrix},
\]
\[ C_1 = \begin{bmatrix} \kappa_{00}^L & \kappa_{01}^L & \kappa_{02}^L & \kappa_{03}^L \\ 0 & 0 & 0 & 0 \\ \kappa_{20}^L & \kappa_{21}^L & \kappa_{22}^L & \kappa_{23}^L \\ 0 & 0 & 0 & 0 \end{bmatrix}, \] (A.7)

where \( \kappa_{ab}^L \) and \( \mu_{ab}^L \) \((a, b \in \{0, 1, 2, 3\})\) represent the state transition probabilities associated with level \( L \) (i.e., the buffer is full) as
\[
\kappa_{ab}^L = \Pr\{Y(i + 1) = (b, L) | Y(i) = (a, L)\}, \quad (A.8)
\]
\[
\mu_{ab}^L = \Pr\{Y(i + 1) = (b, L - 1) | Y(i) = (a, L)\}. \quad (A.9)
\]

According to Policy II and the corresponding arrival/departure processes described in Section 3.1, the values of \( \kappa_{ab}^L \) and \( \mu_{ab}^L \) are derived as
\[
\begin{align*}
\mu_{00}^L &= \mu_{20}^L = 0, \\
\mu_{1b}^L &= \mu_{3b}^L = \mu_{3b} + \lambda_{3b}, \quad \forall b, \\
\kappa_{0b}^L &= \kappa_{0b}, \\
\kappa_{2b}^L &= \lambda_{2b}, \\
\kappa_{1b}^L &= \kappa_{3b}^L = 0, \quad \forall b.
\end{align*}
\]

### A.3 Proofs of (3.18) and (3.19)

The equation (3.18) can be directly derived from (3.14) via some simple matrix operations (note that (3.14b) can be written as \( (\pi_0, \pi_1)U = 1^T \)). In (3.19), the relation between \( \pi_0 \) and \( \pi_1 \) \((\pi_0 = \pi_1 A_2 (I - B_1)^{-1})\) can be obtained from (3.14a) and the expression of \( \pi_1 \) can be derived from the stationary distribution of channel fading, i.e.,
\[
\beta = \sum_{q=0}^{\infty} \pi_q = \pi_0 + \sum_{q=1}^{\infty} \pi_q = \pi_1 A_2 (I - B_1)^{-1} + \pi_1 (I - R)^{-1}, \quad (A.10)
\]
where \( \sum_{q=1}^{\infty} \pi_q = \pi_1 (I - R)^{-1} \) is from (3.17).

### A.4 Proof of Theorem 3.1

Theorem 1 can be proven by verifying that the solution of the stationary distribution given by (3.30)–(3.33) satisfies both the balance equation \( \pi T = \pi \) and the normalized condition \( \pi 1 = 1 \) (note that \( \pi = \{\pi_0, \pi_1, \ldots, \pi_L\} \)). We first prove that the balance equation can be satisfied. For level 0, we have
\[
\pi_0 B_1 + \pi_1 A_2 = \pi_0 B_1 + (v_1 + v_2 R_2^{L-2}) A_2 = \pi_0, \quad (A.11)
\]
where the first equality is based on (3.32) with \( q = 1 \) (i.e., \( \pi_1 = v_1 + v_2 R_2^{L-2} \)) and the second equality is from (3.33a) (i.e., \( \pi_0 B_1 + v_1 A_2 + v_2 R_2^{L-2} A_2 = \pi_0 \)). For level 1, we have

\[
\begin{align*}
\pi_0 B_0 + \pi_1 A_1 + \pi_2 A_2 &= \pi_0 B_0 + (v_1 + v_2 R_2^{L-2}) A_1 + (v_1 R_1 + v_2 R_2^{L-3}) A_2 \\
&= \pi_0 B_0 + v_1 (A_1 + R_1 A_2) + v_2 (R_2^{L-2} A_1 + R_2^{L-3} A_2) \\
&= \pi_0 B_0 + v_1 (A_1 + R_1 A_2) \\
&\quad + v_2 (R_2^{L-2} A_1 + R_2^{L-3} A_2 - R_2^{L-2}) + v_2 R_2^{L-2} \\
&= v_1 + v_2 R_2^{L-2} = \pi_1, \quad (A.12)
\end{align*}
\]

where the first equality is based on (3.32) with \( q = 1 \) and \( q = 2 \), the fourth equality is from (3.33a) (i.e., \( \pi_0 B_0 + v_1 (A_1 + R_1 A_2) + v_2 R_2^{L-3} (R_2 A_1 + A_2 - R_2) = \pi_1 \)), and the last equality is derived from (3.32) with \( q = 1 \). Similarly, for level \( L - 1 \) and level \( L \), we have

\[
\begin{align*}
\pi_{L-1} A_0 + \pi_L A_1 + \pi_C_2 &= (v_1 R_1^{L-3} + v_2 R_2) A_0 + (v_1 R_1^{L-2} + v_2) A_1 + \pi_L C_2 \\
&= v_1 (R_1^{L-3} A_0 + R_1^{L-2} A_1) + v_2 (R_2 A_0 + A_1) + \pi_L C_2 \\
&= v_1 R_1^{L-2} + v_1 (R_1^{L-3} A_0 + R_1^{L-2} A_1 - R_1^{L-2}) \\
&\quad + v_2 (R_2 A_0 + A_1) + \pi_L C_2 \\
&= v_1 R_1^{L-2} + v_2 = \pi_{L-1}, \quad (A.13) \\
\pi_{L-1} A_0 + \pi_L C_1 &= (v_1 R_1^{L-2} + v_2) A_0 + \pi_L C_1 = \pi_L. \quad (A.14)
\end{align*}
\]

For level \( q \) (\( 2 \leq q \leq L - 2 \)), we have

\[
\begin{align*}
\pi_{q-1} A_0 + \pi_q A_1 + \pi_{q+1} A_2 &= (v_1 R_1^{q-2} + v_2 R_2^{L-q}) A_0 + (v_1 R_1^{q-1} + v_2 R_2^{L-q-1}) A_1 \\
&\quad + (v_1 R_1^{q} + v_2 R_2^{L-q-2}) A_2 \\
&= v_1 R_1^{q-2} (A_0 + R_1 A_1 + R_1^2 A_2) \\
&\quad + v_2 R_2^{L-q-2} (R_2 A_0 + R_2 A_1 + A_2) \\
&= v_1 R_1^{q-1} + v_2 R_2^{L-q-1} = \pi_q, \quad (A.15)
\end{align*}
\]

where the third equality is based on (3.30) and (3.31). Now, we have already verified the stationary distribution of all levels \( (\pi_0, \pi_1, \ldots, \pi_L) \). In other words, the balance equation is satisfied when the stationary distribution is given by (3.30)–(3.33).

Secondly, we prove that the normalized condition can be satisfied as follows

\[
\pi 1 = \left( \pi_0 + \sum_{q=1}^{L-1} \pi_q + \pi_L \right) 1
\]
\[
\begin{align*}
&= \left( \pi_0 + \sum_{q=1}^{L-1} (v_1 R_1^{q-1} + v_2 R_2^{L-q-1}) + \pi_L \right) 1 \\
&= \left( \pi_0 + v_1 \sum_{q=1}^{L-1} R_1^{q-1} + v_2 \sum_{q=1}^{L-1} R_2^{L-q-1} + \pi_L \right) 1 \\
&= \left( \pi_0 + v_1 \sum_{m=0}^{L-2} R_1^m + v_2 \sum_{n=0}^{L-2} R_2^n + \pi_L \right) 1 \\
&= 1, \quad (A.16)
\end{align*}
\]

where the second equality is based on (3.32). The fourth equality is obtained by letting \( m = q - 1 \) and \( n = L - q - 1 \). The last equality is based on (3.33b).

This completes the proof.
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Appendixes of Chapter 4

B.1 Proof of Theorem 4.1

i) Proof of the upper bound. Since the solution space of (RMP-P2), \( \hat{F}_k' \), is a subspace of that of (P2), \( \hat{F}_k \), the optimal objective function of (RMP-P2) must be no better than that of (P2), i.e., \( z^{RMP-P2}_{\hat{F}_k'} \geq z^{P2}_{\hat{F}_k} \). This completes the proof of the upper bound.

ii) Proof of the lower bound. At any iteration \( n \), from (PP-P2), we have

\[
\Delta^* = \min \{1 - \sum_{i=1}^{\hat{N}_k} v_i^* f_{i,m}\}
\]

\[
\Rightarrow \Delta^* \leq 1 - \sum_{i=1}^{\hat{N}_k} v_i^* f_{i,m}
\]

\[
\Rightarrow \Delta^* + \sum_{i=1}^{\hat{N}_k} v_i^* f_{i,m} \leq 1, \quad \forall m = 1, \cdots, |\hat{F}_k|.
\]

(B.1)

Note that \( \Delta^* < 0 \) before the iteration process converges to the optimal solution to (P2) and \( f_{i,m} \in \{0, 1\} \). Thus, if \( f_m = [f_{1,m}, f_{2,m}, \cdots, f_{|\hat{N}_k|m}]^T \) is not an all-zero vector, we have

\[
\sum_{i=1}^{\hat{N}_k} \Delta^* f_{i,m} \leq \Delta^*, \quad \forall m = 1, \cdots, |\hat{F}_k|.
\]

(B.2)

From (B.1) and (B.2), we have

\[
\sum_{i=1}^{\hat{N}_k} \Delta^* f_{i,m} + \sum_{i=1}^{\hat{N}_k} v_i^* f_{i,m} \leq 1
\]

\[
\Rightarrow \sum_{i=1}^{\hat{N}_k} f_{i,m} (\Delta^* + v_i^*) \leq 1, \quad \forall m = 1, \cdots, |\hat{F}_k|.
\]

(B.3)

If \( f_m \) is an all-zero vector, then we have \( \sum_{i=1}^{\hat{N}_k} f_{i,m} (\Delta^* + v_i^*) = 0 < 1 \). Therefore, regardless of \( f_m \) being all-zero or not, inequality (B.3) always holds.
On the other hand, the dual problem (DP) of (P2) can be formulated as

\[
\text{(DP2)}: s = \max_{v_i \geq 0} \sum_{i=1}^{N_k} \tau_i v_i \tag{B.4a}
\]
\[
\text{s.t. } \sum_{i=1}^{N_k} f_{i,m} v_i \leq 1, \; \forall m = 1, \cdots, |\hat{F}_k|. \tag{B.4b}
\]

Thus, based on inequality \( \text{(B.3)} \) and dual constraint \( \text{(B.4b)} \), we can conclude that, if \( \tilde{v}_i = \Delta^* + v_i^* \geq 0 \), then \( \tilde{v}_i \) is a feasible solution to (DP2) and we have

\[
\sum_{i=1}^{N_k} \tau_i \tilde{v}_i \leq \sum_{i=1}^{N_k} \tau_i v_{i,DP2}^* = s_{DP2}^*, \tag{B.5}
\]

where \( v_{i,DP2}^* \) and \( s_{DP2}^* \) are the optimal solution and the optimal objective function of (DP2), respectively. If \( \tilde{v}_i < 0 \), it is easy to check that inequality \( \text{(B.5)} \) still holds because \( \tau_i \geq 0 \) and \( v_{i,DP2}^* \geq 0 \). Thus, inequality \( \text{(B.5)} \) is always valid regardless of \( \tilde{v}_i \geq 0 \) or \( \tilde{v}_i < 0 \).

According to the \textit{Strong Duality Theorem}, the optimal objective function of the dual problem (DP2) equals that of the primal problem (P2), i.e., \( s_{DP2}^* = z_p^* \). Therefore, we have \( \sum_{i=1}^{N_k} \tau_i \tilde{v}_i \leq s_{DP2}^* = z_p^* \), which means \( \sum_{i=1}^{N_k} \tau_i \tilde{v}_i \) is a lower bound of the optimal objective function of (P2). This completes the proof.

### B.2 Proof of Theorem 4.2

At any iteration \( n \), from (PP-P3), we have

\[
\delta^* = \max \left\{ \sum_{i=1}^{N_k^*} (r_i + w_i^*) f_{i,m} - \varphi^* \right\} = \delta^* \geq \sum_{i=1}^{N_k^*} (r_i + w_i^*) f_{i,m} - \varphi^*
\]

\[
\Rightarrow \varphi^* + \delta^* - \sum_{i=1}^{N_k^*} w_i^* f_{i,m} \geq \sum_{i=1}^{N_k^*} r_i f_{i,m}, \; \forall m = 1, \cdots, |\hat{F}_k^*|. \tag{B.6}
\]

In addition, the dual problem of (P3) can be formulated as

\[
\text{(DP3)}: s_{DP3} = \min_{\varphi, w_i \geq 0} T\varphi - \sum_{i=1}^{N_k^*} \tau_i w_i \tag{B.7a}
\]
\[
\text{s.t. } \varphi - \sum_{i=1}^{N_k^*} f_{i,m} w_i \geq \sum_{i=1}^{N_k^*} r_i f_{i,m}, \; \forall m = 1, \cdots, |\hat{F}_k^*|. \tag{B.7b}
\]

Based on \( \text{(B.6)} \) and \( \text{(B.7b)} \), we can conclude that \( (\tilde{\varphi}, w_i^* : i = 1, \cdots, |\hat{N}_k^*|) \) is a feasible solution to (DP3) where \( \tilde{\varphi} = \varphi^* + \delta^* > 0 \) (note that dual variable \( \varphi^* \) is always no less than zero and \( \delta^* > 0 \) before the iteration process reaches the optimality of (P3)).

Similar to the proof procedure of Theorem 4.1, we must have \( T\tilde{\varphi} - \sum_{i=1}^{N_k^*} \tau_i w_i^* \geq s_{DP3}^* = z_{P3}^* \), where \( s_{DP3}^* \) and \( z_{P3}^* \) are the optimal objective functions of (DP3) and (P3), respectively. This completes the proof.
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Appendixes of Chapter 5

C.1 Proof of Theorem 5.1

Based on PP1, we have

\[ \Delta^*_m = \max \left\{ \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N} \cup \{ES\}} a_{i,j} y_{i,j,k}^m - \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N} \cup \{ES\}} y_{i,j,k}^m \varphi_i^* - \sum_{j \in \mathcal{N}_r} \sum_{i \in \mathcal{N}_v} y_{i,j,k}^m \varphi_j^* \right\}, \]  

\[ \Rightarrow \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N} \cup \{ES\}} y_{i,j,k}^m \varphi_i^* + \sum_{j \in \mathcal{N}_v} \sum_{i \in \mathcal{N}_r} y_{i,j,k}^m \varphi_j^* + \sum_{m \in \mathcal{M}} y_{i,j,k}^m \psi^*_m + \sum_{i \in \mathcal{N}_r} \psi^*_m - \sum_{m \in \mathcal{M}} (\mu^*_m + \Delta^*_k) \geq \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N} \cup \{ES\}} a_{i,j} y_{i,j,k}^m, \quad \forall m \in \mathcal{M}, k \in \mathcal{K}_m \] 

(C.1)

In addition, the dual problem of Relaxed IP1 can be formulated as

\[ \text{[DP1]} \quad S_{DP1} = \min \left\{ \varphi_i^c + \sum_{j \in \mathcal{N}_v} \varphi_j^v + \sum_{m \in \mathcal{M}} \psi^*_m + F_{ES} \psi^*_{ES} + \sum_{m \in \mathcal{M}} \mu^*_m \right\} \]

s.t. \[ \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N} \cup \{ES\}} y_{i,j,k}^m \varphi_i^c + \sum_{j \in \mathcal{N}_v} \sum_{i \in \mathcal{N}_r} y_{i,j,k}^m \varphi_j^v + \sum_{m \in \mathcal{M}} y_{i,j,k}^m \psi^*_m + \sum_{i \in \mathcal{N}_r} f_i y_{i,j,k}^m \psi^*_{ES} + \mu^*_m \]

\[ \geq \sum_{i \in \mathcal{N}_r} \sum_{j \in \mathcal{N} \cup \{ES\}} a_{i,j} y_{i,j,k}^m, \quad \forall m \in \mathcal{M}, k \in \mathcal{K}_m \] 

(C.3a)

\[ \varphi_i^c, \varphi_j^v, \psi^*_m, \psi^*_{ES} \geq 0, \quad \forall i \in \mathcal{N}_r, j \in \mathcal{N}_v, m \in \mathcal{M}. \] 

(C.3b)

According to (C.2) and (C.3a), we can observe that \( (\varphi_i^c, \varphi_j^v, \psi^*_m, \psi^*_{ES}, \mu^*_m + \Delta^*_k) \) is a feasible solution to DP1. Therefore, we must have \( \sum_{i \in \mathcal{N}_r} \varphi_i^c + \sum_{j \in \mathcal{N}_v} \varphi_j^v + \sum_{m \in \mathcal{M}} \psi^*_m + F_{ES} \psi^*_{ES} + \sum_{m \in \mathcal{M}} (\mu^*_m + \Delta^*_k) \geq S^*_{DP1} = U^*_{IP1} \) where \( S^*_{DP1} \) and \( U^*_{IP1} \) are the optimal objective function values of the dual problem DP1 and the primal problem Relaxed IP1, respectively. This completes the proof.
C.2 Proof of Theorem 5.2

Based on PP2, we have

\[
\Delta^*_k = \max \left\{ \sum_{i \in N_r} \sum_{j \in N \cup \{ES\}} a_{i,j} y_{i,j,k} - \sum_{i \in N_r} \sum_{j \in N \cup \{ES\}} y_{i,j,k} \varphi^*_i - \sum_{i \in N_r} \sum_{j \in N \cup \{ES\}} y_{i,j,k} \varphi^*_j \\
- \sum_{i \in N_r} f_i \cdot y_{i,ES,k} \psi^*_{ES} - \mu^* - \sum_{q \in Q^u} I_q \cdot \mu_q^* + \sum_{q \in Q^u} I_q \cdot \bar{\mu}_q^*, \forall k \in K \right\}, \tag{C.4}
\]

\[
\Rightarrow \sum_{i \in N_r} \sum_{j \in N \cup \{ES\}} y_{i,j,k} \varphi^*_i + \sum_{i \in N_r} \sum_{j \in N \cup \{ES\}} y_{i,j,k} \varphi^*_j + \sum_{i \in N_r} f_i \cdot y_{i,ES,k} \psi^*_{ES} + (\mu^* + \Delta^*_k) \\
+ \sum_{q \in Q^u} I_q \cdot \mu_q^* - \sum_{q \in Q^u} I_q \cdot \bar{\mu}_q^* \geq \sum_{i \in N_r} \sum_{j \in N \cup \{ES\}} a_{i,j} y_{i,j,k}, \forall k \in K. \tag{C.5}
\]

In addition, the dual problem of Relaxed IP2 is formulated as

\[
[DP2] S_{DP2} = \min_{\varphi^*_i, \varphi^*_j, \psi^*_{ES}, \mu^*_q, \bar{\mu}_q^*} \sum_{i \in N_r} \varphi^*_i + \sum_{j \in N_v} \varphi^*_j + F_{ES} \psi^*_{ES} + M \mu^*_q \\
+ \sum_{q \in Q^u} [\beta_q] \mu_q^* - \sum_{q \in Q^u} [\beta_q] \bar{\mu}_q^*, \tag{C.6a}
\]

s.t.

\[
\sum_{i \in N_r} \sum_{j \in N \cup \{ES\}} y_{i,j,k} \varphi^*_i + \sum_{i \in N_r} \sum_{j \in N \cup \{ES\}} y_{i,j,k} \varphi^*_j + \sum_{i \in N_r} f_i \cdot y_{i,ES,k} \psi^*_{ES} + \mu^*_q \\
+ \sum_{q \in Q^u} I_q \cdot \mu_q^* - \sum_{q \in Q^u} I_q \cdot \bar{\mu}_q^* \geq \sum_{i \in N_r} \sum_{j \in N \cup \{ES\}} a_{i,j} y_{i,j,k}, \forall k \in K. \tag{C.6a}
\]

Thus, according to (C.5) and (C.6a), we can observe that \((\varphi^*_i, \varphi^*_j, \psi^*_{ES}, \mu^*_q + \Delta^*_k, \bar{\mu}_q^*)\) is a feasible solution to DP2. Therefore, we have \(\sum_{i \in N_r} \varphi^*_i + \sum_{j \in N_v} \varphi^*_j + F_{ES} \psi^*_{ES} + M (\mu^*_q + \Delta^*_k) + \sum_{q \in Q^u} [\beta_q] \mu_q^* - \sum_{q \in Q^u} [\beta_q] \bar{\mu}_q^* \geq S^*_{DP2} = U^*_{IP2}\), where \(S^*_{DP2}\) and \(U^*_{IP2}\) are the optimal objective functions of the dual problem DP2 and the primal problem Relaxed IP2, respectively. This completes the proof.
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