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ABSTRACT

In cancer cells, the most common forms of cell death are often actively inhibited, contributing to the development of drug resistance. Identifying and exploiting alternative cell death pathways are essential to overcoming or bypassing drug resistance. Ferroptosis, a newly described, morphologically and biochemically distinct, cell death mechanism is characterized by iron-dependent cellular accumulation of reactive oxygen species. The combination of siramesine, a lysosome disruptor, and lapatinib, a dual tyrosine kinase inhibitor (TKI), synergistically induced death in breast cancer cells. This cell death had characteristics of ferroptosis: it was blocked by the ferroptosis inhibitor ferrostatin-1 and the iron chelator deferoxamine. The objective of the present study was to determine whether lysosome disruptors and TKIs, in combination, would induce synergic cell death via a ferroptotic mechanism in lung adenocarcinoma and glioblastoma cells. Inducing ferroptosis could be a potential therapeutic strategy for these cancers that have limited available treatment options.
“The central therapeutic challenge of the newest cancer medicine, then, was to find, among the vast numbers of similarities in normal cells and cancer cells, subtle differences in genes, pathways, and acquired capabilities—and to drive a poisoned stake into that new [Achilles’] heel.”

Siddhartha Mukherjee

The Emperor of All Maladies
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CHAPTER 1: INTRODUCTION

1.1 CANCER IN CANADA

In 2016 more than 202,400 Canadians were diagnosed with cancer and 78,800 died of cancer (1-3). It is expected that almost half of all Canadians will develop cancer in their lifetime and a quarter of Canadians will die as a result of a cancer diagnosis (1-3). In 2012, 30% of all deaths in Canada were the result of cancer, more than deaths due to cardiovascular disease (21%) and cerebrovascular disease (6%), combined (1-3). The economic costs are equally profound, with billions of dollars spent to treat and care for individuals with cancer and 10s of billions of dollars lost in decreased productivity and early death. As the Canadian population ages, cancer rates are increasing and the burden of cancer, personal and economic, will increase unless prevention and treatment improve. That is why scientists, physicians, health agencies and government are all engaged in improving our understanding of the biological basis, the prevention and the treatment of cancer. This thesis will investigate the synergistic killing effects of several combinations of lysosome targeting agents and tyrosine kinase inhibitors, and determine whether the mechanism of cell death is consistent with ferroptosis.

1.2 HALLMARKS OF CANCER

In maintaining integrity and homeostasis in multicellular organisms, the balance between cell death and survival is fundamental. Damaged cells, cells in inappropriate microenvironments or potentially harmful cells, undergo cell death, while healthy cells are able to survive and thrive even when exposed to physiological stresses. When the homeostatic balance between cell death...
and cell survival is altered, diseases such as cancer can occur. Cancer development, or tumourigenesis, is a multistep process that involves the acquisition of successive genetic, epigenetic or somatic alterations as a result of increasing genomic instability (4). Carcinogenesis frequently involves over-activation of oncogenes through dominant gain-of-function mutations, and/or inhibition of tumour suppressor genes through recessive loss-of-function mutations (5). Together, these alterations enable cancer cells to acquire atypical characteristics including: self-sufficiency in growth signals, insensitivity to anti-growth signals, evasion of cell death, limitless replication potential, abnormal angiogenesis, evasion of the immune system, deregulated cellular metabolism, tissue invasion and metastasis (4, 6).

1.3 GLIOBLASTOMA

Gliomas encompass a wide range of tumours that arise from the glial cells of the central nervous system or their precursors. Gliomas are divided into three main types of tumours: astrocytomas, oligodendrogliomas, and ependymomas. Astrocytomas are categorized by their degree of aggressiveness, based on the World Health Organization (WHO) grading system. Glioblastoma (formerly known as glioblastoma multiforme, GBM), with a WHO astrocytoma grade of IV (highly aggressive), represents both the most common and most malignant primary brain tumour in adults (7, 8), while only three percent of childhood brain tumours are glioblastomas (9). In North America, the estimated incidence is 5 per 100,000, typically occurring more frequently in males (1). It arises by two pathogenically distinct routes, either emerging from a pre-existing low-grade astrocytoma (secondary GBM) or more commonly, emerging de novo in a fully malignant and aggressive state (primary GBM) (8).
The Cancer Genome Atlas (TCGA) identifies four GBM subtypes, based on differing patterns of gene expression: Proneural, Neural, Classical and Mesenchymal (10).

Classical GBM tumours are characterized by increased expression of epidermal growth factor receptor (EGFR), which is less common in the other GBM subtypes. However, *TP53* mutations, frequently identified in the other subtypes, are not found in Classical GBM. Clinically, patients with Classical GBM survive longer than patients with other GBM subtypes.

*TP53* is frequently mutated in Proneural tumours. Proneural tumours are also characterized by mutations in the *IDH1* gene, which encodes an isocitrate dehydrogenase. *PDGFRA* (encoding platelet derived growth factor receptor alpha), is also mutated and overexpressed in the Proneural tumours. Patients with the Proneural subtype are significantly younger than patients with other subtypes, and tend to survive longer (10).

The Mesenchymal GBM subtype is characterized by mutations in the *NF1* tumour suppressor gene, and by increased expression of tumour necrosis factor (TNF) family and NF-κB signaling pathways. Frequent mutations in the *PTEN* and *TP53* tumour suppressor genes are also seen in this subtype. Patients with the Mesenchymal subtype have improved survival after treatment compared to patients with other subtypes (10).

The Neural subtype is defined by increased neuronal gene expression, and oligodendrocytic and astrocytic differentiation. Patients with the Neural subtype are older and have a poorer response to therapy than patients with Classical and Mesenchymal subtypes (10).

Presently, treatment for GBM is inadequate to provide cure to the majority of patients. Tumours are often resistant to available chemotherapy, the blood brain barrier blocks effective drugs from reaching the tumour site in the central nervous system, and treatment toxicity can
include permanent damage to normal brain tissue. Due to its infiltrative growth (which makes complete surgical resection difficult) and its aggressive behavior, GBM usually has a poor clinical outcome. Despite treatment options that include surgery, radiation and chemotherapy, the median overall survival is only 15 months, highlighting the urgent need for more effective targeted therapeutics (7, 8).

Currently, the surgical goal is complete resection, although the diffuse nature of GBM often makes this impossible (11). The extent of GBM resection correlates with survival. A study from 2001 showed that patients lived approximately 5 months longer when tumour resection was greater than 98% (12). A more recent study demonstrated that a survival advantage was conferred with more than 78% resection, although median overall survival continued to improve as the extent of resection increased (13).

Radiotherapy is the main non-surgical therapeutic modality, usually used in combination with temozolomide (TMZ), which sensitizes the tumour cells to radiation. TMZ is an alkylating agent that methylates purine bases, leading to DNA base mismatch, resulting in DNA strand breaks and apoptosis (14, 15).

Poor long-term outcomes in treatment of GBM are due to high rates of recurrence and the development of chemotherapy resistance. It has been estimated that more than 80% of GBMs recur, typically at the site of the original tumour (16). Acquired resistance to TMZ is a major limitation, as more than 90% of recurrent gliomas show no response to retreatment with TMZ. The primary mechanism for resistance involves O\(^\text{6}\)-methylguanine–DNA methyltransferase (MGMT), a small enzymatic protein acting to directly reverse the DNA alkylation. It has been
demonstrated that MGMT repairs the principle alkylation site of TMZ, limiting its effectiveness. High levels of MGMT are reported in many cases of glioblastoma, and correlate with resistance to TMZ (14, 17).

Hypoxia potentially increases GBM resistance to treatment through several mechanisms. Limited blood flow to hypoxic regions of tumours prevents the distribution of chemotherapeutic agents administered via the blood stream (18, 19). Additionally, radiation and some chemotherapeutic agents produce cytotoxic effects by generating reactive oxygen species (ROS), but in the setting of hypoxia, the production of ROS is limited (19, 20).

1.4 LUNG ADENOCARCINOMA

Lung cancer is the leading cause of cancer death for males in both developed and developing countries, and the first and second most prevalent cause of cancer death for females in developed and developing countries, respectively (21). Approximately 1.8 million new lung cancer diagnoses, and 1.6 million deaths are estimated to have occurred worldwide in 2012 (21). Lung cancer is typically diagnosed at advanced stages because many patients are asymptomatic in the early stages of the disease, and because symptoms are non-specific, resulting in a delay in diagnosis (22).

While lung cancer is singularly deadly, it is not a single disease. Historically it has been divided into two main categories: small cell lung cancer comprises 13-15% of all lung cancer diagnoses, while non-small cell lung cancer (NSCLC) makes up the majority of cases, 85%. The most prevalent type of NSCLC is adenocarcinoma, which currently comprises 55% of NSCLC. Lung adenocarcinoma arises in glandular cells at the periphery of the lung (23). It can be slower growing than other subtypes of lung cancer, and affects smokers and non-smokers, alike.
NSCLC is divided into four stages based on the degree of spread to the lymph nodes and other tissues; prognosis is greatly dependent on stage at diagnosis. The system used most often to stage NSCLC is the American Joint Committee on Cancer TNM system, which stages tumours based on the size of the primary tumour (T), spread to regional lymph nodes (N), and metastases (M). Once the T, N, and M categories are assigned, this information is combined to assign an overall stage of 0 to IV (with some stages subdivided into A and B). Staging identifies cancers with similar prognosis, requiring similar therapeutic approaches (24, 25).

Stage 0 NSCLC is found only in the top layers of cells lining the air passages; Stage I NSCLC is located only in lung tissue; Stage II NSCLC has spread to local lymph nodes; Stage III has spread to mediastinal lymph nodes (with substages A and B defining the extent of mediastinal lymph node involvement. Stage IV disease has spread beyond the lung and regional lymph nodes to the pleura, distant lymph nodes or other organs (24, 25). Stage at diagnosis is predictive for survival at five years: Stage IA patients having a five-year survival of 50-80% and Stage IV patients having a five-year survival of only 2% (26).

Treatment is also determined by the stage of the disease. Complete surgical resection is the preferred treatment for early stage disease (Stage 0-II) (27, 28). Patients with a high risk of post-operative morbidity may opt for incomplete resection with radiotherapy. After a complete surgical resection, Stage II patients usually receive adjuvant chemotherapy (27, 28). Stage III disease is a large, heterogeneous category, with some patients being candidates for surgery while others are not. Stage IIIA patients with potentially resectable disease are treated with either induction chemotherapy or induction chemo-radiotherapy, followed by surgery, while patients
with unresectable Stage IIIA or IIIB disease typically receive concurrent chemo-radiotherapy (29). Treatment of Stage IV disease is individualized and depends on tumour histology and molecular profile, and on the patient’s age and comorbidities (30).

Cisplatin/carboplatin are the most frequently used agents, platinum containing complexes that crosslink DNA, leading to cell death. Most patients receive systemic treatment with platinum agents combined with additional agents such as paclitaxel, vinorelbine, gemcitabine, or docetaxel (27, 30). Bevacizumab, a monoclonal antibody that inhibits angiogenesis by targeting vascular endothelial growth factor (VEGF), is also commonly used in combination with carboplatin and paclitaxel as first-line therapy (31).

In the last ten years, significant advances in the treatment of lung adenocarcinoma have resulted from the identification of specific genetic changes. A driver mutation can be detected in 64% of lung adenocarcinomas (32). The American Society of Clinical Oncology recently published guidelines on molecular testing for EGFR and anaplastic lymphoma kinase (ALK) mutations (31).

EGFR tyrosine kinase inhibitors (TKIs) erlotinib, gefitinib and afatinib, which preferentially bind the EGFR ATP-binding pocket with greater affinity than ATP, improve median survival by 17-37 months (33, 34). However, despite initial responses to EGFR TKIs, the majority of patients will progress within the first two years of starting therapy. In approximately 50–60% of these patients, the loss of tumour sensitivity to TKIs is due to the acquisition of an additional EGFR mutation, T790M (34).

ALK gene fusions with echinoderm microtubule-associated protein-like 4 (EML4) occur
in about 2-7% of advanced lung adenocarcinoma patients, resulting in oncogenic gain-of-function due to constitutive oligomerization and activation (35). Patients with tumours that harbor the ALK mutation do not benefit from EGFR TKIs because these mutations are mutually exclusive, with rare exception (tumours either have EGFR or ALK mutations, but not both) (36). The ALK small molecule inhibitor crizotinib was developed for the treatment of locally advanced or metastatic NSCLC harboring the EML4-ALK fusion. Resistance to crizotinib eventually develops, but the mechanism of this resistance is currently unknown. The second generation TKIs, ceritinib and alectinib, are now a treatment option for patients with disease that has progressed on crizotinib, and seem to have the ability to limit disease metastasis to the central nervous system (31).

NSCLC has recently been identified as susceptible to immunotherapy involving immune checkpoint inhibitors. Expression of the programmed death ligand 1 (PD-L1) on tumour cells interacts with programmed death protein 1 (PD-1) on the surface of T cells, promoting immune tolerance by inhibition of function and proliferation of cytotoxic T cells (37). In 2015, the United States Food and Drug Administration (FDA) approved nivolumab and pembrolizumab for the treatment of metastatic lung cancer. Both agents are anti-PD-1 monoclonal antibodies and work by restoring the immune response against the cancer cells. Nivolumab and pembrolizumab have now become recognized second-line treatments for NSCLC (31).

1.5 IRON HOMEOSTASIS IN HEALTH AND DISEASE

The relationship between iron and carcinogenesis has long been observed, but not fully understood. Iron is an essential element for cellular homeostasis. However, iron can contribute to
tumourigenesis through the generation of ROS via the reaction of peroxides and iron (38).

Excess iron supports tumour progression, as rapidly proliferating malignant cells require larger labile iron pools to support their increased energy requirements (39). To understand the role of iron in cancer growth and progression, it is necessary to understand the role of iron in normal cellular processes.

Almost all cells in the body use iron as a cofactor for fundamental biochemical activities including oxygen transport, energy metabolism and DNA synthesis. This is due to iron’s flexible coordination chemistry and redox reactivity, which allow it to associate with proteins, bind to oxygen, transfer electrons or mediate catalytic reactions. However, iron is also potentially toxic, because, under aerobic conditions, it can catalyze the propagation of ROS and the generation of reactive radicals through Fenton chemistry (40). As a result, iron levels in the body are, under normal circumstances, tightly regulated.

The majority of iron in the body is found in hemoglobin in red blood cells and in myoglobin in muscle cells, where it plays an important role in oxygen transport. A much smaller proportion of body iron (either as a component of heme or iron-sulfur clusters) acts as a cofactor for proteins that are essential for respiration and energy metabolism, and as a component of enzymes involved in the synthesis of collagen and neurotransmitters. Iron is also required for optimal function of the immune system (39, 40).

Dietary sources of iron consist of heme and non-heme iron. Non-heme iron is derived from plant-based dietary sources and makes up about 90% of humans’ dietary iron: cereals, legumes, fruits and vegetables are the main sources. Heme iron is derived from meat, fish and poultry sources where it is found in hemoglobin, myoglobin and cytochromes.
Humans lose iron through blood loss (men and post-menopausal women have a higher risk of iron overload than pre-menopausal women), sweat, and sloughing of epithelial cells, but do not possess a regulated mechanism for iron excretion. As a result, the absorption and transportation of iron is tightly controlled (41, 42).

1.5.1 Iron Regulation

Dietary iron (in the Fe$^{3+}$ form) is initially reduced in the intestinal lumen by ferric reductases, such as duodenal cytochrome b (Dcytb), and Fe$^{2+}$ is transported across the apical membrane of enterocytes by divalent metal transporter 1 (DMT1). Dietary heme iron is transported across the membrane by heme-carrier protein 1 (HCP1) and is metabolized to Fe$^{2+}$ by heme oxygenase 1 (HO-1) (40). The Fe$^{2+}$ is then processed and transferred to the blood stream via the cellular iron export protein, ferroportin. During this process, the iron is re-oxidized to Fe$^{3+}$ by the ferroxidase hephaestin (HEPH) (Figure 1.1) (40, 43, 44).

The exported iron is picked up by the plasma protein transferrin (Tf), which transports iron through the plasma and delivers it to the tissues. The iron bound to Tf represents a small portion of the total iron in the body, but is very dynamic in order to sustain erythropoiesis. This iron is replenished by iron recycled from red blood cells and by newly absorbed dietary iron (40).
Dietary iron (predominantly in the form of ferric iron) is absorbed in the duodenum through the action of a reductase, such as duodenal cytochrome b (Dcytb) (which reduces it to ferrous iron) and divalent metal transporter 1 (DMT1). Iron can also be absorbed into the enterocytes in the form of heme through the heme-carrier protein 1 (HCP1). Heme is then broken down to ferrous iron by heme oxygenase 1 (HO-1). Iron exits the enterocyte through the iron efflux pump ferroportin, functioning together with the oxidase hephaestin to re-oxidize ferrous iron to ferric iron, which is bound to, and carried by, transferrin (Tf). The iron-Tf complex circulates through the bloodstream to deliver iron to body tissues. There is no excretory pathway for iron; iron levels are primarily regulated at the absorption step. Excess iron induces hepatic synthesis of the peptide hormone hepcidin, the master regulator of systemic iron homeostasis. Hepcidin binds to ferroportin and triggers its degradation, inhibiting absorption of dietary iron through the enterocytes. Hepcidin levels also increase in response to inflammatory cytokines resulting in anemia of chronic inflammation and cancer.

Figure 1.1: Systemic iron homeostasis in humans.
Dietary iron (predominantly in the form of ferric iron) is absorbed in the duodenum through the action of a reductase, such as duodenal cytochrome b (Dcytb) (which reduces it to ferrous iron) and divalent metal transporter 1 (DMT1). Iron can also be absorbed into the enterocytes in the form of heme through the heme-carrier protein 1 (HCP1). Heme is then broken down to ferrous iron by heme oxygenase 1 (HO-1). Iron exits the enterocyte through the iron efflux pump ferroportin, functioning together with the oxidase hephaestin to re-oxidize ferrous iron to ferric iron, which is bound to, and carried by, transferrin (Tf). The iron-Tf complex circulates through the bloodstream to deliver iron to body tissues. There is no excretory pathway for iron; iron levels are primarily regulated at the absorption step. Excess iron induces hepatic synthesis of the peptide hormone hepcidin, the master regulator of systemic iron homeostasis. Hepcidin binds to ferroportin and triggers its degradation, inhibiting absorption of dietary iron through the enterocytes. Hepcidin levels also increase in response to inflammatory cytokines resulting in anemia of chronic inflammation and cancer.
Each Tf molecule can carry two molecules of iron (referred to as holo-Tf). Iron loaded holo-Tf binds to the cell surface transferrin receptor 1 (TfR1) and undergoes endocytosis via clathrin-coated pits (45). A proton pump promotes acidification of the endosome, which triggers the release of $Fe^{3+}$ from Tf. The metalloreductase STEAP3 reduces $Fe^{3+}$ to $Fe^{2+}$ (46), which is then transported out of the endosome by DMT1 (44, 47). Once the iron is released from Tf, the affinity of Tf to TfR1 decreases, resulting in dissociation. The apo-Tf is secreted back into the bloodstream where it can pick up more iron (Figure 1.2) (40).

A second transferrin receptor, transferrin receptor 2 (TfR2), is also involved in the uptake of transferrin-bound iron into cells, although its role is minor compared to TfR1 (48). There are a number of differences between TfR1 (encoded by the TFRC gene) and TfR2 (encoded by the TFR2 gene): TfR2 has a 30-fold lower affinity for iron bound Tf than TfR1 and, while TfR1 is ubiquitously expressed, TfR2 is predominantly expressed in liver cells, suggesting a tissue-specific function (48). TfR2 levels show a dose-dependent response to transferrin saturation, with increasing concentrations of iron bound Tf leading to increased levels of TfR2 by directly stabilizing the TfR2 protein. Unlike TfR1, TfR2 is not regulated by cellular iron levels. TfR2 cannot compensate for the loss of TfR1; the Tfrc knockout mouse is embryonic lethal, and Tfrc heterozygote knockout mice display iron deficiency and reduced hepatic iron content compared with wild-type mice. Conversely, TFR2 mutations in humans and murine models produce an iron overload phenotype with increased hepatic iron loading (48).

Cells can store excess intracellular iron within the storage protein ferritin (49). Iron can enter ferritin using poly(rC)-binding protein 1 (PCBP1), which is an iron chaperone, and the stored iron is considered to be bioavailable (50). Ferritin is composed of heavy (FTH1) and light (FTL) subunits, the levels of each subunit being tissue dependent. The storage and import/export
Figure 1.2: Mammalian cellular iron metabolism.
Iron circulates in blood plasma bound to transferrin. Iron-bound transferrin binds to transferrin receptor 1 (TfR1) on the plasma membrane of most cells, and is endocytosed. In the acidic environment of the endosome, ferric iron ($\text{Fe}^{3+}$) is released from transferrin and is reduced to ferrous iron ($\text{Fe}^{2+}$) through the ferrireductase activity of STEAP3. Ferrous iron is transported out of the endosome into the cytosol by divalent metal transporter 1 (DMT1), and enters the metabolically active pool of iron (the labile iron pool). Excess iron is stored in the iron storage protein ferritin. Iron can enter ferritin using the iron chaperone poly(rC)-binding protein 1 (PCBP1). Iron leaves the cell through the efflux pump ferroportin, and is re-oxidized to ferric iron by hephaestin.
of iron controls the size of the intracellular labile iron pool (LIP). The LIP is defined as the transient cytosolic pool of iron, which is presumably bound to low molecular mass chelates, such as organic anions and polypeptides (51). Cells can also remove excess iron via ferroportin, the cellular iron exporter (Figure 1.2) (40, 44).

Iron metabolism is balanced by two regulatory systems, one that functions systemically and relies on the hormone hepcidin and the iron exporter ferroportin, and another that predominantly controls cellular iron metabolism through iron-regulatory proteins that bind iron-response elements in specific regulated messenger RNAs (43).

Ferroportin-mediated efflux of Fe\(^{2+}\) is crucial for systemic iron homeostasis and is negatively regulated by hepcidin, a liver derived peptide hormone that binds to ferroportin and promotes its phosphorylation, internalization and lysosomal degradation (39, 41). Hepcidin accumulates following iron intake and under inflammatory conditions, resulting in iron retention and decreased dietary absorption. Hepcidin levels fall during iron deficiency and hypoxia, promoting intestinal iron absorption and iron release. Disruption of hepcidin regulation is associated with iron overload, while pathological elevation contributes to chronic anemia (Figure 1.1) (52).

Iron homeostasis and cellular iron balance are regulated post-transcriptionally by the iron-response element (IRE) / iron-regulatory protein (IRP) system. These proteins bind to iron-response elements (IREs) present in either the 5′ or the 3′ untranslated region (UTR) of mRNAs (38, 43, 53). IREs are found in the 5′ UTR of mRNAs encoding ferroportin and both subunits of ferritin, and in the 3′ UTR of mRNAs encoding TfR1 and IRE-containing isoforms of DMT1 (38, 54, 55). Binding of IRPs to 5′ IREs inhibits translation, whereas binding to 3′ IREs stabilizes mRNA and promotes translation (38). IRPs bind to IREs under conditions of low iron.
availability. Thus, under conditions of low iron levels, the IRE-IRP system functions to increase iron uptake (by stabilizing mRNAs that encode TFR1 and IRE-containing isoforms of DMT1) and decreases iron storage and efflux (by inhibiting the translation of ferritin and ferroportin) (38). Conversely, in cells that are iron replete, the IRPs are unavailable for IRE binding as IRP1 is sequestered by binding to iron-sulfur clusters and IRP2 undergoes proteosomal degradation (40). Therefore, iron storage and efflux is increased (by translation of ferritin and ferroportin) and iron uptake is decreased (by the degradation of mRNAs encoding TfR1 and DMT1) (Figure 1.3) (38).

1.5.2 Iron and Disease

Despite the existence of a highly organized and regulated network that maintains iron homeostasis, genetic, physiological or environmental factors may drive the development of either iron overload or iron deficiency states.

Iron deficiency is the most common nutritional deficiency in the world. Iron is present in all cells in the human body serving vital functions that include carrying oxygen as a key component of hemoglobin, acting as a transport medium for electrons in the form of cytochromes, facilitating oxygen use and storage in muscle as a component of myoglobin, and serving as a cofactor for many enzyme reactions.

Total body iron averages approximately 3.8 g in men and 2.3 g in women. There are several mechanisms (as mentioned above) that control human iron regulation and safeguard against iron deficiency. When loss of iron is not sufficiently compensated by adequate intake of iron from the diet or by mobilization of iron stores, iron deficiency develops over time.
Figure 1.3: Control of cellular iron metabolism by the IRE-IRP regulatory axis.
Iron-regulatory protein (IRP) 1 and IRP2 are crucial proteins in the maintenance of cellular iron homeostasis. These proteins bind to iron-response elements (IREs) present in either the 5′ or the 3′ untranslated region (UTR) of mRNAs. IREs are found in the 5′ UTR of mRNAs encoding ferroportin and both subunits of ferritin, and in the 3′ UTR of mRNAs encoding transferrin receptor 1 (TfR1) and IRE-containing isoforms of divalent metal transporter 1 (DMT1). Binding of IRPs to 5′ IREs inhibits translation; binding to 3′ IREs stabilizes mRNA and promotes translation. IRPs bind to IREs under conditions of low iron levels; under conditions of high iron levels, IRP1 is sequestered and bound in iron-sulfur clusters and IRP2 is degraded.
Untreated iron deficiency can lead to iron deficiency anemia. Anemia is characterized by inadequate numbers of red blood cells or low levels of hemoglobin. Iron deficiency anemia occurs when the body lacks sufficient iron to maintain hemoglobin production. Hemoglobin is the iron containing protein in red blood cells that binds oxygen for transport from lungs to body tissues. Children, pre-menopausal women, and individuals with an iron-poor diet are most susceptible to iron deficiency anemia (56). At its worst, iron deficiency anemia is characterized by fatigue, impairment of thermoregulation, immune dysfunction and neurocognitive impairment (42, 57).

Anemia of chronic inflammation is the result of inadequate red blood cell production that accompanies a persistent state of inflammation, occurring as a consequence of chronic disease or infection (58). Inflammation causes macrophages to produce high levels of IL-6, a pro-inflammatory cytokine that triggers the expression of hepcidin, promoting degradation of ferroportin (52, 59). This in turn, lowers both dietary iron absorption and stored iron release (52, 59), resulting in decreased iron availability for hemoglobin synthesis and the development of anemia (Figure 1.1).

Excess iron intake can lead to iron overload, which if undiagnosed and untreated increases the risk for organ injury and dysfunction with the risk of hepatopathy, hypothyroidism, gonadal dysfunction, diabetes, arthritis, cardiomyopathy, and the progression of neurodegenerative diseases. Iron overload can be inherited or acquired from repeated blood transfusions or excessive intake of iron supplements. Accumulating the amount of iron required to produce symptoms can take decades, and as women are protected by menstruation and child bearing, iron overload is more common in older men (60).
Hereditary Hemochromatosis (HH) is one of the most common genetic disorders, affecting an estimated 1 in 300 Canadians, and is characterized by excessive intestinal absorption of dietary iron resulting in a pathological increase in total body iron stores (60). The molecular defect in HH is in the iron sensing-hepcidin axis. In HH, hepcidin levels are inappropriately low for the levels of iron present in the body, resulting in increased iron being transferred from the gut to other tissues. HH is divided into four subtypes defined by clinical presentation and genetic basis: (i) HFE-related HH (mutated \textit{HFE}), (ii) juvenile hemochromatosis, (iii) TFR2-associated hemochromatosis (mutated \textit{TFR2}) and (iv) ferroportin disease (mutated \textit{SLC40A1}) (41).

HFE-related HH, also known as classic HH or Type 1 HH (representing 90% of cases), is the mildest form of the disease, characterized by a gradual accumulation of iron in organs over a period of decades, with most diagnoses in males older than 50 years and post-menopausal women (41, 60). In people of European descent, the condition is usually associated with homozygosity for a mutation in the \textit{HFE} gene. The two most common mutations, C282Y and H63D, account for 85% of all cases of hemochromatosis (61).

\subsection*{1.5.3 Iron and Cancer}

Excess iron can contribute to tumour initiation and growth. In the setting of pathological conditions such as hemochromatosis, hepatitis B and C virus infection, asbestosis, and endometriosis, iron overload may increase the risk of cancer. However, the precise relationship between iron overload and carcinogenesis is still unclear (39). At a macro level, although the results of studies are not always consistent, the evidence supports a model in which increased iron burden is associated with increased cancer risk (38).
At a micro level, iron loading may lead to an increased risk of malignancy, the result of generation of ROS via the Fenton reaction (Figure 1.4). The Fenton reaction describes the reaction of peroxides and iron yielding hydroxyl or lipid alkoxy radicals that can damage lipids, proteins and DNA. Oxidative damage to DNA, resulting in DNA base modifications and DNA strand breaks, can be mutagenic (38, 39). ROS are also believed to induce a wide range of effects through modulation of signals that regulate cell transformation. Although the molecular mechanisms responsible for these effects are not completely understood, an increase in ROS has the potential to influence malignant transformation at several levels: inducing mutations in DNA, modulating gene expression, increasing cell proliferation, or inhibiting apoptosis. Angiogenesis and metastasis may also be influenced by ROS (39).

Excess iron has been shown to contribute to tumour initiation and growth (62), and epidemiological evidence has established links between changes in iron metabolism and clinical outcomes in cancer patients (63). Malignant cells have demonstrated higher levels of intracellular labile iron than non-malignant cells, the result of increased expression of TfR1 and hepcidin, and down regulated expression of ferroportin (Figure 1.5) (38, 44, 64). Although hepcidin is primarily produced by hepatocytes, the presence of hepcidin has been confirmed in some breast cancer cell lines. Its presence in other cancer cell types is still unknown (38). Iron acquisition and export pathways are altered in cancer cells in ways that predict the increased labile iron pool (63). Rapidly proliferating malignant cells possess larger labile iron pools to support their increased requirements for DNA synthesis, repair, and mitochondrial respiration. Iron plays an essential role as a cofactor for enzymes that participate in this proliferation process. For example, ribonucleotide reductase, an iron-containing enzyme, catalyzes the limiting step for DNA synthesis (38).
Figure 1.4: Iron as a catalyst for ROS production via the Fenton reaction.
Free iron can be toxic under aerobic conditions by catalyzing the formation of reactive oxygen species (ROS) via the Fenton reaction. In the Fenton reaction, ferrous iron reacts with peroxides to produce hydroxyl or lipid alkoxy radicals, which can damage intracellular lipids, proteins, and DNA. H₂O₂, hydrogen peroxide; ROOH, hydroperoxide.
Figure 1.5: Iron uptake and efflux in malignant and non-malignant cells. Malignant cells have upregulated expression of transferrin receptor 1 (TfR1) and hepcidin, and down regulated expression of ferroportin compared to non-malignant cells. These alterations result in an increased intracellular labile iron pool that supports the increased metabolic activity of the malignant phenotype. The contribution of cellular hepcidin has not been confirmed in all cell types.
1.6 CELL DEATH

Cell death is a physiological process that is essential to both the development and homeostasis of multicellular organisms (65). Some cell death is necessary in biological processes such as embryogenesis, and is needed in order to dispose of damaged cells, which may present a risk to the organism’s health. Physiological cell death is tightly regulated, as either too much (e.g., myocardial infarction) or too little (e.g., cancer) can lead to disease.

The most recognized forms of cell death are necrosis, necroptosis, apoptosis, and autophagy, which are distinguished by morphologic and molecular features (66). More recently identified forms of cell death include ferroptosis, pyroptosis, parthanatosis, and methuosis (67, 68). Several of these cell death mechanisms are variants of the already well-understood forms of cell death. Ferroptosis, however, represents a unique death pathway and is the focus of this thesis.

1.6.1 Necrosis

Whereas necroptosis, apoptosis, and autophagy are forms of “programmed” cell death (see below), necrosis is generally regarded as a more “accidental” or uncontrolled form (65). Necrosis is caused by factors external to the cell, such as trauma or infection. This type of cell death is characterized by mitochondrial swelling, loss of membrane potential, and ROS production, all leading to cellular rupture and release of intracellular contents into the extracellular space (66).
1.6.2 Necroptosis

There is also a tightly regulated version of necrosis, which is called necroptosis. Necroptosis is stimulated through the tumour necrosis factor receptor (TNFR) by tumour necrosis factor alpha (TNFα), leading to the recruitment of tumour necrosis factor receptor type 1-associated death domain protein (TRADD), which in turn recruits receptor-interacting serine/threonine-protein kinase 1 (RIPK1). In the absence of caspase 8, RIPK1 and RIPK3 form the necrosome. The necrosome activates mixed lineage kinase domain-like pseudokinase (MLKL), which inserts into the cellular membrane and eventually leads to rupture of the plasma membrane. If caspase 8 is active, then formation of the necrosome is inhibited and apoptosis is initiated (see below) (69). Necroptosis has often been defined as a viral defense mechanism, allowing cell death to occur in a caspase-independent manner; a program of defensive cellular suicide that can be engaged to limit pathogen spread and promote inflammatory and immune responses (70).

1.6.3 Apoptosis

Apoptosis, often referred to as programmed cell death type I (PCDI), is a tightly regulated process that leads to elimination of cells without activating an inflammatory response. It is characterized by chromatin condensation, membrane blebbing, and formation of vesicles referred to as apoptotic bodies, which are then phagocytosed (66). Apoptosis can also be identified by the release of cytochrome c from mitochondria and the activation of caspases. Apoptosis can be initiated through two different pathways: the extrinsic pathway (caused by signals from other cells) and the intrinsic pathway (caused by intracellular stress).
The extrinsic pathway is triggered by the activation of death receptors on the cell surface that recruit intracellular adaptor proteins that bind procaspase 8. This allows dimerization, proteolytic cleavage, and activation of caspase 8. Activated caspase 8 can then, in turn, cleave and activate numerous substrates, such as caspase 3 (activating the caspase cascade), and initiate loss of mitochondrial membrane potential (71, 72).

The intrinsic pathway begins with loss of mitochondrial membrane potential induced by ROS, growth factor withdrawal, irradiation, or chemotherapeutic agents. Pro-apoptotic proteins such as Bad, Bax, and Bid oligomerize in the outer mitochondrial membrane and form pores. As mitochondrial membrane potential is lost, cytochrome c is released into the cytoplasm. Cytochrome c, Apaf-1 and pro-caspase 9 form the apoptosome, leading to cleavage of pro-caspase 9 to active caspase 9, activation of caspase 3 and the caspase cascade (71, 72).

1.6.4 Autophagy

Autophagy is the cellular process of self-digestion. The cellular components are isolated in autophagosomes, which fuse with lysosomes; their cargo is then degraded and recycled (73). Primarily an adaptive survival response, autophagy helps the cell to recycle and reuse components. However, severe or sustained autophagy can destroy vital cellular resources and result in cell death.

Conserved from yeast to humans, autophagy occurs at basal levels in all cells to ensure homeostatic function, such as protein and organelle turnover, and removal of intracellular pathogens. Rates of autophagy can be greatly increased during periods of stress, such as nutrient deprivation, leading initially to recycling of cellular components to provide energy for survival, but eventually to cell death (73). It is often referred to as programmed cell death type II (PCDII).
Autophagy shares some common upstream signals with apoptosis, which can initiate combined autophagy and apoptosis. On a molecular level, this means that the apoptotic and autophagic response machineries share common pathways that sometimes link cellular responses (74). However, autophagic cell death can occur through apoptosis-independent pathways.

1.6.5 Ferroptosis

Ferroptosis, or iron-mediated cell death, is a recently identified form of regulated cell death that is morphologically, biochemically, and genetically distinct from previously described types of cell death. It is characterized by the iron-dependent accumulation of ROS within the cell, which, in contrast to other forms of cell death, appears to depend on lipid peroxidation (75, 76). In brief, ferroptosis is an iron-dependent oxidative process.

Ferroptosis was first recognized as a unique cell death pathway by the Stockwell and Dixon laboratories through studies designed to identify small molecules that were selectively lethal to cells expressing oncogenic mutant Ras proteins (77, 78). The Stockwell laboratory isolated two novel oncogenic Ras Selective Lethal (RSL) small molecules named eradicator of Ras and ST (erastin) and Ras Selective Lethal 3 (RSL3). Both compounds were selectively lethal to cells expressing oncogenic mutant Ras, in comparison to cells expressing wild-type Ras (77, 78).

Characterization of the mechanism of action of erastin and RSL3 led to the recognition of ferroptosis as a unique form of cell death (79). It was observed that erastin and RSL3 did not trigger morphological changes or biochemical processes that were typical of apoptosis (77, 78). Moreover, erastin- and RSL3-induced cell death was not attenuated by caspase inhibition, by deletion of the intrinsic apoptotic effectors, by inhibitors of necroptosis, or by inhibition of
autophagy (75, 77, 78, 80). Crucially, erastin- and RSL3-induced cell death was inhibited by iron chelators, such as deferoxamine (DFO) and by lipophilic antioxidants, such as the specific ferroptosis inhibitor ferrostatin-1 (Fer-1) (75, 78, 81). These results indicated that iron-dependent lipid ROS accumulation was essential for erastin- and RSL3-induced cell death (75).

Analysis of the mechanism of action of erastin provided the first insights into proteins and pathways necessary to induce ferroptosis. Early studies identified the mitochondrial voltage dependent anion channels 2 and 3 (VDAC2 and VDAC3) as direct erastin targets (82). However, more recent studies suggest that the ability of erastin to trigger ferroptosis is determined primarily by its inhibition of a different target, the cystine/glutamate antiporter, which is often referred to as System Xc− (75, 83). System Xc− is a heterodimeric cell surface amino acid antiporter composed of the twelve-pass transmembrane transporter protein SLC7A11 (xCT) linked by a disulfide bridge to the single-pass transmembrane regulatory protein SLC3A2 (4F2hc) (84). The SLC7A11 subunit is credited with the transporter activity of the dimer, while SLC3A2 acts in the trafficking of the SLC7A11 subunit and is required for cell surface expression (85). System Xc− imports extracellular cystine, while exporting intracellular glutamate (Figure 1.6).

It was also noted that cell death induced by erastin had similarities to cell death induced by sulphasalazine (SAS) (75), a known System Xc− inhibitor (86). The lethal effects of both SAS and erastin were reversed by treatment with β-mercaptoethanol (β-ME) (75, 83), which bypasses the need for System Xc− by forming mixed disulfides with cystine that can be imported into the cell by a different transporter. Most convincingly, erastin and SAS block the uptake of radiolabelled cystine in cultured cancer cells (75, 83). Thus, erastin appears to act as a direct inhibitor of System Xc− function. This links the effect of erastin to a process that normally
Figure 1.6: Overview of the ferroptosis pathway.
In many cells, cystine import via System $X_{C^-}$ (cystine/glutamate antiporter) is required for glutathione synthesis, and the function of glutathione peroxidase 4 (GPX4). GPX4 activity prevents the accumulation of lipid reactive oxygen species (ROS) that are lethal to the cell. Ferroptosis inducers block cystine uptake, depleting the cell of glutathione and inhibiting GPX4. Inducers of ferroptosis are indicated in the blue boxes, while suppressors of ferroptosis are in the red boxes. Transferrin, a plasma iron transport protein, is also an inducer of ferroptosis, leading to increased intracellular iron, which drives generation of lipid ROS via the Fenton reaction (see Figure 1.4). DFO, deferoxamine; Fer-1, ferrostatin-1; FIN, ferroptosis inducing agent; TfR1, transferrin receptor 1.
opposes the accumulation of lipid ROS. The imported cystine is required for synthesis of glutathione (GSH), which is essential for the activity of glutathione peroxidase 4 (GPX4). GPX4 down regulates the production of lipid ROS by converting peroxides to water. Indeed, erastin treatment leads to significant depletion of intracellular GSH (80). Therefore, both the antiporter and GPX4 are negative regulators of ferroptosis (Figure 1.6) (75, 80).

It is not known precisely how erastin or SAS inhibit System Xc- mediated cystine import. It was initially proposed that erastin bound to a related transport protein, SLC7A5, and inhibited the SLC7A11 subunit, indirectly (75, 83). However, more recent data suggest that erastin most likely inhibits SLC7A11 directly (83).

In addition to erastin and SAS, the FDA- and Health Canada-approved kinase inhibitor sorafenib can block System Xc- function, deplete GSH and trigger ferroptosis in cancer cell lines (83, 87, 88). Related kinase inhibitors, such as nilotinib and imatinib, have no ability to block System Xc- function or cause ferroptosis (83, 87), suggesting that the effects of sorafenib may be due either to modulation of a very specific kinase (that in turn modulates System Xc- activity) or to a direct effect on System Xc-, unrelated to sorafenib’s kinase inhibition. This may explain the ability of sorafenib to trigger caspase-independent cell death and enhance ROS accumulation in certain cell types (89, 90). However, the effects of sorafenib are varied and context specific. In some cell lines sorafenib triggers apoptosis (91), and even in cell lines where ferroptosis is observed at low doses of sorafenib, apoptosis or some other form of cell death is observed at higher doses (83).

The elucidation of the RSL3 mechanism of action provided the next major insight into the regulation of ferroptosis. Studies using RSL3 identified GPX4 as a candidate target for this compound (80, 92). GPX4 is a GSH-dependent enzyme that reduces lipid hydroperoxides to
lipid alcohols. GPX4, therefore, normally limits the iron-dependent formation of highly reactive lipid alkoxy radicals (93). Cells appear to be continually exposed to the threat of lipid peroxidation-mediated destruction, as inhibition of GPX4 activity leads to the rapid accumulation of lipid ROS and cell death in culture, and deletion of Gpx4 in mice is embryonic lethal (80). Several other synthetic small molecules (including ML162 and ML210), in addition to RSL3, can directly inhibit GPX4 activity (80, 94). Thus, RSL3 and functionally related compounds are classified as class 2 ferroptosis-inducing compounds (FINs), to distinguish them from erastin and other System Xc- inhibitors that block GPX4 function indirectly by inhibiting the antiporter (class 1 FINs) (80, 95).

Ferroptosis was originally characterized through the study of compounds that had selective lethality for oncogenic Ras mutant cancer cells. Additional RSL compounds have been identified on the basis of this cellular phenotype, and subsequently confirmed to trigger ferroptosis (80, 94). These results suggest a relationship between ferroptosis and oncogenic Ras activity. Constitutive Ras pathway activity can promote the expression of TfR1 and suppress the expression of iron storage proteins in BJ fibroblast cell lines engineered to express the catalytic subunit of human telomerase (hTERT), the large T and small T SV40 antigens, and an oncogenic allele of Ras, providing one explanation for how oncogenic Ras activity could promote sensitivity to ferroptosis (78). However, this model has not yet been tested in additional cell lines.

The link between Ras pathway activity and ferroptosis is complicated by two observations. First, when comparing profiles of erastin sensitivity across a panel of 117 cancer cell lines, Ras-mutant cancer cell lines are on average no more sensitive to ferroptosis-inducing compounds than cancer cells expressing wild-type Ras (80). In fact, for unknown reasons,
diffuse large B cell lymphoma and renal cell carcinoma cancer cell lines, which do not typically contain Ras pathway mutations, have demonstrated the greatest sensitivity to ferroptosis-inducing agents (95). Second, RMS13 rhabdomyosarcoma cells overexpressing oncogenic Ras are resistant to erastin and RSL3 (96). A possible explanation for this observation is that the effects of the Ras pathway on ferroptosis differ depending on cell lineage or mutant Ras protein expression levels (79).

In some instances, the activation of p53 is required for ferroptosis. p53 up-regulation has been shown to repress expression of SLC7A11 (the transporter subunit of the cystine/glutamate antiporter), sensitizing cells to ferroptosis in the presence of ROS stress. In fact, p53^{3KR}, an acetylation-defective mutant that has lost the ability to induce cell-cycle arrest, senescence and apoptosis, fully retains the ability to regulate expression of SLC7A11 and induce ferroptosis (97). Therefore, in the context of cancer, ferroptosis may act as an endogenous tumour suppressive mechanism downstream of p53.

Iron is essential for the execution of ferroptosis. Both membrane permeable and membrane impermeable iron chelators prevent cells from undergoing ferroptosis, whether induced by erastin, RSL3 or a physiological stimulus such as high concentrations of extracellular glutamate (75, 80). Likewise, ferroptosis induced by erastin or cystine deprivation is prevented by silencing of the transferrin receptor (78, 98). Conversely, supplementing the growth medium with iron-bound transferrin or another bioavailable form of iron, but not with other divalent metals, accelerates erastin-induced ferroptosis (98).

Although ferroptosis is dependent on intracellular iron, iron’s exact role in the process within the cell has not specifically been elucidated (79). Intracellular iron can generate ROS via the Fenton reaction, where the reaction of iron and peroxides yields hydroxyl or lipid alkoxy
radicals (83). It is also possible that iron-containing enzymes associated with lipid redox regulation (e.g., lipoxygenases), are activated during ferroptosis (76). Although a redox-independent role for iron cannot be ruled out, the most obvious explanation for the ability of iron chelators to block ferroptosis is that they prevent iron from participating in the Fenton reaction and generating lipid ROS (Figure 1.4) (83).

1.6.5.1 Ferroptosis and Development

Recent in vivo and clinical studies of components of the ferroptotic pathway are beginning to reveal a role for this cell death process in development. Knockout of Gpx4 in mice caused embryonic lethality between E7.5 and E8.5, indicating an essential role of Gpx4 in mouse development (99). A recent study found that conditional ablation of Gpx4 in mouse neurons caused selective and rapid motor neuron degeneration via ferroptosis, and ultimately onset of paralysis (100), suggesting that ferroptosis may drive some types of motor neuron disease and its suppression may be critical in motor neuron development and homeostasis. Renal tubular cells are also susceptible to ferroptosis induction by Gpx4 deletion in mice (101), relevant to the enhanced erastin sensitivity of renal cell carcinoma cell lines in culture (80). In addition, conditional deletion of Gpx4 in mouse T cells resulted in T cell ferroptosis and a deficient immune response to infection (102), suggesting that Gpx4 is essential for a functional T cell-mediated immune response.

Apart from the embryonic lethality of loss of Gpx4 in mice, ferroptosis may be involved in the normal development of mammalian limbs. During development in mammals, inter-digital webbing is removed by activation of programmed cell death processes. In addition to the presence of apoptotic markers in these inter-digital dying tissues, ROS levels are elevated and
*Gpx4* expression levels are reduced, suggesting possible involvement of ferroptotic pathways (103).

### 1.6.5.2 Ferroptosis and Disease

There is limited information about the role of ferroptosis in disease, especially in humans. However, there are studies in cell culture and animal models demonstrating a potential role for ferroptosis in several diseases. Inhibition of ferroptosis by ferrostatin-1 protected organisms from glutamate-induced neurotoxicity in a rat hippocampal slice culture model (75), and prevented neuronal cell death in a Huntington disease model (104, 105). Ferrostatins were also shown to have a protective role in a primary renal tubule damage model, implicating ferroptosis-mediated cell death in acute kidney failure (104). Ferroptosis has also been implicated in hepatic ischemic damage in mice: ischemia/reperfusion-induced liver injury can be improved in mice by the use of ferrostatins (101). Inhibition of ferroptosis by DFO or Fer-1 was also shown to limit ischemia/reperfusion-induced heart injury in an *ex vivo* mouse model (98).

### 1.6.5.3 Ferroptosis and Cancer

An increasing number of studies have revealed the close relationship of ferroptosis with various human diseases, including Huntington’s disease, kidney failure, and liver and heart injury. However, the role of ferroptosis in tumour occurrence, progression and cancer treatment remains to be clarified. A number of cancer cell lines derived from diffuse large B-cell lymphoma, hepatocellular carcinoma, cervical carcinoma, osteosarcoma and prostate adenocarcinoma cells, have been shown to be susceptible to ferroptosis induced by erastin (80). *In vivo*, erastin and RSL3 were able to prevent tumour growth in a xenograft mouse model (80).
In addition to erastin’s single agent effects, erastin also enhances the effect of chemotherapy drugs including temozolomide, cisplatin, cytarabine, and doxorubicin in vitro (92, 106, 107).

Previous work done by members of our laboratory demonstrated that the combination of siramesine, a lysosome disruptor, and lapatinib, a dual tyrosine kinase inhibitor of EGFR and human epidermal growth factor receptor 2 (HER2), synergistically induced cell death in breast cancer cell lines. This effect was blocked by the ferroptosis inhibitor Fer-1 and the iron chelator DFO, suggesting that death was occurring via ferroptosis. It was also observed that iron transport was altered in the treated cells: transferrin levels were elevated, ferroportin expression was reduced, and intracellular levels of iron were increased (108).

It has been noted that ferroptosis is best described as a form of cellular sabotage, where the inactivation of an essential metabolic process leads to cell death (109). It is an iron-catalyzed, lipid peroxidation-mediated cellular collapse, which has the potential for therapeutic targeting.
CHAPTER 2: RATIONALE, HYPOTHESIS AND RESEARCH AIMS

2.1 RATIONALE

Targeting the recently discovered ferroptotic cell death pathway holds the potential for novel therapies directed at cancers that presently have limited therapeutic options. Malignant cells often demonstrate defects in pathways that initiate or affect apoptosis, making them resistant to currently available chemotherapeutic agents that target apoptosis. Therefore, it is essential to identify alternative cell death pathways that could be exploited to bypass known resistance and enhance cancer cell killing. Because ferroptosis exploits a ubiquitous cellular metabolic pathway to induce death, it may be a therapeutic strategy applicable to a variety of tumour types.

As previous work done in our laboratory demonstrated that the combination of siramesine and lapatinib synergistically induced cell death in breast cancer cell lines that could be blocked by Fer-1 and DFO, this thesis focuses on studies to determine whether siramesine and lapatinib could produce synergic cell death in cell lines other than breast cancer, and whether the mechanism of death was consistent with ferroptosis. As the initial observations were made in breast cancer cell lines (MDA MB 231, SKBr3, MCF-7, and ZR-75), the lung adenocarcinoma cell line A549 and the glioblastoma cell line U87 were chosen to determine whether the synergic effects of siramesine and lapatinib were reproducible in tumour types other than breast cancer. Additionally, these cell lines were chosen because they represent fatal cancers with few available effective therapeutic options. Novel approaches to treatment are urgently required for both of these diseases.
2.2 HYPOTHESIS

We hypothesize that the combination of lysosome targeting agents and tyrosine kinase inhibitors will induce synergic cell death in glioblastoma and lung adenocarcinoma cells. We further propose that the specific combination of siramesine and lapatinib will induce synergic cell death via a ferroptotic mechanism in these cancer types.

2.3 RESEARCH AIMS

The aims of this study were to:

1. Determine whether lysosome targeting agents and tyrosine kinase inhibitors induce synergic cell death in glioblastoma and lung adenocarcinoma cells.
2. Determine whether this synergic cell death is occurring via a ferroptotic mechanism.
3. Determine the specific mechanism of action of the combination of siramesine and lapatinib.
CHAPTER 3: MATERIALS AND METHODS

3.1 REAGENTS

Appendix A contains a list of the solutions and the reagents used in this study. In general, all reagents were obtained from one of the following sources: Life Technologies, Thermo Scientific, Sarstedt, Invitrogen, and Sigma.

3.2 CELL CULTURE

Adherent human cancer cell lines were utilized in the experiments described in this thesis. The two cell lines employed in this study were A549 and U87 (Table 3.1). Both cell lines were maintained in a humidified 5% CO₂ environment (normoxia = 21% O₂) at 37°C, and cultured in Dulbecco’s modified Eagle’s medium (DMEM; Hyclone, Life Technologies) with 5% (v/v) fetal bovine serum (FBS; Life Technologies) and 1% Pen Strep (Gibco, Life Technologies). Cells were grown in 100 x 20 mm tissue culture plates (Sarstedt). Generally, cells were passaged upon reaching ~80% confluency (see below).

| Table 3.1. Common Properties of the Cell Lines Employed in this Study |
|-------------------------------------------------|-------------------|-------------------|
| **Organism** | Human | Human |
| **Tissue/Cell Type** | Lung/Epithelial | Brain/Epithelial |
| **Disease** | Lung Adenocarcinoma | Glioblastoma |
| **Culture Properties** | Adherent | Adherent |
| **Gender** | Male | Male |
| **Culture Medium** | DMEM + 5% FBS + 1% Pen Strep | DMEM + 5% FBS + 1% Pen Strep |
| **Approximate Doubling Time** | 22 h | 34 h |
| **Karyotype** | Hypotriploid 66, XY | Hypodiploid 44, XY |
| **Source** | ATCC | ATCC |
3.2.1 Passaging of Cells

Typically, cells were passaged at a 1/5, 1/10, or 1/20 dilution after reaching 80% confluency. The cells were detached from their culture plates by incubating with 2 mL of trypsin (Sigma) for 5 minutes at room temperature. Trypsin is a proteolytic enzyme that helps adherent cells to detach from the culture dish and from each other, so that they can easily be transferred to another plate. The reaction was neutralized by the addition of 3 mL of media. The cells were then pelleted at 290 x g and re-suspended in 10 mL of the appropriate growth media before being seeded into new culture plates.

3.2.2 Preservation of Cells

Cells were preserved for future use by freezing once cells reached ~80% confluency. Cells were harvested by trypsinization as described above, and then pelleted by centrifugation at 290 x g for 5 minutes. The supernatant was removed and the cell pellet was re-suspended in 10 mL of media before being added to a cryovial (Sarstedt) in a 1:1 ratio with freezing media containing 50% complete media, 30% FBS and 20% dimethyl sulfoxide (DMSO; Sigma). The cryovials were then placed in a room temperature Nalgene Mr. Frosty Freezing Container (Thermo Scientific), which lowers the temperature at a rate of approximately 1°C/minute, and frozen at -80°C. Once frozen, cryovials were transferred to liquid nitrogen tanks for long-term storage.

3.2.3 Thawing of Cells

Frozen cells were transported from liquid nitrogen tanks on ice and warmed briefly by hand. Thawed cells were then mixed with 10 mL of room temperature complete media in a 50
mL tube, and then pelleted by centrifugation at 290 x g for 5 minutes. The supernatant was removed, cell pellets were re-suspended in 10 mL of fresh media, and the solution was transferred into a T25 culture flask (Corning). After incubation for 24 hours at 37°C, the media was changed and the cells were allowed to reach ~80% confluency before passaging. Cells were passaged at least once before being used for experiments.

### 3.2.4 Cell Counting

After harvesting by trypsinization, as described above, cells were counted using the TC20 Automated Cell Counter (Bio-Rad). 20 µL of re-suspended cells were mixed with 20 µL of 0.4% trypan blue (Sigma) and 10 µL of this solution was pipetted into each side of a dual chamber counter slide (Bio-Rad). The TC20 Cell Counter automatically calculated cell counts and viability once the counter slide was inserted.

### 3.3 Drugs, Inducers and Inhibitors

**Table 3.2. Drugs, Inducers and Inhibitors Used in this Study**

<table>
<thead>
<tr>
<th></th>
<th>Class</th>
<th>Concentrations Tested</th>
<th>Solvent/Storage Temperature</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siramesine</td>
<td>Antidepressant</td>
<td>5-75 µM</td>
<td>DMSO(Room Temperature)</td>
<td>Gift from Lundbeck</td>
</tr>
<tr>
<td>Lapatinib</td>
<td>TKI*</td>
<td>0.5-40 µM</td>
<td>DMSO/-20°C</td>
<td>LC Labs</td>
</tr>
<tr>
<td>Desipramine</td>
<td>Antidepressant</td>
<td>1-175 µM</td>
<td>Water/-20°C</td>
<td>Sigma</td>
</tr>
<tr>
<td>Sorafenib</td>
<td>TKI</td>
<td>2-20 µM</td>
<td>DMSO/-20°C</td>
<td>LC Labs</td>
</tr>
<tr>
<td>Tafenoquine</td>
<td>Antimalarial</td>
<td>3-20 µM</td>
<td>DMSO/-20°C</td>
<td>Sigma</td>
</tr>
<tr>
<td>Gefitinib</td>
<td>TKI</td>
<td>10-80 µM</td>
<td>DMSO/-20°C</td>
<td>Cederlane Labs</td>
</tr>
<tr>
<td>Clemastine</td>
<td>Antihistamine</td>
<td>5-80 µM</td>
<td>DMSO/-20°C</td>
<td>Sigma</td>
</tr>
<tr>
<td>Loratadine</td>
<td>Antihistamine</td>
<td>5-150 µM</td>
<td>DMSO/-20°C</td>
<td>Sigma</td>
</tr>
<tr>
<td>Desloratadine</td>
<td>Antihistamine</td>
<td>5-90 µM</td>
<td>DMSO/-20°C</td>
<td>Sigma</td>
</tr>
<tr>
<td>Erastin</td>
<td>Ferroptosis Inducer</td>
<td>1-50 µM</td>
<td>DMSO/-20°C</td>
<td>Sigma</td>
</tr>
<tr>
<td>Ferrostatin-1</td>
<td>Ferroptosis Inhibitor</td>
<td>10 µM</td>
<td>DMSO/-20°C</td>
<td>Sigma</td>
</tr>
</tbody>
</table>

38
Dose-response curves were generated for siramesine, lapatinib, desipramine, sorafenib, tafenoquine, gefitinib, clemastine, loratadine, desloratadine, and erastin (Table 3.2 and Sections 4.1.1 and 4.1.4) in order to identify the optimal concentrations to be used in the combination studies and in the construction of isobolograms to test for synergy (as described below). The optimal concentration of each drug used for combination studies are listed in Table 3.3. When selecting the doses to be used in the combination experiments, doses were selected that induced limited cell death to allow for clearer identification of synergy. The optimal concentration for each drug was the highest concentration that produced less than 20% cell death.

<table>
<thead>
<tr>
<th>Drug Name</th>
<th>Class</th>
<th>Concentration Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siramesine</td>
<td>Antidepressant (Lysosomotropic Agent)</td>
<td>10 µM</td>
</tr>
<tr>
<td>Lapatinib</td>
<td>Tyrosine Kinase Inhibitor</td>
<td>0.5 µM</td>
</tr>
<tr>
<td>Desipramine</td>
<td>Antidepressant (Lysosomotropic Agent)</td>
<td>10 µM</td>
</tr>
<tr>
<td>Sorafenib</td>
<td>Tyrosine Kinase Inhibitor</td>
<td>2 µM</td>
</tr>
<tr>
<td>Tafenoquine</td>
<td>Antimalarial (Lysosomotropic Agent)</td>
<td>3 µM</td>
</tr>
<tr>
<td>Gefitinib</td>
<td>Tyrosine Kinase Inhibitor</td>
<td>10 µM</td>
</tr>
<tr>
<td>Clemastine</td>
<td>Antihistamine (Lysosomotropic Agent)</td>
<td>20 µM</td>
</tr>
<tr>
<td>Loratadine</td>
<td>Antihistamine (Lysosomotropic Agent)</td>
<td>20 µM</td>
</tr>
<tr>
<td>Desloratadine</td>
<td>Antihistamine (Lysosomotropic Agent)</td>
<td>40 µM</td>
</tr>
<tr>
<td>Erastin</td>
<td>Ferroptosis Inducer</td>
<td>15 µM</td>
</tr>
</tbody>
</table>
3.4 MEMBRANE PERMEABILITY ASSAY FOR TOTAL CELL DEATH

U87 and A549 cells were plated in 12 well dishes and allowed to grow for 24 hours, before treatment. Cells were treated with DMSO (as vehicle control), individual agents, or with combinations of agents, for 24 hours. In some experiments, cells were pretreated with Fer-1, DFO, or FeCl₃ for one hour before the addition of drugs. Cells were harvested, re-suspended in phosphate buffered saline (PBS) and stained with 0.04% trypan blue (entry into the cell indicates plasma membrane permeability) for 5-10 minutes at room temperature. Stained cells were analyzed by flow cytometry using a FACSCalibur flow cytometer and CellQuest software (Becton Dickinson). A potential problem with using trypan blue is that even cells with non-permeable membranes can take up dye if exposed for extended periods of time. This was avoided by analyzing the cells within five minutes of staining.

3.5 PRUSSIAN BLUE STAINING AND BRIGHTFIELD MICROSCOPY

U87 and A549 cells were plated on coverslips and allowed to grow for 24 hours before drug treatment. Cells were treated with DMSO (as vehicle control), siramesine, lapatinib, or with the combination of siramesine and lapatinib, for 12 hours. Cells on coverslips were fixed in 3.7% formaldehyde (Sigma) in PBS for 30 minutes at room temperature. Following three washes with PBS, coverslips were incubated with Prussian Blue (Sigma) for 30 minutes at room temperature. Following two more washes, coverslips were dipped in distilled water to remove excess PBS and mounted on glass slides with glycerol. Stained cells were examined using an Olympus BX51 microscope (objective lens magnification 10X) and captured with a CoolSNAP Camera and Image-Pro Plus 5.0 software.
To quantify Prussian Blue staining, the images were analyzed using ImageJ software (v2.0) (developed at the National Institutes of Health) to determine the integrated density, which takes into account the area being analyzed. The following formula was used to reverse the image, so that the signal being quantified is absorbance instead of transmission: – log (Transmission / 255). ImageJ quantifies the mean intensity of the stain, which, when multiplied by the area, provides the integrated density, representative of the amount of Prussian Blue staining.

**3.6 MEASUREMENT OF INTRACELLULAR LABILE IRON USING CALCEIN-AM**

U87 and A549 cells were plated in 12 well dishes and allowed to grow for 24 hours before drug treatment, as described above. Cells were harvested by trypsinization after 12 hours of drug treatment, and centrifuged at 290 x g for 5 minutes. Cell pellets were re-suspended and incubated with 1 µM Calcein-AM (Thermo Scientific) in the dark for 30 min at 37°C. Then, the cells were washed twice with PBS and treated with deferiprone (100 µM; Sigma), an iron chelator, or left untreated, for one hour at 37°C in the dark. Stained cells were analyzed by flow cytometry using the FACSCalibur flow cytometer and CellQuest software (Becton Dickinson). When Calcein enters the cell, it binds iron, which quenches its fluorescent signal. Upon addition of deferiprone, the iron becomes preferentially bound to deferiprone, and the fluorescent signal of Calcein is no longer quenched. The difference in fluorescent signal between the deferiprone-treated and untreated cells was used as an indirect measure of the labile iron pool.

**3.7 DHE STAINING FOR REACTIVE OXYGEN SPECIES**

U87 and A549 cells were plated in 12 well dishes and allowed to grow for 24 hours before drug treatment, as described above. Cells were harvested by trypsinization after 24 hours,
and centrifuged at 290 x g for 5 minutes. Cell pellets were re-suspended in PBS with 10 µM of
dihydroethidium (DHE; Life Technologies) and incubated in the dark at 37°C for 30 minutes.
When DHE is oxidized by ROS, it emits a red fluorescent signal, which can be quantified by
flow cytometry and is proportional to the production of ROS. DHE-stained cells were analyzed
by flow cytometry using the FACSCalibur flow cytometer and CellQuest software (Becton
Dickinson).

**3.8 C11-BODIPY STAINING FOR LIPID PEROXIDATION**

U87 and A549 cells were plated in 12 well dishes and allowed to grow for 24 hours
before drug treatment, as described above. Cells were harvested by trypsinization after 24 hours,
and centrifuged at 290 x g for 5 minutes. Cell pellets were re-suspended in PBS with 1 µM of
C11-BODIPY 581/591 (Invitrogen) and incubated in the dark at 37°C for 30 minutes. Stained
cells were analyzed by flow cytometry using the FACSCalibur flow cytometer and CellQuest
software (Becton Dickinson). Oxidation of a component of the C11-BODIPY fluorophore shifts
the fluorescence emission from red to green. C11-BODIPY fluorescence was measured
simultaneously by both the red filter and the green filter, and a change in the ratio of green to red
fluorescence was used as an indicator of an increase in lipid peroxidation.

**3.9 PREPARATION OF CELL LYSATES**

Cells were cultured as above, however 6 well culture dishes were used for Western blot
experiments. Cells were pelleted and washed with 1X PBS before adding 1% NP40 lysis buffer
to each pellet. Before use, the following inhibitors were added to the lysis buffer: Complete
Protease Inhibitor tablet (Roche), sodium orthovanadate (New England Biolabs),
phenylmethanesulfonyl fluoride (PMSF; Sigma), Phosphatase Inhibitor Cocktail 2 (Sigma) and Phosphatase Inhibitor Cocktail 3 (Sigma).

Lysates were vortexed for 30 seconds, incubated on ice for 5 minutes, vortexed again, and incubated for another 5 minutes on ice. Samples were then centrifuged at 16060 \( \times \) g at 4°C for 10 minutes. The supernatant was transferred to a new tube and stored at -20°C (short term) or -80°C (long term), until evaluated by Western blotting.

### 3.10 PROTEIN ELECTROPHORESIS AND WESTERN BLOTTING

Protein concentrations were quantified using the Pierce BCA (bicinchoninic acid) Protein Assay Kit (Thermo Scientific) according to manufacturer’s instructions. Briefly, the concentration of each sample was determined by comparing its absorbance to that of a standard curve generated from a series of nine protein standards using bovine serum albumin (BSA) as the standard control. Samples were tested in triplicate with a 1/5 dilution in ddH\(_2\)O and absorbance measurements were read at 562 nm using an Epoch Microplate Spectrophotometer (BioTek Instruments) with Gen5 v2.09 software.

Samples with equal amounts of protein were prepared for Western blot by combining protein, lysis buffer and 6X loading buffer to a final volume of 18 \( \mu \)L. Samples were boiled at 98°C for 10 minutes, cooled on ice, and then centrifuged briefly to collect contents at the bottom of tubes. Samples were loaded into wells and separated on a 10% acrylamide gel by SDS-PAGE at 80V for approximately 1.5 hours. Gels were prepared using a TGX FastCast Acrylamide Kit (Bio-Rad) according to the manufacturer’s instructions.

The separated proteins were transferred to 0.2 or 0.45 \( \mu \)m nitrocellulose membranes (Bio-Rad) at 24V for 1 hour. Membranes were blocked in 5% milk dissolved in 1X PBST, and
incubated with primary antibody (Table 3.4) overnight in the cold room. Then, membranes were washed with PBST for 10 minutes, 3 times, and incubated with secondary antibody (Table 3.5) for one hour at room temperature, and then washed 3 more times as above. The Western blots were developed using Enhanced Chemiluminescence (ECL; Thermo Scientific) or Super Signal West Pico Chemiluminescent Substrate (Thermo Scientific), and imaged using either the ImageQuant LAS 500 gel imager (GE Healthcare Life Sciences) or autoradiography film (Fujifilm).

**Table 3.4. Primary Antibodies**

<table>
<thead>
<tr>
<th>Antigen</th>
<th>Host Species</th>
<th>Dilution</th>
<th>Source</th>
<th>Product Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transferrin</td>
<td>Mouse</td>
<td>1:500</td>
<td>Abcam</td>
<td>ab70826</td>
</tr>
<tr>
<td>Transferrin Receptor</td>
<td>Rabbit</td>
<td>1:1000</td>
<td>Cell Signaling</td>
<td>13113S</td>
</tr>
<tr>
<td>Ferroportin</td>
<td>Rabbit</td>
<td>1:1000</td>
<td>Novus Biologicals</td>
<td>NBP1-21502</td>
</tr>
<tr>
<td>FTH1*</td>
<td>Rabbit</td>
<td>1:1000</td>
<td>Cell Signaling</td>
<td>4393S</td>
</tr>
<tr>
<td>DMT1**</td>
<td>Rabbit</td>
<td>1:1000</td>
<td>Cell Signaling</td>
<td>15083S</td>
</tr>
<tr>
<td>System Xc- (antiporter)</td>
<td>Rabbit</td>
<td>1:1000</td>
<td>Cell Signaling</td>
<td>12691S</td>
</tr>
<tr>
<td>Actin</td>
<td>Mouse</td>
<td>1:5000</td>
<td>Sigma</td>
<td>A3853</td>
</tr>
</tbody>
</table>

* Ferritin heavy chain 1; ** Divalent metal transporter 1

**Table 3.5. Secondary Antibodies**

<table>
<thead>
<tr>
<th>Antigen</th>
<th>Host Species</th>
<th>Conjugate</th>
<th>Dilution</th>
<th>Source</th>
<th>Product Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rabbit IgG</td>
<td>Goat</td>
<td>Horse radish peroxidase</td>
<td>1:4000</td>
<td>Bio-Rad</td>
<td>170-6515</td>
</tr>
<tr>
<td>Mouse IgG</td>
<td>Goat</td>
<td>Horse radish peroxidase</td>
<td>1:2000</td>
<td>Bio-Rad</td>
<td>170-6516</td>
</tr>
</tbody>
</table>
To assess comparable protein loading, membranes were re-probed for actin, which was used as a loading control. Membranes were incubated with the appropriate primary and secondary antibodies (diluted in PBST) as detailed in the tables above.

To determine the relative protein expression levels, images were quantified using ImageJ software (v2.0). The band intensity of each lane was quantified for both the protein of interest and the loading control (actin), and each protein of interest band was normalized to the corresponding actin loading control band.

3.11 ASSESSMENT OF DRUG INTERACTION

Drug-drug interactions were assessed according to the Combination Index (CI) Model, which provides an objective measure of the magnitude of the interactions by determining CI values, defined as (110-112):

\[
\frac{d_{ax}}{D_{ax}} + \frac{d_{bx}}{D_{bx}} = CI
\]

Where \(d_{ax}\) and \(d_{bx}\) are the doses of drugs “a” and “b”, respectively, given in combination that are required to produce a given amount of cell death (x); and \(D_{ax}\) and \(D_{bx}\) are the doses of drugs “a” and “b”, respectively, given as single-agent treatments that are required to produce the same effect (x).

Using GraphPad Prism 7 software, sigmoidal single-agent dose response curves were generated. For each dose combination assessed, single-agent dose response curves were used to calculate the doses required to produce the same relative cell viability (\(D_{ax}\) and \(D_{bx}\)). CI values were then calculated for each drug combination. A CI of less than one indicates synergy, a CI that is equal to one indicates additivity, and a CI that is greater than one indicates antagonism (110-112).
The major limitation of the CI model is that it requires that each individual drug be able (at some concentration) to produce the same effect as the drugs in combination (112). Therefore, as is common in studies assessing drug combinations in biological systems, the maximum effect of each individual agent was assumed to be 100% cell death, for the purpose of single-agent dose response curve fitting. Conversely, this method avoids some of the limitations associated with other combination analysis methods, such as being valid only for drugs whose effects are either mutually exclusive or mutually nonexclusive, or only being valid when the dose response curves of both drugs are hyperbolic (110, 111, 113).

3.12 STATISTICAL ANALYSIS

Data analysis was performed using both Microsoft Excel 2016 and GraphPad Prism 7, while all graphs were generated in GraphPad Prism 7. Statistical calculations were performed using GraphPad Prism 7. Statistical significance was determined using unpaired t-tests comparing the different conditions. A p-value of less than 0.05 was defined as the threshold for significant difference. Statistical significance was noted in the figures as *p<0.05, **p<0.01, ***p<0.001, or ****p<0.0001. Error bars on all graphs represent standard error of the mean for each group (n≥3).
CHAPTER 4: RESULTS

4.1 AIM 1: TO DETERMINE WHETHER LYSOSOME TARGETING AGENTS AND TYROSINE KINASE INHIBITORS INDUCE SYNERGIC CELL DEATH IN LUNG ADENOCARCINOMA AND GLIOBLASTOMA CELLS

A549 (lung adenocarcinoma) and U87 (glioblastoma) cells were treated with lysosome targeting agents and tyrosine kinase inhibitors, both alone and in combination, to determine whether these agents were synergistic in inducing cell death in these cell lines. The initial studies were done with the drug combination of siramesine and lapatinib.

4.1.1 Determination of optimal doses of siramesine and lapatinib

A549 and U87 cells were treated with a range of concentrations of siramesine (5-75 µM) or lapatinib (0.5-40 µM), to generate dose-response curves. Total cell death was assessed by trypan blue staining and flow cytometry following 24 hours of incubation with the drugs (Figure 4.1). Dose-response curves were required to determine the concentrations of the selected drugs that had a killing effect on the cells. For the combination studies, we were interested in individual drug doses that induced limited cell death to allow for clearer identification of synergy. For these experiments, the highest concentration of each drug that produced less than 20% cell death was chosen. For all subsequent experiments using siramesine and lapatinib, the optimal concentrations were 10 µM siramesine and 0.5 µM lapatinib.
A549 and U87 cells were treated for 24 hours with a range of concentrations of siramesine or lapatinib, in order to generate dose-response curves. Cell death was measured by trypan blue staining and quantified by flow cytometry (n=3).
4.1.2 Determination of optimal incubation times for cells treated with siramesine and lapatinib

A549 and U87 cells were treated with DMSO (vehicle control), siramesine, lapatinib, or the combination of siramesine and lapatinib for 1, 2, 4, 6, and 24 hours, in order to develop treatment time-response data. While there was minimal synergy at time points \( \leq 6 \) hours, the differences in response between treatment with the drug combination and individual drugs was most significant at 24 hours (Figure 4.2). Therefore, 24-hour incubation times were chosen for most subsequent experiments, to maximize the measurable effects of synergy.
Figure 4.2: Time course of siramesine and lapatinib-induced cell death.
(A) A549 and (B) U87 cells were treated with DMSO (D), lapatinib (L) (0.5 µM), siramesine (S) (10 µM), or the combination of lapatinib + siramesine (L+S) for 1, 2, 4, 6, and 24 hours. Cell death was measured by trypan blue staining and quantified by flow cytometry. Each column represents the mean ± 1 SEM (n=3). Statistical significance was determined by unpaired t-tests comparing cells treated with L+S to each of the other conditions (ns, not significant; ** p<0.01, *** p<0.001, **** p<0.0001, n=3).
4.1.3 Siramesine and lapatinib induce synergic cell death in glioblastoma and lung adenocarcinoma cells

To determine whether the combination of siramesine and lapatinib would lead to synergic cell death, A549 and U87 cells were treated for 24 hours with DMSO, siramesine, lapatinib, or the combination of siramesine (10 µM) and lapatinib (0.5 µM). The combination of siramesine and lapatinib led to synergic cell death in both cell lines, with significantly higher rates of death than were seen with either drug alone, and more than if the drug effects were simply additive (Figure 4.3A). For each cell line, < 20% death was observed in the cells treated with DMSO, siramesine or lapatinib, compared to > 45% death in the cells treated with the combination of siramesine and lapatinib (p<0.0001).

Isobolograms were generated to confirm that cell death resulting from the combination of siramesine and lapatinib was the result of a synergistic effect of the drug combination. Combination indices (CIs) were calculated to provide a numerical representation of the combinatorial effect. A CI that approaches 1, indicates that a drug combination is additive. A CI > 1 indicates that the combination is antagonistic; and a CI < 1 indicates that the combination is synergistic. The CIs for the combination of siramesine and lapatinib were < 1 in both the A549 (0.454) and U87 (0.436) cell lines at 24 hours, confirming that the combination showed synergism in inducing cell death. (Figure 4.3B).
**Figure 4.3: Siramesine and lapatinib induce synergic cell death.**

(A) A549 and U87 cells were treated for 24 hours with DMSO (D), lapatinib (L) (0.5 µM), siramesine (S) (10 µM), or the combination of lapatinib + siramesine (L+S). Cell death was measured by trypan blue staining and quantified by flow cytometry. Each column represents the mean ± 1 SEM (n=4). Statistical significance was determined by unpaired t-tests comparing cells treated with L+S to each of the other conditions (**** p<0.0001 for all comparisons).

(B) Isobolograms demonstrating the effects of the combination of siramesine and lapatinib. Drug-drug interactions were also assessed using the combination index (CI) model. The CI < 1 for siramesine and lapatinib in both the A549 and U87 cell lines at 24 hours indicates synergy.
4.1.4 The synergic effect of siramesine and lapatinib is reproduced by other combinations of lysosome targeting agents and tyrosine kinase inhibitors

To determine whether the synergistic effect on cell death was the result of the specific combination of siramesine and lapatinib, or whether it was the class of drug that was important, the effects of other lysosome targeting agents and tyrosine kinase inhibitors, alone and in combination, were examined.

Before combinations of drugs were studied, preliminary dose-finding studies for each individual drug were required. Dose-response curves were generated for each drug in each cell line (Figure 4.4A and 4.4B). A549 and U87 cells were incubated for 24 hours with a range of concentrations of lysosome targeting agents and TKIs. The lysosomotropic drugs tested were desipramine (1-175 µM), tafenoquine (3-20 µM), clemastine (5-80 µM), loratadine (5-150 µM), and desloratadine (5-90 µM). The TKIs tested were gefitinib (10-80 µM) and sorafenib (2-20 µM). Cell death was measured as described above, and the data were used to generate dose-response curves for each drug.

To optimize the identification of synergy when the drugs were studied in combination, the highest concentration of each drug that produced < 20% cell death was chosen. For the subsequent combination experiments, the specific concentrations of each drug used were: 10 µM desipramine, 3 µM tafenoquine, 20 µM clemastine, 20 µM loratadine, 40 µM desloratadine, 10 µM gefitinib, and 2 µM sorafenib, (with the 10 µM siramesine and 0.5 µM lapatinib, as described above) (See Table 3.3).

Using the drug concentrations that individually produced < 20% death, the drugs were tested in combinations. U87 and A549 cells were treated with DMSO (as a vehicle control), individual agents, or with combinations of agents for 24 hours before measuring cell death.
Figure 4.4A: Dose-response curves for other lysosome targeting agents and tyrosine kinase inhibitors investigated. A549 cells were treated for 24 hours with a range of concentrations of desipramine, tafenoquine, clemastine, loratadine, desloratadine, gefitinib and sorafenib to generate dose-response curves. Cell death was measured by trypan blue staining and quantified by flow cytometry (n=3).
Figure 4.4B: Dose-response curves for other lysosome targeting agents and tyrosine kinase inhibitors investigated. U87 cells were treated for 24 hours with a range of concentrations of desipramine, tafenoquine, clemastine, loratadine, desloratadine, gefitinib and sorafenib to generate dose-response curves. Cell death was measured by trypan blue staining and quantified by flow cytometry (n=3).
Combinations that were synergistic induced > 50% cell death at 24 hours, while the combinations that were not synergistic produced < 30% cell death (Figure 4.5A). Isobolograms were generated to determine whether each drug combination was synergistic, additive, or antagonistic. For all drug combinations, CIs were calculated to confirm that the effects of the drug combinations were synergistic, additive, or antagonistic (Figure 4.5B and 4.5C, and summarized in Table 4.1).

Several drug combinations, in addition to siramesine and lapatinib, produced synergistic effects on cell death (desipramine and lapatinib; siramesine and sorafenib; clemastine and lapatinib; loratadine and lapatinib; desloratadine and lapatinib), while other combinations (tafenoquine and lapatinib; siramesine and gefitinib; tafenoquine and gefitinib) did not (Table 4.1).

Table 4.1. Combination Indices for Combinations of Lysosome Targeting Agents and Tyrosine Kinase Inhibitors

<table>
<thead>
<tr>
<th>Drug Combinations</th>
<th>Combination Index (CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A549 Cells</td>
</tr>
<tr>
<td>Desipramine and Lapatinib</td>
<td>0.484</td>
</tr>
<tr>
<td>Siramesine and Sorafenib</td>
<td>0.503</td>
</tr>
<tr>
<td>Clemastine and Lapatinib</td>
<td>0.486</td>
</tr>
<tr>
<td>Loratadine and Lapatinib</td>
<td>0.493</td>
</tr>
<tr>
<td>Desloratadine and Lapatinib</td>
<td>0.519</td>
</tr>
<tr>
<td>Tafenoquine and Lapatinib</td>
<td>0.922</td>
</tr>
<tr>
<td>Siramesine and Gefitinib</td>
<td>1.251</td>
</tr>
<tr>
<td>Tafenoquine and Gefitinib</td>
<td>1.023</td>
</tr>
</tbody>
</table>
Figure 4.5A: Synergic cell death is induced by other combinations of lysosome targeting agents and tyrosine kinase inhibitors (TKIs). A549 and U87 cells were treated with various combinations of the lysosome targeting agents and TKIs. Cell death was measured by trypan blue staining and quantified by flow cytometry. Each column represents the mean ± 1 SEM (n=3).
Figure 4.5B: Synergic cell death is induced by other combinations of lysosome targeting agents and tyrosine kinase inhibitors (TKIs). A549 cells were treated with various combinations of the lysosome targeting agents and TKIs. Isobolograms were generated for the A549 cells to determine whether each combination was synergic, additive, or antagonistic. Drug-drug interactions were also assessed using the combination index (CI) model. A combination index (CI) <1 indicates synergy, CI=1 indicates that the drugs are additive, and CI>1 indicates the drugs are antagonistic.
Figure 4.5C: Synergic cell death is induced by other combinations of lysosome targeting agents and tyrosine kinase inhibitors (TKIs). U87 cells were treated with various combinations of the lysosome targeting agents and TKIs. Isobolograms were generated for the U87 cells to determine whether each combination was synergic, additive, or antagonistic. Drug-drug interactions were also assessed using the combination index (CI) model. A combination index (CI) <1 indicates synergy, CI=1 indicates that the drugs are additive, and CI>1 indicates the drugs are antagonistic.
Siramesine, desipramine, tafenoquine, clemastine, loratadine, and desloratadine are all lysosomotropic agents, but only the antidepressant drugs (siramesine and desipramine) and the antihistamines (clemastine, loratadine, and desloratadine) led to synergic cell death when combined with the tyrosine kinase inhibitor lapatinib, as compared to the antimalarial drug (tafenoquine).

4.2 AIM 2: TO DETERMINE WHETHER THE SYNERGIC CELL DEATH INDUCED BY SIRAMESINE AND LAPATINIB IS OCCURRING VIA A FERROPTOTIC MECHANISM

Having determined that some combinations of lysosome targeting agents and tyrosine kinase inhibitors induced synergic cell death, we sought evidence that cell death was occurring via a ferroptotic mechanism. The studies of ferroptosis were performed using the combination of siramesine and lapatinib. In order to determine whether the drug combination-induced cell death was occurring via an iron-dependent mechanism we examined specific aspects of the ferroptosis pathway.

4.2.1 Erastin induces cell death in A549 and U87 cells that can be inhibited by ferrostatin-1 (Fer-1) and deferoxamine (DFO)

Erastin was the original molecule identified to cause the form of cell death that is now recognized as ferroptosis (75). Erastin-induced cell death is considered the model for ferroptosis. Before examining cell death induced by siramesine and lapatinib for characteristics of ferroptosis, we used erastin to confirm that ferroptotic cell death could be induced in A549 cells
and U87 cells, and that this death could be inhibited by Fer-1 and DFO, as previously described (75, 108).

A549 and U87 cells were incubated for 24 and 48 hours with a range of concentrations of erastin (1-50 µM), in order to generate dose-response curves (Figure 4.6A and B). The concentration selected for subsequent experiments was 15 µM because it induced approximately 50% cell death. This was sufficient to demonstrate a cell killing effect and to evaluate the effect of the ferroptosis inhibitors. Cell death was measured as described above. There was significantly more death observed at 48 hours (20-95% cell death) than at 24 hours (5-10% cell death) (Figure 4.6A). Therefore, all subsequent experiments with erastin were performed with 48 hours incubation.

A549 and U87 cells were pretreated with the ferrropoptosis inhibitors Fer-1 (10 µM) or DFO (200 µM) for one hour prior to the addition of erastin (15 µM). In both cell lines, Fer-1 and DFO significantly reduced the amount of cell death induced by erastin (Figure 4.7). The relative reduction in erastin-induced cell death by Fer-1 was 68% in the A549 cells and 81% in the U87 cells (p<0.0001). The relative reduction in erastin-induced cell death by DFO was 67% in the A549 cells and 80% in the U87 cells (p<0.0001). Therefore, the cell lines in this study were susceptible to death by erastin and could be rescued from erastin-induced cell death by ferroptosis inhibitors.
Figure 4.6: Dose-response curves and time course for erastin-induced cell death. (A) A549 and U87 cells were treated with a range of concentrations of erastin for 24 and 48 hours. Cell death was measured by trypan blue staining and quantified by flow cytometry. Each column represents the mean ± 1 SEM (n=3). (B) A549 and U87 cells were treated for 48 hours with a range of concentrations of erastin, in order to generate dose-response curves. Cell death was measured as in (A) (n=3).
Figure 4.7: Erastin-induced cell death can be inhibited by ferrostatin-1 (Fer-1) and deferoxamine (DFO). A549 and U87 cells were pretreated with Fer-1 (10 µM) or DFO (200 µM) for one hour before incubation with erastin (15 µM) for 48 hours. Cell death was measured by trypan blue exclusion. Each column represents the mean ± 1 SEM (n=3). Statistical significance was determined by unpaired t-tests comparing cells treated with erastin alone to each of the other conditions (**** p<0.0001).
4.2.2 Fer-1 protects A549 and U87 cells from siramesine and lapatinib-induced cell death

A549 and U87 cells were pretreated with Fer-1 (10 µM), which inhibits the accumulation of ROS from lipid peroxidation. In both cell lines, Fer-1 had no effect on the cells treated with either DMSO or either drug, individually, but inhibited cell death induced by the combination of siramesine and lapatinib. The relative reduction in siramesine and lapatinib-induced cell death was 38% for the A549 cells and 32% for the U87 cells (p<0.0001). The results suggest that a ferroptotic mechanism was contributing to cell death induced by the drug combination (Figure 4.8A).

4.2.3 DFO protects A549 and U87 cells from siramesine and lapatinib-induced cell death

A549 and U87 cells were pretreated with DFO (200 µM), which chelates intracellular free iron. As with the Fer-1, DFO had no effect on the cells treated with DMSO or either drug, individually, but decreased cell death induced by the combination of siramesine and lapatinib. The relative reduction in siramesine and lapatinib-induced cell death was 30% for the A549 cells and 39% for the U87 cells (p<0.0001). These results provide evidence that an iron-mediated process contributed to the cell death induced by the drug combination (Figure 4.8B).

4.2.4 Addition of exogenous iron increases siramesine and lapatinib-induced cell death in A549 and U87 cells

An additional approach to investigate the role of iron in siramesine and lapatinib-induced cell death was to pretreat A549 and U87 cells with an excess of exogenous iron in the form of iron chloride (FeCl₃). FeCl₃ had no effect on the cells treated with DMSO, lapatanib, or siramesine alone, but significantly increased the A549 and U87 cell death following treatment
Figure 4.8: Ferrostatin-1 (Fer-1) and deferoxamine (DFO) protect cells from siramesine and lapatinib-induced cell death, and the addition of exogenous iron increased siramesine and lapatinib-induced cell death. A549 and U87 cells were pretreated with (A) Fer-1 (10 µM), (B) DFO (200 µM) or (C) iron chloride (FeCl₃; 50 µM) for one hour before treatment with DMSO, lapatinib (L), siramesine (S), or the combination of lapatinib and siramesine (L+S) for 24 hours. Cell death was measured by trypan blue staining and quantified by flow cytometry. Each column represents the mean ± 1 SEM (n=3). Statistical significance was determined by unpaired t-tests comparing cells treated with lapatinib and siramesine in the presence or absence of the inhibitors or FeCl₃ (**** p<0.0001).
with the combination of siramesine and lapatinib (Figure 4.8C). The relative increase in siramesine and lapatinib-induced cell death was 41% for the A549 cells and 56% for the U87 cells ($p<0.0001$). These results provide additional evidence for the contribution of iron in the cell death induced by the combination of siramesine and lapatinib.

**4.3 AIM 3: TO DETERMINE THE SPECIFIC MECHANISM BY WHICH THE COMBINATION OF SIRAMESINE AND LAPATINIB ARE INDUCING CELL DEATH**

Having demonstrated that the combination of siramesine and lapatinib was producing iron-dependent cell death consistent with ferroptosis, we proceeded to investigate additional characteristics of cells undergoing ferroptosis, including changes in the levels of intracellular iron and ROS, increased lipid peroxidation and alterations in the expression of iron transport and storage proteins that have been associated with siramesine and lapatinib-induced cell death in other cell types (108).

**4.3.1 **The combination of siramesine and lapatinib increases the intracellular labile iron pool

Because the combination of siramesine and lapatinib induced cell death via an iron-dependent mechanism, we determined whether the drug combination produced an increase in the intracellular labile iron pool. Prussian Blue staining and light microscopy were used to determine whether the drug combination led to an increase in intracellular iron. Cells were stained and examined 12 hours after treatment with DMSO, siramesine or lapatinib alone, or the drug combination. The 12-hour time point was selected to precede the cell death observed at 24 hours;
it was hypothesized that changes in intracellular iron levels would be best observed before significant death had occurred. Prussian Blue staining was increased at 12 hours in cells treated with the combination of siramesine and lapatinib, compared to cells treated with DMSO or with either drug alone (Figure 4.9A). The Prussian Blue-stained images were subjected to quantitative image analysis using ImageJ software to calculate the integrated density. There was a 2-fold increase in the intracellular iron staining in cells treated with the drug combination, compared to the other conditions (p<0.0001) (Figure 4.9B). There was no difference in Prussian Blue staining of cells treated with siramesine or lapatinib compared to the control.

To confirm the findings obtained with the Prussian Blue-stained images, Calcein-AM fluorescence assays were performed after 12 hours of incubation with DMSO, either drug individually, or the drug combination. When Calcein enters the cell, it binds intracellular iron, quenching its fluorescent signal. Upon addition of an iron chelator (deferiprone, in this instance), which binds the iron, the fluorescent signal of Calcein is de-quenched. The difference between the quenched and de-quenched signals is representative of the intracellular labile iron pool. The Calcein assay demonstrated that the combination of siramesine and lapatinib produced a three-fold increase in the intracellular labile iron pool, compared to DMSO or either drug alone (p<0.0001) (Figure 4.9C). Collectively, these results indicate that treatment with the combination of siramesine and lapatinib increased the intracellular labile iron pool and provide additional evidence for the involvement of iron in the cell death induced by this drug combination.
Figure 4.9: Treatment of A549 and U87 cells with the combination of siramesine and lapatinib increases the intracellular labile iron pool (LIP). (A) Prussian blue staining for intracellular iron was performed and evaluated by light microscopy after 12 hours incubation with DMSO, lapatinib (L), siramesine (S), or with the combination of lapatinib + siramesine (L+S). Representative images from 3 separate experiments. (B) Quantitative image analysis of Prussian Blue staining. Each column represents the mean ± 1 SEM. Statistical significance was determined by unpaired t-tests comparing cells treated with L+S to each of the other conditions (**** p<0.0001 for all comparisons, n=3). (C) Calcein fluorescence assays. A549 and U87 cells were stained with Calcein-AM (1 µM) after 12 hours incubation with DMSO, lapatinib (L), siramesine (S), or with the combination of lapatinib + siramesine (L+S). Fluorescence signals were measured by flow cytometry. Each column represents the mean ± 1 SEM. Statistical significance was determined as above (**** p<0.0001 for all comparisons, n=3).
4.3.2 The combination of siramesine and lapatinib leads to an increase in total ROS

The mechanism by which erastin-induced ferroptosis results in cell death is the accumulation of damaging intracellular ROS. We determined whether treatment with the combination of siramesine and lapatinib, and its associated increase in intracellular iron, led to an increase in intracellular ROS. A549 and U87 cells were incubated with the drugs, alone or in combination, for 24 hours. Cells were then stained with DHE. When DHE is oxidized by ROS, it emits a red fluorescent signal, which can be quantified by flow cytometry and is proportional to the production of ROS. Cells treated with the combination of siramesine and lapatinib showed a three-fold increase in total ROS, significantly greater than the ROS measured in the cells treated with DMSO or either drug alone (p<0.0001) (Figure 4.10). The results show that treatment with the drug combination increases the levels of ROS, providing support that this cell death is occurring via an oxidative process.
Figure 4.10: Treatment of A549 and U87 cells with the combination of siramesine and lapatinib increases levels of intracellular ROS. A549 and U87 cells were stained with DHE (10 µM) after 24 hours incubation with DMSO, lapatinib (L), siramesine (S), or with the combination of lapatinib + siramesine (L+S). DHE fluorescence was measured by flow cytometry. Each column represents the mean ± 1 SEM. Statistical significance was determined by unpaired t-tests comparing cells treated with L+S to each of the other conditions (**** p<0.0001 for all comparisons, n=3).
4.3.3 The combination of siramesine and lapatinib leads to an increase in lipid peroxidation

Ferroptosis is specifically characterized by lipid peroxidation, as opposed to the production of other forms of ROS. We investigated whether the combination of siramesine and lapatinib led to an increase in lipid ROS. A549 and U87 cells were treated with the drugs, alone or in combination, for 24 hours and then stained with C11-BODIPY to identify lipid peroxidation. Oxidation of a component of the C11-BODIPY fluorophore shifts the fluorescence emission from red to green. The ratio of red to green fluorescence is proportional to lipid peroxidation. The cells that were treated with the drug combination showed a two-fold increase in lipid ROS (indicating increased lipid peroxidation) compared to cells treated with DMSO or either drug alone (p<0.0001) (Figure 4.11). These results support the hypothesis that treatment with the drug combination increases the levels of lipid peroxidation, and therefore the levels of lipid ROS, supporting the hypothesis that cell death is occurring via a ferroptotic mechanism.
Figure 4.11: Treatment of A549 and U87 cells with the combination of siramesine and lapatinib increases levels of lipid peroxidation. A549 and U87 cells were stained with C11-BODIPY (1 µM) after 24 hours incubation with DMSO, lapatinib (L), siramesine (S), or with the combination of lapatinib + siramesine (L+S). Both red and green C11-BODIPY fluorescence was measured by flow cytometry, and a change in the ratio of green to red fluorescence was used to indicate an increase in lipid peroxidation. Each column represents the mean ± 1 SEM. Statistical significance was determined by unpaired t-tests comparing cells treated with L+S to each of the other conditions (**** p<0.0001 for all comparisons, n=3).
4.3.4 The combination of siramesine and lapatinib induces minor increases in expression levels of some iron transport proteins in A549 and U87 cells

To determine whether the drug combination-induced cell death was associated with changes in the expression levels of iron transport or storage proteins, five proteins involved in the regulation of iron were examined. These proteins were transferrin (a plasma iron transport protein), the transferrin receptor (binds transferrin on the cell surface leading to endocytosis), DMT1 (transports iron from the endosome into the cytosol), ferritin (cytosolic iron storage protein), and ferroportin (transports iron out of the cell) (Figure 1.2).

Western blots were performed on lysates of A549 and U87 cells after 12 hours or 24 hours incubation with DMSO, lapatinib, siramesine, or the combination of siramesine and lapatinib (Figure 4.12A). Densitometry analysis of the Western blots was performed using ImageJ software (Figure 4.12B and 4.12C). There were no significant changes in the expression levels of transferrin, ferroportin or ferritin after treatment with the drug combination compared to DMSO or either drug alone. There were small but statistically significant increases in the levels of TfR1 (20-35% at 12 and 24 hours in both the A549 and U87 cells) and DMT1 (20-25% at 24 hours in the A549 cells; 20-25% at 12 and 24 hours in the U87 cells).
Figure 4.12A: Treatment of A549 and U87 cells with the combination of siramesine and lapatinib does not cause major changes in the levels of iron transport or storage proteins. Western blots were performed on lysates of A549 and U87 cells after 12 hours or 24 hours incubation with DMSO (D), lapatinib (L), siramesine (S), or the combination of lapatinib + siramesine (L+S). Blots were probed for transferrin receptor 1 (TfR1), transferrin, ferroportin, DMT1 and ferritin. Actin was used as the loading control. These are representative images from 3 separate experiments. Quantitative image analysis is shown in Figure 4.12B and 4.12C.
Figure 4.12B and 4.12C: Treatment of A549 and U87 cells with the combination of siramesine and lapatinib does not cause major changes in the levels of iron transport or storage proteins. Quantitative image analysis was performed on the Western blots shown in Figure 4.12A for (B) A549 and (C) U87 cells. Values obtained for each band of interest were normalized to the loading control (actin), and then normalized to the values obtained for DMSO (the vehicle control). Statistical significance was determined by unpaired t-tests comparing cells treated with L+S to each of the other conditions (ns, not significant; * p<0.05, ** p<0.01, n=3).
4.3.5 The combination of siramesine and lapatinib induces increased expression of the SLC7A11 subunit of System X\(_{C^-}\) in A549 and U87 cells

To determine whether siramesine and lapatinib-induced cell death was associated with changes in the expression levels of SLC7A11, a subunit of System X\(_{C^-}\) (the cystine/glutamate antiporter), Western blots were performed on lysates of A549 and U87 cells after 12 hours or 24 hours incubation with DMSO, lapatinib, siramesine, or the combination of siramesine and lapatinib (Figure 4.13A). Quantitative image analysis of the Western blots was performed using ImageJ software (Figure 4.13B). There was a statistically significant increase in the expression levels of SLC7A11 at both 12 and 24 hours following treatment with the combination of siramesine and lapatinib relative to the cells that were treated with DMSO or either drug alone, with the most significant increase occurring at 12 hours. The relative increase in expression at 12 hours was 73% for the A549 cells and 62% for the U87 cells (p<0.001). These changes in expression were more substantial than those observed for any of the iron transport or storage proteins evaluated in this study.
Figure 4.13: Treatment of A549 and U87 cells with the combination of siramesine and lapatinib increased the levels of the SLC7A11 protein, a subunit of System X_C. (A) Western blots were performed on lysates of A549 and U87 cells after 12 hours or 24 hours incubation with DMSO (D), lapatinib (L), siramesine (S), or the combination of lapatinib + siramesine (L+S). Actin was used as the loading control. Representative images from 2 separate experiments. (B) Quantitative image analysis was performed on the blots in (A). Densitometry values for each protein band were normalized to the loading control (actin), and then compared to the values obtained for DMSO (vehicle control). Each column represents the mean ± 1 SEM. Statistical significance was determined by unpaired t-tests comparing cells treated with L+S to each of the other conditions (* p<0.05, *** p<0.001 for all comparisons, n=2).
CHAPTER 5: DISCUSSION AND CONCLUSIONS

5.1 DISCUSSION

Drug resistance is a well-known phenomenon that results when diseases become tolerant to pharmaceutical treatments. Some methods of drug resistance are disease-specific, while others, such as drug efflux, which is observed in microbes and human drug-resistant cancers, are evolutionarily conserved. Although many types of cancers are initially susceptible to chemotherapy, over time they develop resistance through mechanisms such as drug inactivation, drug target alteration, drug efflux, DNA damage repair, and cell death inhibition (114, 115).

Malignant cells frequently harbor genetic alterations that allow them to escape spontaneous and therapy-induced apoptosis. Ideally, drug-induced damage should be tightly coupled to the induction of cell death. However, numerous intrinsic adaptive responses can be triggered that promote cancer cell survival. Resistance to apoptosis is often acquired during an early phase of tumour development when genetic changes result in defects in caspase-dependent apoptosis pathways and provide transformed cells with greater growth and survival potential (4).

Accumulating knowledge of natural and acquired drug resistance in cancers is spurring the investigation of alternative cell death pathways. Improving treatment for tumours that have developed resistance to first line therapeutic approaches or to pro-apoptotic agents will mean understanding and exploiting these alternative cell death pathways. Lysosomal cell death programs and ferroptotic cell death are two related alternative pathways that may circumvent resistance. Targeting these death pathways holds the potential for novel therapies directed at cancers that presently have limited therapeutic options.

One approach to identifying novel cancer therapies is the appraisal of existing drugs for new purposes. Previous work done in our laboratory demonstrated that siramesine permeabilized
lysosomes in chronic lymphocytic leukemia (CLL) cells, leading to cell death, and that the combination of siramesine and lapatinib synergistically induced death in breast cancer cell lines. We have extended the evaluation of these drugs by investigating whether siramesine and lapatinib could produce synergic cell death in lung adenocarcinoma and glioblastoma, and whether the mechanism of death was consistent with ferroptosis.

To assess the potential of lysosome targeting agents and tyrosine kinase inhibitors to synergize in inducing cell death, the combined effects of different pairs of lysosome targeting agents and TKIs were tested. Several synergistic combinations were identified that induced death in both A549 and U87 cells. Investigation of the characteristics of cell death triggered by one specific drug combination (siramesine and lapatinib) demonstrated that they were consistent with ferroptosis. Cell death was inhibited by Fer-1 and DFO and enhanced by the addition of exogenous iron, suggesting an iron-dependent process (Figure 4.8). The siramesine and lapatinib combination increased the intracellular labile iron pool, the levels of total ROS, and specifically the levels of lipid ROS (Figures 4.9, 4.10, and 4.11). Collectively these data suggest that the drug combination led to an iron-dependent oxidative cell death process in both lung adenocarcinoma and glioblastoma cells, and are consistent with previous observations from our laboratory on the effects of these drugs in breast cancer cells (108).

In the present study we found no changes in the expression levels of transferrin, ferroportin or ferritin, but we did see small (statistically significant) increases in the levels of TfR1 and DMT1 (Figure 4.12). This is in contrast to the study by Ma and colleagues in breast cancer cells, which showed an increase in the levels of transferrin and a decrease in the levels of ferroportin (108), and to a study by Gao et al. in fibrosarcoma cells, where ferroptosis was shown to be associated with an increase in the endogenous levels of ferritin (116). Changes in protein
expression in response to initiation of ferroptotic pathways may be cell type or condition-specific. These results suggest that the increase in intracellular iron and the corresponding cell death is not associated with a major change in the expression of one or more of these proteins. It is possible that the drug combination altered the activity or the localization of these transport/storage proteins, which would not be detected by Western blot.

The present study demonstrated an increase in the levels of SLC7A11, the subunit of System X_c- that is responsible for the transport activity of the antiporter, following 12 and 24 hours of treatment of A549 and U87 cells with the combination of siramesine and lapatinib (Figure 4.13). A similar increase has been observed in breast cancer cell lines (108). Increases in SLC7A11 mRNA have also been observed in HT1080 fibrosarcoma cells after treatment with erastin (75). These observations would appear to be counter to expectations, as ferroptosis-inducing drugs are considered to be inhibitors of System X_c- at the protein level. However, the increase may be a compensatory response to inhibition; the cells upregulate SLC7A11 expression to overcome the functional inhibition.

As previously demonstrated in other studies of ferroptosis (75, 79, 83, 98), the ferroptosis inhibitor Fer-1 and iron chelator DFO protected both A549 and U87 cells from siramesine and lapatinib-induced cell death, although the protection was not complete. Levels of cell death were not reduced to that seen in control cells or those treated with the individual drugs (Figure 4.8). This raises the possibility of a second death mechanism, in addition to ferroptosis, contributing to the total cell death observed after treatment with siramesine and lapatinib. The second mechanism may represent a form of autophagy, as studies performed in our laboratory, in breast cancer cell lines, have shown that death induced by the combination of siramesine and lapatinib transitioned from ferroptosis to autophagy (117). In that study, at early time points (four hours
after drug treatment), death was consistent with ferroptosis and inhibition of autophagy led to increased cell death, suggesting that autophagy was promoting cell survival. At 24 hours post-treatment, inhibition of autophagy reduced the levels of cell death, suggesting that at this later time point autophagy was contributing to the cell death. It is therefore possible that autophagy was also contributing to the cell death observed 24 hours after treatment of the A549 and U87 cells with siramesine and lapatinib.

Intracellular iron levels are tightly regulated in both normal and malignant cells. Alterations in these iron levels are key to the induction of ferroptosis. Although malignant cells have increased levels of intracellular iron that support their increased metabolic activity, there is a fine line between the levels of intracellular iron that support the malignant phenotype and the levels of intracellular iron that lead to cell death (38, 64). Alterations in iron metabolism, in particular the acquisition and retention of excess iron, contribute to both tumour initiation and tumour growth (38, 53, 64). These observations have led to divergent approaches to target intracellular iron in anti-cancer therapy and have included both the sequestering of available iron using iron chelators, and the increase in intracellular iron levels to initiate cell death (38, 64).

Treating cancer cells with agents that induce iron-dependent cell death represents a potential strategy for turning the excess iron present in cancer cells into a therapeutic advantage. A recent study investigated the iron dependence of ovarian cancer cells both in vitro and in a mouse model. In vitro studies demonstrated that tumour cells were significantly more dependent on iron than normal cells (64). The iron addiction of the malignant cells could be targeted by either reducing the levels of intracellular iron, or conversely, by using the increased levels of iron to initiate cell death. This was demonstrated by decreased viability of transformed fallopian stem cells in the presence of the iron chelator DFO, and by increased death of these cells by
ferroptosis, induced by erastin (64). Basuli et al. also demonstrated that in a xenograft mouse model (generated by intraperitoneal injection of tumour cells), mice treated with erastin showed a significant reduction in tumour number and mass, indicating that ferroptosis-inducing agents have the potential to target ovarian tumours (64).

As with the ovarian tumour model, inducing ferroptosis via a combination of lysosomal targeting agents and TKIs may be a potential therapeutic strategy for lung adenocarcinoma and glioblastoma, tumours that presently have few successful treatment options. This drug combination has now been tested in our laboratory in three different types of cancer, and ideally, ferroptosis may be a cell death pathway that can be exploited to treat a variety of cancers. As ferroptosis is the inactivation of a metabolic pathway that is shared by many cells, it is possible that this process could be recruited to kill cancer cells regardless of the specific type of cancer.

The ferroptosis pathway has some unique features when compared to other forms of cell death. Apoptosis is triggered by diverse lethal stimuli (e.g. DNA damage, protein misfolding) leading to activation of a pro-death enzymatic process and the ordered disassembly of the cell. Ferroptosis, by contrast, results from the inactivation of an essential metabolic process, leading to an iron-catalyzed, lipid ROS-mediated cellular collapse. It has been suggested that ferroptosis is a form of cellular sabotage, where normal metabolic functions of the cell are hijacked to precipitate cell death (109). This distinguishes ferroptosis from apoptosis and other forms of cell death that have been described as cell suicide (109). Whether the inactivation of other essential metabolic processes could trigger ferroptosis or other novel cell sabotage programs is unknown but worthy of investigation in the search for novel approaches to overcome cancer’s resistance to drug therapies (79).
There is still much to be learned about the mechanism of ferroptotic cell death and its inducers. In our laboratory, investigations of cell death in breast cancer cells induced by the combination of siramesine and lapatinib demonstrated that the mechanism was consistent with ferroptosis (108). Siramesine and lapatinib were initially used for the extension of studies into A549 and U87 cell lines to observe whether the synergic cell death could be reproduced in other tumour types. We subsequently examined additional lysosome targeting agents and TKIs, alone and in combination, to determine whether the cell death effects were specific to siramesine and lapatinib, or whether other drugs in the same classes would also produce the synergic cell death effect. The synergy studies of various lysosomotropic drugs with lapatinib were particularly enlightening.

Despite the ubiquitous nature of lysosomes in all mammalian cells, cancer cells have an altered lysosome biology. Increased lysosome biogenesis has been demonstrated in a variety of cancer types, including acute myeloid leukemia (AML), bladder cancer, melanoma, and pancreatic cancer (118-121). Cancer cell lysosomes are large (122), and may be more fragile than normal-sized lysosomes (123). Cancer cells may also have an increased number of lysosomes compared to healthy cells (118, 124). Because cancer cells have high metabolic rates, there is an increased turnover of iron-containing proteins, and increased lysosomal accumulation of iron. These characteristics may contribute to cancer cells’ increased sensitivity to treatment with lysosomotropic agents. For example, it was demonstrated that CLL cells have more lysosomes and were more sensitive to lysosome targeting agents than nonmalignant B cells (124). Using lysosomotropic agents to induce lysosome permeabilization releases lysosomal contents, including iron, into the cytosol, and may contribute to the production of ROS via the Fenton reaction (Figure 1.4).
There are several different classes of lysosomotropic drugs, which include antidepressants, antimalarials and antihistamines (125-128). We initially studied drugs belonging to the antidepressant and antimalarial classes in combination with lapatinib. The antidepressants (siramesine and desipramine) demonstrated synergy with lapatinib in triggering cell death, while the antimalarial (tafenoquine) did not (Figures 4.3 and 4.5). These results do not indicate that antimalarials are unable to induce cell death or permeabilize lysosomes, as there are several studies demonstrating their effectiveness at permeabilizing lysosomes in malignant cells. For example, the antimalarial mefloquine was shown to be preferentially cytotoxic to primary AML cells, compared with normal hematopoietic cells, both in vitro and in a mouse xenograft model (118). In addition, mefloquine and tafenoquine induced cytotoxicity and lysosome permeabilization in CLL cells (124). However, in the context of the present study, the antimalarials did not synergize with lapatinib to cause increased cell death, in contrast to the antidepressants and antihistamine classes.

A recent study investigating the repurposing of antihistamines as anti-cancer agents examined antihistamines (clemastine, loratadine, desloratadine, terfenadine, astemizole, and ebastine) known to target lysosomes (128). Ellegard et al. showed that the regular use of some common non-prescription antihistamines was associated with reduced all-cause mortality among patients with NSCLC. The antihistamines re-sensitized A549-MDR cells to vinorelbine, and sensitized NCI-H1299 and NCI-H661 cell lines to vinorelbine or cisplatin (128). Based on these observations, we extended our studies to include the evaluation of antihistamines in the drug combination studies. The three antihistamines that were selected (clemastine, loratadine, and desloratadine) are licensed and commercially available (129). Clemastine and loratadine are available as over-the-counter preparations; desloratadine is available by prescription. All three
antihistamines demonstrated synergism with lapatinib in inducing cell death in A549 and U87 cells (Figures 4.5).

The lysosomotropic antihistamines, antimalarials and antidepressants evaluated in our study belong to a general category of drugs known as cationic-amphiphilic drugs (CADs) (128). CADs are characterized by a hydrophobic ring structure and a hydrophilic side chain with a cationic amine group, and passively diffuse across cell membranes, including lysosomal membranes. When CADs diffuse into lysosomes, they become protonated in the acidic environment, restricting their diffusion back across the lysosomal membrane into the cytosol, a process referred to as lysosomal trapping (125, 126, 128).

CADs can inhibit a variety of lysosomal enzymes including acid sphingomyelinase (ASM), a lysosomal lipid-metabolizing enzyme that catalyzes the breakdown of sphingomyelin into ceramide and phosphatidylcholine (130). ASM has been shown to be essential for lysosomal stability and as a corollary, for cell survival (127, 131, 132). Lysosome destabilization results in lysosome membrane permeabilization and a partial or complete release of lysosomal contents (including lysosomal proteases), ultimately leading to cell death mediated by ROS (133, 134). The lysosomotropic antidepressants and antihistamines (but not the antimalarials) are functional inhibitors of ASM (or FIASMAs) (135). The observation that only the FIASMAs caused synergic cell death in combination with lapatinib suggests a central role for lysosomal ASM in the cell death induced by the drug combination.

Altered sphingolipid metabolism has previously been described in malignant cells (127, 136, 137). Sphingolipid metabolism is a complex process, which centres on the reversible metabolism of sphingomyelin to ceramide, ceramide to sphingosine, and sphingosine to sphingosine-1-phosphate. Some of these metabolites, particularly sphingosine-1-phosphate and
ceramide, can act as second messengers in signaling pathways that regulate a variety of cellular
events including cell growth, differentiation, and the balance between cell survival and cell death
(138). Previous studies have identified alterations in sphingosine kinase (the enzyme that
converts sphingosine to sphingosine-1-phosphate) and/or ASM in a wide array of cancers,
including breast, colon, gastric, renal, hepatocellular, prostate, and lung (127, 136, 137). Altered
sphingomyelin metabolism potentially renders cancer cells more sensitive to ASM inhibition.
Levels of sphingomyelin, and of ASM, are decreased in cancer cells; the reduced levels of ASM
may be a compensatory response to the lower levels of sphingomyelin (127). When the levels of
sphingomyelin are reduced, cancer cells may adapt by decreasing the levels of ASM in order to
maintain sufficient sphingomyelin. This creates a potential tipping point for cancer therapeutics.
It is possible that if malignant cells already have reduced levels of ASM, then lower
concentrations of ASM inhibitors would be expected to destabilize and permeabilize the
lysosomal membranes, resulting in the release of ROS and lysosomal iron into the cytoplasm.

Several studies have shown that malignant cells are more sensitive to treatment with
CADs, and specifically to ASM inhibitors (127). Ellegard et al. recently demonstrated that CAD
antihistamines induced significantly more cell death in transformed mouse embryonic fibroblasts
than in the corresponding control cells (128). An extensive review of clinically relevant CADs
with ASM inhibitory activity was done to determine whether they displayed cancer-specific
cytotoxicity (127). It was found that the FIASMAs killed transformed fibroblasts at
concentrations too low to affect the survival of control cells, and that the transformed cells were
also more sensitive to long-term cytotoxicity as demonstrated by a colony formation assay (127).
The FIASMAs also killed Ras-driven HCT116 colon carcinoma cells more effectively than Ras-
depleted Hkh2 colon carcinoma cells (127). In addition, the ASM inhibitors caused cytotoxicity in cell lines derived from ovarian, breast, prostate, cervix, and bone cancers (127).

The question still remains of how the combination of FIASMA s and TKIs synergize to induce cell death via ferroptosis. We theorize that the drugs are targeting multiple pathways, resulting in enhanced cell death, when they are used in combination. Inhibition of ASM is the most likely mechanism for the lysosome targeting agents in the combination, with the permeabilization of the lysosome resulting in the release of lysosomal iron into the cytoplasm where it can participate in the Fenton reaction. The TKIs may be inhibiting System Xc− and preventing the antioxidant activity of GPX4 (as has been demonstrated for sorafenib) or altering the intracellular iron levels by other processes that still require investigation.

Discovering new uses for approved drugs provides the quickest possible transition from laboratory to clinical care, and is referred to as drug repurposing or repositioning. Drug repurposing has become an important approach to identifying new effective therapies for malignant diseases. There are great advantages in evaluating FDA- or Health Canada-approved drugs for novel purposes, when compared to de novo novel drug development. Drugs that have received regulatory approval have known clinical safety and pharmacological profiles, existing formulations, and established maximum tolerated doses. De novo drug development is a process that can take longer than 10 years from idea to marketable drug, if successful; drug repurposing can take as few as 3 years (139). Thus, the application and translation of repurposed drugs into the clinic is expedited and less expensive.

This repurposing of drugs is a common strategy in numerous research fields, and has led to the effective use of drugs such as sildenafil (originally developed to treat angina) for erectile dysfunction (139), thalidomide (originally developed to treat pregnancy-associated nausea) for
multiple myeloma (140) and for inflammatory leprosy (139), and all-trans retinoic acid (originally used to treat acne) for the treatment of acute promyeloctic leukemia (141). More recent studies have shown promising anti-cancer effects with metformin (treatment for type 2 diabetes) (142) and mebendazole (a commonly used anti-helminthic drug) (143).

The present study has focused on the potential of repurposing specific antidepressants and antihistamines as anti-cancer drugs. The antidepressants and antihistamines synergized with TKIs to induce cancer cell death by a mechanism that is only partially understood. Siramesine was developed as a sigma-2 receptor antagonist and entered clinical trials as an antidepressant in 2001 (144). Desipramine is an FDA and Health Canada-approved tricyclic antidepressant that inhibits the re-uptake of the neurotransmitter norepinephrine (145). Sorafenib is an FDA and Health Canada-approved multi-kinase inhibitor originally developed for treatment of renal cell carcinoma (146). Lapatinib is an FDA and Health Canada-approved dual tyrosine kinase inhibitor for EGFR and HER2 that was developed and approved for the treatment of advanced and metastatic breast cancer (147). Clemastine, loratadine, and desloratadine are all FDA and Health Canada-approved commercially available antihistamines (129, 148-150). In order to repurpose these drugs for cancer therapy, additional investigations will be required.

5.2 CONCLUSIONS

In conclusion, the studies presented in this thesis identify that the combination of siramesine and lapatinib induce synergic cell death in lung adenocarcinoma and glioblastoma cells, as do several other similar combinations of lysosomal targeting agents and TKIs. The characteristics of this cell death are consistent with ferroptosis: reduced by ferroptosis inhibitors and enhanced by the addition of iron. The combination triggered increases in the level of
intracellular iron, and of ROS, including specifically, lipid ROS. Treatment with siramesine and lapatinib did not cause major changes in the levels of iron transport proteins, but did increase expression of the cystine/glutamate antiporter, possibly in response to its functional inhibition. Finally, these studies suggest that only lysosomal targeting agents that are ASM inhibitors are effective in combination with lapatinib, providing some additional clues about the means by which these drugs are inducing ferroptosis. Siramesine and lapatinib in combination can be added to a growing list of agents that can induce ferroptotic cell death and potentially provide a mechanism to circumvent cancer drug resistance.
CHAPTER 6: FUTURE DIRECTIONS

The next experimental steps in understanding the mechanisms involved in the synergic cell death induced by the combination of lysosomal targeting agents and TKIs would include determining whether autophagy is playing a role in the synergic cell death, investigating ASM as the potential target, and testing the effects of these drug combinations in a 3-dimensional culture model.

Previous studies in breast cancer cell lines suggested that, in addition to ferroptosis, autophagy also contributed to cell death induced by the combination of siramesine and lapatinib. To determine whether autophagy contributes to cell death in the lung adenocarcinoma and glioblastoma cells, pretreating the cells with the autophagy inhibitors 3-methyladenine (3-MA) or spautin-1 over a time course of exposure to siramesine and lapatinib would indicate whether and when autophagic cell death was occurring. I hypothesize that these inhibitors would partially protect the cells from siramesine and lapatinib-induced cell death. Knocking down the autophagy genes Atg5 or Beclin1, and measuring the effects of these knock-downs on cell death, would provide additional evidence for the role of autophagy in the cell death induced by the drug combination.

The results of our present studies provide evidence that only lysosomal targeting agents that inhibit ASM are effective in synergizing with lapatinib to induce cell death. This suggests that ASM inhibition plays a key role in the effect of this drug combination. To test this hypothesis, knocking down ASM using siRNA, and repeating the cell death experiments with siramesine and lapatinib will help to clarify the role of ASM in this context.

It will be necessary to develop more biologically relevant models in order to identify the best candidate drug combinations to be used in pre-clinical animal model studies. Better than the
2-dimensional culture systems used in the present studies, 3-dimensional culture systems provide *in vitro* models that more closely resemble *in vivo* environments. For example, tumour spheroid assays would be valuable to evaluate the effectiveness of the combination treatments in a model that more closely mirrors a solid tumour in a patient. Tumour spheres may also be relevant models because they are enriched in cancer stem cells, more closely modeling the *in vivo* setting. Many drugs tested in monolayer culture do not successfully progress through clinical development because of lack of clinical efficacy and/or unacceptable toxicity. Spheroid models that mimic the cell-cell interactions of a tumour provide a more accurate prediction of the effects of these drugs *in vivo*, and ideally would determine whether moving to animal studies was warranted.

In the era of drug repurposing, identifying novel uses for old drugs may yield new therapeutic options. Drug repurposing success stories and companies leveraging repurposing strategies are increasing in number; both the use of non-cancer drugs to treat cancer, and anti-cancer agents to treat non-malignant diseases. The major problems of conventional cancer chemotherapy drugs (mainly DNA damaging agents) are the toxicities that limit the dose intensity, but also significantly reduce the quality of life of patients. As many non-chemotherapeutic agents have more tolerable side effects in humans, repurposing these drugs for anti-cancer therapy will continue to be an excellent strategy for future anti-cancer drug development.

The current increase in drug repurposing raises the question about the approach: when the obvious candidates for repurposing have been exhausted, will anything be left to repurpose? Fortunately, the number of potential drugs exceeds the present screening capacity of most companies. Although the current activity may consume the most obvious candidates, it is likely
that evaluation of drugs for repurposing will continue, providing further opportunities to target the differences between malignant and non-malignant cell biology.
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# APPENDIX A: LIST OF SOLUTIONS

## Cell Culture

### Media

<table>
<thead>
<tr>
<th>Component</th>
<th>Volume</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMEM Media</td>
<td>500 mL</td>
<td></td>
</tr>
<tr>
<td>FBS (5%)</td>
<td>25 mL</td>
<td></td>
</tr>
<tr>
<td>Pen Strep (1%)</td>
<td>5 mL</td>
<td></td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>530 mL</td>
<td></td>
</tr>
</tbody>
</table>

## Cell Staining

### Phosphate Buffered Saline (PBS)

<table>
<thead>
<tr>
<th>Component</th>
<th>Quantity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaCl</td>
<td>240.0 g</td>
<td></td>
</tr>
<tr>
<td>KCl</td>
<td>6.0 g</td>
<td></td>
</tr>
<tr>
<td>Na₂HPO₄ – 7H₂O</td>
<td>80.4 g</td>
<td></td>
</tr>
<tr>
<td>KH₂PO₄</td>
<td>7.2 g</td>
<td></td>
</tr>
<tr>
<td>ddH₂O</td>
<td>2.4 L</td>
<td></td>
</tr>
<tr>
<td><strong>Adjust pH to 7.4</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ddH₂O</td>
<td></td>
<td><em>Bring volume up to 3.0 L</em></td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>3.0 L</td>
<td></td>
</tr>
</tbody>
</table>

## Western Blot

### 1% NP40 Buffer (Stock Solution)

<table>
<thead>
<tr>
<th>Component</th>
<th>Quantity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tris base (20 mM)</td>
<td>400.0 µL</td>
<td></td>
</tr>
<tr>
<td>NaCl (150 mM)</td>
<td>1.5 mL</td>
<td></td>
</tr>
<tr>
<td>Glycerol (10%)</td>
<td>1.0 mL</td>
<td></td>
</tr>
<tr>
<td>Ethylenediaminetetraacetic acid (EDTA; 2 mM)</td>
<td>40.0 µL</td>
<td></td>
</tr>
<tr>
<td>NP40 (1%)</td>
<td>100.0 µL</td>
<td></td>
</tr>
<tr>
<td>ddH₂O</td>
<td></td>
<td><em>Bring volume up to 10.0 mL</em></td>
</tr>
<tr>
<td>Protease Inhibitor Tablet</td>
<td>1 Tablet per 10.0 mL</td>
<td></td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>10.0 mL</td>
<td></td>
</tr>
</tbody>
</table>

### Lysis Buffer

<table>
<thead>
<tr>
<th>Component</th>
<th>Quantity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1% NP40 Buffer</td>
<td>1.0 mL</td>
<td></td>
</tr>
<tr>
<td>PMSF</td>
<td>10.0 µL</td>
<td></td>
</tr>
<tr>
<td>Sodium Orthovanaadate</td>
<td>20.0 µL</td>
<td></td>
</tr>
<tr>
<td>Phosphatase Inhibitor Cocktail 2</td>
<td>1.0 µL</td>
<td></td>
</tr>
<tr>
<td>Phosphatase Inhibitor Cocktail 3</td>
<td>1.0 µL</td>
<td></td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>1.32 mL</td>
<td></td>
</tr>
</tbody>
</table>
### 6X Loading Buffer

<table>
<thead>
<tr>
<th>Ingredient</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tris base (20 mM)</td>
<td>400.0 µL</td>
</tr>
<tr>
<td>SDS (2%)</td>
<td>200.0 µL</td>
</tr>
<tr>
<td>Glycerol (5%)</td>
<td>500.0 µL</td>
</tr>
<tr>
<td>β-mercaptoethanol (1%)</td>
<td>100.0 µL</td>
</tr>
<tr>
<td>Bromophenol blue (0.05%)</td>
<td>5.0 µL</td>
</tr>
<tr>
<td>ddH₂O</td>
<td>Bring volume up to 10.0 mL</td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>10.0 mL</td>
</tr>
</tbody>
</table>

### 10X Running Buffer (Stock Solution)

<table>
<thead>
<tr>
<th>Ingredient</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tris Base</td>
<td>30.3 g</td>
</tr>
<tr>
<td>Glycine</td>
<td>141.2 g</td>
</tr>
<tr>
<td>SDS</td>
<td>10.0 g</td>
</tr>
<tr>
<td>ddH₂O</td>
<td>Bring volume up to 1.0 L</td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>1.0 L</td>
</tr>
</tbody>
</table>

### 1X Running Buffer

<table>
<thead>
<tr>
<th>Component</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>10X Running Buffer (Stock)</td>
<td>100.0 mL</td>
</tr>
<tr>
<td>ddH₂O</td>
<td>900.0 mL</td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>1.0 L</td>
</tr>
</tbody>
</table>

### Transfer Buffer

<table>
<thead>
<tr>
<th>Ingredient</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tris Base</td>
<td>3.03 g</td>
</tr>
<tr>
<td>Glycine</td>
<td>14.4 g</td>
</tr>
<tr>
<td>Methanol</td>
<td>200.0 mL</td>
</tr>
<tr>
<td>ddH₂O</td>
<td>800.0 mL</td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>1.0 L</td>
</tr>
</tbody>
</table>

### PBS-Tween-20 (PBST)

<table>
<thead>
<tr>
<th>Component</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBS</td>
<td>100.0 mL</td>
</tr>
<tr>
<td>Tween-20</td>
<td>1.0 mL</td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>101.0 L</td>
</tr>
</tbody>
</table>

### 5% Milk (w/v)

<table>
<thead>
<tr>
<th>Ingredient</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Milk Powder</td>
<td>5.0 g</td>
</tr>
<tr>
<td>PBST</td>
<td>100.0 mL</td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>100.0 mL</td>
</tr>
</tbody>
</table>
**Brightfield Microscopy**

**3.7% Formaldehyde**

<table>
<thead>
<tr>
<th>Component</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formaldehyde (37%)</td>
<td>1.0 mL</td>
</tr>
<tr>
<td>ddH₂O</td>
<td>9.0 mL</td>
</tr>
<tr>
<td><strong>Total Volume</strong></td>
<td>10.0 mL</td>
</tr>
</tbody>
</table>