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Abstract
Frequent pattern mining is an important research area in data mining. Since its introduction, it has drawn attention of many researchers. Consequently, many algorithms have been proposed. Popular algorithms include level-wise Apriori based algorithms, tree based algorithms, and hyperlinked array structure based algorithms. While these algorithms are popular and beneficial due to some nice properties, they also suffer from some drawbacks such as multiple database scans, recursive tree constructions, or multiple hyperlink adjustments. In the current era of big data, high volumes of a wide variety of valuable data of different veracities can be easily collected or generated at high velocity in various real-life applications. Among these 5V’s of big data, I focus on handling high volumes of big data in my Ph.D. thesis. Specifically, I design and implement a new efficient frequent pattern mining algorithmic technique called B-mine, which overcomes some of the aforementioned drawbacks and achieves better performance when compared with existing algorithms. I also extend my B-mine algorithm into a family of algorithms that can perform big data mining efficiently. Moreover, I design four different frameworks that apply this family of algorithms to the real-life application of social network mining. Evaluation results show the efficiency and practicality of all these algorithms.
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Chapter 1

Introduction

*Data mining* aims to discover implicit, previously unknown, and potentially useful knowledge from data [AIS93]. One of the commonly used data mining tasks is *frequent pattern mining*, which finds frequently co-occurring items, events, or objects (e.g., frequently purchased merchandise items in shopper market baskets, frequently co-located conferences). Since the introduction of the research problem of frequent pattern mining, numerous frequent pattern mining algorithms [AS94, EZ06a, EZ06b, HPY00, PHL+01, SHS+00, Zak00, ZE05] and their extensions [CZLW15, FS16, MWW+15, NSK+16, MJD13, XYX+15, ZCF+16] have been proposed.

One of the most famous frequent pattern mining algorithms is the Apriori algorithm [AS94] proposed by Aggarwal and Srikant. It applies a generate-and-test paradigm in mining frequent patterns in a level-wise, bottom-up fashion. In other words, the algorithm first generates candidate patterns of cardinality $k$ (i.e., candidate $k$-itemsets) and tests if each of them is frequent (i.e., tests if its support or frequency meets or exceeds the user-specified minimum support threshold). Based on
these frequent patterns of cardinality $k$ (i.e., frequent $k$-itemsets), the algorithm then
generates candidate patterns of cardinality $k + 1$ (i.e., candidate $(k + 1)$-itemsets).
This process is applied repeatedly to discover frequent patterns of all cardinalities.
As one of the earliest designed frequent pattern mining algorithms, Apriori has some
drawbacks. One of these drawbacks is that it requires $k$ database scans to find a
frequent pattern of cardinality $k$ (i.e., a $k$-itemset), which leads to a large I/O cost.

The FP-growth algorithm \cite{FP-growth} is another famous frequent pattern mining
algorithm. It uses an extended prefix-tree structure called a Frequent Pattern Tree
(FP-tree) to capture the content of the transaction database. Unlike Apriori which
scans the database $K$ times (where $K$ is the maximum cardinality of the discovered
frequent patterns), FP-growth scans the database twice. The key idea of FP-growth
is to recursively extract relevant paths from the FP-tree to form projected databases
(i.e., collections of transactions containing some items), from which sub-trees (i.e.,
smaller FP-trees) capturing the content of relevant transactions are built. While
FP-growth avoids the generate-and-test paradigm of Apriori (as FP-growth uses the
divide-and-conquer paradigm), a drawback of FP-growth is that many FP-trees (e.g.,
for $\{a\}$-projected database, $\{a, b\}$-projected database, $\{a, b, c\}$-projected data-base,
and so on) need to be built during the mining process. In other words, FP-growth
requires lots of memory space.

To consider the mining process from a different angle, hyperlinked-array structure
based mining algorithms (e.g., H-mine) were proposed \cite{H-mine}. The H-mine algo-

rithm also scans the database twice, but it captures the content of the transaction
database in a hyperlinked-array structure called H-struct. During the mining process,
instead of recursively building sub-structures (e.g., smaller FP-trees as in FP-growth), H-mine reduces storage pressure by only recursively updating links in the existing H-struct to find frequent patterns. During the mining process, some array entries in the H-struct may contain $K$ hyperlinks/pointers (where $K$ is the maximum cardinality of the discovered frequent patterns), one hyperlink/pointer for each cardinality. A drawback of H-mine is that many of the hyperlinks/pointers need to be repeatedly updated during the mining process. This is a problem as these updates lengthen the runtime.

To recap, while the aforementioned frequent pattern mining algorithms are popular due to some advantages, they also suffer from a few drawbacks/disadvantages. For example, Apriori requires too many database scans and generates too many candidate patterns. As another example, FP-growth requires too much memory space to keep the global FP-tree (capturing the content of the original database) and all subsequent sub-trees (each capturing the contents of subsequent projected databases). As a third example, H-mine requires too many hyperlinks/pointers and too many update operations on these hyperlinks/pointers, and thus lengthen the runtime. Hence, some natural questions to ask are:

- Can I avoid the aforementioned drawbacks or disadvantages of these frequent itemset mining algorithms?
- Can I achieve better performance with a new algorithm?

**Frequent Pattern Mining**

As the first task and the first challenge of my Ph.D. thesis research, I successfully designed, implemented, and evaluated a new data structure and its corresponding
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frequent pattern mining algorithm called B-mine, which gave a positive answer to the above questions. Based on the evaluation result, my new algorithm successfully overcame these aforementioned existing drawbacks and achieved better performance when compared with these existing algorithms.

The second task of my thesis was to apply my B-mine algorithm to big data mining. Big data are everywhere nowadays. They are high-veracity, high-velocity, high-value, and/or high-variety data with volumes beyond the ability of commonly-used software to manage, query, and process within a tolerable elapsed time. These high volumes of valuable data can be easily collected or generated at a high velocity from different data sources (which may lead to different data formats) in various real-life applications such as bioinformatics, graph management, sensor and stream systems, smart worlds, social networks, as well as the Web. Characteristics of these big data can be described by the following “5 Vs”:

1. Veracity, which focuses on the quality of data (e.g., uncertainty, messiness, or trustworthiness of data);

2. Velocity, which focuses on the speed at which data are collected or generated;

3. Value, which focuses on the usefulness of data;

4. Variety, which focuses on differences in types, contents or formats of data; and

5. Volume, which focuses on the quantity of data.

Embedded in the big data (e.g., biological data, medical images, streams of advertisements, surveillance videos, business transactions, financial charts, social media
data, web logs, texts and documents) are rich sets of useful information and knowledge. Due to the “5 Vs” characteristics of big data, new forms of algorithm are needed for managing, querying, and processing these big data so as to enable enhanced decision making, insight, process optimization, data mining and knowledge discovery. This drives and motivates research and practices in data science, which aim to develop systematic or quantitative data analytic algorithms to analyze (e.g., inspect, clean, transform, and model) and mine big data.

**Big data analytics** \([\text{KMR13, LH13, LJ14, LMJ14b, LML}^{+16, \text{SAM15, WKGL16}}]\) incorporates various techniques from a broad range of fields, which include cloud computing, data mining, machine learning, mathematics, and statistics. Various approaches ranging from mathematical models to approximation models, from resource-constrained paradigms to memory-bounded methods can be applied in cloud computing environments. Over the past few years, algorithms for handling big data according to a “systematic” view of the problem (e.g., MapReduce algorithms) have been gaining momentum.

**Big Data Mining of Frequent Patterns**

As the second part of my thesis, I applied my algorithm B-mine to big data mining focusing on analyzing big volumes of data (the 5th “V”). I further enhanced my B-mine algorithm in two research directions: one with parallel and MapReduce methods, another with a data compression method.

MapReduce \([\text{DG08}]\) is a high-level programming model for handling high volumes of big data by using parallel and distributed computing \([\text{CLM14, LMJ15, Zak95}]\), sometimes on clouds \([\text{LYZ12, LZ12, WWX15}]\), which consist of a master node and
multiple worker nodes. As implied by its name, MapReduce involves two key functions: “map” and “reduce” functions commonly used in functional programming languages such as LISP for list processing:

1. The \textit{mapper} applies a mapping function to each value in the list of values and returns the resulting list;

2. The \textit{reducer} applies a reducing function to combine all the values in the list of values and returns the combined result.

An advantage of using the MapReduce model and an associated software framework is that users only need to focus on (and specify) these “map” and “reduce” functions without worrying about implementation details for the following:

- handling machine failures,
- managing inter-machine communication,
- partitioning the input data, or
- scheduling and executing the program across multiple machines.

On the other hand, as the second big data research direction, data compression can be applied to my algorithm. As “Volume” is one of the most important “V”s of big data, it is important to find a method that can compress the data as much possible so that an algorithm can process as much data as possible in a given period of time. In my thesis, other than implementing a parallel and MapReduce method for big data mining, I also implemented a data compression method for my algorithm.
Social Network Mining

The first two parts of my Ph.D. thesis were to (1) design an efficient frequent pattern mining algorithm, and (2) apply it to big data mining. Other than these two tasks, one other aspect of my research, that I believe is very important, is to see how it can be used to solve some real-life problems. Thus, as the third task of my Ph.D. thesis, I applied B-mine to social network data.

Social networks are generally made of social entities (e.g., individuals, corporations, collective social units, or organizations) that are linked by some specific types of interdependencies (e.g., kinship, friendship, common interest, beliefs, or financial exchange). A social entity is connected to another entity as his next-of-kin, friend, collaborator, co-author, classmate, co-worker, team member, and/or business partner, etc. Big data analytics of social networks computationally facilitates social studies and analysis of human-social dynamics in these big data networks, as well as designs and uses information and communication technologies for dealing with social context.

In the current era of big data, various social networking sites or services—such as Facebook, Google+, LinkedIn, Twitter, and Weibo [RG15, RZL15]—are commonly in use. As an example, Facebook users can create a personal profile, add other Facebook users as friends, exchange messages, and join common-interest user groups creating social relationships. The number of (mutual) friends may vary from one Facebook user to another. It is not uncommon for a user A to have hundreds or thousands of friends. Note that, although many of the Facebook users are linked to some other Facebook users via their mutual friendship (i.e., if a user A is a friend of another user B, then B is also a friend of A), there are situations in which such a relationship is
not mutual. To handle these situations, Facebook added the functionality of “follow”, which allows a user to subscribe or follow public postings of some other Facebook users without the need of adding them as friends or being added as a friend. So, for any user C, if many of his friends followed some individual users or groups of users, then C might also be interested in following the same individual users or groups of users. Furthermore, the “like” button allows users to express their appreciation of content such as status updates, comments, photos, and advertisements. All of these actions result in social interaction data.

Similarly, Twitter users can read the tweets of other users by “following” them. Relationships between social entities are mostly defined by following (or subscribing) each other. Each user (social entity) can have multiple followers, and follows multiple users at the same time. The follow/subscribe relationship between follower and followee is not the same as the friendship relationship (in which each pair of users usually know each other before they setup the friendship relationship). In contrast, in the follow/subscribe relationship, a user D can follow another user E while E may not know D in person (e.g., we may follow the Royal family or our Prime Minister, but the Royal family members or the Prime Minister may not know us). This creates a relationship with direction in a social network. We use $D \rightarrow E$ to represent the follow/subscribe (i.e., “following”) relationship that D is following E.

In recent years, the number of users in popular social networks has grown rapidly (as on June 2016, over 1.71 billion monthly active users for Facebook [fac], over 313 million monthly active users for Twitter [twi], and over 282 million active users for Weibo [wei]). This massive number of users creates an even more massive number
of “following” relationships. Hence, some natural questions to ask are:

1. For this huge amount of data containing user relationships and activities, can data mining techniques be applied? In response, over the past few years, several data mining algorithms and techniques [CLML14, JL13, LCJ13, LM14, ZZG+13] have been proposed. Many of them [KYWM15, LT12] are applicable to mine social networks (e.g. detection of communities [HSB+15, LXWC15, YDW+15], sub-graph mining [YYW+16], identification of decision makers [YCG16], as well as discovery of popular friends [JLLP14, LT12], influential friends [TLC14] and strong friends [TLC14]). For my Ph.D. research, I focus on the data mining task of finding frequent patterns [HPY00]-specifically, frequently following patterns.

2. Do these “following” relationships appear in certain ways/trends? For example, users who follow the twitter of SONY PlayStation are usually also following Microsoft XBOX at the same time. There could be other interesting hidden patterns in these huge amounts of following relationships. Discovering these patterns will greatly benefit both the social network users as well as service providers like Facebook, Twitter, or Weibo.

3. How can these interesting “following” patterns be discovered? How to discover these frequently followed individuals or groups? Manually going through the entire social networks is clearly impractical due to the huge amount of social data. A more systematic approach is needed. In response to the above questions, I applied my newly designed algorithm B-mine to efficiently discover frequently following patterns in social networks.
Overall, the key challenges of my thesis research include the following. First, I need to identify the drawbacks/disadvantages of existing frequent pattern mining algorithms and come up with space- and time-efficient algorithms that overcome these drawbacks/disadvantages while achieving better performance. Second, since a time-efficient algorithm usually requires more memory/disk space consumption while a space-efficient algorithm usually takes a long runtime, I need to keep a good balance/trade-off between the space- and time-efficiency requirements. To do so, a new data structure and its corresponding data mining algorithm are needed. Third, to illustrate usefulness, I need to apply this new algorithm to big data mining, which involving re-design the algorithm so that it can analyze big volumes of data. Fourth, applications of mining algorithms to real-life situations is also challenging due to the density and distribution of real-life data (e.g., finding frequent following patterns in social network dataset). My algorithm must have the ability to handle different types of data with different characteristics.

1.1 Thesis Statement

Motivated by the problems and solutions from the previous section, my thesis statement is to design and develop an algorithm for efficient frequent pattern mining, which includes the following:

- a new space- and time-efficient data structure for capturing data, as well as an algorithm that mines frequent patterns from such a new data structure, which both serve as solutions that overcome some drawbacks of existing algorithms and improve performance when compared with the existing algorithms;
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• extensions to the above data structure and mining algorithm for big data mining which involve significant modifications (e.g., parallel/MapReduce and data compression) so that the new algorithms can process large volumes of data; and

• real-life applications of the developed data mining algorithms to practical problems (e.g., social network mining).

1.2 Problem Description and Thesis Contributions

Recall that, to mine frequent patterns, there are some existing methods (e.g., Apriori, FP-growth, H-mine, etc.). While they are popular and beneficial due to some good properties, they also suffer from some drawbacks. Based on this, some logical questions are:

1. Can we overcome these existing drawbacks and achieve better performance?

2. How to design a new data structure and a corresponding algorithm that will help us improve the performance?

Furthermore, since the big data mining is another challenge of my thesis, there are more questions that need to be answered:

3. Is the new algorithm applicable for big data mining?

4. What modifications to the new algorithm are needed for processing large volumes of data?

5. Can parallel/MapReduce be applied to the new algorithm?
6. Can data compression be applied to the new algorithm?

7. How well would the above two methods improve the performance?

8. Will the algorithm still be able to achieve better performance when compared with existing work for these extended research areas?

And finally, to work with social network data, three more questions need to be answered:

9. Is the new algorithm applicable to real-life problems (e.g., social network mining)?

10. What problem can it be applied to solve?

11. How effective can we solved this problem?

To response to the questions 1 and 2, I designed and implemented a new data structure, the B-table, and its corresponding mining algorithm B-mine. The evaluation results show that B-mine successfully overcame most of the aforementioned existing drawbacks and achieved better performance when compared with some existing algorithms (e.g., Apriori, FP-growth, and H-mine). For questions 3 to 8, I designed two improved versions of B-mine: (1) the parallel/MapReduce version of B-mine and (2) a compressed version of B-mine called EB-mine. The evaluation results showed that both these versions are able to handle significantly larger amount of data and even further improve the performance. Finally, for questions 9 to 11, B-mine was applied to social network mining. More specifically, B-mine was successfully applied to find frequent following patterns.
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Hence, the key contributions of my Ph.D. thesis are:

1. The design and implementation of a new data structure and its corresponding frequent pattern mining algorithm to overcome many existing drawbacks or disadvantages from existing algorithms;

2. The analytical and experimental evaluation of the new algorithm;

3. The extension of my technique to big data mining using both parallel (or MapReduce) and data compression; and

4. Application of the newly designed algorithm to a real-life application (e.g., Social network mining).

Figure 1.1 shows a visualization of my thesis work in terms of newly designed algorithms and frameworks. The left circle represents algorithms for frequent pattern mining, they are: original B-mine (Chapter 3), PB-mine (Section 4.1), MRB-mine (Section 4.2). On the other hand, in the right circle, there are four frameworks that I designed for social network mining, they are: FoP-miner Framework (Section 6.2), ParFoP-miner Framework (Section 6.3), BigFoP Framework (Section 6.4), and EFoP-miner Framework (Section 6.5).

1.3 Thesis Organization

This thesis is organized as follows. The next chapter gives background information and related work, in which, I first describe some existing precise data mining algorithms. I will use a simple example to show the drawbacks/disadvantages of these
existing works. Then, I will introduce big data mining and background knowledge to my two solutions for handling big data. At the end of the next chapter, the idea of social network mining will be introduced together with the problem in social network mining that will be solved as part of my thesis work.

Afterwards, in Chapter 3, my fundamental proposed algorithm, B-mine, will be introduced in detail with examples. As a preview, B-mine uses a bitmap structure (called B-table) to store the transaction information, and two other data structures (HI-Counter and VI-List) to identify the target area of the bitmap structure during the mining process. This work has been published as a refereed full paper in the 18th Asia-Pacific Web Conference (APWeb 2016) [ILZ16].

In Chapter 4, I introduce two algorithms: PB-mine and MRB-mine. PB-mine enhances the original B-mine by applying parallel computing method. Because of the
characteristic of the bitmap structure (which I will discuss more in Chapter 4) that I designed in B-mine, data independency can be ensured. This gives me the power to enhance the original B-mine by parallelizing the mining process. This work has been published as one of the only four accepted articles among the top-7 DaWaK 2014 conference papers invited in a special issue of *Concurrency and Computation: Practice and Experience* [LJP16]. On the other hand, MapReduce is another popular method for handling big data. In Section 4.2, I introduce MRB-mine, which is an algorithm enhanced from the original B-mine algorithm by applying MapReduce. This work has been published as a refereed paper in the 17th International Conference on Big Data Analytics and Knowledge Discovery (DaWaK 2015) [LJ15].

After that, in Chapter 5, EB-mine will be introduced. I am still working on handling big data, but from a different research direction—data compression. My original B-mine algorithm works fine with dense datasets, however, when working with sparse datasets, much storage space is “wasted” with “0”s, which leads to the idea of enhancement by data compression. In Chapter 5, I introduce EB-mine using an example dataset to show how the compression can be beneficial to the mining process, and how it can further improve the efficiency of the algorithm. This work has been published as a refereed paper in the International Symposium on Foundations and Applications of Big Data Analytics (ASONAM-FAB 2016) [DLJR16], and won the Best Paper award.

Chapter 6 introduces the real-life application of handling social network mining using my algorithm. There are four different frameworks that I designed to do social network mining: FoP-miner Framework [LL14], ParFoP-miner Framework [LJP16],
BigFoP Framework \cite{LJ15}, and EFoP-miner \cite{DLJJ16}. Each of these frameworks applies one of the aforementioned algorithms (B-mine and its extensions). They will all be explained with examples.

In Chapter \ref{chapter:evaluation}, the evaluation results of all my work is presented and explained. Finally, I present my conclusions to my thesis work and discuss about future work in Chapter \ref{chapter:conclusion}. 
Chapter 2

Related Work

In this chapter, I provide background materials and related work that are relevant to my thesis. Recall from Chapter 1, my first task is to design a new algorithm, that can overcome several existing disadvantages of existing frequent pattern mining algorithms. In this chapter, I first introduce some of the existing algorithms and their corresponding drawbacks/disadvantages. After that, my next task is to extend my research to big data mining. Two enhancement directions will be applied to my algorithm, they are: (1) parallel method and MapReduce method, and (2) data compression method. In the second part of this chapter, I will introduce all relevant background knowledge for big data mining, including MapReduce and data compression. Furthermore, as the third task of my thesis is to apply my new algorithm to real-life application (e.g., social network mining), some necessary background will be introduced in the third part of this chapter.
2.1 Existing Frequent Pattern Mining Algorithms

To explain the mining process of Apriori [AS94], FP-growth [HPY00], and H-mine [PHL01] in detail, let us consider an illustrative database with 6 transactions about 5 domain items (with item IDs 1, 2, 3, 4 and 5) as shown in Table 2.1. Let us set the user-specified minimum support (\textit{minsup}) threshold to be 2, meaning that a pattern is frequent if it occurs at least twice in this transactional database.

Table 2.1: Example Database

<table>
<thead>
<tr>
<th>Transaction ID</th>
<th>Contents (item IDs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t_1)</td>
<td>{2, 5}</td>
</tr>
<tr>
<td>(t_2)</td>
<td>{1, 3}</td>
</tr>
<tr>
<td>(t_3)</td>
<td>{1, 5}</td>
</tr>
<tr>
<td>(t_4)</td>
<td>{2, 3, 5}</td>
</tr>
<tr>
<td>(t_5)</td>
<td>{1, 2, 3}</td>
</tr>
<tr>
<td>(t_6)</td>
<td>{1, 2, 3, 5}</td>
</tr>
</tbody>
</table>

2.1.1 Apriori Algorithm

The Apriori algorithm first generates candidate 1-itemsets (potential frequent patterns) \{1\}, \{2\}, \{3\}, \{4\} and \{5\}. After scanning the database once, Apriori discovers frequent 1-itemsets \{1\}, \{2\}, \{3\} and \{5\}, each of which appears in four transactions. Based on these frequent 1-itemsets, Apriori generates candidate 2-itemsets \{1,2\}, \{1,3\}, \{1,5\}, \{2,3\}, \{2,5\} and \{3,5\}. Apriori then scans the database a second time to count the support (i.e., frequency) of these candidate 2-itemsets to find frequent 2-itemsets \{1,2\}, \{1,3\}, \{1,5\}, \{2,3\}, \{2,5\} and \{3,5\}, which appear twice, three times, twice, three times, three times and twice, respectively. Similarly, based on these frequent 2-itemsets, Apriori generates candidate 3-itemsets \{1,2,3\}, \{1,2,5\}, \{1,2,3,5\}.
\{1,3,5\} and \{2,3,5\}. Apriori then scans the database a third time to count the support (i.e., frequency) of these candidate 3-itemsets to find frequent 3-itemsets \{1,2,3\} and \{2,3,5\}, which both appear twice. Based on these two frequent 3-itemsets, Apriori generates a candidate 4-itemset \{1,2,3,5\}, which is known to be infrequent because its subset \{1,2,5\} (or \{1,3,5\}) is not frequent. As observed from this example, the database is scanned multiple times during the entire mining process. Hence, Apriori may not be too time-efficient, especially when transactions in the database are long (which will lead to a high number of database scans when discovering frequent \(k\)-itemsets for high cardinality \(k\)).

### 2.1.2 FP-growth Algorithm

The FP-growth algorithm scans the database once to discover the frequent domain items 1, 2, 3 and 5. Then, FP-growth scans the database the second time to build an FP-tree to capture the contents of the above transactional database. From this global FP-tree (representing the entire data-base), FP-growth extracts appropriate tree paths to form an FP-tree for the \{1\}-projected database (i.e., transactions \(t_2=\{1,3\}, t_3=\{1,5\}, t_5=\{1,2,3\}\) and \(t_6=\{1,2,3,5\}\) containing item 1). From this FP-tree, FP-growth discovers frequent 2-itemsets \{1,2\}, \{1,3\} and \{1,5\}. FP-growth then builds an FP-tree for the \{1,2\}-projected database (i.e., transactions \(t_5=\{1,2,3\}\) and \(t_6=\{1,2,3,5\}\) containing both items 1 and 2), from which FP-growth discovers the frequent 3-itemset \{1,2,3\} and forms the \{1,2,3\}-projected database. Similarly, FP-growth builds an FP-tree for the \{1,3\}-projected database, also an FP-tree for the \{1,5\}-projected database (i.e., transaction \(t_3=\{1,5\}\) containing both items 1 and
5 but not items 2 or 3). Note that, during the above mining process, FP-growth needs to keep multiple FP-trees (e.g., keeping the global FP-tree as well as the FP-trees for the \{1,2\}-projected database and the \{1,2,3\}-projected database, for a total of three FP-trees to be kept) in the memory at the same time. A similar mining process is then applied to the global FP-tree to form the \{2\}-projected database (i.e., transactions containing item 2 but not item 1), from which the \{2,3\}- and \{2,3,5\}-projected databases are formed. Again, these three FP-trees need to be kept in the memory. Note that, as the \{2,5\}-projected database is also formed from the \{2\}-projected database, a total of three more FP-trees need to be kept in the memory at the same time. Afterwards, a similar mining process is then applied to the global FP-tree to form the \{3\}-projected database (i.e., transactions containing item 3 but not items 1 or 2), from which the \{3,5\}-projected database is formed. As observed from this example, multiple FP-trees need to be kept in the memory during the mining process. Hence, FP-growth may not be too space-efficient, especially when transactions in the database are long (which may lead to a high number of coexisting FP-trees when discovering frequent \(k\)-itemsets for high cardinality \(k\)). For this high number of FP-trees, the runtime may also be high due to the traversal of a high number of FP-trees for forming a high number of projected databases. As such, FP-growth may also not be too time-efficient.

### 2.1.3 H-mine Algorithm

H-mine uses only one (global) H-struct to capture the contents of the original transactional database. Different items within each transaction are linked (e.g., items
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1, 2, 3, and 5 are linked within transaction 6). During the mining process, the same $k$-itemsets in different transactions are also linked by hyperlinks/pointers. For example, H-mine first links item 1 in transactions 2, 3, 5 and 6 (in the process of discovering frequent 2-itemsets \{1,2\}, \{1,3\} and \{1,5\}), then links itemset \{1,2\} in transactions 5 and 6 (in the process of discovering frequent 3-itemsets \{1,2,3\} and \{1,2,5\}), and also links itemset \{1,2,3\} in transactions 5 and 6. In other words, multiple hyperlinks/pointers need to be updated during the mining process. Hence, H-mine may not be too time-efficient, especially when the database is large and when transactions in the database are long (which both may lead to a high number of hyperlinks/pointers) when discovering frequent $k$-itemsets for high cardinality $k$. For this high number of hyperlinks/pointers, it may become complicated to keep track of correct hyperlinks/pointers and to traverse the hyperlinks/pointers.

2.2 Big Data Mining

High volumes of valuable data (e.g., web logs, documents, business transactions, banking records, financial charts, medical images, surveillance videos, as well as streams of marketing, telecommunication, biological, life science, and social media data) can be easily collected or generated from different sources, in different formats, and at high velocity in many real-life applications in modern organizations and society. This leads us into the new era of *big data* [Mad12b], which refer to high-veracity, high-velocity, high-value, and/or high-variety data with volumes beyond the ability of commonly-used software to capture, manage, and process within a tolerable elapsed time. This drives and motivates research and practices in data science which aims
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to develop systematic or quantitative processes to analyze and mine big data for continuous or iterative exploration, investigation, and understanding of past business performance so as to gain new insight and drive science or business planning. By applying big data analytics and mining (which incorporates various techniques from a broad range of fields such as cloud computing, data analytics, data mining, machine learning, mathematics, and statistics), data scientists can extract implicit, previously unknown, and potentially useful information from big data.

2.2.1 Big Data Mining with Parallel Computing and MapReduce

Over the past few years, researchers have used a high-level programming model-called MapReduce [DG08]—to process high volumes of big data by using parallel and distributed computing on large clusters or grids of nodes (i.e., commodity machines) or in clouds, which consist of a master node and multiple worker nodes. As implied by its name, MapReduce involves two key functions: (i) the Map function and (ii) the Reduce function. Specifically, the input data are read, divided into several partitions (sub-problems), and assigned to different processors. Each processor executes the map function on each partition (sub-problem). The map function takes a pair \((key_1, value_1)\) and returns a list of \((key_2, value_2)\) pairs as an intermediate result, where (i) \(key_1\) and \(key_2\) are keys in the same or different domains and (ii) \(value_1\) and \(value_2\) are the corresponding values in some domains. Afterwards, these pairs are shuffled and sorted. Each processor then executes the reduce function on (i) a single key \(key_2\) from this intermediate result \((key_2, list of value_2)\) together with (ii) the list
of all values that appear with this key in the intermediate result. The reduce function
“reduces”—by combining, aggregating, summarizing, filtering, or transforming—the list
of values associated with a given key \( \text{key}_2 \) (for all \( k \) keys) and returns a single (ag-
ggregated or summarized) value \( \text{value}_3 \), where (i) \( \text{key}_2 \) is a key in some domain and
(ii) \( \text{value}_2 \) and \( \text{value}_3 \) are the corresponding values in some domains. An advantage
of using the MapReduce approach is that users only need to focus on (and specify)
these “map” and “reduce” functions—without worrying about implementation details
for (i) partitioning the input data, (ii) scheduling and executing the program across
multiple machines, (iii) handling machine failures, or (iv) managing inter-machine
communication. Examples of MapReduce applications include the construction of an
inverted index as well as the word counting of a document for data processing [DG08].

### 2.2.2 Big Data Mining with Data Compression

One of the popular methods for handling big data is data compression. More
specifically, for my thesis, data compression will be applied to bit-vectors/bitmaps
with 0s and 1s (More detail for the data structure of my algorithm will be introduced
in Chapter 3). A popular technique for reducing the memory footprint of bitmap
indices is *bitmap compression* [SW19]. Bitmap compression shortens the length of
bitmap indices by representing long runs of 1s or 0s in some other way such that it
can easily tell how long the run is, but often less bits are used for storage. When
long runs of 1s and 0s are common in the index, compression can have a major effect
on the amount of storage space required. Hence, we can expect to see some tangible
benefit by compressing the bit vectors for social networking information.
A popular bitmap compression scheme is the word-aligned hybrid compression scheme [SW09], which was primarily developed to be used as database index. Its key idea can be described as follows. Long bitmaps are divided into \( w = 32 \)-bit words, which are then defined as either (1) fill words that are all 1s or all 0s, or (2) literal words that consist of mixture of 1s and 0s. In a 32-bit word, the first bit is to use for distinguishing fill words from tail/literal words. Specifically, if the first bit is 1, it is a fill word. Otherwise (i.e., the first bit is 0), it is a literal word. For the fill word, the second bit is used to indicate whether it is a word is filled with purely 1s or purely 0s. Specifically, a second bit of 0 indicates the word is a 0-fill word with sequences of 0s. A second bit of 1 indicates the word is a 1-fill word with sequences of 1s. The remaining 30 bits are the binary representation of the numbers of groups of 31 consecutive zeros (or ones) in the sequences. Hence, the number of 0s (or 1s) in a fill-word can be as low as one group, and can be as high as 230 groups of 31 zeros (or ones), i.e., \( 31 \times 2^{30} \approx 33 \) billion consecutive zeros (or ones).

Example 2.1 Consider a bitmap vector with 31 bits 100 0000 1100 1111 0001 0000 0010 0011 (2). As this vector consists of a mixture of 1s and 0s, we set the first bit to 0 to denote that it is a literal word, but we do not compress the remaining 31 bits. We just store them uncompressed. In other words, the vector can be stored as \( 0_{100} 0000 1100 1111 0001 0000 0010 0011(2) \). For readability, this vector can be shown in hexadecimal than binary representation: \( 40CF1023(16) \).

Example 2.2 Consider another bitmap vector with all 31 bits of consecutive 0s. As this vector consists of only 0s, we set the first bit to 1 to denote that it is a fill word and set the second bit to 0 to denote that it is a 0-fill word. As there is only 1 group of
31 consecutive zeros, we represent this 1 group by using the remaining 30 bits: 00 0000 0000 0000 0000 0000 0000 0001(2). Hence, this vector can be compressed to become 1 00 0000 0000 0000 0000 0000 0000 0000 0001(2). Again, for readability, this compressed vector can be shown in hexadecimal than binary representation: 80000001(16).

Example 2.3 Consider the third bitmap vector with 186 bits, which can be represented in hexadecimal notation:

\[40CF1023\, 0000000\, 0000000\, 0000000\, 0000000\, 0025101A(16).\]

This vector consists of six words, in which the first and last ones are literal words, whereas the intermediate four are 0-fill words (i.e., \(4(10) = 00(16)\) = 4(16) groups of 31 consecutive zeros). The vector can be compressed into the following:

\[40CF1023\, 80000004\, 0025101A(16).\]

Here, 80000004(16) = 1 00 0000 0000 0000 0000 0000 0000 0100(2).

2.3 Social Network Mining

Recall from Chapter 1, social networks are generally made of social entities (e.g., individuals, corporations, collective social units, or organizations) that are linked by some specific types of interdependency (e.g., kinship, friendship, common interest, beliefs, or financial exchange). In recent years, the number of users in famous social networks grown rapidly. This massive number of users creates an even more massive number of “following” relationships. Our goal is to discover interesting/popular “following” patterns.
2.3.1 The Notion of “Following” Patterns

In social network sites like Twitter or Weibo, social entities (users) are linked by “following” relationships (e.g., a user p follows another user q). Compared with the friendship relationships in Facebook, this “following” relationship is different in the way that, the “following” relationships are directional. For instance, a user A may be following another user B while B is not following A. This property increases the complexity of the problem for two reasons. First, the group of users followed by A (e.g., A→B, C, ...) may not be same group of users as those who are following A (e.g., ..., X, Y, Z→A). Due to asymmetry in the “following” relationships (cf. the symmetric friendship relationships), we cannot use the usual backtracking methods to determine the reverse relationships (i.e. we cannot determine whether or not E→A if we only know A→E). In this case, we need to check both directions to get the relationship between pairs of users. Second, in terms of computation, due to asymmetry in the “following” relationships, the computation time and space is doubled. For each pair of users, A→B (A follows B) does not automatically imply B→A. It requires double the amount of memory space to store the relationship between two users (i.e., storing two directional “following” relationships A→B and B→A), whereas one only needs to store one unidirectional friendship relationship A→B. This also means that, if there is a change in the dataset (e.g., A unfollows B), then we cannot remove the linkage between A and B because B may still be following A (cf. when A “unfriends” B, the friendship linkage between A and B disappears). As the number of Twitter users is growing explosively nowadays, the number of relationships between Twitter users is also growing. One of the important research problems with regard to this massive
amount of data is to discover frequent “following” patterns.

A “following” pattern is a pattern representing the linkages when a significant number of users follow the same combination/group of users. For example, users who follow the twitter feed of NBA (The National Basketball Association in US) also follow the twitter feed of Adam Silver (current NBA commissioner). If there are large numbers of users who follow the twitter feeds of both NBA and Adam Silver together, we can define this combination (NBA and Adam Silver) of followees as a frequent “following” pattern (i.e., a frequently followed group). This pattern can be used for many purposes (e.g., Twitter feed recommendation, friend recommendation, etc.).

Example of “Following” Patterns

Let us consider an example on a social network that is represented as a graph shown in Figure 2.1, in which (i) each node represents a user (i.e., a social entity) in the social network and (ii) the follow/subscribe relationships between pairs of users are represented by directed edges between the corresponding nodes. The arrow on an edge represents the “following” direction (e.g., Bob→Carol represents that Bob follows Carol, Alice↔Bob represents that Alice and Bob are following each other). Then, we aim to find frequent “following” patterns.

From Figure 2.1, as this is a very small dataset, we can manually extract user information as shown in Table 2.2.

Note that Table 2.2 has two columns: 1) User name, and 2) Followee List (list of users that are followed by the current user). From Table 2.2, it is not very obvious but
Figure 2.1: A sample social network contains six users. Directed edges between users represent the “following” relationship between users.

Table 2.2: User information extracted from Figure 2.1

<table>
<thead>
<tr>
<th>User Name</th>
<th>Followee List</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice</td>
<td>Bob, Ed</td>
</tr>
<tr>
<td>Bob</td>
<td>Alice, Carol, Ed</td>
</tr>
<tr>
<td>Carol</td>
<td>Alice, Ed</td>
</tr>
<tr>
<td>Don</td>
<td>Bob, Carol, Ed</td>
</tr>
<tr>
<td>Ed</td>
<td>Alice, Bob, Carol, Don</td>
</tr>
<tr>
<td>Fred</td>
<td>Alice, Bob, Carol, Ed</td>
</tr>
</tbody>
</table>

If we take a closer look, we can find some pairs of users that are usually followed by other users together. For example, is that users Alice and Carol, are together followed by 3 users: Bob, Ed, and Fred. Another example, user Carol and Ed, are together followed by 3 users: Bob, Don, and Fred. This is a small database that only contains 6 users. If 3 of them (50%) are following a similar combination of other users, we can say this combination is a frequent “following” pattern. Furthermore, if there is a new user Gary added to this dataset, and the first followee that he chooses is Alice, according to our mining result, we can immediately recommend user Ed to Gary.

As we can see this is a small sample database with only 6 users, and the two examples that we see above are patterns with a pair of users (patterns with size 2).
Normally a social network will have millions of users. Mining frequent “following” patterns from millions of users can be really challenging.

2.4 Summary

In this chapter, I first introduced some classic frequent pattern mining algorithms for precise static datasets in Section 2.1. They are Apriori [AS94], FP-growth [HPY00], and H-mine [PHL+01]. The drawbacks of these existing algorithms were discussed: Apriori suffers from the large I/O cost caused by multiple database scans. FP-growth suffers from the construction and storage of multiple sub-structures. The performance of H-mine is largely rely on the complex hyperlinks update process. As a preview, I will propose a new algorithm that can overcome these drawbacks in the next chapter.

After that, I provided background information and reviewed literature on big data mining. I also introduced the most important challenge of big data mining. To extend my research to big data mining, two methods are needed: parallel and MapReduce (Section 2.2.1) and data compression (Section 2.2.2).

I also introduced some background knowledge of social network mining. Specifically, I introduced the notion of “following” patterns. For which, finding frequent “following” patterns is one of the real-life big data problem that I solved in my thesis research.

As a preview, I will propose my new algorithm for mining frequent patterns in the next chapter, which can overcome the aforementioned drawbacks of Apriori, FP-growth, and H-mine. Moreover, the extension to big data mining and the social
network mining will be introduced in Chapters 4 and 5, respectively.
Chapter 3

Frequent Pattern Mining with

B-mine: The Fundamental Algorithm

Recall from Chapter 2, existing frequent pattern mining algorithms (e.g., Apriori \cite{AS94}, FP-growth \cite{HPY00}, H-mine \cite{PHL01}, etc.) are beneficial due to some good properties, but they also suffer from some drawbacks such as multiple database scans, recursive tree constructions, or multiple hyperlink adjustments. In this chapter, I introduce my new algorithm, B-mine, which is designed to overcome these drawbacks from existing algorithms.
3.1 A New Data Structure

For discovering frequent patterns in transactional databases, in this section, I propose a new data structure to capture important contents in a transaction database. Here, I represent the contents of the transactions in a bit-wise tabular form. Such a table forms the basis of our data structure, which contains the following three key parts:

1. a B-table (Bitwise Table), which is the main bitmap based structure, in which each row contains information about one transaction in a database;

2. an HI-Counter (Horizontal Index Counter) vector of cardinality $k$ (where $k$ is the cardinality of the discovered patterns), which is an index counter list stored as a vector; and

3. a VI-List (Vertical Index List) structure of cardinality $k$, which is a two-dimensional data structure in which each row contains:
   
   (a) the prefix of the current row in VI-List structure,
   
   (b) a “column cutting index” which indicates the “cutting” points during the mining process, and
   
   (c) a list of “row cutting indices”.

Given a transaction database (like what we will see in Table 3.1), to construct such a data structure, the following three steps are required:

1. For each row in the database, create a bitmap row with size $M$, where $M$ is the number of domain items. Each column (represented by a bit) in the row
represents the items in each transaction. In other words, we put a “1” in the $i^{th}$ bit (where $1 \leq i \leq M$) if the $i^{th}$ item is present in the transaction; and put a “0” in the $i^{th}$ bit (where $1 \leq i \leq M$) if the $i^{th}$ item is absent from the transaction. When I repeat the aforementioned actions in this step, I get multiple bitmap rows to form a B-table.

2. Then, for each row $r$ of the B-table, create a top-level VI-List structure. Specifically, I record the “row cutting index” (i.e., the column index for the first occurrence of a “1” bit in row $r$) in the VI-List structure.

3. Moreover, for each column $c$ of the B-table, I also create a top-level HI-Counter structure. Specifically, I count the number of 1’s in column $c$ and put the count in the $c^{th}$ position/entry of the HI-Counter structure.

In my new algorithm, to construct the B-table structure, the number of database scans can be decreased to only one, which is better than most existing frequent pattern mining methods. By using the bit-map data structure, I do not need to recursively construct sub-structures during the mining process. By using bit-operations in my algorithm, the mining process will be free from multiple and complex pointer operations.

3.2 The B-mine Algorithm

To explain the algorithm, let us consider the example in Table 3.1 (which reproduces the contents of Table 2.1). This example consists of 6 transactions and 5 domain items (with item IDs 1, 2, 3, 4 and 5).
Table 3.1: B-mine Example Database

<table>
<thead>
<tr>
<th>Transaction ID</th>
<th>Contents (item IDs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>{2, 5}</td>
</tr>
<tr>
<td>$t_2$</td>
<td>{1, 3}</td>
</tr>
<tr>
<td>$t_3$</td>
<td>{1, 5}</td>
</tr>
<tr>
<td>$t_4$</td>
<td>{2, 3, 5}</td>
</tr>
<tr>
<td>$t_5$</td>
<td>{1, 2, 3}</td>
</tr>
<tr>
<td>$t_6$</td>
<td>{1, 2, 3, 5}</td>
</tr>
</tbody>
</table>

The B-table can be constructed by scanning the database only once to capture the contents of the transactional database. The resulting B-table is a bitwise data structure as shown in Figure 3.1. Note that, in Figure 3.1, each row represents a transaction. Though they are shown in the form of an array in Figure 3.1, in a real implementation, each 1 or 0 takes only one bit of memory.

Based on the B-table shown in Figure 3.1, we then construct both the VI-List and the HI-Counter structures of the highest level (i.e., top level, level 0) as shown in Figures 3.2 and 3.3, respectively.

Here, the HI-Counter structure is a vector that stores the count of each column of the B-table. For example, the count of “1” in column 2 (for item 1) of HI-Counter structure is 4, which means that item 1 appears in four transactions.
The VI-List structure, on the other hand, contains several rows corresponding to the first appearance of each item. For example, in Figure 3.2, the VI-List structure captures the information: (i) rows 2, 3, 5 and 6 (representing transactions 2, 3, 5 and 6) contain itemsets (i.e., four sets of items) that start with item 1; (ii) rows 1 and 4 (representing transactions 1 and 4) contain itemsets (i.e., two sets of items) that start with item 2 (but not item 1).

At this point, we can have the following observations:

**Observation 3.1.** The HI-Counter structure is an array of non-negative integers. The size of the HI-Counter structure is \( (M - L) \), where \( M \) is the number of domain items and \( L \) is size of the current cardinality.

**Observation 3.2.** The size of each Row Cutting Indices in the VI-List structure is bounded above by \( N \) (i.e., at most \( N \)), where \( N \) is the total number of transactions.

**Observation 3.3.** The number of rows in the VI-List structure is bounded by the size of the current level of the HI-Counter structure (i.e., \( M - L \)).

Once the B-table, VI-List and HI-Counter structures are successfully constructed,
the mining process of B-mine can be performed. The process contains two major procedures, the HICounterIncr() and VIListComb(). See Figures 3.4 and 3.5.

**HICounterIncr** (b-table, HICounter[], VIList[])

```plaintext
for each VIListRow in VIList[]
    rowIndice[] ← VIListRow.cuttingRowIndices()
    colIndex ← VIListRow.cuttingColIndices()
    for each rowIndex in rowIndice[
        for each colIndex of b-table
            if the corresponding bit of b-table[rowIndex][colIndex] = 1
                then HICounter[colIndex]++
    
Process final HICounter
Create current level frequent pattern list
```

Figure 3.4: The HICounterIncr() procedure for incrementing the counter.

**VIListComb** (currLevelVIList, preLevelVIList[])

```plaintext
currRow ← currLevelVIList.lastRow
if (not all rows in preLevelVIList have been processed)
    for each row in prevLevelVIList
        if row.cuttingColIndex = currRow.cuttingColIndex
            then row.cuttingRowIndex += currRow.cuttingRowIndex
```

Figure 3.5: The VIListComb() procedure for combining two VI-List structures.

To explain the mining process, let us continue with our example from the point where the B-table was just constructed. Assume that the user specified minimum
support threshold \((\text{minsup})\) is 2, the mining process starts from the first row of the top-level VI-List structure as shown in Figure 3.2. In other words, let us start from the first row of our VI-List structure. Recall that each row of the VI-List structure consists of three parts:

1. The prefix of the current row in the VI-List structure (e.g., transaction 1);

2. a “column cutting index” (e.g., “Column 1”); and

3. an array of “row cutting indices” (e.g., “Rows 2, 3, 5 and 6”).

By using the “column cutting index” and “row cutting indices”, we can “cut” the B-table into some smaller pieces (as shown in Figure 3.6), to which the mining process for discovering frequent patterns with the item 1 or the 1-itemset \(\{1\}\) (as its prefix) can be applied. As shown in Figure 3.6, the original B-table is cut into the smaller section in the right hand side, namely, the level-1 B-table.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.6: A level-1 B-table after cutting itemset \(\{1\}\) (i.e., a level-1 B-table formed for the 1-projected database)

It is important to note that the main B-Table does not change. The “cutting” process does not create new data structures. Instead, at this step, the B-mine algo-
algorithm will focuses only on those interesting areas within the B-Table. For readability, uninteresting areas have been “faded out” Figure 3.6.

After this “cutting” process, the next step is to construct a level-1 HI-Counter and level-1 VI-List structures from the level-1 B-table. As shown in Figures 3.7 and 3.8, respectively, the newly constructed level-1 HI-Counter structure records all the column counts of the level-1 B-table. These counts are the frequency support values of all frequent patterns with prefix 1-itemset \{1\}. In this example, as we proceed to this step, we have frequency support values for frequent patterns: \{1, 2\}, \{1, 3\} and \{1, 5\}, which appear in 2, 3 and 2 transactions, respectively.

<table>
<thead>
<tr>
<th>Row index</th>
<th>2-itemsets</th>
<th>Column Cutting Index</th>
<th>Row Cutting Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>{1, 2}</td>
<td>2</td>
<td>5, 6</td>
</tr>
<tr>
<td>1</td>
<td>{1, 3}</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>{1, 5}</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 3.7: The level-1 VI-List structure for itemset \{1\}

<table>
<thead>
<tr>
<th>Level 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.8: The level-1 HI-Counter structure for itemset \{1\}

When we reach this step, we have the following two additional observations:

**Observation 3.4.** At this stage of the mining process, the current cardinality \(k = 1\). Then, the size of the HI-Counter structure is \(M - k = 6 - 1 = 5\).

**Observation 3.5.** The total number of Row Cutting Indices in the level-1 VI-List structure is the same as the number of Row Cutting Indices in the first row of level-0
VI-List structure (i.e. rows 2, 3, 5 and 6 are separated in to three subsets {5, 6}, {2} and {3}).

Based on this level-1 VI-List structure, we learn that we can construct a level-1+2 B-table (i.e. an updated B-table for itemset \{1,2\}) and its associated level-1+2 HI-Counter structure, and level 1+2-VI-List structure as shown in Figures 3.9, 3.10 and 3.11, respectively.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.9: A level-1+2 B-table after cutting itemset \{1, 2\} (i.e., a level-1+2 B-table formed for the \{1, 2\}-projected database)

<table>
<thead>
<tr>
<th>Row index</th>
<th>3-itemsets</th>
<th>Column Cutting Index</th>
<th>Row Cutting Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>{1, 2, 3}</td>
<td>3</td>
<td>5, 6</td>
</tr>
</tbody>
</table>

Figure 3.10: The level-1+2 VI-List structure for itemset \{1, 2\}

<table>
<thead>
<tr>
<th>Level 1+2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.11: The level-1+2 HI-Counter structure for itemset \{1, 2\}

Then, my algorithm returns the resulting 3-itemset \{1,2,3\} with frequency of 2. At this point, we observe that no more frequent results can be mined from the remainder
of the level-2 B-table for itemset \{1,2\}. Hence, the B-mine algorithm backtracks to the previous level. Afterwards, the algorithm checks if the previous VI-List structure has more rows. If no, return. If yes, the algorithm checks if all other rows in other previous VI-List structure have the same “cutting column index” as the current VI-List rows have. If yes, update the new row in the previous VI-List structure. Let us use the example to explain this process in details.

Continue with the mining process, after processing the first row of level-1 VI-List structure (as shown in Figure 3.7), there are two more rows remained in the level-1 VI-List structure. Notice that, as the column cutting index in level-1 VI-List[1] is the same as the level-1+2 VI-List[0], we need to update the level-1 VI-List[1] as shown in Figure 3.12.

<table>
<thead>
<tr>
<th>Row index</th>
<th>2-itemsets</th>
<th>Column Cutting Index</th>
<th>Row Cutting Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>{1,2}</td>
<td>2</td>
<td>5, 6</td>
</tr>
<tr>
<td>1</td>
<td>{1, 3}</td>
<td>3</td>
<td>2, 5, 6</td>
</tr>
<tr>
<td>2</td>
<td>{1, 5}</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 3.12: The updated level-1 VI-List structure for itemset \{1\} (cf. the original level-1 VI-List structure in Figure 3.7)

We can observe from Figure 3.12 that, although the size of the “Row Cutting Indices” of the first level-1 VI-List structure is changed, the original property does not change, i.e., the total number of Row Cutting Indices in the level-1 VI-List structure is the same as the number of Row Cutting Indices in the first row of level-0 VI-List structure.

To continue the mining process, we examine the \{1,3\}-projected database. Then,
the column “cutting” index is $3 + 1 = 4$, and rows 2, 5 and 6 are the “cutting” rows.

Based on that, we can construct the corresponding level-1+3 B-table, HI-Counter and VI-List structures as shown in Figures 3.13, 3.14 and 3.15, respectively.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.13: A level-1+3 B-table after cutting itemset \{1, 3\} (i.e., a level-1+3 B-table formed for the \{1, 3\}-projected database)

<table>
<thead>
<tr>
<th>Row index</th>
<th>3-itemsets</th>
<th>Column Cutting Index</th>
<th>Row Cutting Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>{1, 3, 5}</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 3.14: The level-1+3 VI-List structure for itemset \{1, 3\}

<table>
<thead>
<tr>
<th>Level 1+3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.15: The level-1+3 HI-Counter for itemset \{1, 3\}

Afterwards, our B-mine algorithm backtracks to the level-1, and updates the level-1 VI-List structure as shown in Figure 3.16.

A similar step is applied to the \{1,5\}-projected database. Afterwards, our B-mine updates the level-0 VI-List structure to form the level-1 VI-List structure for itemset \{2\}. Consequently, we obtain our mining result, i.e., frequent patterns.
As I mentioned, B-mine can overcome several drawbacks from existing algorithms and achieve better performance. The evaluation results that support this statement will be shown in Chapter 7.

### 3.3 Summary

In this chapter, I proposed an efficient frequent pattern mining algorithm, B-mine, which includes a newly designed bitmap data structure and its corresponding mining algorithms. The bitmap data structure consists of three main parts: B-table, HI-Counter and VI-List structures. The mining algorithm utilizes the data structures to extract frequent patterns. An example of the B-mine mining process was also illustrated to show the detail of each steps. The evaluation of this algorithm will be presented in Chapter 7.

In the next two chapters (Chapters 4 and 5), I will introduce the big data mining component of this thesis work. Two different approaches are applied to my B-mine algorithm for big data mining, they are: a parallel approach and a compression approach. I will introduce both approaches in detail in the next two chapters.
Chapter 4

Big Data Mining with B-mine:
Parallel and MapReduce

Recall from Chapter 1, one of the most important tasks in my thesis is to perform big data mining. In this chapter, I will introduce two algorithms, PB-mine and MRB-mine. Both of them are extended and enhanced from my original B-mine algorithm for big data mining. As a preview, PB-mine applies parallel computing (Section 4.1) while MRB-mine applies MapReduce (Section 4.2).

4.1 PB-mine: The Parallel Version of B-mine

The B-mine algorithm that I introduced in Chapter 3 is a serial algorithm. As we are living in the era of big data, high volumes of transaction data can be found everywhere. To speed up the mining process, I propose here a parallel algorithm called PB-mine for concurrent discovery of frequent patterns from a transaction database.
The key idea behind my parallel version of the B-mine algorithm can be described as follows. Based on the top-level B-table, the algorithm extracts from the transaction database the information relevant to each domain item and passes the information to available processors. Each processor then mines frequent patterns from this information in parallel. To make this happen, the algorithm extracts the information from the transaction database in such a way that the mining can be performed independently on each processor (i.e., one processor does not need to wait for results from another processor to start the mining). Specifically, based on the top-level B-table, each processor computes an \( \{x\}\)-projected B-table, which contains all transactions of domain item \( \{x\} \), for every frequent/interesting domain item \( \{x\} \). From the \( \{x\}\)-projected B-table, frequent patterns are then mined in a similar fashion as by my serial counterpart (i.e., B-mine algorithm). As a preview, my PB-mine algorithm extracts from the transaction database and passes (i) the information relevant to domain item \( \{A\} \) to Processor 1, (ii) the information relevant to domain item \( \{B\} \) to Processor 2, and (iii) the information relevant to domain item \( \{C\} \) to Processor 3.

<table>
<thead>
<tr>
<th>Transaction ID</th>
<th>Item List</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_1 )</td>
<td>{B, E}</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>{A, C, E}</td>
</tr>
<tr>
<td>( t_3 )</td>
<td>{A, E}</td>
</tr>
<tr>
<td>( t_4 )</td>
<td>{B, C, E}</td>
</tr>
<tr>
<td>( t_5 )</td>
<td>{A, B, C, D}</td>
</tr>
<tr>
<td>( t_6 )</td>
<td>{A, B, C, E}</td>
</tr>
</tbody>
</table>

A key question is: how to compute the \( \{x\}\)-projected B-table from a top-level B-table? Let’s consider the transaction database in Table 4.1. If we apply the original
B-mine, it computes \{A\}-projected B-table based on the top-level VI-List structure containing information about domain item \{A\}, which appears in transactions 2, 3, 5, and 6. However, B-mine cannot compute \{B\}-projected B-table based on this top-level VI-List structure containing information about domain item \{B\} which appears in transaction 5 and 6 as it misses transactions 1 and 4, which are added to the list later after the mining process of domain item \{A\}. In other words, B-mine can only compute the \{B\}-projected B-table based on this updated top-level VI-List structure after the mining process of domain item \{A\}. However, this would mean that the processor for \{B\} could not start its mining until the completion of the mining task performed by the processor for \{A\}. Similar comments apply to the processor for \{C\}, which could not start its mining until the completion of the mining task performed by the processor for \{B\}.

To solve this problem, my PB-mine algorithm adapts the original VI-List structure to construct the following in addition to the usual (1) B-table and (2) HI-Counter structure:

3. a **Parallel-computation based Vertical Index List (ParVI-List)** structure, which is a two-dimensional data structure in which each row contains (a) a prefix of the current row in this ParVI-List structure indicating a group of domain items and (b) its corresponding list of transaction IDs based on the location of the relevant “1” bit (cf. first relevant “1” bit in the VI-List structure).

With the construction of (1) B-table, (2) HI-Counter and (3) ParVI-List structures, mining can be performed independently. This is because, each processor extracts relevant information from the top-level B-table to form an \{x\}-projected B-
table, which captures the transactions of frequent/interesting domain item \( \{x\} \). The corresponding ParVI-List structure captures information about transactions for each of these domain items. As the mining on an \( \{x\} \)-projected B-table does not depend on the mining results on another \( \{y\} \)-projected B-table, the mining of frequent patterns can be performed independently among parallel processors.

Section 4.1.1 shows the data structure with this ParVI-List for the PB-mine, and Section 4.1.2 illustrates how our PB-mine algorithm discovers all frequent patterns from transaction database.

### 4.1.1 Data Structure Example of PB-mine Algorithm

Let us consider the same example transaction database shown in Table 4.1. This transaction database can be represented by the following structure shown in Table 4.2 for the process of PB-mine. While the B-table and HI-Counter structure are identical to what we had in B-mine, the ParVI-List structure here is different. Recall that the VI-List structure for B-mine was constructed based on the first occurrences of a “1” bit in each transaction. So, given that the first occurrences of a “1” bit in transaction 1 and 4 are in column B (domain item B), the VI-List structure contains information that the domain item B appears in transaction 1 and 4. Such a row in the VI-List structure will be updated later during the B-mine process. That is, after we process all frequent patterns with domain item A, the VI-List structure of domain item B will be updated to 1, 4, 5, 6 as these are those transactions that have B as either B as the first item, or B as the second item immediately after A (which, we already finished processing). On the other hand, in PB-mine, we create ParVI-List structure as shown
in Table 4.2. All this information is captured by ParVI-List structure without any need of updates. The reason is that the ParVI-List structure for parallel mining is constructed based on all occurrences (instead of just the first occurrence) of a “1” bit in each row.

Table 4.2: The B-table and its associated top-level HI-Counter & ParVI-List structures for PB-mine

<table>
<thead>
<tr>
<th>B-table:</th>
<th>Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transaction</td>
<td>A</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

| HI-Counter: | 4 4 4 1 5 0 |

<table>
<thead>
<tr>
<th>ParVI-List:</th>
<th>List of transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>{A}</td>
<td>2, 3, 5, 6</td>
</tr>
<tr>
<td>{B}</td>
<td>1, 4, 5, 6</td>
</tr>
<tr>
<td>{C}</td>
<td>2, 4, 5, 6</td>
</tr>
<tr>
<td>{E}</td>
<td>1, 2, 3, 4, 6</td>
</tr>
</tbody>
</table>

4.1.2 Example of the Parallel Mining Algorithm PB-mine

To illustrate my PB-mine process, let us continue with the above example. Let the user-specified frequency threshold (\(\text{minsup}\)) be 2, meaning that a pattern must appear in at least 2 transactions before we can call it frequent or interesting. With this setting, columns D and F can be ignored as their column sums in the top-level HI-Counter structure are below the user-specified frequency threshold. On the other hand, based on the column sums in this top-level HI-Counter structure, our mining algorithm found four interesting singleton patterns \{A\}, \{B\}, \{C\} and \{E\}.

Processors 1, 2 and 3 then use the top-level ParVI-List structure to extract all relevant rows from the B-table to compute the projected B-tables for domain items \{A\}, \{B\}, \{C\} and \{E\}. 
\{B\} and \{C\}, from which their corresponding HI-Counter and VI-List structures are constructed as shown in Table 4.3 and Table 4.4, respectively. Note that the ParVI-List structure is only constructed for the top-level. In all subsequent levels, the usual VI-List structures can be used unless projected B-table for such a level is further parallelized (say, for load balancing). Moreover, each processor only considers those relevant rows and columns, where relevant rows are indicated by the top-level ParVI-List structure. For instance, Processor 1, which computes the projected B-table for domain item \{A\}, considers only columns B, C & E (as D & F are infrequent/uninteresting) in transactions 2, 3, 5 and 6. Similarly, Processor 2, which computes the projected B-table for domain item \{B\}, considers only columns C & E in transactions 1, 4, 5 and 6. Processor 3, which computes the projected B-table for domain item \{C\}, considers only column E in transactions 2, 4, 5 and 6. Note that no processor is needed to compute the projected B-table for domain item \{E\} because the last domain item (i.e., \{F\}) is infrequent, thus no further frequent patterns can be generated after domain item \{E\}.

Once each processor has computed its B-table, the corresponding HI-Counter and VI-List structures can be easily constructed in the same way as in the original B-mine (Chapter 3). Based on these new HI-Counter structures, Processor 1 finds three frequent patterns namely, \{A, B\}, \{A, C\} and \{A, E\}). Processor 2 finds two frequent patterns (namely, \{B, C\} and \{B, E\}); Processor 3 finds one frequent pattern (namely, \{C, E\}). Based on the VI-List structures, Processor 1 computes the B-table for \{A, B\} to find a frequent pattern \{A, B, C\}. Afterwards, Processor 1 updates the VI-List structure for \{A\} by adding 5 & 6 as transactions to \{A, C\} and computes
Table 4.3: B-tables and HI-Counter structures (in different processors) in PB-mine mining process domain items \{A\}, \{B\} and \{C\}

<table>
<thead>
<tr>
<th>B-table for {A}: Items</th>
<th>Transaction</th>
<th>B</th>
<th>C</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HI-Counter for {A}:</th>
<th>2 3 3</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>B-table for {B}: Items</th>
<th>Transaction</th>
<th>C</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HI-Counter for {B}:</th>
<th>3 3</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>B-table for {C}: Items</th>
<th>Transaction</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HI-Counter for {C}:</th>
<th>3</th>
</tr>
</thead>
</table>

the B-table for \{A, C\} to find frequent pattern \{A, C, E\}. Similarly, Processor 2 computes the B-table for \{B, C\} to find \{B, C, E\} as the 13th frequent pattern.

Note that, in the above illustrative example, our PB-mine used 3 processors (for domain items \{A\}, \{B\} and \{C\}) because there are only 3+1 = 4 frequent/interesting domain items. With 4 frequent/interesting domain items (\{A\}, \{B\}, \{C\} and \{E\}), we do not need a processor for the last domain item (e.g., \{E\}) as no additional item
Table 4.4: VI-List structures (in different processors) in PB-mine mining process domain item \{A\}, \{B\} and \{C\}

<table>
<thead>
<tr>
<th>VI-List for {A}:</th>
<th>Items</th>
<th>Transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>{A, B}</td>
<td></td>
<td>5, 6</td>
</tr>
<tr>
<td>{A, C}</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>{A, E}</td>
<td></td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VI-List for {B}:</th>
<th>Items</th>
<th>Transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>{B, C}</td>
<td></td>
<td>4, 5, 6</td>
</tr>
<tr>
<td>{B, E}</td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VI-List for {C}:</th>
<th>Items</th>
<th>Transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>{C, E}</td>
<td></td>
<td>2, 4, 5</td>
</tr>
</tbody>
</table>

would be frequent together with \{E\}. In general, for \(K\) frequent/interesting domain items, PB-mine requires only \(K - 1\) processors to achieve good efficiency. If there are surplus available processors, PB-mine can further parallelize some projected B-tables to take advantages of the extra processors. On the other hand, if there is a shortage of available processors, PB-mine can merge relevant transactions for multiple domain items.

4.2 MRB-mine: The MapReduce Version of B-mine

In this section, I will introduce a second big data mining algorithm, MRB-mine (MapReduce B-mine), which applies MapReduce to extract frequent patterns from
Recall from Section 2.2.1 that in the past few years MapReduce has become one of the most popular approaches for handling big data. In this section, I will introduce the detail steps of MRB-mine by illustrating the process using a simple transaction database.

Let us consider the following transaction database:

Table 4.5: MRB-mine Example Transaction Database

<table>
<thead>
<tr>
<th>Transaction ID</th>
<th>Item List</th>
</tr>
</thead>
<tbody>
<tr>
<td>t₁</td>
<td>{B, E}</td>
</tr>
<tr>
<td>t₂</td>
<td>{A, C, E}</td>
</tr>
<tr>
<td>t₃</td>
<td>{A, E}</td>
</tr>
<tr>
<td>t₄</td>
<td>{B, C, E}</td>
</tr>
<tr>
<td>t₅</td>
<td>{A, B, C, D}</td>
</tr>
<tr>
<td>t₆</td>
<td>{A, B, C, E}</td>
</tr>
</tbody>
</table>

The first step of MRB-mine is the same as the original B-mine: constructing a B-Table. Based on the transaction database in Table 4.5, we can build a B-Table as shown in Table 4.6.

Table 4.6: The B-table Constructed from Table 4.5

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
4.2.1 The First Set of Map-Reduce Functions in MRB-mine

Abstractly, MRB-mine first applies a map function as follows:

\[
\text{map}_1: \langle \text{The appearance of each ItemID in a transaction, current transaction ID} \rangle \\
\to \langle \text{Transaction ID, Item ID} \rangle,
\]

(4.1)

in which the master node reads and divides the transaction database stored in the B-table into partitions. Specifically, the map$_1$ function can be specified as follows:

\[
\text{for each pair } \langle \text{Transaction ID, Item ID} \rangle \text{ in the transaction database do} \\
\text{emit } \langle \text{Transaction ID, Item ID, 1} \rangle.
\]

This map function is applied to each pair of \langle \text{Transaction ID, Item ID} \rangle in the transaction database, and results in a list of \langle \text{Transaction ID, Item ID, 1} \rangle capturing all existing appearances of items in all transactions. See Example 4.1.

**Example 4.1** After applying the map$_1$ function to the B-table in Table 4.6, my MRB-mine algorithm returns a list containing \langle 1, B, 1 \rangle, \langle 1, E, 1 \rangle, \langle 2, A, 1 \rangle, \langle 2, C, 1 \rangle, \langle 2, E, 1 \rangle, \langle 3, A, 1 \rangle, \langle 3, E, 1 \rangle, \langle 4, B, 1 \rangle, \langle 4, C, 1 \rangle, \langle 4, E, 1 \rangle, \langle 5, A, 1 \rangle, \langle 5, B, 1 \rangle, \langle 5, C, 1 \rangle, \langle 5, D, 1 \rangle, \langle 6, A, 1 \rangle, \langle 6, B, 1 \rangle, \langle 6, C, 1 \rangle, \text{ and } \langle 6, E, 1 \rangle. ■

Afterwards, our big data analytics and mining solution MRB-mine applies a reduce function to group and count the number of transactions for each item, as well as to list these transactions for each item. More specifically, \langle \text{Transaction ID, Item ID, 1} \rangle pairs from the map$_1$ function are shuffled and sorted. Each processor then executes the
reduce function on the shuffled and sorted pairs to count the number of transactions and list them for each item. To speed up this mining process, MRB-mine also allows users to specify a frequency threshold ($\text{minsup}$). By incorporating this user preference, MRB-mine returns (i) a list of transactions only for those frequent items (i.e., items that frequently appear in transactions) and (ii) the count for each item. In other words, MRB-mine applies the following reduce function:

\[
\text{reduce}_1: \langle \text{item, transaction list} \rangle \\
\mapsto \text{list of } \langle \text{frequent item, transaction information} \rangle, 
\]

with a detailed definition as follows:

\[
\text{for each } \text{item } \in \langle \_ , \text{item, } \_ \rangle \text{ emitted by map}_1 \text{ do} \\
\quad \text{set } \text{counter[item]} = 0; \\
\quad \text{set } \text{list[item]} = \{\}; \\
\quad \text{for each } \text{transaction } \in \langle \text{transaction ID, item, 1} \rangle \text{ emitted by map}_1 \text{ do} \\
\qquad \text{counter[item]} = \text{counter[item]} + 1; \\
\qquad \text{list[item]} = \text{list[item]} \cup \{\text{transaction ID}\}; \\
\qquad \text{if } \text{counter[item]} \geq \text{user-specified min frequency threshold} \text{ then emit } \langle \text{item, counter[item], list[item]} \rangle.
\]

This results in (i) a list of transactions and (ii) its count for each interesting/frequent pattern. See Example 4.2.

**Example 4.2** Continue with Example 4.1. My MRB-mine applies the reduce$_1$ function with user-specified minsup of 2 and returns $\langle A, 4, \{2, 3, 5, 6\} \rangle, \langle B, 4, \{1, 4, 5, \}}$
6), \langle C, 4, \{2, 4, 5, 6\} \rangle, \text{and} \langle E, 5, \{1, 2, 3, 4, 6\} \rangle. \text{ Note that my MRB-mine does not return the lists for item D or F because their corresponding counters were lower than minsup.}

To summarize, after applying the first set of map\textsubscript{1} and reduce\textsubscript{1} functions, our MRB-mine has so far discovered four frequent patterns—in the form of individual frequent patterns—namely, \{A\}, \{B\}, \{C\} and \{E\}, who have supports 4, 4, 4 and 5 respectively. In other words, each of these four individual items appeared in at least 2 transactions. ■

4.2.2 The Second Set of Map-Reduce Functions in MRB-mine

Thereafter, my MRB-mine applies a second set of map and reduce functions to mine frequent patterns in the form of pairs of items based on the results from the first set of map\textsubscript{1} and reduce\textsubscript{1} functions. For example, knowing that D and E are not frequent, it is guaranteed that any pairs of items (size-2 itemset) containing D or E is also not frequent. By making use of this knowledge, the search space for mining frequent patterns can then be pruned effectively. Specifically, the map\textsubscript{2} function, which returns \langle \text{transaction ID, } \{p\} \cup \{\text{item}\}, 1 \rangle \text{ for every transaction in the transaction list of each frequent pattern } p, \text{ can be specified as follows:}

\[
\text{map}_2: \langle \text{frequent pattern } p, \text{ its transaction information} \rangle \\
\quad \mapsto \langle \text{transaction, item pair} \rangle, \quad (4.3)
\]
with a detailed definition as follows:

\[
\text{for each } p \in \langle p, \_ \rangle \text{ emitted by reduce}_1 \text{ do}
\]

\[
\text{for each transaction } \in \text{list}[p] \text{ do}
\]

\[
\text{for each } \langle \text{transaction ID, item ID} \rangle \text{ in transaction database do}
\]

\[
\text{if isRelevant(item, } p) \text{ then emit } \langle \text{transaction ID}, \{ p \} \cup \{ \text{item} \}, 1 \rangle.
\]

Here, isRelevant(item, } p) is a Boolean function checking the relevance (e.g., consistence to the mining order) of item with respect to } p. This results in lists of (transaction ID, item ID, 1), and a list for each frequent pattern } p returned by the reduce}_1 function. See Example 4.3.

**Example 4.3** Continue with Example 4.2. Recall that the first set of map}_1 and reduce}_1 functions returns four frequent patterns A, B, C and E. So, for frequent pattern A (appears in four transactions: 2, 3, 5 & 6), the map}_2 function emits all relevant items of these four transactions: \(\langle 2, AC, 1 \rangle, \langle 2, AE, 1 \rangle, \langle 3, AE, 1 \rangle, \langle 5, AB, 1 \rangle, \langle 5, AC, 1 \rangle, \langle 6, AB, 1 \rangle, \langle 6, AC, 1 \rangle, \text{ and } \langle 6, AE, 1 \rangle\). Note that (i) items of transaction 4 are not emitted (because transaction 4 does not contain item A), and (ii) \(\langle 5, AD, 1 \rangle\) is irrelevant (because D is already known to be not frequent).

Similarly, for frequent pattern B (appears in four transactions: 1, 4, 5 & 6), the map}_2 function emits all relevant items of these four transactions: \(\{\langle 1, BE, 1 \rangle, \langle 4, BC, 1 \rangle, \langle 4, BE, 1 \rangle, \langle 5, BC, 1 \rangle, \langle 6, BC, 1 \rangle, \langle 6, BE, 1 \rangle}\). Note that (i) items of transaction 3 are not emitted (because transaction 3 does not contain item B) and (ii) \(\langle 5, BD, 1 \rangle\) is irrelevant (because D is already known to be not frequent). More important to note is that (iii) patterns of the form \(\langle \_, AB, 1 \rangle\) (i.e., \(\langle 5, AB, 1 \rangle, \langle 6, AB, \)
are irrelevant with respect to $p=B$ (because these patterns are already processed by the map$_2$ function).

Then, for frequent pattern C (appears in four transactions: 2, 4, 5 & 6), the map$_2$ function emits all relevant items of these four transactions: $\{\langle 2, CE, 1 \rangle, \langle 4, CE, 1 \rangle, \langle 6, CE, 1 \rangle\}$.

Finally, for frequent pattern E (appears in five transactions: 1, 2, 3, 4 & 6), the map$_2$ function does not emit any items because there is no relevant item in these five transactions.

Similar to reduce$_1$, the reduce$_2$ function shuffles and sorts $\langle$transaction, $\{p\} \cup \{\text{relevant item}\}, 1 \rangle$ to find and count transactions for each item pair $P = (\{p\} \cup \{\text{relevant item}\})$ as follows:

\[
\text{reduce}_2: \quad \langle \text{item pair, list of common transactions} \rangle \\
\quad \mapsto \text{list of } \langle \text{frequent item pair, transaction information} \rangle, \quad (4.4)
\]

with a detailed definition as follows:

\begin{verbatim}
for each $P \in \langle \_, \text{item group } P, \_ \rangle$ emitted by map$_2$ do
    set $\text{counter}[P] = 0$;
    set $\text{list}[P] = \{}$;
    for each transaction $\in \langle$transaction, $P, 1 \rangle$ emitted by map$_2$ do
        $\text{counter}[P] = \text{counter}[P] + 1$;
        $\text{list}[P] = \text{list}[P] \cup \{\text{transaction}\}$;
        if $\text{counter}[P] \geq$ user-specified min frequency threshold
\end{verbatim}
then emit \( \langle P, \text{counter}[P], \text{list}[P] \rangle \).

This results in (i) a list of transactions and (ii) its count for each interesting/frequent item pair \( P \).

**Example 4.4** Continue with Example 4.3. My MRB-mine algorithm applies the reduce\(_2\) function with user-specified minimum frequency threshold = 2 transactions and returns \( \langle AB, 2, \{5, 6\} \rangle, \langle AC, 3, \{2, 5, 6\} \rangle, \langle AE, 3, \{2, 3, 6\} \rangle, \langle BC, 3, \{4, 5, 6\} \rangle, \langle BE, 3, \{1, 4, 6\} \rangle, \) and \( \langle CE, 3, \{2, 4, 6\} \rangle \). In other words, after applying this second set of map\(_2\) and reduce\(_2\) functions, my MRB-mine algorithm discovered six frequent patterns—in the form of pairs of items—namely, \( \{A,B\}, \{A,C\}, \{A,E\}, \{B,C\}, \{B,E\} \) and \( \{C, E\} \), that have support values 2, 3, 3, 3, 3 and 3 respectively. In other words, each of these six item pairs appears in at least 2 transactions.

### 4.2.3 Subsequent Sets of Map-Reduce Functions in MRB-mine

So far, my MRB-mine algorithm has found frequent patterns in the form of (i) individual frequent items as well as (ii) pairs of frequent items. MRB-mine then applies similar sets of map and reduce functions to find triplets, quadruplets, quintuplets and higher cardinality groups (i.e., \( k \)-tuplets for \( k \geq 3 \)) of frequently patterns:

\[
\text{map}_{k \geq 3}: \quad \langle \text{frequent item } (k-1)\text{-tuplet } P, \text{transaction information} \rangle \\
\quad \mapsto \langle \text{transaction, item } k\text{-tuplet} \rangle, \quad (4.5)
\]

with a detailed definition as follows:
for each \( P \in \langle P, \_\_ \_\_ \rangle \) emitted by reduce\(_{k-1}\) do

for each transaction \( \in \text{list}[P] \) do

for each \( \langle \text{transaction}, \text{item} \rangle \) in transaction database do

if isRelevant(item, \( P \))

then emit \( \langle \text{transaction}, \ P \cup \{\text{item}\}, 1 \rangle \).

Again, isRelevant(item, \( P \)) is a Boolean function checking the relevance (i.e., consistence to the mining order) of item with respect to \( P \). Since reduce\(_{2}\) can be considered as an instance of the reduce\(_{k \geq 2}\) function, the latter can be defined in a way very similar to that for reduce\(_{2}\) as shown below:

\[ \text{reduce}_{k \geq 2}: \langle \text{item group, list of common transactions} \rangle \]
\[ \rightarrow \text{list of } \langle \text{frequent item group, transaction information} \rangle, \quad \tag{4.6} \]

with a detailed definition as follows:

for each \( P \in \langle \_\_ \_\_, \text{item group } P, \_\_ \_\_ \rangle \) emitted by map\(_{k-1}\) do

set \( \text{counter}[P] = 0; \)

set \( \text{list}[P] = \{\}; \)

for each transaction \( \in \langle \text{transaction, } P, 1 \rangle \) emitted by map\(_{k-1}\) do

\( \text{counter}[P] = \text{counter}[P] + 1; \)

\( \text{list}[P] = \text{list}[P] \cup \{\text{transaction}\}; \)

if \( \text{counter}[P] \geq \text{user-specified min frequency threshold} \)

then emit \( \langle P, \text{counter}[P], \text{list}[P] \rangle. \)

This results in (i) a list of transactions and (ii) its count for each interesting/frequent
Example 4.5 Continue with Example 4.4. For frequent item group AB (appears in two transactions: 5 & 6), the map$_3$ function emits three relevant items: \{⟨5, ABC, 1⟩, ⟨6, ABC, 1⟩, ⟨6, ABE, 1⟩\}. Then, for frequent item group AC (appears in three transactions: 2, 5 & 6), the map$_3$ function emits two relevant items: \{⟨2, ACE, 1⟩, ⟨6, ACE, 1⟩\}. Similarly, for frequent item group BC (appears in three transactions: 4, 5 & 6), the map$_3$ function emits two relevant items: \{⟨4, BCE, 1⟩, ⟨6, BCE, 1⟩\}.

Afterwards, by applying the reduce$_3$ function, my MRB-mine algorithm discovers the following three frequent patterns \{A, B, C\}, \{A, C, E\} and \{B, C, E\}: \langle ABC, 2, \{5, 6\}\rangle, \langle ACE, 2, \{2, 6\}\rangle, and \langle BCE, 2, \{4, 6\}\rangle.

Based on the results returned by the reduce$_3$ function, MRB-mine applies map$_4$ but returns nothing because there is no relevant quadruplet of frequent patterns. This completes the mining process for frequent patterns from our illustrative example transaction database. Note that key concepts and steps illustrated in this example are applicable to any big transaction database.

4.3 Summary

In this chapter, I proposed two algorithms, PB-mine and MRB-mine for big data mining of frequent patterns. Both algorithms were designed based on the original B-mine algorithm (introduced in Chapter 3). PB-mine applies parallel computing based on the unique characteristic (data independency can be easily found) that the data structure of B-mine has. It distributes the data into several computing processors without violating the data independency, and from there, all processors
can, together, perform in parallel to find frequent patterns from big data. On the other hand, as MapReduce is a well-known approach for big data mining, MRB-mine applies MapReduce to extract frequent patterns from big data. The evaluation of both PB-mine and MRB-mine will be presented in Chapter 7.
Chapter 5

Big Data Mining with B-mine:
Compression and Enhancement

Recall from Chapter 1, to handle big data, I have two research directions. The first one, parallel computing and MapReduce were introduced in Chapter 4. In this chapter, I will introduce the second one, compression and enhancement.

5.1 The Compressed Bitmap Structure

While representing a transaction database with a bitwise representation seems logical, each list of domain items for a transaction can be long but sparse. For instance, one of the IBM Synthetic datasets that I used for evaluation purpose (more detail about this dataset and corresponding evaluations will be discussed in Chapter 7) contains 1000 domain items, while the average length of all transactions is less than 20 (Each row of the bitmap will therefore be 1000 bits in length, while only around
20 of those bits will be marked as 1).

To avoid storing a lot of 0s, compression schemes are needed. When using some compression techniques (e.g., run-length encoding (RLE)), the “compressed” bitmap for a dense portion of bitmap can be longer than the original uncompressed bitmap. Instead, I adopt the word-aligned hybrid (WAH) compression scheme [SW09], which was primarily developed to be used as database index. An advantage of using this hybrid compression scheme is that I do not need to compress everything. On the one hand, for the sparse portion of the bitmap, I can compress the portion to save space. On the other hand, for the dense portion of the bitmap, I can leave the portion untouched.

5.1.1 Random Access to the Bit Vectors

I propose the following compressed bitmap structure that helps facilitate frequent pattern mining from big data. This structure is composed of the following:

- An internal array containing \( n \) words, each of size \( w \) (e.g., \( w = 32 \) in the previous description);

- A small bit vector containing \( n \) bits, which I call a Fill Map. For each word at index \( i \) in the internal array, we set the fill map bit \( i \) to (a) 0 if is a literal word and (b) 1 if it is a fill word. The fill map indexing structure will be used to provide fast random access performance across the bit vector.

Consider the following illustrative example with a compressed bit vector of size 930, with “1” bits in positions 0, 15, 40, 50, 92, and 646. Our structure is composed of (a) index, (b) fill map, and (c) vector (as shown in Table 5.1).
To alleviate this problem, I created the FillMap indexing structure. For efficiency, my WAH-compressed bit vector makes extensive use of CPU instructions “Find First Set”, which includes the following:

- **Count Trailing Zeros (CTZ)** returns the number of zeroes between index 0 and the next bit equal to 1. We can observe that the number of zeroes and the index of the 1 bit is the same.

- **Count Leading Zeros (CLZ)** returns the number of zeroes between index \( w1 \) (where \( w \) is the word size) and the next bit equal to 1. It works exactly as CTZ except it works from the other end. This machine instruction was used in our WAH-compressed data structure for reverse iteration, which has wide
hardware support across different architectures.

These instructions, combined with simple masking of bits, make it possible to quickly find the index of fill words in the internal array. This enables the code to efficiently keep track of where we are in the bit vector.

To illustrate the usage of the fill map, let us continue with our example and try to find the value of bit at index 646 from our adapted WAH-compressed bitmap structure.

First, we call the CLZ function on the WAH-compressed structure. The CLZ function returns 3 because there are 3 zeros between index 0 and the next “1” bit in the FillMap. So, we can safely skip 3 literal words, which is equivalent to $3 \times (w - 1)$ bits $= 3 \times (321) = 93$ bits. Then, there is a 0-fill word (as indicated by its first bit “1” in $1000 \ 0000 \ ... \ 0000 \ 0001 \ 0001_{(2)} = 80000011_{(16)}$) located at index 3 of the internal array. Extracting its fill count would give us $17_{(10)} = 11_{(16)} = 000000 ... 0000001 \ 0001_{(2)}$, which means up to and including index 3, we have visited bits 0 to $93 + 17w = 93 + 17 \times 31$, i.e., a total of 620 bits.

As $620 < 646$, we then move on to the next word at index 4. We call the CLZ function once again. We mask the fill map up to the position we have read so far. In this case, we need to AND the bits 0-3 with 0, before calling the CLZ function once again.

Next, a call to the CTZ function returns 5. Subtracting our current FillMap bit position 4 from this give us $54 = 1$, which tells us to skip 1 literal word (i.e., 31 bits). By doing so, we reach position $620 + 31 = 651 > 646$. Hence, we can now safely extract bit 646 from the literal word at index 4.
5.1.2 Iterators

One of the strengths of compressed bit vectors is that it provides very fast and efficient traversal of relevant bits; i.e., those that are equal to 1. Compression removes large gaps of consecutive zeroes (and ones) and brings the relevant bits closer together in a more compact and efficient form. To perform a traversal, we need to create an iterator that holds the following information:

- **Bit Index**, which keeps track of the current bit position in the traversal.

- **Array Index**, which keeps track of the current index in the internal array.

- **Lower Bound**, which keeps track of the lower bound bit index represented by the current word pointed at by the Array Index (e.g., if the current word contains bits 31-62, then the lower bound is equal to 31).

- **Upper Bound**, which keeps track of the upper bound bit index represented by the current word pointed at by the Array Index (e.g., if the current word contains bits 31-93 (i.e., its a fill word with fill count = 2), then the upper bound is equal to 93).

Let us revisit the aforementioned adapted WAH-compressed bit vector in Table 5.2.

<table>
<thead>
<tr>
<th>Index</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>FillMap</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Array</td>
<td>00008001</td>
<td>00080200</td>
<td>40000000</td>
<td>80000011</td>
<td>04000000</td>
<td>80000009</td>
</tr>
</tbody>
</table>
To begin a forward traversal on the adapted WAH-compressed bit vector in Table 5.2, we initialize the iterator with the information shown in Table 5.3:

Table 5.3: The information for initializing iterator

<table>
<thead>
<tr>
<th>Bit Index</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array Index</td>
<td>0</td>
</tr>
<tr>
<td>Lower Bound</td>
<td>0</td>
</tr>
<tr>
<td>Upper Bound</td>
<td>31</td>
</tr>
</tbody>
</table>

Here, (a) bit index is set to 0 because we are starting from the beginning, (b) array index is set to 0 because we are looking at the first word in the internal array, (c) lower bound is set to 0 because we are starting from the beginning, and (d) upper bound is set to 31 because the first word is a literal and thus contains bits 0-31. Note that, if the first word happens to be a fill word, then its value would have been lower bound + (Fill Count ×31).

There are three types of words that can be encountered when traversing an adapted WAH-compressed bit vector: (a) a literal word, (b) a 0-fill word, and (c) a 1-fill word:

- If a literal word is encountered, we can call the CTZ function (or the CLZ function in the reverse iteration) to extract the bit position of the next bit that is equal to 1.

- If a 0-fill word is encountered, we simply move to the next word (because there are no bits equal to 1 in a 0-fill word by definition).

- If a 1-fill word is encountered, we return the current Bit Index, and increment it by one until we reach the Upper Bound of the current word, then we move
to the next word.

When moving to the next word, we need to update the iterator as follows:

- We increment the internal array index by 1.
- We set the bit index and lower bound to the current upper bound.
- If the next word is a literal word, then we add 31 to the current upper bound.
- If the next word is a fill word, then we add Fill Count × 31 to the current upper bound.

Let us continue with our example with Table 5.2 and Table 5.3.

After moving the iterator to the next word in the internal array, Table 5.3 is updated to Table 5.4.

Table 5.4: The updated information for initializing iterator

<table>
<thead>
<tr>
<th>Bit Index</th>
<th>31</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array Index</td>
<td>1</td>
</tr>
<tr>
<td>Lower Bound</td>
<td>31</td>
</tr>
<tr>
<td>Upper Bound</td>
<td>63</td>
</tr>
</tbody>
</table>

Traversing the adapted WAH-compressed bit vector in this manner is very efficient, and only takes an amount of time proportional to the number of bits set to 1. This leads to several important implications:

- We can tell outright if an adapted WAH-compressed bit vector is empty.
- We can tell if there are no more elements left without checking all bit positions.
- It can be used with list-like and stack-like interface.
5.2 Big Data Mining with EB-mine

With our compressed bitmap structure described in the previous section, we can discover frequent patterns from big data.

Recall from Chapter 3, the data structure of B-mine has the following three key parts:

1. a B-table,
2. an HI-Counter structure, and
3. a VI-List structure.

In EB-mine, since the compressed bitmap structure will be applied, the data structure will have the following three key parts:

1. a Compressed B-Table $T$, which is the main bitmap based structure, in which each row represented by a compressed bit vector contains information about one transaction in the dataset;
2. an HI-Counter (Horizontal Index Counter) vector of level $k$ (where $k$ is the cardinality of the discovered patterns), which is an index counter list stored as a vector; and
3. a VI-List structure of level $k$. For each relevant domain item $I$ in the current level $k$, the bit $I$ is set to 1. Otherwise, it is set to 0. As we have observed from earlier sections, our adapted WAH-compressed bitmaps allow for efficient traversal of all bits set to 1. For all intents and purposes, this data structure
behaves like a list, but with the memory footprint of a compressed bit vector. This enables us to efficiently extract relevant information without the need to check if they belong in the current projected database.

Hence, each row in Compressed B-Table is a bit vector representing a transaction in the database. With the Compressed B-Table, we can keep the information of each transaction. A major benefit is that we can completely fill out this data structure on one scan of the database. Once we scan the database and fill out the data structure, we take each bit vector that comprises $T$ and apply bitmap compression to it. Our compressed bit vectors consume less memory compared to regular, uncompressed ones in original B-mine and also eliminate data sparsity.

Alongside each compressed bit vector $V$, we store an index (called the fill map) as a bit vector $B$. The length of $B$ is equivalent to the number of words in $V$, and the $i$-th bit of $B$ is set to (a) 1 when the $i$-th word of $V$ is a fill word and (b) 0 when it is a literal word. This index structure allows us to easily jump over literals and quickly identify fill words. We can use the CLZ and CTZ instructions to count the leading and/or trailing zeroes of the bit vector. Thus, we can also easily calculate where we are in the vector. By using this indexing structure, we can quickly access specific bit positions with internal functions.

**Example 5.1** Consider a compressed bit vector $V$ with an index $0000\ 0000\ 0000\ 0000\ 0000\ 0000\ 0000\ 0000\ 0000\ 0000\ 1000_{(16)}$. This indicates that we have 32 words in our compressed vector. 31 of these are literal words, and 1 of them is a fill word in position 3 (indicated by the “1” in position 3 of the index). We can now calculate our position in the vector at each end of the fill word. We can use the CTZ instruction to count the trailing
zeros in the index and see that we have skipped 3 literal words (each WAH word having 31 bits, thus we are at vector position 93). We can use an internal function to check the number of fill words contained in the fill at index position 3. If the fill consists of $k$ fill words (again, each having 31 bits), then we know that we are at vector position $93 + 31k$ (supposing the fill consists of 10 fill words, for instance, we would be at vector position 403).

5.3 Summary

In this chapter, I described EB-mine, an enhanced B-mine algorithm with the ability of compressing bitmap data structure during the mining process. I made some significant modifications to make sure that the algorithm can perform data compression in an efficient way. In particular, I adapted and incorporated the word-aligned hybrid (WAH) compression scheme into my B-mine algorithm to form EB-mine. The evaluation of EB-mine will be presented in Chapter 7.
Chapter 6

Real-life Application: Social Network Mining with B-mine

Recall from Section 2.3, I briefly discussed the notion of “following” pattern in social network mining. In this chapter, I further introduce the notion of “following” patterns in social network mining in detail. After that, I introduce four frameworks, FoP-miner, ParFoP-miner, BigFoP and EFoP-miner, that apply B-mine, PB-mine, MRB-mine, and EB-mine to discover frequent “following” patterns in social networks.

6.1 The Social Network Analysis Problem of Finding “Following” Patterns

In this section, I first introduce the notion of “following” relationships (i.e., “followed” groups) in social networks. Then, I present how I can reduce the social network analysis problem of finding these “following” patterns into a data mining problem of
discovering collections of frequently followed social entities.

6.1.1 The “Following” Relationships

In social networking sites like Twitter or Weibo, social entities (users) are linked by “following” relationships (e.g., a user A follows another user B). Compared with the mutual friendship relationships in Facebook, this “following” relationship is different in that, the “following” relationships are directional. For instance, a user A may be following another user B while B is not following A. This property increases the complexity of the problem for two reasons. First, the group of users followed by A (e.g., A→{B, C, ...}) may not be same group of users as those who are following A (e.g., {..., X, Y, Z}→A). Due to asymmetry in the “following” relationships (cf. the symmetric friendship relationships), we cannot use the usual backtracking methods to determine the reverse relationships (e.g., we cannot determine whether or not E→A if we only know A→E). In this case, we need to check both directions to get the relationship between pairs of users. Second, in terms of computation, due to asymmetry in the “following” relationships, the computation time and space is doubled. For each pair of users, A→B (A follows B) does not automatically imply B→A. It requires double the amount of memory space to store the relationship between two users (i.e. storing two directional “following” relationships A→B and B→A), whereas one only needs to store one unidirectional friendship relationship A→B. This also means that, if there is a change in the dataset (e.g., A unfollows B), then we cannot remove the linkage between A and B because B may still be following A (cf. when A “unfriends” B, the friendship linkage between A and B disappears).
As the number of users in social networking sites (e.g., Twitter) is growing explosively, the number of relationships between social network users is also growing. One of the important research problems with regard to this high volume of data is to discover frequently “following” patterns.

A “following” pattern is a pattern representing the linkages when a significant number of users follow the same combination/group of users. For example, users who follow the twitter of NBA also follow the twitter of Adam Silver (current NBA commissioner). If there are large numbers of users who follow the twitters of both NBA and Adam Silver together, we can define this combination (NBA and Adam Silver) of followees as a frequent “following” pattern (i.e., a frequently followed group).

### 6.1.2 Example #1 of “Following” Relationships

For an illustrative purpose, consider a small portion of a social network represented as a graph shown in Fig. 6.1. Here, for \( N=6 \) users (Alice, Bob, Carol, Don, Ed, and Fred), (i) each node represents a user (i.e., a social entity) in the social network and (ii) the follow/subscribe relationships between pairs of users are represented by directed edges between the corresponding nodes. The arrow on an edge represents the “following” direction. For example, an unidirectional arrow “Bob→Carol” represents that Bob follows Carol (i.e., Bob follows Carol’s page on a social networking site). Similarly, a bidirectional arrow “Alice↔Bob” represents that Alice and Bob are following each other (i.e., Alice follows Bob’s page and Bob follows Carol’s page on a social networking site). As seen in from the graph, each user is following some others as described below:
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- Alice is following Bob and Ed.
- Bob is following Alice, Carol and Ed.
- Carol is following Alice and Ed.
- Don is following Bob, Carol and Ed.
- Ed is following Alice, Bob, Carol and Don.
- Fred is following Alice, Bob, Carol and Ed.

Figure 6.1: A sample social network graph containing six users. Directed edges between users represent the “following” relationship between users.

6.1.3 Example #2 of “Following” Relationships

Further, users in social networking sites are not confined to following pages of each other (e.g., portion of the social network shown in Fig. 6.1). Users can also follow a collection of $M$ social networking pages belonging to different organizations (e.g., ACM, DEXA Society, IEEE) or on different sports. As another example, the above $N=6$ users may follow some of the $M=6$ social networking pages on different sports (e.g., Archery, Baseball, Cycling, Diving, Equestrian, Fencing) as described below:
• Alice is following social networking pages B (on baseball) and E (on equestrian).

• Bob is following social networking pages A (on archery), C (on cycling) and E.

• Carol is following social networking pages A and E.

• Don is following social networking pages B, C and E.

• Ed is following social networking pages A, B, C and D (on diving).

• Fred is following social networking pages A, B, C and E.

6.1.4 Reduction to a Frequent Pattern Mining Problem

Given a social network of \( N \) social entities, each of them is following some other social entities, for a total of \( M \) distinct pages for individual users and/or organizations. A list of these pages can be captured “horizontally” for each user. Equivalently, a list of followers can be “vertically” associated with each of these \( M \) distinct pages for individual users and/or organizations. An important research problem in social network analysis is to mine interesting “following” patterns (i.e., collections of social network pages that are frequently followed by users).

Recall from Chapter [1] that the research problem of frequent pattern mining aims to find sets of all frequently co-occurring items from a shopper market basket database consisting of \( N \) transactions. Each of these transactions can “horizontally” capture a set of items (e.g., co-located events, merchandise items in the same shopper market basket), for a total of \( M \) distinct domain items in the database. Equivalently, for each of the \( M \) domain items, a list of transactions containing such an item can be captured “vertically”.
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Observing the similarities between the two problems, we can reduce the social network analysis problem of mining interesting “following” patterns into a data mining problem of finding popular collections of social networking pages that are frequently followed by social entities. Note that, although I present the proposed work as a social network analysis problem of mining interesting “following” patterns, we are not confined to this domain. The idea can be generalized to a data mining problem of finding popular collections of social networking pages that are frequently followed by social entities. To a further extent, it can be generalized to a data mining problem of finding frequent patterns (i.e., sets of frequently co-occurring items) from classical transaction databases.

6.2 The FoP-miner Framework

For this framework, I am applying B-mine algorithm to mine “following” patterns. Thus, the data structure and mining process are very similar to the original B-mine algorithm.

6.2.1 The FoP-structure

To discover frequent “following” relationships in social networks, we propose a new data structure—called FoP-structure—to capture important social information (especially, “following” relationships among social entities) for mining “Following Patterns from social networks. Specifically, for each user \( p \) in a social network, we capture a list of social networking pages followed by \( p \). We capture \( N \) such lists, for a total of \( N \) users in the network. We represent this information in a bitwise tabular
form as was done in the original B-mine algorithm. Such a table forms the basis of our data structure, which contains the following three parts:

1. a **SocialTable**, which is the main bitmap-based structure, in which each row contains information about one particular user (a follower and an associated list of its followees or followed pages) in a social network;

2. a **Horizontal Index Counter (HI-Counter)** structure, which is an array (or vector) of column sums counting the number of followers for each social networking page; and

3. a **Vertical Index List (VI-List)** structure, which is a two-dimensional data structure in which each row contains (a) a prefix of the current row in the VI-List structure indicating a group of followees and (b) its corresponding list of followers based on the location of the first relevant “1” bit.

To capture the important contents of a social network (i.e. lists of social networking pages followed by users), I construct the SocialTable as well as its associated HI-Counter and VI-List structures as follows:

1. For each list \( L_j \) of social networking pages followed by a user \( p \), we create a bitmap row of size \( M \), where \( M \) is the total number of distinct social networking pages in the social network. Each column (represented by a bit) in the row represents the social networking page in each list \( L_j \). In other words, we put a “1” in the \( i \)-th bit (where \( 1 \leq i \leq M \)) if the \( i \)-th social networking page is present in \( L_j \) for a user \( p \); we put a “0” otherwise (i.e., when the \( i \)-th social
networking page is absent from $L_j$). When we repeat the aforementioned actions in this step, we get multiple bitmap rows to form a SocialTable.

2. For each column $c$ of the SocialTable, we compute a top-level HI-Counter structure. Specifically, we count the number of 1s in column $c$ and put the count (i.e., column sum) in the $c$-th position/entry of the HI-Counter structure.

3. For each row $r$ of the SocialTable, we create a top-level VI-List structure. Specifically, we locate the occurrence of the first “1” bit in row $r$ and group rows sharing the same column where the occurrence of the first “1” bit is. Hence, for $M$ columns in the SocialTable, there are at most $M$ groups in this VI-List structure.

Note that all the above steps can be completed in only one scan of the social network database.

### 6.2.2 Example of the FoP-structure

The social network described in Sections 6.1.2 and 6.1.3 can be represented by a FoP-structure, as shown in Table 6.1. An entry of “1” in (row X, column Y) in the SocialTable indicates the presence of a link from X to Y. In the social network context, this means that X follows Y. An entry of “0” in (row X, column Y) indicates the absence of a link from X to Y. As the “follow” action is not symmetric, X follows Y does not guarantee that Y follows X. For example, Fred follows Alice’s social networking page A as indicated by the presence of “1” in (row Fred, column A), but Alice does not follow Fred’s social networking page F as indicated by the presence of
“0” in (row Alice, column F). Here, as Alice is following social networking pages B and E, we (i) put 1s in both columns B & E and (ii) put 0s in the remaining columns (i.e., columns A, C, D and F) in the SocialTable.

Table 6.1: The FoP-structure (i.e., SocialTable and its associated top-level HI-Counter & VI-List structures)

<table>
<thead>
<tr>
<th>SocialTable:</th>
<th>Followees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follower</td>
<td>A</td>
</tr>
<tr>
<td>Alice</td>
<td>0</td>
</tr>
<tr>
<td>Bob</td>
<td>1</td>
</tr>
<tr>
<td>Carol</td>
<td>1</td>
</tr>
<tr>
<td>Don</td>
<td>0</td>
</tr>
<tr>
<td>Ed</td>
<td>1</td>
</tr>
<tr>
<td>Fred</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HI-Counter:</th>
<th>Followees</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Colum sum:</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VI-List:</th>
<th>List of followers</th>
</tr>
</thead>
<tbody>
<tr>
<td>{A}</td>
<td>Bob, Carol, Ed, Fred</td>
</tr>
<tr>
<td>{B}</td>
<td>Alice, Don</td>
</tr>
</tbody>
</table>

For each column of the SocialTable, we compute a column sum by counting the number of 1s in column c. For instance, the social networking page A is followed by Bob, Carol, Ed and Fred as indicated by the four 1s in column A. So, the column sum for column A in the HI-Counter structure shown in Table 6.1 becomes 4. Each sum is at most 6 (because there are only $N=6$ users/followers).

For the row for Alice, the first occurrence of a “1” bit is in column B; For the row for Don, the first occurrence of a “1” bit is also in column B. Hence, the VI-List structure shown in Table 6.1 contains information that the social networking page B
that is followed by Alice & Don. Similarly, the first occurrences of a “1” bit in rows for Bob, Carol, Ed and Fred are all in column A. Hence, the VI-List structure also contains information that the social networking page A is followed by Bob, Carol, Ed & Fred.

From this example, we observe the following general properties about the FoP-structure consisting of a SocialTable, HI-Counter and VI-List structures:

- Only one scan of the social network data is required to build our SocialTable (cf. those frequent pattern mining algorithms, such as the hyperlink based algorithm H-mine \[PHL+01\], requiring two scans of data). Moreover, the SocialTable does not contain a high number of hyperlinks. Furthermore, each cell/entry in the SocialTable takes only 1 bit in memory (cf. pointers in H-mine).

- The HI-Counter structure is an array/vector of non-negative integers (ranging from 0 to \(N\)), where \(N\) is the total number of users/followers. The size/length of the HI-Counter structure is \(M\), which is the total number of distinct social networking pages/followees.

- The number of groups/lists of followees in the VI-List structure may vary depending on the grouping (i.e., the location of the relevant first 1 bit). However, the number of groups/lists is bounded above by \(M\), which is the total number of distinct social networking pages/followees. Moreover, the total number of followers among all the groups/lists is bounded above by \(N\), which is the total number of users/followers.
6.2.3 The Mining Process in FoP-miner

Once the FoP-structure (consisting of the SocialTable and its associated top-level HI-Counter & VI-List structures) are constructed, my social mining algorithm—called **FoP-miner**—can discover interesting “following” patterns from the relevant portion of the social network captured by this FoP-structure.

The key idea of my social network mining algorithm can be described as follows. The algorithm finds individual frequently followed social networking pages by checking column sums in the HI-Counter structure. Followees with column sums ≥ a user-specified frequency threshold are considered as frequent. Based on the contents of the VI-List structure, non-singleton groups (e.g., pairs, triplets, quadruplets) of frequently followed social networking pages can then be discovered. Specifically, we consider only rows belonging to the same group in the VI-List structure for frequent \( \{x\} \) (i.e. the column sum of \( \{x\} \) ≥ the user-specified frequency threshold) as the projected SocialTable for \( \{x\} \). The HI-Counter structure for the \( \{x\}\)-projected SocialTable can then be computed. Again, if the column sum for any followee \( w \) in this new HI-Counter structure for the \( \{x\}\)-projected SocialTable ≥ the user-specified frequency threshold, then \( \{w, x\} \) is considered a pair of frequently followed social networking pages, from which a new VI-List structure for the projected SocialTable for \( \{w, x\} \) can then be formed. This mining process is repeated until no more VI-List structures can be formed (or need to be formed), meaning all relevant lists of social networking pages have been examined and all interesting “following” patterns (i.e., interesting groups of frequently followed social networking pages) have been discovered from the relevant portion of the social network.
To illustrate my serial social network mining process, let us continue with the FoP-structure (shown in Table 6.1) constructed in Section 6.2.2. Let the user-specified frequency threshold be 2, meaning that groups/lists of social networking pages in the resulting “following” patterns must be followed by at least 2 social entities/followers to be considered frequent or interesting.

With this setting, columns D and F can be ignored because their column sums in the top-level HI-Counter (as shown in Table 6.1) are below the user-specified frequency threshold. On the other hand, based on the column sums in this top-level HI-Counter structure, we discover that social networking page A is followed by 4 users (namely, Bob, Carol, Ed and Fred). So, \{social networking page A\} is considered frequent or interesting. Similarly, social networking page B is also followed by 4 users (this time, Alice, Don, Ed and Fred). Social networking page C is followed by 4 users (Bob, Don, Ed and Fred), and social networking page E is followed by 5 users (Alice, Bob, Carol, Don and Fred). In other words, our mining algorithm found four interesting singleton “following” patterns \{social networking page A\}, \{social networking page B\}, \{social networking page C\} and \{social networking page E\}.

We then use the top-level VI-List structure (as shown in Table 6.1) to extract all relevant rows/followers (i.e., rows for Bob, Carol, Ed and Fred) from the SocialTable to compute the projected SocialTable for followee \{A\}, from which we construct its corresponding HI-Counter and VI-List structures as shown in Table 6.2. It is important to note that the contents of the SocialTable remain unchanged throughout the entire mining process. We only construct new HI-Counter and VI-List structures. For readability, we highlight (by boldfacing) those relevant rows and columns in the
SocialTable.

Table 6.2: A FoP-structure for \{social networking page A\}

<table>
<thead>
<tr>
<th>SocialTable:</th>
<th>Followees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follower</td>
<td>A  B  C  D  E  F</td>
</tr>
<tr>
<td>Alice</td>
<td>0   1  0  0  1  0</td>
</tr>
<tr>
<td>Bob</td>
<td>1   0  1  0  1  0</td>
</tr>
<tr>
<td>Carol</td>
<td>1   0  0  0  1  0</td>
</tr>
<tr>
<td>Don</td>
<td>0   1  1  0  1  0</td>
</tr>
<tr>
<td>Ed</td>
<td>1   1  1  0  0  0</td>
</tr>
<tr>
<td>Fred</td>
<td>1   1  1  0  1  0</td>
</tr>
</tbody>
</table>

HI-Counter: 2 3 3

<table>
<thead>
<tr>
<th>VI-List:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Followee</td>
</tr>
<tr>
<td>{A, B}</td>
</tr>
<tr>
<td>{A, C}</td>
</tr>
<tr>
<td>{A, E}</td>
</tr>
</tbody>
</table>

Based on the new HI-Counter structure for \{social networking page A\} (as shown in Table 6.2), we discover that social networking pages A & B are followed together by 2 users (namely, Ed and Fred). So, \{social networking pages A, B\} is considered frequent or interesting. Similarly, social networking pages A & C are followed together by 3 users (Bob, Ed and Fred), and social networking pages A & E are followed together by 3 users (Bob, Carol and Fred). In other words, our mining algorithm found three interesting “following” patterns in terms of pairs of frequently followed pages: \{social networking pages A, B\}, \{social networking pages A, C\} and \{social networking pages A, E\}.

We then use the new VI-List structure for \{social networking page A\} (as shown in Table 6.2) to extract all relevant rows/followers (i.e., rows for Ed and Fred) to compute the projected SocialTable for followee \{A, B\}, from which we construct its
corresponding HI-Counter structure as shown in Table 6.3. Again, those relevant rows and columns are highlighted.

Table 6.3: The FoP-structure for \{social networking pages A, B\}

<table>
<thead>
<tr>
<th>SocialTable:</th>
<th>Followees</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Follower</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>D</td>
<td>E</td>
<td>F</td>
</tr>
<tr>
<td>Alice</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Bob</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Carol</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Don</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Ed</strong></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Fred</strong></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

| HI-Counter: | 2 | 1 |

Based on this new HI-Counter structure for \{social networking pages A, B\} (as shown in Table 6.3), we discover that social networking pages A, B & C are followed together by 2 users (namely, Ed and Fred). So, \{social networking pages A, B, C\} is considered an interesting “following” pattern.

However, the column sum for E in the HI-Counter structure in Table 6.3 is below the user-specified frequency threshold, and column E can thus be ignored. This also means that \{social networking pages A, B, E\} is infrequent/uninteresting.

Note that we do not need to construct a VI-List structure for \{social networking pages A, B\} because, after ignoring column E, there would be only one followee group/list (namely, followee \{A, B, C\}) with 2 followers (i.e., Ed & Fred in the corresponding list of followers). No additional social networking page would be frequently followed together with pages A, B & C by these 2 followers. (To double check, an observant reader can note that \{social networking pages A, B, C, E\} is only followed by Fred and is thus infrequent/uninteresting. Even without counting, one would ex-
pect that \{social networking pages A, B, C, E\} is infrequent/uninteresting as \{social networking pages A, B, E\} is infrequent/uninteresting.) Hence, we backtrack instead, and update the VI-List structure for \{social networking page A\}. See Table 6.4 for an updated FoP-structure (especially, the updated VI-List structures).

Table 6.4: An updated FoP-structure for \{social networking page A\} after mining \{pages A, B\}

<table>
<thead>
<tr>
<th>SocialTable: Followees</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follower</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alice</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Bob</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Carol</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Don</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Ed</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fred</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>HI-Counter:</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VI-List: List of followers</th>
</tr>
</thead>
<tbody>
<tr>
<td>{A, C}</td>
</tr>
<tr>
<td>Bob, Ed, Fred</td>
</tr>
<tr>
<td>{A, E}</td>
</tr>
<tr>
<td>Carol</td>
</tr>
</tbody>
</table>

Note that the HI-Counter structure for \{social networking page A\} (as shown in Table 6.4) is updated to contain only column sums of followees C and E (both with frequency value 3) after mining \{pages A, B\}. Moreover, by using the updated VI-List structure for \{social networking page A\}, we extract all relevant rows/followers (i.e., rows for Bob, Ed and Fred) to compute the projected SocialTable for followee \{A, C\}, from which we construct its corresponding HI-Counter structure as shown in Table 6.5.

Based on this new HI-Counter structure for \{social networking pages A, C\} (as shown in Table 6.5), we discover that social networking pages A, C & E are fol-
Table 6.5: The FoP-structure for \{social networking pages A, C\}

<table>
<thead>
<tr>
<th>SocialTable:</th>
<th>Followees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follower</td>
<td>A</td>
</tr>
<tr>
<td>Alice</td>
<td>0</td>
</tr>
<tr>
<td>Bob</td>
<td>1</td>
</tr>
<tr>
<td>Carol</td>
<td>1</td>
</tr>
<tr>
<td>Don</td>
<td>0</td>
</tr>
<tr>
<td>Ed</td>
<td>1</td>
</tr>
<tr>
<td>Fred</td>
<td>1</td>
</tr>
</tbody>
</table>

HI-Counter: 2

followed together by 2 users (Bob and Fred). So, \{social networking pages A, C, E\} is considered an interesting “following” pattern.

Again, we do not need to construct a VI-List structure for \{social networking pages A, C\}, but for a slightly different reason. Specifically, there would be only one followee group/list (namely, followee \{A, C, E\}) with 2 followers (i.e., Bob & Fred in the corresponding list of followers), but no additional social networking page would be followed together with pages A, C & E by these 2 followers. Hence, we backtrack instead.

Note that, when backtracking, it is tempting to update the VI-List structure for \{social networking page A\} a second time to get (i) an updated HI-Counter structure containing only the column sum of followee E (with frequency value 3) after mining \{pages A, C\} and (ii) an updated VI-List structure containing only one followee group/list (namely, followee \{A, E\}) with 3 followers (i.e., Bob, Carol & Fred in the corresponding list of followers). However, no additional social networking page would be frequently followed together with pages A & E by these 3 followers. Hence, when backtracking, we update the top-level VI-List structure. See Table 6.6 for an updated
FoP-structure (especially, an updated VI-List structure).

Table 6.6: An updated FoP-structure for after mining the pages frequently followed together with \{page A\}

<table>
<thead>
<tr>
<th>SocialTable: Followees</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Bob</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Carol</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Don</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Ed</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fred</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

HI-Counter: 4 4 5

<table>
<thead>
<tr>
<th>VI-List: List of followers</th>
</tr>
</thead>
<tbody>
<tr>
<td>{B} Alice, Don, Ed, Fred</td>
</tr>
<tr>
<td>{C} Bob</td>
</tr>
<tr>
<td>{E} Carol</td>
</tr>
</tbody>
</table>

At this point, we have found all interesting “following” patterns containing social networking page A. We apply similar steps to find all interesting “following” patterns containing other social networking pages (e.g., pages B, C, E): \{social networking pages B, C\}, \{social networking pages B, E\}, and \{social networking pages B, C, E\}.

After mining the social networking pages that are frequently followed together with \{page B\}, we once again update the top-level FoP-structure. See Table 6.7 for this updated FoP-structure (especially, an updated VI-List structure). With this updated FoP-structure, we find another interesting “following” pattern \{social networking pages C, E\}.

Note that, after mining the social networking pages frequently followed together with \{page C\}, we do not need to update the top-level FoP-structure because (i) there
Table 6.7: An updated FoP-structure for after mining the pages frequently followed together with \{page B\}

<table>
<thead>
<tr>
<th>SocialTable:</th>
<th>Followees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follower</td>
<td>A</td>
</tr>
<tr>
<td>Alice</td>
<td>0</td>
</tr>
<tr>
<td>Bob</td>
<td>1</td>
</tr>
<tr>
<td>Carol</td>
<td>1</td>
</tr>
<tr>
<td>Don</td>
<td>0</td>
</tr>
<tr>
<td>Ed</td>
<td>1</td>
</tr>
<tr>
<td>Fred</td>
<td>1</td>
</tr>
</tbody>
</table>

| HI-Counter: | 4  | 5  |

<table>
<thead>
<tr>
<th>VI-List:</th>
<th>List of followers</th>
</tr>
</thead>
<tbody>
<tr>
<td>{C}</td>
<td>Bob, Don, Ed, Fred</td>
</tr>
<tr>
<td>{E}</td>
<td>Alice, Carol</td>
</tr>
</tbody>
</table>

would be only one followee group/list (namely, followee \{E\}) with 5 followers (i.e., Alice, Bob, Carol, Don & Fred in the corresponding list of followers), but no additional social networking page would be followed together with page E by these 5 followers. At this time, we have found all 13 interesting “following” patterns from social networks in Section 6.1.2 or 6.1.3.

From this example, we observe the following general properties about the FoP-miner algorithm:

- During the mining process, the contents of the SocialTable remain unchanged. The algorithm just examines relevant rows and columns in the SocialTable. The list of followers in the VI-List structure for a followee (e.g., \{A,B\} in Table 6.2) indicates the relevant rows/followers to be examined (e.g., rows for Ed & Fred in the corresponding FoP-structure for \{social networking pages A, B\} shown in Table 6.3).
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• The number of groups/lists of followees in the VI-List structure is bounded above by $M$, which is the total number of frequent/interesting followees in the HI-Counter structure (e.g., 2 lists of followers for the top-level HI-Counter structure containing 4 frequent followees/column sums in Table 6.1, 3 lists of followers for the HI-Counter structure for {social networking page A} containing 3 frequent followees/column sums in Table 6.2).

• When the number of frequent/interesting followees in the HI-Counter structure drops to 1, the algorithm does not need to construct a VI-List structure. For example, when the HI-Counter structure for {social networking page A, C} containing only 1 frequent followee/column sum E in Table 6.5, the algorithm does not construct any VI-List structure because no additional social networking page could be followed together with pages A, C & E. As another example, when the HI-Counter structure for {social networking page A, B} contains only 1 frequent followee/column sum C (E is infrequent) in Table 6.3, the algorithm does not construct any VI-List structure because no additional social networking page would be frequently followed together with pages A, B & C.

6.3 The ParFoP-miner Framework

The ParFoP-miner Framework, as its name suggests, applies parallel computing. Recall from Section 4.1, PB-mine (the parallel version of B-mine) can distribute mining jobs to different processors because of the data independency of the B-table in the original B-mine. In this section, we see how this approach can be adapted to
my social network mining problem using an example social network.

The key idea of my ParFoP-miner framework can be described as follows. Based on the top-level SocialTable, the algorithm extracts from the social network the information relevant to each followee (or social networking page) and passes the information to available processors. Each processor then mines interesting “following” patterns from this information in parallel. To make this happen, the algorithm extracts the information from the social network in such a way that the mining can be performed independently (i.e., one processor does not need to wait for results from another processor to start the mining). Specifically, based on the top-level SocialTable, each processor computes an \( \{x\} \)-projected SocialTable, which contains all followers of followee \( \{x\} \), for every frequent/interesting followee \( \{x\} \). From the \( \{x\} \)-projected SocialTable, interesting “following” patterns are then mined in a similar fashion as that by the serial counterpart (i.e., FoP-miner algorithm). As a preview, my ParFoP-miner extracts from the social network and passes (i) the information relevant to followee \( \{A\} \) (i.e., rows about followers Bob, Carol, Ed and Fred) to processor 1, (ii) the information relevant to followee \( \{B\} \) (i.e., rows about followers Alice, Don, Ed and Fred) to processor 2, and (iii) the information relevant to followee \( \{C\} \) (i.e., rows about followers Bob, Don, Ed and Fred) to processor 3.

Section 6.3.1 shows a FoP-structure with this ParVI-List structure for the parallel social network mining problem, and Section 6.3.2 illustrates how my parallel social network mining framework discovers all interesting “following” patterns from social networks.
6.3.1 Example of the FoP-structure for Parallel Social Network Mining

The social network example described in Sections 6.1.2 and 6.1.3 can be represented by a FoP-structure, as shown in Table 6.8. While the SocialTable and HI-Counter structure are identical to that shown in Table 6.1, the ParVI-List structure here is different from the VI-List structure in Table 6.1. Recall that the VI-List structure for serial mining was constructed based on the first occurrences of a “1” bit in each row. So, given that the first occurrences of a “1” bit in rows for Alice & Don are in column B, the VI-List structure contains information that the social networking page B is followed Alice & Don. Such a row in the VI-List structure is updated after mining those pages frequently followed together with \{A\} to become that shown in Table 6.6. This table showed that (i) \{B\} is followed by Alice, Don, Ed & Fred, and (ii) \{C\} is followed by Bob. The latter is again updated after mining those pages frequently followed together with \{B\} to become that shown in Table 6.7. It showed that \{C\} is followed by Bob, Don, Ed & Fred.

Note that all this information is captured by ParVI-List structure without any need of updates. The reason is that the ParVI-List structure for parallel mining is constructed based on all occurrences (instead of just the first occurrence) of a “1” bit in each row.
6.3.2 Example of the Parallel Mining Algorithm ParFoP-miner

To illustrate my parallel social network mining process, let us continue with the FoP-structure (shown in Table 6.8). Let the user-specified frequency threshold be 2, meaning that groups/lists of social networking pages in the resulting “following” patterns must be followed by at least 2 social entities/followers in order to be considered frequent or interesting. With this setting, columns D and F can be ignored as their column sums in the top-level HI-Counter structure are below the user-specified frequency threshold. On the other hand, based on the column sums in this top-level HI-Counter structure, my mining algorithm found four interesting singleton “following” patterns {social networking page A}, {social networking page B}, {social networking page C},
and \{social networking page E\}.

Processors 1, 2 and 3 then use the top-level ParVI-List structure to extract all relevant rows/followers from the SocialTable to compute projected SocialTables for followees \{A\}, \{B\} and \{C\}, from which their corresponding HI-Counter and VI-List structures are constructed as shown in Table 6.9 and Table 6.10. Note that the ParVI-List structure is only constructed for the top-level. In all subsequent levels, the usual VI-List structures can be used unless the projected SocialTable for such a level is further parallelized (say, for load balancing). Moreover, each processor only considers those relevant rows and columns, where relevant rows are indicated by the top-level ParVI-List structure. For instance, Processor 1, which computes the projected SocialTable for followee \{A\}, considers only columns B, C & E (as D & F are infrequent/uninteresting) in rows for followers Bob, Carol, Ed and Fred. Similarly, Processor 2, which computes the projected SocialTable for followee \{B\}, considers only columns C & E in rows for followers Alice, Don, Ed and Fred. Processor 3, which computes the projected SocialTable for followee \{C\}, considers only column E in rows for followers Bob, Don, Ed and Fred. Note that no processor is needed to compute the projected SocialTable for followee \{E\} because no additional social networking page could be frequently followed together with page E.

Once each processor computes its SocialTable, the corresponding HI-Counter and VI-List structures can be easily constructed in the same way as FoP-miner. Based on these new HI-Counter structures, Processor 1 finds three interesting “following” patterns in terms of pairs of frequently followed pages (namely, \{social networking pages A, B\}, \{social networking pages A, C\} and \{social networking pages A, E\}).
Table 6.9: SocialTables and HI-Counter structures for domain items \{A\}, \{B\} and \{C\}

<table>
<thead>
<tr>
<th>SocialTable for {A}: (Followees)</th>
<th>B</th>
<th>C</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bob</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Carol</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ed</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fred</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

HI-Counter for \{A\}: 2 3 3

<table>
<thead>
<tr>
<th>SocialTable for {B}: (Followees)</th>
<th>C</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Don</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ed</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fred</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

HI-Counter for \{B\}: 3 3

<table>
<thead>
<tr>
<th>SocialTable for {C}: (Followees)</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bob</td>
<td>1</td>
</tr>
<tr>
<td>Don</td>
<td>1</td>
</tr>
<tr>
<td>Ed</td>
<td>0</td>
</tr>
<tr>
<td>Fred</td>
<td>1</td>
</tr>
</tbody>
</table>

HI-Counter for \{C\}: 3

Processor 2 finds two interesting “following” patterns (namely, \{social networking pages B, C\} and \{social networking pages B, E\}); Processor 3 finds an interesting “following” pattern (namely, \{social networking pages C, E\}). Based on the VI-List structures, Processor 1 computes SocialTable for \{A, B\} to find an interesting “following” pattern \{social networking pages A, B, C\}. Afterwards, Processor 1 updates the VI-List structure for \{A\} by adding Ed & Fred as followers to \{A, C\}.
Table 6.10: VI-List structures for domain items \{A\}, \{B\} and \{C\}

<table>
<thead>
<tr>
<th>VI-List for {A}:</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Followee</td>
<td>Followers</td>
<td></td>
</tr>
<tr>
<td>{A, B}</td>
<td>Ed, Fred</td>
<td></td>
</tr>
<tr>
<td>{A, C}</td>
<td>Bob</td>
<td></td>
</tr>
<tr>
<td>{A, E}</td>
<td>Carol</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VI-List for {B}:</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Followee</td>
<td>Followers</td>
<td></td>
</tr>
<tr>
<td>{B, C}</td>
<td>Don, Ed, Fred</td>
<td></td>
</tr>
<tr>
<td>{B, E}</td>
<td>Alice</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VI-List for {C}:</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Followee</td>
<td>Followers</td>
<td></td>
</tr>
<tr>
<td>{C, E}</td>
<td>Bob, Don, Fred</td>
<td></td>
</tr>
</tbody>
</table>

and computes SocialTable for \{A, C\} to find interesting “following” pattern \{social networking pages A, C, E\}. Similarly, Processor 2 computes SocialTable for \{B, C\} to find \{social networking pages B, C, E\} as the 13th interesting “following” pattern.

Note that, in the above illustrative example, our ParFoP-miner used 3 processors (for followees/social networking pages \{A\}, \{B\} and \{C\}) because there are only $3 + 1 = 4$ frequent/interesting followees. With 4 frequent/interesting followees (\{A\}, \{B\}, \{C\} and \{E\}), we do not need a processor for the last followee (e.g., \{E\}) as no additional followee could be frequently followed together with \{E\}. In general, for $K$ frequent/interesting followees, ParFoP-miner requires only $K - 1$ processors. If there are surplus of available processors, ParFoP-miner can further parallelize some projected SocialTable to take advantages of extra processors. On the other hand, if there is a shortage of available processors, ParFoP-miner can merge relevant rows/followers for multiple followees/social networking pages.
6.4 The BigFoP Framework

FoP-miner is a framework that applies the MRB-mine algorithm to mining “following” patterns from a social network. The MRB-mine algorithm has been introduced in Section 4.2. In this section, I will walk through this framework by using the following social network dataset as shown in Figure 6.1.

As expected, the first step is to convert Figure 6.1 in to a bit-map representation as shown in Table 6.11, that the MRB-mine can be applied to.

<table>
<thead>
<tr>
<th>Follower</th>
<th>Alice</th>
<th>Bob</th>
<th>Carol</th>
<th>Don</th>
<th>Ed</th>
<th>Fred</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Bob</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Carol</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Don</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Ed</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fred</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

6.4.1 The First Set of Map-Reduce Functions in BigFoP

Abstractly, BigFoP first applies a map function to each edge as follows:

\[
\text{map}_1: \langle \text{edge ID, “following” relationship captured by the edge} \rangle \\
\longrightarrow \langle \text{follower, individual followee} \rangle, \quad (6.1)
\]

in which the master node reads and divides the social network data into partitions. Specifically, the map\(_1\) function can be specified as follows:
for each edge \( e = \langle \text{follower, followee} \rangle \in E \) in social network \( G = (V, E) \) do

\[ \text{emit} \langle \text{follower, followee, 1} \rangle. \]

This map function is applied to each edge \( e = \langle \text{follower, followee} \rangle \in E \) in the social network represented by \( G = (V, E) \), and results in a list of \( \langle \text{follower, followee, 1} \rangle \) capturing all existing “following” relationships (between followers and followees) in the social network. See Example 6.1.

**Example 6.1** After applying the map function to the example social network dataset in Figure 6.1, the BigFoP framework returns a list containing \( \langle \text{Alice, B, 1} \rangle, \langle \text{Alice, E, 1} \rangle, \langle \text{Bob, A, 1} \rangle, \langle \text{Bob, C, 1} \rangle, \langle \text{Bob, E, 1} \rangle, \langle \text{Carol, A, 1} \rangle, \langle \text{Carol, E, 1} \rangle, \langle \text{Don, B, 1} \rangle, \langle \text{Don, C, 1} \rangle, \langle \text{Don, E, 1} \rangle, \langle \text{Ed, A, 1} \rangle, \langle \text{Ed, B, 1} \rangle, \langle \text{Ed, C, 1} \rangle, \langle \text{Ed, D, 1} \rangle, \langle \text{Fred, A, 1} \rangle, \langle \text{Fred, B, 1} \rangle, \langle \text{Fred, C, 1} \rangle, \text{and } \langle \text{Fred, E, 1} \rangle. \]

Afterwards, BigFoP applies a reduce function to group and count the number of followers for each followee, as well as to list these followers for each followee. More specifically, \( \langle \text{follower, followee, 1} \rangle \) pairs from the map function are shuffled and sorted. Each processor then executes the reduce function on the shuffled and sorted pairs to count the number of followers and list them for each followee. To speed up this big social network data mining process, BigFoP also allows users to specify the interestingness of groups of social entities by a frequency threshold. Here, the users can indicate the minimum number of followers for a group of followees so that the group can be considered interesting. By incorporating this user preference, BigFoP returns (i) a list of followers only for those popular followees (i.e., followees who are frequently followed by at least the minimum number of followers) and (ii) the count
for each followee. In other words, BigFoP applies the following reduce function:

\[
\text{reduce}_1: \langle\text{followee}, \text{list of followers}\rangle \\
\rightarrow \text{list of } \langle\text{interesting followee, follower information}\rangle,
\]

(6.2)

with a detailed definition as follows:

\begin{verbatim}
for each followee ∈ ⟨_, followee, _⟩ emitted by map₁ do
  set counter[followee] = 0;
  set list[followee] = {};
  for each follower ∈ ⟨follower, followee, 1⟩ emitted by map₁ do
    counter[followee] = counter[followee] + 1;
    list[followee] = list[followee] ∪ {follower};
    if counter[followee] ≥ user-specified min frequency threshold
      then emit ⟨followee, counter[followee], list[followee]⟩.
\end{verbatim}

This results in (i) a list of followers and (ii) its count for each interesting/popular followee. See Example 6.2.

Example 6.2 Continue with Example 6.1. BigFoP applies the reduce₁ function with user-specified minimum frequency threshold of 2 followers and returns ⟨A, 4, {Bob, Carol, Ed, Fred}⟩, ⟨B, 4, {Alice, Don, Ed, Fred}⟩, ⟨C, 4, {Bob, Don, Ed, Fred}⟩, and ⟨E, 5, {Alice, Bob, Carol, Don, Fred}⟩. Note that BigFoP does not return the lists for followees D or F because their corresponding counters were low (D and F were followed by only 1 and 0 followers, respectively).

To summarize, after applying the first set of map₁ and reduce₁ functions, BigFoP
has so far discovered four interesting “following” patterns—in the form of individual frequently followed social entities—namely, \{A\}, \{B\}, \{C\} and \{E\}, who are followed by 4, 4, 4 and 5 followers respectively. Each of these four individual followees is, naturally, followed by at least 2 followers (the user-specified minimum frequency threshold). ■

6.4.2 The Second Set of Map-Reduce Functions in BigFoP

Thereafter, BigFoP applies the next set of map and reduce functions to mine interesting “following” patterns in the form of pairs of frequently followed social entities based on the results from the first set of map_1 and reduce_1 functions. For instance, knowing that D and E are unpopular individual followees, it is guaranteed that any pairs containing followee D or E is also unpopular. By making use of this knowledge, the search space for mining interesting “following” patterns can then be pruned effectively. Specifically, the map_2 function, which returns \(\langle \text{follower}, \{p\} \cup \{\text{followee}\}, 1 \rangle\) for every follower in the follower list of each popular/interesting individual followee \(p\), can be specified as follows:

\[
\text{map}_2: \ (\text{interesting followee } p, \text{its follower information}) \rightarrow \langle \text{follower, followee pair} \rangle,
\]

with a detailed definition as follows:

\[
\text{for each } p \in \langle p, \_ , \text{list}[p]\rangle \text{ emitted by reduce}_1 \text{ do}
\]

\[
\text{for each } \text{follower } \in \text{list}[p] \text{ do}
\]
for each \((\text{follower}, \text{followee}) \in E\) of social network \(G=(V, E)\) do

if isRelevant(followee, \(p\))

then emit \((\text{follower}, \{p\} \cup \{\text{followee}\}, 1)\).

Here, isRelevant(followee, \(p\)) is a Boolean function checking the relevance (e.g., consistency to the mining order) of followee with respect to \(p\). This results in lists of \((\text{follower}, \text{followee}, 1)\), and a list for each popular individual followee \(p\) returned by the reduce\(_1\) function. See Example 6.3.

Example 6.3 Continue with Example 6.2. Recall that the first set of map\(_1\) and reduce\(_1\) functions returns four popular followees A, B, C and E. So, for popular followee A (followed by four followers Bob, Carol, Ed & Fred), the map\(_2\) function emits all relevant followees of these four followers: \((\text{Bob, AC, 1})\), \((\text{Bob, AE, 1})\), \((\text{Carol, AE, 1})\), \((\text{Ed, AB, 1})\), \((\text{Ed, AC, 1})\), \((\text{Fred, AB, 1})\), \((\text{Fred, AC, 1})\), and \((\text{Fred, AE, 1})\).

Note that (i) followees of Alice are not emitted (because it is not meaningful for Alice to follow himself), (ii) followees of Don are not emitted (because Don does not follow A), (iii) four relationships of the form \((_, A, 1)\) (e.g., \((\text{Bob, A, 1})\)) are irrelevant with respect to \(p=A\) (because we already knew these four followers are following single individual followee A when we started this map\(_2\) function & we aimed to find followers who follow pairs of followees), and (iv) \((\text{Ed, AD, 1})\) is also irrelevant (because followee D is unpopular).

Similarly, for popular followee B (followed by four followers Alice, Don, Ed & Fred), the map\(_2\) function emits all relevant followees of these four followers: \{\((\text{Alice, BE, 1})\), \((\text{Don, BC, 1})\), \((\text{Don, BE, 1})\), \((\text{Ed, BC, 1})\), \((\text{Fred, BC, 1})\), \((\text{Fred, BE, 1})\}\).

Note that (i) followees of Bob are not emitted (because it is not meaningful for Bob to
follow himself), (ii) followees of Carol are not emitted (because Carol does not follow B), (iii) four relationships of the form \((\_ , B , 1)\) (e.g., \((\text{Don} , B , 1)\)) are irrelevant with respect to \(p=B\) (because we already knew these four followers are following single individual followee B when we started this map\(_2\) function and we aimed to find followers who follow pairs of followees), and (iv) \((\text{Ed} , BD , 1)\) is also irrelevant (because followee D is unpopular). More important to note is that (v) relationships in the form \((\_ , AB , 1)\) (e.g., \((\text{Ed} , AB , 1)\), \((\text{Fred} , AB , 1)\)) are irrelevant with respect to \(p=B\) (because these relationships are already processed by the map\(_2\) function).

Then, for popular followee C (followed by four followers Bob, Don, Ed & Fred), the map\(_2\) function emits all relevant followees of these four followers: \{\((\text{Bob} , CE , 1)\), \((\text{Don} , CE , 1)\), \((\text{Fred} , CE , 1)\)\}.

Finally, for popular followee E (followed by five followers Alice, Bob, Carol, Don & Fred), the map\(_2\) function does not emit any followee because there is no relevant followee for these five followers. ■

Similar to reduce\(_1\), the reduce\(_2\) function shuffles and sorts \{follower, \(\{p\} \cup \{\text{relevant followee}\}\), 1\} to find and count followers for each followee pair \(P = (\{p\} \cup \{\text{relevant followee}\})\) as follows:

\[
\text{reduce\(_2\)}: \quad \langle \text{followee pair}, \text{list of common followers} \rangle \\
\rightarrow \text{list of } \langle \text{interesting followee pair}, \text{follower information} \rangle, \quad (6.4)
\]

with a detailed definition as follows:

\[\text{for each } P \in \langle \_ , \text{followee group } P , \_ \rangle \text{ emitted by map\(_2\) do}\]
set counter[P] = 0;
set list[P] = {};
for each follower ∈ ⟨follower, P, 1⟩ emitted by map2 do
    counter[P] = counter[P] + 1;
    list[P] = list[P] ∪ {follower};
    if counter[P] ≥ user-specified min frequency threshold
    then emit ⟨P, counter[P], list[P]⟩.

This results in (i) a list of followers and (ii) its count for each interesting/popular followee pair P.

Example 6.4 Continue with Example 6.3. BigFoP applies the reduce2 function with user-specified minimum frequency threshold = 2 followers and returns ⟨AB, 2, {Ed, Fred}⟩, ⟨AC, 3, {Bob, Ed, Fred}⟩, ⟨AE, 3, {Bob, Carol, Fred}⟩, ⟨BC, 3, {Don, Ed, Fred}⟩, ⟨BE, 3, {Alice, Don, Fred}⟩, and ⟨CE, 3, {Bob, Don, Fred}⟩. In other words, after applying this second set of map2 and reduce2 functions, BigFoP framework discovered six interesting “following” patterns—in the form of pairs of frequently followed social entities—namely, {A,B}, {A,C}, {A,E}, {B,C}, {B,E} and {C, E}, that are followed by 2, 3, 3, 3 and 3 followers, respectively. Of course, each of these six followee pairs is followed by at least 2 followers (the user-specified minimum frequency threshold). ■

6.4.3 Subsequent Sets of Map-Reduce Functions in BigFoP

So far, BigFoP has found interesting “following” patterns in the form of (i) individual frequently followed social entities as well as (ii) pairs of frequently followed
social entities. BigFoP then applies similar sets of map and reduce functions to find triplets, quadruplets, quintuplets and higher (i.e., \(k\)-tuplets for \(k \geq 3\)) of frequently followed social entities:

\[
\text{map}_{k \geq 3}: \quad \langle \text{interesting followee } (k-1)\text{-tuplet } P, \text{ its follower information} \rangle \\
\mapsto \langle \text{follower, followee } k\text{-tuplet} \rangle,
\]

(6.5)

with a detailed definition as follows:

\begin{verbatim}
for each \( P \in \langle P, \sim, \text{list}[P] \rangle \) emitted by reduce\(_{k-1}\) do

for each follower \( \in \text{list}[P] \) do

for each \( \langle \text{follower, followee} \rangle \in E \text{ of social network } G=(V; E) \) do

if isRelevant(followee, \( P \))

then emit \( \langle \text{follower, } P \cup \{\text{followee}\}, 1 \rangle \).

\end{verbatim}

Again, isRelevant(followee, \( P \)) is a Boolean function checking the relevance (e.g., consistence to the mining order) of followee with respect to \( P \). Since reduce\(_2\) can be considered as an instance of the reduce\(_{k \geq 2}\) function, the latter can be defined in a way very similar to that for reduce\(_2\) as shown below:

\[
\text{reduce}_{k \geq 2}: \quad \langle \text{followee group, list of common followers} \rangle \\
\mapsto \text{list of } \langle \text{interesting followee group, follower information} \rangle,
\]

(6.6)

with a detailed definition as follows:

\begin{verbatim}
for each \( P \in \langle \sim, \text{followee group } P, \sim \rangle \) emitted by map\(_{k-1}\) do

\end{verbatim}
set counter\[P\] = 0;

set list\[P\] = \{\};

for each follower $\in$ ⟨follower, $P$, 1⟩ emitted by map$_{k-1}$ do

    counter\[P\] = counter\[P\] + 1;

    list\[P\] = list\[P\] $\cup$ \{follower\};

    if counter\[P\] $\geq$ user-specified min frequency threshold

    then emit ⟨$P$, counter\[P\], list\[P\]⟩.

This results in (i) a list of followers and (ii) its count for each interesting/popular followee group $P$. See Example 6.5.

**Example 6.5** Continue with Example 6.4. For popular followee group AB (followed by two followers Ed & Fred), the map$_3$ function emits three relevant followees: \{⟨Ed, ABC, 1⟩, ⟨Fred, ABC, 1⟩, ⟨Fred, ABE, 1⟩\}. Then, for popular followee group AC (followed by three followers Bob, Ed & Fred), the map$_3$ function emits two relevant followees: \{⟨Bob, ACE, 1⟩, ⟨Fred, ACE, 1⟩\}. Similarly, for popular followee group BC (followed by three followers Don, Ed & Fred), the map$_3$ function emits two relevant followees: \{⟨Don, BCE, 1⟩, ⟨Fred, BCE, 1⟩\}.

Afterwards, by applying the reduce$_3$ function, BigFoP discovers the following three interesting “following” patterns \{A, B, C\}, \{A, C, E\} and \{B, C, E\} with their associated lists and number of followees as ⟨ABC, 2, \{Ed, Fred\}⟩, ⟨ACE, 2, \{Bob, Fred\}⟩, and ⟨BCE, 2, \{Don, Fred\}⟩.

Based on the results returned by the reduce$_3$ function, BigFoP applies map$_4$ but returns nothing because there is no relevant quadruplet of frequently followed social entities. This completes the mining process for interesting “following” patterns from
our illustrative example social network. Note that key concepts and steps illustrated in this example are applicable to any big social network.

6.5 The EFoP-miner Framework

In my EFoP-miner framework, I apply EB-mine to discover frequent “following” patterns from social networks. Recall from Chapter 5, the data structure of EB-mine contains three main structures: Compressed B-table, HI-Counter and VI-List structures. Here, in the EFOP-miner Framework, the Compressed B-table become the Compressed SocialTable, the HI-Counter structure stays the same, and the VI-List structure become UserList. These structures are explained as follows:

1. a **Compressed SocialTable** $T$, which is the main bitmap based structure, in which each row-represented by a compressed bit vector-contains information about one particular user (a follower and its followees) in a social network;

2. an **HI-Counter** (Horizontal Index Counter) vector of level $k$ (where $k$ is the cardinality of the discovered “following” patterns), which is an index counter list stored as a vector; and

3. a **UserList** (or VI-List) structure of level $k$. For each relevant followee $u$ in the current level $k$, the bit $u$ is set to 1. Otherwise, it is set to 0. As we have observed earlier the adapted WAH-compressed bitmaps allow for efficient traversal of all bits set to 1. For all intents and purposes, this data structure behaves like a list, but with the memory footprint of a compressed bit vector.
This enables us to efficiently extract relevant users in a large social network without the need to check if they belong in the current projected data-base.

Let us consider an example social network with 930 social networking pages that can be followed, and we are analyzing the following information for 6 users (as a small example for the purpose of illustration).

To discover “following” patterns, we scan the interesting portion of a social network and create our bitwise table, a set of bit vectors for each social entity representing which of many followees they follow. We can also fill in the corresponding column sum. See Figure 6.2.

```
<table>
<thead>
<tr>
<th>followers</th>
<th>followees</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 ... 15 ... 40 ... 50 ... 92 ... 646</td>
</tr>
<tr>
<td>Alice</td>
<td>0 1 0 0 1 0</td>
</tr>
<tr>
<td>Bob</td>
<td>1 0 1 0 1 0</td>
</tr>
<tr>
<td>Carol</td>
<td>1 0 0 0 1 0</td>
</tr>
<tr>
<td>Don</td>
<td>0 1 1 0 1 0</td>
</tr>
<tr>
<td>Ed</td>
<td>1 1 1 1 0 0</td>
</tr>
<tr>
<td>Fred</td>
<td>1 1 1 0 1 0</td>
</tr>
</tbody>
</table>
```

Figure 6.2: The Original SocialTable

First, we scan through the dataset and create the bitwise table, a set of bit vectors for each of the social entities representing which of 930 social networking pages they follow. We then compress each bit vector in the table. When adapting the WAH-compression scheme, we split bit vectors into 31-bit words to store the information. See Figure 6.3.

In cases where vectors are not 31-bits, we pad them with 0s.
Note that we only need to store a total of seventeen 32-bit words (i.e., 544 bits) instead of $6 \times 930$ bits = 5580 bits for all six social entities with a total of 930 social networking pages in the domain. In other words, our compressed bit vectors consume far less memory compared with the uncompressed counterparts. Moreover, the compressed bit vector eliminates problems associated with data sparsity. Recall that, by using CLZ and CTZ instructions, we can compute the bit position for easy random access.

Then, for each row $r$ of this compressed SocialTable, we create a top-level userList. Specifically, we record the “row cutting index” (i.e., the column index for the first occurrence of a “1” bit in row $r$) in the userList. In Figure 6.4, the column sum is a vector that stores the count of “1”s in each column of the SocialTable. For example, the number of “1”s in column 2 (for social networking page 15) of column sum is 4, which means that four social entities are following page 15. Notice that followees 50
and 646 had frequency support values of 1 and 0 (i.e., less than user specified minsup of 2) in the level-0 SocialTable, they are not further considered (i.e., all entries in binary columns 50 and 646 can be ignored).

\[
\begin{array}{c|c|c|c}
\text{Col. 0} & \text{6C}_{(16)} = 0110\ 1100_{(2)} & \text{Rows 2, 3, 5, 6 (Bob, Carol, Ed, Fred)} \\
\text{Col. 15} & \text{90}_{(16)} = 1001\ 0000_{(2)} & \text{Rows 1, 4 (Alice, Don)}
\end{array}
\]

Figure 6.4: UserList for Level 0

The UserList, on the other hand, contains several rows of social entities first appearance. For example, in Figure 6.4, the UserList captures the information: (i) rows 2, 3, 5 and 6 (representing four followers Bob, Carol, Ed and Fred) contain lists of social entities that start with page 15; (ii) rows 1 and 4 (representing two followers Alice and Don) contain lists of social entities that start with page 15.

The social network mining process starts from the first row of the top-level UserList as shown in Figure 6.4. By using the “column cutting index” and “row cutting indices”, we can “cut” the SocialTable into a smaller piece (as shown in Figure 6.5), to which the mining process for discovering frequent “followed” groups with prefix “page 0” can be applied. As shown in Figure 6.5, the original SocialTable is cut into the smaller section in the right hand side, named level-1 SocialTable.

Then, the next step is to construct a level 1-column sum and level 1-VI-List structure from the level-1 SocialTable. As shown in Fig. 5, the newly constructed level-1 HI-Counter structure records all the column counts of the level-1 SocialTable. These counts are frequency support values of all followed patterns with prefix “page 0”. In this example, as we proceed to this step, we have frequency support values for “followed” patterns: \{social networking pages 0, 15\}: 2” (which represent social
After constructing the level-1 HI-Counter structure, we then construct the level-1 VI-List. See Figure 6.6, which shows the level-1 VI-List structure that contains three rows.

<table>
<thead>
<tr>
<th>Column 15: Page 0, 15</th>
<th>Column 40: Page 0, 40</th>
<th>Column 92: Page 0, 92</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{(16)} = 0000 1100_{(2)} )</td>
<td>( 40_{(16)} = 0100 0000_{(2)} )</td>
<td>( 20_{(16)} = 0010 0000_{(2)} )</td>
</tr>
<tr>
<td>Rows 5 6 (Ed, Fred)</td>
<td>Rows 2 (Bob)</td>
<td>Rows 3 (Carol)</td>
</tr>
</tbody>
</table>

Based on this level-1 VI-List structure, we learn that we can construct a level-2 SocialTable (for \{pages 0, 15\}) and its associated level-2 HI-Counter structure, and level 1+2-VI-List structure. Then, our algorithm returns the result (“\{pages 0, 15, 40\}: 2”), which represents that group \{pages 0, 15, 40\} are followed by two social entities. At this point, we observe that no more frequent result can be mined from the remainder of the level-2 SocialTable for \{pages 0, 15\}. Therefore, the recursive process backtracks to the previous level. Afterwards, the algorithm checks if the
previous VI-List structure has more rows. If no, the algorithm returns. If yes, the algorithm checks if all other rows in the previous VI-List structure have the same “cutting column index” as the current VI-List rows have. If yes, update the new row in previous VI-List structure. Consider the example to illustrate this process in detail. After processing the first row of level-1 VI-List structure, there are two more rows remaining in the level-1 VI-List structure. Notice that, the cutting column index in the level-1 VI-List[1] is the same as in the level-2 VI-List[0], therefore we need to update the level-1 VI-List[1]. After that, the algorithm continues with the new level 1-VI-List structure. The result of this step is \{pages 0, 40, 92\} are followed together by only one social entity). As such a group is only followed by one social entity, which is less than the user-specified minsup. Hence, such a group is in-frequent (or not too popular). The algorithm follows the above process. Consequently, we obtain our mining result.

6.6 Summary

In this chapter, I introduced four frameworks FoP-miner, ParFoP-miner, BigFoP, and E FoP-miner, which applied B-mine, PB-mine, MRB-mine, and EB-mine to discover frequent “following” patterns in social networks (where frequent “following” patterns are defined in Section 2.3). As one of the most important parts of this thesis, these frameworks applies my algorithms to real-life applications. The evaluation of these frameworks will be presented in Chapter 7.
Chapter 7

Evaluation

In this chapter, I first present the evaluation results of the B-mine and EB-mine algorithms together in Section 7.1. Moreover, I compare my algorithms (both B-mine and EB-mine) with some existing frequent pattern mining algorithms in terms of both runtime and memory usage. Then, in Section 7.2, I present evaluations for both PB-mine (Parallel B-mine) and MRB-mine (MapReduce-based B-mine) as the ParFoP-miner framework and BigFoP framework for social network mining.

7.1 B-mine and EB-mine Evaluation

7.1.1 Analytical Evaluation

In terms of analytical evaluation, I analyze the memory space consumption of B-mine when compared with related works (i.e., FP-growth algorithm \[ \text{HPY00} \]). Recall from Chapter 2 that FP-growth is a tree-based divide-and-conquer approach to mine frequent patterns from shopper market basket datasets. The algorithm first builds a
top-level FP-tree to capture important contents of the dataset in the FP-tree. The number of tree nodes is theoretically bounded above by the number of occurrences of all items (say, $O(N_{occurrence})$) in the dataset. Practically, due to tree path sharing, the number of tree nodes (say, $O(N_{tree}) < O(N_{occurrence})$) is usually smaller than the upper bound. However, during the mining process, multiple smaller sub-trees need to be constructed. Specifically, for a top-level FP-tree with depth $d$, it is not unusual for $O(d)$ sub-trees to coexist with the top-level tree, for a total of $O(d \times N_{tree})$ nodes. In contrast, on the surface, my B-table may appear to take up more space (due to the lack of tree path sharing). The B-table contains $O(N_{occurrence})$ entries. However, it is important to note that each entry in my B-table is just a single bit, instead of an integer for an item ID. In other words, the B-table requires $\frac{O(N_{occurrence})}{8}$ bytes of space. Moreover, unlike FP-growth, we do not need to build any additional copies of the B-table because the same B-table is used throughout the entire mining process. Thus, our B-table requires $\frac{O(N_{occurrence})}{8} \ll O(d \times N_{tree})$ bytes in FP-growth.

Recall from Chapter 3, the data structures used by B-mine consists of three parts: (i) a B-table, (ii) an HI-counter, and (iii) a VI-list. In the above analysis, I focused on B-table. How about VI-lists and HI-counters? For any frequent patterns of length $k$ (i.e., groups of $k$ frequently appearing items), we need to create $O(k)$ VI-lists and HI-counters. Note that FP-growth also creates $O(k)$ header tables for the $O(k)$ sub-trees. In other words, the amount of space required by VI-lists and HI-counters is the same to that by header tables. However, the size of each VI-list structure and HI-counter structure, together, are much less than sub-tree that constructed by FP-Growth algorithm at any recursion level. Moreover, the B-table requires much
less space than all FP-trees. Overall, the data structures of B-mine consume less memory space than FP-trees & their associated header tables (used in the FP-growth algorithm). Our data structure of B-mine is a space-efficient data structure. For instance, when using the SNAP ego-Facebook dataset (described in the next section), the amount of memory space consumed by the data structures of B-mine is about 29% of that consumed by FP-trees & their associated header tables used in the FP-growth algorithm. Similarly, the amount of memory space consumed by the data structures of B-mine used in B-mine is about 16% of that consumed by FP-trees & their associated header tables used in the FP-growth algorithm.

Recall from Chapter 5 that, compare with B-mine, EB-mine enhanced the algorithm by applying the compression on the B-table. Analytically, EB-mine finds the index of the previous or next “1” bit in O(1) (cf. O(n) where n is the size of bit vector in the uncompressed binary vectors using in B-mine). Similarly, EB-mine finds the value of all bits (i.e., traversal) in O(1) due to random access functions (cf. O(n) in B-mine). Moreover, our solution applies bitwise AND, OR, NOT operations on only $j$ adapted WAH-compressed words, whereas B-mine applies more often (e.g., $n/32 \gg j$ words). Which, leads to the conclusion that EB-mine perform even better than B-mine in both runtime and memory consumption. In the next several sections, I do an empirical evaluation to see if this analytical evaluation is correct.

7.1.2 Empirical Evaluation

In terms of empirical evaluation, I compare the performance of our B-mine and EB-mine algorithms with four existing classic frequent pattern mining algorithms:
FP-growth [HPY00], H-mine [PHL+01], VIPER [SHS+00], and Eclat [Zak00]. For datasets, I used (i) synthetic datasets, which are generally sparse and are generated by the IBM Quest synthetic data generator [AS92], and (ii) Retail real-life dataset [BSVW99] from the Frequent Itemset Mining Dataset Repository (http://fimi.ua.ac.be/data/).

All experiments were run in a time-sharing environment in a 1 GHz machine. I ran the algorithms 10 times, and excluded the runs with maximum and minimum runtimes. Hence, the reported figures are based on the average of 8 runs. Runtime includes CPU and I/O operations; it includes the time for both the construction of the data structure of B-mine and the mining of frequent patterns.

Figures 7.1 and 7.2 show the result on two sparse IBM synthetic datasets (one contains 10K transactions and the other contains 100K transactions) when we vary user-specified frequency threshold values. When the user-specified frequency threshold was low, H-mine and VIPER did not perform very well. Eclat showed its advantages when handling sparse datasets. My B-mine and EB-mine generally performed better than the other four algorithms.

Similarly, Figure 7.3 shows the results on the dense real-life retail dataset [BSVW99] from the Frequent Itemset Mining Dataset Repository. This dataset captures 88,163 transactions on the purchases of 16,470 unique items by 5,133 customers. My B-mine and EB-mine, again, gave the best performance over the other four existing algorithms.
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7.2 PB-mine and MRB-mine Evaluation

7.2.1 PB-mine evaluation in the ParFoP-miner Framework

To handle big data, I introduced PB-mine, as a parallel version of B-mine in Section 4.1. A social network mining framework—ParFoP-miner—was introduced in Section 6.3, which, applies PB-mine to social network for finding “following” patterns.

Figure 7.4 shows the runtime improvement provided by our parallel framework ParFoP-miner (when using only two processors) over our serial algorithm FoP-miner (which applies B-mine to find “following” patterns).

As we can see from Figure 7.4, the parallel method improved the performance.

Figure 7.1: Experimental results on IBM synthetic datasets with 10K transactions.
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Figure 7.2: Experimental results on IBM synthetic datasets with 100K transactions.

The gap between the two algorithms would be bigger if we used more processors in parallel mining.

7.2.2 MRB-mine evaluation in the BigFoP Framework

In Section 6.4, I introduced another framework to discover “following” patterns from social networks database using the BigFoP Framework, in which, MRB-mine (Section 4.2) was applied.

To discover “following” patterns, BigFoP takes advantage of the MapReduce model. The input social data are divided into several partitions (subproblems) and
assigned to different processors. Each processor executes the $\text{map}_k$ and $\text{reduce}_k$ functions (for $k \geq 1$). On the surface, one might worry that lots of communications or exchanges of information are required among processors. Fortunately, due to the divide-and-conquer nature of our big social network data analytics solution of discovering “following” patterns, once the original big social network is partitioned and assigned to each processor (e.g., one processor is assigned the followers of A, another is assigned the followers of B, a third one is assigned the followers of C), each processor handles the assigned data without any reliance on the results from other processors. As observed from the above examples, the processor assigned for the followers of a popular followee can apply the subsequent sets of map and reduce functions on data

Figure 7.3: Experimental results on retail real-life datasets.
Figure 7.4: Experimental results of ParFoP-miner on social network datasets.

emitted by that processor. For example, a processor applies map\textsubscript{1} and reduce\textsubscript{1} to find popular followee A. That processor can then apply map\textsubscript{2} on the data emitted by reduce\textsubscript{1} from that processor to find popular followee group AB (i.e., group containing A). Similarly, the processor applies map\textsubscript{3} on the data emitted by reduce\textsubscript{2} from the same processor to find subsequent popular followee group ABC. Without the need of extra communications and exchanges of data among processors, the BigFoP discovers all interesting “following” patterns more efficiently compare with the non-parallel original version. Moreover, if a partition of the big social network is too big to be handled by a single processor, the BigFoP further sub-divides that partition so that the resulting sub-partitions can be handled by each of multiple processors.

Furthermore, due to the divide-and-conquer nature of our big social network data analytics solution of discovering “following” patterns, the amount of data input for the map\textsubscript{k} and reduce\textsubscript{k} functions monotonically decreases as the size of the popular group of k followees increases. The BigFoP framework discovers all interesting “following”
patterns in a space effective manner.

![Experimental results of BigFoP on social network datasets.](image)

Figure 7.5: Experimental results of BigFoP on social network datasets.

All experiments were run using either (i) a single machine with an Intel Core i7 4-core processor (1.73 GHz) and 8 GB of main memory running a 64-bit Windows 7 operating system, or (ii) the Amazon Elastic Compute Cloud (EC2) cluster—specifically, 11 High-Memory Extra Large (m2.xlarge) computing nodes. I implemented both the existing FoP-miner algorithm and my BigFoP framework in the Java programming language. The stock version of Apache Hadoop 0.20.0 was used. The results shown in Figure 7.5, in which the x-axis shows the user-specified minimum frequency threshold (in percentage of the number of social entities) expressing the interestingness of the mined patterns, are based on the average of multiple runs. Runtime includes CPU and I/Os in the mining process of interesting “following” patterns. In particular, Figure 7.5(a) shows that BigFoP provided a speedup of about 8 times when compared with FoP-miner when mining the SNAP Facebook dataset. Higher speedup is expected when using more processors. Figure 7.5(b) shows a similar
result for the SNAP Twitter dataset.

## 7.2.3 EB-mine evaluation in the EFoP-miner Framework

Recall from Section 6.5, EFoP-miner Framework applies EB-mine for discovering frequent “following” patterns in social networks. In this section I present the evaluation of this framework. As in the previous two sections, I use FoP-miner (which applies the original B-mine algorithm) as a base line for assessing compression.

Recall that analytically, EFoP-miner can find the index of the previous/next 1 bit in $O(1)$ time (cf. $O(n)$ where $n$ is the size of the uncompressed bit vectors used in FoP-Miner). Similarly, our solution finds the value of all bits (i.e., traversal) in $O(1)$ time due to random access functions (See Section 5.1.1) (cf. $O(n)$ in FoP-Miner). Moreover, my solution applies bitwise AND, OR, NOT operations on only $j$ adapted WAH-compressed words, whereas FoP-Miner applies more often (e.g., $n/32 \gg j$ words).

Empirically, I compared the performance of the EFoP-miner framework with FoP-Miner by using the Twitter dataset from the Stanford Large Network Dataset Collection (http://snap.stanford.edu/data/).

For this evaluation, again, all experimental results are based on the average of 10 runs. Runtime includes CPU and I/O (refer to Figure 7.6). The storage savings varies depending on the sparsity of data—we naturally experience larger savings on very sparse datasets with long runs of 0s, or on very dense datasets with large runs of 1s but in the absolute worst case, we will store the same bit vector. We will usually be able to compress at least some part of the bit vector. The WAH-compressed
transactions of our solution also allowed for fast extraction of relevant bits (i.e., those equal to 1), which dramatically improved the process of support counting. Overall, my solution performs faster on sparse datasets such as social network data and consumes significantly less memory.
7.3 Summary

In this chapter, I evaluated all of my proposed algorithms and frameworks. Both B-mine and EB-mine were evaluated by comparing them with existing algorithms. PB-mine and MRB-mine were evaluated based on a real-life problem, namely social network mining using the ParFoP-miner Framework and BigFoP Framework.

The evaluation of B-mine and EB-mine was done together both analytically (Section 7.1.1) and empirically (Section 7.1.2). For analytical evaluation, I analyzed the memory usage of both algorithms against existing work. As the construction of the B-table in B-mine was well designed, the required memory use of B-mine was shown to be less than existing work (e.g., Apriori and FP-growth). Furthermore, by applying compression, EB-mine further decreased the memory usage to be a more space-efficient algorithm. For empirical evaluation, I compared the runtime of both B-mine and EB-mine against four existing algorithms (namely, FP-growth, H-mine, VIPER and Eclat). The evaluation result showed advantages of my algorithms on runtime on different datasets.

For PB-mine and MRB-mine, as they were used in ParFoP-miner Framework and BigFoP Framework for real-life problem (finding frequent “following” patterns in social network mining). They are both evaluated in a more piratical and application approach. By comparing both the runtime and scalability against FoP-miner Framework (which applies B-mine to find frequent “following” patterns), both the ParFoP-miner Framework and the BigFoP Framework showed improvements in terms of runtime.
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Conclusions and Future Work

8.1 Conclusions

As one of the most important research topics in data mining, frequent pattern mining aims to discover implicit, previously unknown, and potentially useful knowledge from data. In the past decades, algorithms such as Apriori, FP-growth, and H-mine have been created. While these algorithms are showing their advantages and benefit data mining research, they also suffer from certain drawbacks/disadvantages.

In this Ph.D. thesis, I first proposed an algorithm, called B-mine, which is able to overcome several existing drawbacks and achieve better performance when compared with existing algorithms. After that, I improved B-mine to be able to handle big data mining. This improvement was done in two different research directions:

1. Parallel and MapReduce, which focused on using parallel environments to handle big volumes of data. Two algorithms were designed as outcomes: PB-mine (Section 4.1) and MRB-mine (Section 4.2)
2. Compression and Enhancement, which focused on compressing the data structure and thereby improving the space efficiency of the mining process. The algorithm EB-mine (Chapter 5) was designed to explore this research direction.

Furthermore, as another important part of my Ph.D. thesis, I applied my proposed algorithms to real-life application—social network mining—to discover frequent “following” patterns. Four frameworks were designed: (1) FoP-miner, (2) ParFoP-miner, (3) BigFoP, and (4) EFoP-miner using each of the four created algorithms.

For evaluation, I conducted both analytical and empirical evaluations. Compared with existing algorithms (e.g., FP-growth, H-mine, etc.) my B-mine algorithm, as a fundamental algorithm of this thesis, is able to achieve better performance. Furthermore, I compared with my original B-mine algorithm, the evaluation results for PB-mine, MRB-mine and EB-mine to show their improvements considering different research components (i.e., Parallel computing, MapReduce, WAH data compression).

Recall that in Section 1.2, I asked several questions about this research. In this thesis, I provided answers for all of them:

1. *Can we overcome these existing drawbacks (e.g., high I/O cost, sub-tree structure construction, constant hyperlinks updates) and achieve better performance?*

   Yes, my proposed B-mine algorithm and a family of algorithms extended from B-mine presented in this Ph.D. thesis can overcome these drawbacks, and the evaluation showed that my B-mine algorithm can achieve a better performance.

2. *How to design a new data structure and a corresponding algorithm that will help us improve the performance?*
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The B-mine algorithm consists of three main data structures: (1) B-table, (2) HI-Counter, and (3) VI-List. Details of these data structures were introduced in Chapter 3.

3. Will the new algorithm applicable for big data mining?

Yes, B-mine algorithm presented in Chapter 3 is very suitable for big data mining for two reasons: (1) B-table is suitable for both parallel computing and MapReduce because of the data independency, and (2) the bitmap structure B-table is very suitable for data compression.

4. What modifications to the new algorithm are needed for processing large volumes of data?

Some adjustments on the data structure of B-mine algorithm (e.g., B-table, VI-lists, and HI-counters) are required when we apply parallel computing, MapReduce and data compression. More details were introduced in Chapter 4 and Chapter 5.

5. Can parallel/MapReduce be applied to the new algorithm?

Yes, parallel/MapReduce can be applied to my B-mine algorithm. The resulting algorithms PB-mine and MRB-mine was introduced in Chapter 4. Yes, they can. Two corresponding algorithms were designed, they are: PB-mine, and MRB-mine (Chapter 4).

6. Can data compression be applied to the new algorithm?

Yes, data compression can be applied to my B-mine algorithm. The resulting algorithm EB-mine (which applies WAH compression) was introduced in
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7. How well would the above two methods improve the performance?

The Parallel and MapReduce methods presented in Chapter 4 improved the space-efficiency by distributing data to different processors, and improved the time-efficiency by distributing mining tasks to multiple processors. On the other hand, compression method improved the space-efficiency by compressing the bitmap into compressed bit vectors, and improved the time-efficiency by applying bit access in WAH compression.

8. Will the algorithm still be able to achieve better performance when compare with existing work for these extended research areas?

Yes, the evaluation presented in Chapter 7 showed the improvements of these algorithms when compare with the original B-mine.

9. Does the new algorithm applicable to real-life problems (e.g., social network mining)?

Yes, in Chapter 6, I introduced the social network mining real-life application of my proposed algorithms.

10. What problem can it be applied to solve?

My algorithms presented in this Ph.D. thesis can be applied to many different real-life problems. For instance, in this thesis, I introduced one of them—discovering frequent “following” patterns in social network.

11. How good can we solved this problem?

In this thesis, I proposed four frameworks: FoP-miner, ParFoP-miner, BigFoP,
and EFoP-miner in Chapter 6. The evaluation results showed the efficiency of these frameworks.

In conclusion, I successfully designed and developed a new frequent pattern mining algorithm, named B-mine, which can overcome some drawbacks/disadvantages that some existing frequent pattern mining algorithms are suffering from. Furthermore, I successfully further extended and enhanced the original B-mine algorithm for the problem of big data mining. The resulting algorithms are: (1) PB-mine, which applies parallel computing, (2) MRB-mine, which uses MapReduce, and (3) EB-mine, which compresses the data structure and enhances the performance. Furthermore, I applied my new algorithms to the real-life application of social network mining to discover frequent “following” patterns among social network users, for which, four frameworks were implemented, they are: (1) FoP-miner framework, which applies the original B-mine, (2) ParFoP-miner framework, which applies the PB-mine algorithm, (3) BigFoP framework, which applies the MRB-mine algorithm, and (4) EFoP-miner framework, which applies the EB-mine algorithm. Finally, the evaluation results showed the efficiency and practicality of my algorithms and frameworks.

8.2 Future Work

For the future work arising from this Ph.D. thesis, I plan to further extend this research in at least the following two directions: (1) Uncertain data mining, and (2) Data stream mining.
8.2.1 Uncertain Data Mining

In this thesis, I focused on mining frequent patterns from precise datasets, in which users definitely know whether an item is present in, or absent from, a transaction in the data. However, there are situations in which users are uncertain about the presence or absence of items. For example, due to dynamic errors (e.g., inherited measurement inaccuracies, sampling frequency), streaming data collected by sensors may be uncertain. As such, users may highly suspect but cannot guarantee that an item $x$ is present in a transaction $t_i$. The uncertainty of such suspicion can be expressed in terms of existential probability $P(x; t_i) \in (0, 1]$, which indicates the likelihood of $x$ being present in $t_i$ in probabilistic data. With this notion, every item in $t_i$ in (static databases or dynamic streams of) precise data can be viewed as an item with a 100% likelihood of being present in $t_i$. A challenge of handling these uncertain data is the huge number of “possible worlds” (e.g., there are two “possible worlds” for an item $x$ in $t_i$: (i) $x \in t_i$ and (ii) $x \notin t_i$). Given $q$ independent items in all transactions, there are $O(2^q)$ “possible worlds” \cite{Leu11}. To discover frequent patterns from such type of data with uncertainty is called uncertain data mining.

Currently, the B-mine algorithm (and all its extension algorithms) can only handle precise datasets. I am planning to extend this algorithm for uncertain data mining. To do so, there are many challenges. One of the biggest challenges is to represent uncertainty using bitmap structure. As we know bitmap is good for marking items (or absents of items) in transactions. However, it is very difficult to represent the extra information (i.e., uncertainty) in uncertain dataset using bitmap.
8.2.2 Data Stream Mining

The algorithms I have discussed so far mine from traditional *static databases*. Nowadays, the automation of measurements and data collection is producing tremendously huge volumes of data. For instance, the development and increasing use of a large number of sensors (e.g., electromagnetic, mechanical, and thermal sensors) for various real-life applications (e.g., environment surveillance, manufacturing systems) have led to data streams \[^{[MSL08, Cuz09, CGWD10]}\]. To discover frequent patterns from such dynamic data streams is called *data stream mining*.

In general, mining frequent patterns from dynamic data streams \[^{[JG06, GBK10]}\] is more challenging than mining from traditional static transaction databases due to the following characteristics of data streams:

1. *Data streams are continuous and unbounded*. As such, we no longer have the luxury to scan the streams multiple times. Once the streams flow through, we lose them. We need some techniques to capture important contents of the streams.

2. *Data in the streams are not necessarily uniformly distributed*. As such, a currently infrequent pattern may become frequent in the future, and vice versa. We have to be careful not to prune infrequent patterns too early; otherwise, we may not be able to get complete information such as supports of some patterns (as it is impossible to recall those pruned patterns).

I had research experiences on data stream mining since this is one of the most important topics in my M.Sc. thesis. Now, as the second future research direction,
I am planning to overcome these aforementioned challenges and extend my B-mine algorithm to handle dynamic data streams.
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