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Abstract 

The main objective of this research was to model the airflow paths through grain bulks 

and predict the resistance to airflow. The discrete element method (DEM) was used to 

simulate the pore structures of grain bulks. A commercial software package PFC
3D

 

(Particle Flow Code in Three Dimension) was used to develop the DEM model. In the 

model, soybeans kernels were considered as spherical particles. Based on simulated 

positions (coordinates) and radii of individual particles, the characteristics of airflow 

paths (path width, tortuosity, turning angles, etc.) in the vertical and horizontal 

directions of the grain bed were calculated and compared. The discrete element method 

was also used to simulate particle packing in porous beds subjected to vertical vibration. 

Based on the simulated spatial arrangement of particles, the effect of vibration on 

critical pore structure parameters (porosity, tortuosity, pore throat width) was quantified. 

A pore-scale flow branching model was developed to predict the resistance to airflow 

through the grain bulks. Delaunay tessellation was also used to develop a pore network 

model to predict airflow resistance. Experiments were conducted to measure the 

resistance to airflow to validate the models. It was found that the discrete element 

models developed using PFC
3D

 was capable of predicting the pore structures of grain 

bulks, which provided a base for geometrically constructing airflow paths through the 

pore space between particles. The tortuosity for the widest and narrowest airflow paths 

predicted based on the discrete element model was in good agreement with the 

experimental data reported in the literature. Both pore-scale models (branched path and 
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network) proposed in this study for predicting airflow resistance (pressure drop) 

through grain bulks appeared promising. The predicted pressure drop by the branched 

path model was slightly (<12%) lower than the experimental value, but almost identical 

to that recommended by ASABE Standard. The predicted pressure drop by the network 

model was also lower than the measured value (2.20 vs. 2.44 Pa), but very close to that 

recommended by ASABE Standard (2.20 vs. 2.28Pa).   
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1.  Introduction  

Drying and aeration are commonly used in grain storage to prevent spoilage of stored 

grains. To dry or aerate grain, air (heated for drying) is forced through the grain bed by fans to 

remove grain moisture or to lower grain temperature, thus preventing the growth of bacteria 

and fungi. The fans must provide enough pressure to overcome the resistance of the grain bed 

to airflow. Therefore, airflow resistance is an important consideration in the design of grain 

drying and aeration systems because it dictates the power requirement of the equipment, as 

well as the uniformity of drying and cooling.  

Airflow resistance of agricultural products has been studied since early 1930s (Stirniman 

1931), but most studies are experimental in nature, focusing on developing empirical equations 

to represent the airflow resistance characteristics of various agricultural products (Shedd 1953; 

Hukill and Ives 1955; Ergun 1952). Specifically, the pressure drop along a column of the 

agricultural product at different airflow velocities was measured and then the experimental data 

was fitted to some equations or models. The ASABE Standards D272.3 (ASABE 2011) gives a 

large collection of the data for estimating the resistance to airflow for various grains, seeds and 

other agricultural products in the form of curves relating the superficial air velocity (m
3 
s

-1 
m

-2
) 

to the pressure drop per unit depth (Pa m
-1
).  

Airflow resistance through a grain bed is affected by many factors, including airflow rate, 

grain depth, shape of storage bin, shape and size of grain kernels, bulk density, grain moisture 

content, methods of filling, foreign materials, and direction of airflow (Calderwod 1973; Jayas 

et al. 1987a; Siebenmorgen and Jindal; 1987; Farmer et al. 1981; Haque et al. 1982; Kumar & 
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Muir, 1986; Gunasekaran and Jackson 1988; Sokhansanj et al 1988; Jayas & Sokhansanj 1989; 

Sokhansanj et al. 1993; Dairo and Ajibola 1994; Madamba et al. 1994; Rapusas et al. 1995; 

Al -yahya and Moghazi 1998; Pagano et al. 1998; Rajabipour et al. 2001; Chung et al. 2001; 

Nalladurai et al. 2002; Nimkar and Chattopadhyay 2002; Sacilik 2004; Agullo and Marenya 

2005; Molenda et al. 2005; Sorour 2006; Kashaninejad and Tabil 2008; Shahbazi 2011; 

Amanlou and Zomorodian 2011). It is extremely difficult to include all these factors in 

empirical models for predicting airflow resistance of grain. On the other hand, the complexity 

and variability of pore structures make it very challenging to develop mechanistic models for 

airflow through grain bulks. Researchers have attempted to develop flow models at the pore 

scale for porous media. For predicting airflow resistance through a packed bed, Ergunôs 

equation is most widely used, although it assumes a straight tube geometry of the pore space 

and does not take into account interconnectivity and tortuosity (Yu 2008). Du Plesis and 

Woudberg (2008) proposed a concept of representative unit cells (RUC) to simplify the pore 

structure of porous materials and studied the resistance to airflow through the RUC. The 

approach was based on the original idea of Du Plessis and Masliyah (1991) for flow through 

isotropic porous media. The RUC model was based on the mean geometrical properties of an 

idealized microstructure, and a set of momentum transport equations were then applied to a 

porous medium over the entire porosity ranging from zero through unity. Wu et al. (2008) 

developed a flow resistance model for granular media, in which resistance was expressed as a 

function of tortuosity, porosity, ratio of pore diameter to throat diameter, diameter of particles, 

and fluid properties. However, a critical assumption (simplification) made in this model was 

that pore and particles were uniformly distributed and the porous media was isotropic and 
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homogenous. 

In studies of porous media flow, the attention has been mostly focused on the flow 

behavior (velocity, pressure, etc.), while pore structures are often idealized as flow channels of 

simple geometry. There is a lack of research effort in linking the characteristics of pore 

structures (sizes, shapes, locations, orientations, and connectivity) to airflow resistance. This 

research attempted to characterize the pore structures in porous materials by using the discrete 

element method (DEM) and integrate the knowledge of pore structures with fluid flow models 

to predict airflow resistance through (bulk) grains. The specific objectives of this thesis 

research were: 

1. To develop a discrete element model to simulate pore structures of grain 

bulks 

2. To develop a pore-scale fluid flow model and integrate it with the DEM 

pore-structure model to predict the resistance to airflow through grain bulks 

a) Quantify paths for airflow through the grain bulks based on DEM 

simulations 

b) Develop a pore-scale model to predict the airflow resistance along 

individual airflow paths  

3. To develop a pore network model based on DEM simulated pore structures to 

predict the resistance to airflow through grain bulks 

4. To conduct experiments to validate airflow resistance models 
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2 Literature Review 

2.1  Airflow resistance through grain bulks  

When air is forced to flow through grain bulks (porous media) there is pressure drop that 

occurs as a result of energy losses caused by friction and turbulence (Kaleta and Górnicki 2011). 

This pressure drop is termed as resistance to airflow, commonly defined as the pressure drop 

per unit bed depth (Gornicki and Kaleta 2015). The airflow resistance of agricultural products 

has been studied since 1930s. Most of studies involved the measurement of pressure drop along 

a column of the material being tested at different flow rates, and then experimental data was 

fitted to some empirical equations or models (Sokhansanj et al. 1990; Pagano et al. 1998; 

Rajabipour et al. 2001; Nalladurai et al. 2002; Ray et al. 2004; Sacilik 2004; Agullo and 

Marenya 2005; Jekayinfa 2006; Lukaszuk et al. 2008; Kashaninejad and Tabil 2009; Amanlou 

and Zomorodian 2011; Shahbazi 2011; Kenghe et al. 2012). Airflow resistance in grain bulks is 

affected by many factors, including porosity, airflow rate, bed depth, bulk density, moisture 

content, shape and size of grain kernels, foreign materials, filling methods, and direction of 

airflow (Sokhansanj et al. 1990; Pagano et al. 1998; Chung et al. 2001; Rajabipour et al. 2001; 

Nalladurai et al. 2002; Ray et al. 2004; Sacilik 2004; Agullo and Marenya 2005; Jekayinfa 

2006; Lukaszuk et al. 2008; Kashaninejad and Tabil 2009; Amanlou and Zomorodian 2011; 

Shahbazi 2011; Kenghe et al. 2012). 

2.1.1 Porosity 

One of the most important characteristics of a porous medium is porosity, which has a 
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significant effect on flow resistance. Porosity is defined as the volume of voids over the total 

volume. The value is between 0 and 1 or as a percentage between 0 and 100%. The porosity of 

porous materials may be determined from bulk and particle densities using the following 

equation (Mohsenin 1986): 

                                ɲ ρππϷ                                                   (2.1) 

where 

  = porosity 

ɟp = particle density (kg m
-3
) 

ɟb = bulk density (kg m
-3
) 

The extreme values of the porosity for ideal porous materials consisting of monosized 

spheres range from 0.26 (regular hexagonal packing) to 0.48 (regular cubic packing). The 

porosity usually lies between 0.26 and 0.48 for materials consisting of irregular particles in 

random packing arrangements, which is higher when the particles are extremely irregular and 

small (Woodcock and Mason 1987). It is more difficult for gas or liquid to pass through 

materials with low porosity than with high porosity because of the smaller pores making the 

material less permeated (Anandh and Baskar 2015). When fluids flow through porous media, 

only the interconnected pores form flow paths (Koponen et al. 1997). The concept of effective 

porosity has been used by some researchers in studying flow through porous media, which is 

defined as the ratio of the interconnected (effective) pores to the total volume of the porous 

material. The non-conducting pore space of a porous media includes the occluded pores and the 

dead-end pores. The occluded pores are not connected to the main void space, while dead-end 

pores belong to the interconnected pores but contribute very little to the flow (Jacob 1988). 
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Porosity of grain bulks is affected by several factors, including moisture content, bulk 

density, amount of fine material, method of harvesting and drying. Thompson and Isaacs (1967) 

found that the porosity of shelled corn was affected by varietal differences as much as 8%. 

Specifically, the porosity decreased by over 8% with the reduction of moisture content from 

30.8% to 9.0% when corn was dried with unheated air, and increased by approximately 23% by 

grinding the material. High temperature drying increased the void space of wet corn. Within the 

range from 450.5 to 836.7 kg m
-3 

(35 to 65 lb bu
-1
), the bulk density and void space was found 

to follow a linear relationship. Chung and Converse (1971) also found that porosity decreased 

linearly with increasing bulk density for wheat and corn.  

Molenda et al. (2005) determined porosity for white winter wheat, red winter wheat, corn 

and soybeans at three moisture levels using sprinkle and funnel filling methods. The variation 

in porosity due to moisture content was found not uniform and depended on the grain type 

(Molenda et al. 2005). Specifically, the porosity was higher at higher moisture content for 

white wheat, red wheat, and corn but lower at higher moisture content for soybeans. Coskun et 

al. (2006) compared the porosities of rewetted sweet corn at different moistures in the range 

from 11.54% to 19.74% and found that the porosity changed from 57.48% to 61.30%. Shahbazi 

(2011) found similar results showing  that porosity of chickpea seeds increased with increase in 

the moisture content Marousis and Saravacos (2006) studied density and porosity in drying 

starch materials and found the changes in porosity could be related to variations of the effective 

moisture and thermal diffusivities of starch materials..  
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2.1.2  Bulk density 

Considerable research has been done on the effect of bulk density on airflow resistance. 

Stirmiman et al. (1931) tested the resistance to airflow through rough rice in a deep bin and 

found that the airflow rate per unit cross-sectional area of bin decreases linearly with the depth 

of rough rice at given static pressures. Henderson (1943) noticed an increase in airflow 

resistance from 1.0 to1.5 kPa m
-1
 resulting from a bulk density increase from 773 to 830 kg m

-3
 

when the grain was filled from different heights. Calderwod (1973) found that the change in 

resistance to airflow through rice mainly attributed to packing (density increase). Similar 

results were observed by Husain and Ojha (1969) and Agrawal and Chaud (1974), who 

reported that rice bed depth had an effect on airflow resistance. Siebenmorgen and Jindal (1987) 

measured the airflow resistance of long-grain rough rice at velocities in the range from 0.013 to 

0.387 m s
-1 

for  bulk densities in the range from 480 to 604 kg m
-3

 and found the airflow 

resistance increased with the increase in bulk density. Bern and Charity (1975) found that the 

measured pressure drop was greater for corn columns of greater bulk density. Kashaninejad 

and Tabil (2009) reported that the change in pressure drop was related to the change in bulk 

density of pistachio nuts when filled by different filling methods. The variation in bulk density 

was achieved by the difference in bed depth and filling method due to the difference in 

compaction from the grain load (Grundas et al. 1978; Bakker-Arkema et al. 1969).  

2.1.3 Moisture content 

During storage, handling, and processing (e.g., drying), grain moisture often changes, 

which in turn may lead to changes in airflow resistance. The airflow resistance of rice, canola, 
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sorghum, laird lentils, alfalfa pellets, barley, chickpea seeds, sorghum and rough rice, paddy 

and sunflower was reported to decrease with increasing moisture content by some researchers 

(Calderwod 1973; Jayas et al. 1987a; Siebenmorgen and Jindal 1987; Gunasekaran and 

Jackson 1988; Sokhansanj et al 1988; Sokhansanj et al. 1993; Al -yahya and Moghazi 1998; 

Shahbazi 2011; Chung et al. 2001; Nalladurai et al. 2002; Sorour 2006). The decrease in 

pressure drop might be due to the fact that at higher grain moisture contents, the grain bulk 

could not be densely packed, resulting in higher porosity. However, other researchers (Rapusas 

et al. 1995; Madamba et al. 1994; Rajabipour et al. 2001; Kashaninejad and Tabil 2008; 

Amanlou and Zomordian 2011) reported that the resistance to airflow through sliced onions, 

garlic slices, walnuts, pistachio nuts, and green figs increased with increasing moisture content. 

The inconsistency in observations of the resistance to airflow through grain bulks caused by 

moisture content could be explained by the different effects of moisture content on the bulk 

density of different grains. It was reported that the bulk density of some grains (rough rice, 

short rice) increased with increasing moisture content, whereas the opposite trend was 

observed for some other grains (canola, fababeans, flaxseed, gram, lentils, soybean) 

(Chakraverty et al. 2003).  

2.1.4 Method of filling  

Different methods of filling storage bins with grain were found to change orientation of 

grain kernels, and produce different densities and porosities of grain in storage bins, thus 

resulting in variable airflow resistances (Lukaszuk et al. 2008; Kumar and Muir 1986; 

Shahbazi 2011; Bern and Charity 1975; Dairo and Ajibola 1994; Farmer et al. 1981).  Sheddôs 
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(1943) proposed a method of creating loose-fill and dense-fill  grain beds. Specifically, the 

grain was poured into a funnel which was held just above the seed surface by gradually raising 

the funnel as the filling progressed and then the bulk density was slowly increased to the 

desired level by tapping the column with a rubber hammer about 30 times and 60 times for 

medium and dense bulk densities. These methods of loose fill and dense fill were used by 

several other researchers to study the effect of filling methods on the resistance to flow through 

sesame, green gram, and poppy seeds, and they found lower resistance to airflow in loose fill 

than dense fill (Dairo and Ajibola 1994; Nimkar and Chattopadhyay 2002; Sacilik 2004). 

Shedd (1951) found that a bin of clean shelled corn had a 20% increase in airflow resistance for 

packed fill over loose fill. Pagano et al. (1998) measured the resistance to airflow through clean 

grain under loose fill from a falling height near zero and dense fill from a maximum height of 

1.6 m.  The resistance to airflow in dense fill was found to be 1.3 to 1.5 times that in loose fill.  

Agullo and Marenya (2005) used a loose fill method and dense fill method (samples were 

sprinkled into the chamber from a height of 300mm), as described by Jayas et al. (1987), to fill 

a test column with the parchment coffee. The pressure drop per unit depth at various levels of 

moisture content from 12.7 to 36.7% (w.b)) and at airflow rates between 0.126 to 0.720 

m
-3
s

-1
m

-2
 for loose and dense filling of the test column were measured and the pressure drop for 

dense fill was observed 15% to 70% higher than that for loose fill. Kashaninejad and Tabil 

(2009) studied the effect of filling methods on the pressure drop of bulk pistachio nuts. In their 

research, pistachio nuts were discharged into the test chamber with a zero drop height to form a 

loose fill and from a height of 50 cm to form a dense fill. The pressure drop increased 97% in 

the dense fill compared with loose fill. Changes in flow resistance when different filling 
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methods were used was attributed to porosity (bulk density) differences. In addition, the 

orientations of grain kernels when different filling methods were used might also contribute to 

change in flow resistance (Bern and Charity 1975; Dairo and Ajibola 1994; Farmer et al. 1981; 

Jayas et al. 1987).  

2.1.5 Airflow rate  

Increases in pressure drop with increasing airflow rate have been observed and reported 

by Farmer et al. (1981) for blue stem grass, Haque et al. (1982) for maize, Madamba et al. 

(1993) for garlic slices, Dairo and Ajibola (1994) for sesame seeds, Rajabipour et al. (2001) for 

pistachio nuts, Shahbazi (2011) for chickpea seeds, and Agullo and Marenya (2005) for 

parchment Arabica coffee. Higher pressure drop with increasing airflow rate can be attributed 

to the increased kinetic dissipation of flowing air as air velocity increases. It has been generally 

observed that airflow resistance increased more rapidly with the increase in airflow rate than 

with the increase in bed depth for Canola (Jayas et al. 1987a), sorghum (Gunasekaran and 

Jackson 1988), sesame seeds (Dairo and Ajibola 1994), flax seeds (Pagano et al. 1998), green 

gram (Nimkar and Chattopadhyay 2002), poppy seeds (Sacilik 2004), pistachio nuts 

(Rajabipour et al. 2001; Kashaninejad and Tabil 2008), and figs (Amanlou and Zomorodian 

2011). 

2.1.6 Flow direction  

Lower resistance to airflow in the horizontal direction (than the vertical direction) has 

been reported for many grains (Kumar & Muir, 1986; Jayas et al. 1987b; Sokhansanj et al.1988; 
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Kay et al. 1989; Nalladurai et al. 2002). The ratio of resistance in the horizontal to vertical 

direction for the paddy, raw rice, parboiled rice, wheat, barley, canola, lentils at certain flow 

rate (range) is summarized in Table. 2.1 (Kumar & Muir, 1986; Jayas et al. 1987b; Sokhansanj 

et al.1988; Nalladurai et al 2002). From Table. 2.1, it can be seen that the ratio of airflow 

resistance in the horizontal to vertical direction varies for different grain bulks, which could be 

explained by the variation in grain kernels with different shapes and sizes.  The airflow 

resistance in horizontal direction was found approximately half of that in the vertical direction 

for 10 types of seeds at the airflow velocity of 0.2 m s
-1
 (Hood and Thorp 1992). ASABE 

Standard D272.3 (ASABE, 2011) recommends use the airflow resistance in the horizontal 

direction to be 60% to 70% of that in the vertical direction for non-spherical shaped seeds 

(wheat, barley, flaxseeds, etc.). Shedd (1953) argued that the difference in flow resistance 

between the horizontal and vertical directions was nonexistent for spherical seeds (tara peas, 

canola).  

Table 2.1 The ratio of resistance to airflow in the horizontal direction to vertical to vertical 

direction for different grains 

 

 

 

 

 

The lower resistance to airflow in the horizontal direction was considered to be attributed 

to the kernel orientation (Kumar & Muir, 1986). Filling grains into bins by gravity (free fall) 

Grains 
Airflow rate  

(m
3  

s
-1 

m
-2
) 

   
The ratio of horizontal to vertical 

pressure drop 

Paddy 

Raw rice 

Parboiled rice 

Wheat 

Barley 

Canola  

Laird lentil 

0.01-0.1 

0.01-0.1 

0.01-0.1 

0.077 

0.077 

0.0158-0.1709 

0.0019-0.192 

                 0.31 

                 0.19 

                 0.23 

                 0.63 

                 0.47 

                 0.6 

                 0.52 
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may cause most grain kernels lie with the major (long) axis in the horizontal direction (the most 

stable position for a gain kernel), resulting in more connected pores in the horizontal direction, 

thus lower airflow resistance. Neethirajan et al. (2006) used the X-ray computed tomography to 

reconstruct the internal structures of bulk grains and observed the number of air paths along the 

horizontal direction for wheat, barley and flax seed, were 92%, 145% and 187% more than 

along the vertical direction, while there was no significant difference in the distribution of air 

path areas between the horizontal and vertical directions. Air path areas and air path lengths 

along the horizontal direction were 100% higher than those along the vertical direction for 

nonspherical grain bulks (wheat, barley and flax seed) and only 30% for spherical kernels (pea 

and mustard), which explains the higher airflow resistance for oblong kernels in the vertical 

direction of the grain bulk.  

2.1.7 Foreign materials 

Bulk grains normally contain various foreign materials, such as fine materials (dust, 

broken kernels, etc.) and chaff. The level of fines in grain significantly influenced the pressure 

drop (Grama et al., 1984; Giner and Denisienia 1996). Pagano (1998) reported that the fine 

materials caused higher pressure drop, while chaff offered less resistance to airflow in flax. The 

pressure drop increased with an increase in the fraction of fines in paddy and its byproducts 

(Nalladurai et al. 2002). Similar results were observed in shelled maize (Haque et al., 1978), 

long-grain rough rice (Siebenmorgen and Jindal 1987), canola (Jayas & Sokhansanj, 1989), 

and lentils (Sokhansanj et al., 1988). The increase in airflow resistance due to addition of fine 

materials became greater as the size of the fines decreased (Grama et al. 1984). However, 
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Chung et al. (2001) found the static pressure drop for sorghum increased with increasing fine 

materials but decreased as fine materials increased for rough rice, which was explained by the 

large size of the fine material compared to grain sorghum. Shedd (1953) concluded that the 

static pressure drop had a positive relation with the fine material that was smaller than the grain 

but negative relation with the fine material that was larger than the grain. Because more fine 

materials that was smaller than the grain contributes to the reduction in porosity, resulting in 

the increase of static pressure drop. 

 

2.2 Flow through porous media 

Movement of fluid through a porous medium is affected by the characteristics (pore 

structure, tortuosity, etc.) of the porous media. In this section, the studies of characteristics of 

porous media are reviewed.  

2.2.1 Porous media 

A porous medium (material) is described as a material containing pores (or voids). The 

skeletal portion of the material is called the ñmatrixò or ñframeò, which is usually a solid. The 

pores (voids) are typically filled with a fluid (gas or liquid). However, not all materials 

containing pores can be defined as porous media. Bear et al. (1968) defined some features that 

a porous medium should have: (1) a portion of a space occupied by a heterogeneous or 

multiphase matter, (2) the solid phase should be distributed throughout the porous medium 

within the domain occupied by a porous medium; solid must be present inside each 
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representative elementary volume; and (3) at least some of the pores comprising of the void 

space should be interconnected. Numerous porous media exist in our world, including nature 

substances like bulk solids, rocks,  soil, biological tissues (e.g., bones and wool), and 

man-made materials like cements, ceramic and fibrous aggregates. 

2.2.2 Pore structure  

In general, porous media has randomly distributed pore sizes, shapes, and topology, which 

results in the complexity and irregularity of pore structure. The complexity and irregularity of 

pore structures make flow through porous media inherently complex and variable. As a 

practical example, it has been observed by many researchers that airflow resistance of grain 

bulks in the horizontal direction is lower than that in the vertical direction (Kay et al., 1989; 

Neethirajan 2006). The orientation of particles and the differential void space distribution in 

the two directions might have contributed to the difference in airflow resistance between the 

two directions (Neethirajan 2006).  

Investigating the pore structure (pore size, pore shape pore surface area and pore volume) 

is very important to understand the interconnectivity of pores and resistance to airflow through 

porous media. A number of 2D and 3D models have been developed to describe the pore 

structure of porous media. Yu et al. (2004) and Yun et al. (2005) used a 2D rectangular 

representative unit cell to simplify the pore space and simulated the streamlines of airflow 

paths in porous media with cubic and spherical particles. Later, Yun et al. (2010) proposed a 3D 

geometry model to stand for the pore space and studied the tortuosity of streamlines in porous 

media with randomly placed cylindrical particles. Xiao et al. (2008) integrated the 
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microstructure of porous media into a 2D fractal pore network model to simulate the drying 

process of potato slices by the pore network approach. In their model the porous medium was 

simplified as cylindrical pipes. The model was used to predict porous media properties such as 

permeability and the Forchheimer coefficient. Neethirajan et al (2008) constructed 3D models 

of wheat and pea bulks using X-ray CT images to characterize the specific surface area, 

tortuosity, pore throat size, and nodal pore volume distribution for wheat and pea. They found 

that the spatial distributions for throat size and nodal pore size were significantly different 

between wheat and pea bulks. Specifically, larger size pores and pore throat in the pea bulk 

explained why resistance to airflow through pea was less than that through wheat. Huang et al. 

(2013) constructed a 3D pore network to reflect the pore structure of bulk grains. The model 

was a stochastic algorithm based on the concept of the maximal balls method. The model 

simulated that the porosity decreased with the grain depth, which was in agreement with the 

experimental results, and the average radii of pores and throats also decreased with the grain 

depth, while the number of pores and throats slightly increased. 

One of the challenges in dealing with pore structures of porous beds is the variability 

caused by such mechanical disturbances as vibration. When a porous bed consisting of 

randomly packed particles is vibrated, the pore structure is altered due to re-arrangement of 

particles. The mechanisms by which the pore structure is affected by vibration are extremely 

complex. An et al. (2009) conducted experiments to study the effect of vibration on packing 

density and observed that there existed optimum values of vibration frequency and amplitude 

to achieve the maximum packing density. Frequency and amplitude should be considered 

separately in terms of their effect on packing density. Liu et al (2010) used a high speed camera 
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to study the behavior of particles in a bin subjected to vertical vibration. They reported that all 

particles in a porous bed vibrated as a whole when the bed was subjected to low intensity 

vibration, whereas individual particles vibrated in their own modes when subjected to high 

intensity vibration. Charles Nwaizu (2013) studied the effect of the vibration on the pore space 

and the internal pore connectivity of soybean grain using image processing and found that the 

pore space and pore connectivity reduced significantly after vibration. The difference of 

elongated pores in the horizontal direction and in the vertical direction was also reduced after 

vibration, which means the difference in airflow resistance between horizontal and vertical 

directions might lessened after vibration. 

The effect of vibration on pore structure is complex. Most studies on the vibration of 

porous beds have been focused on particle packing, and few have explored how changes in 

particle packing caused by vibration would impact such properties as porosity and tortuosity 

which are related to flow through the porous bed. Traditionally, the studies of particle packing 

(pore structures) are pursued in the realm of particulate mechanics, while flow through porous 

media has established itself as a sub-discipline in fluid mechanics.  

2.2.3 Tortuosity  

Tortuosity (t) reflects the connectivity of pore structure. It is discussed in the book of Bear 

(1988) that there are two definitions of tortuosity commonly used in the research community, 

specifically, (Le L0
-1
)
2 

and Le L0
-1
, where Le is the actual length of flow path and L0 is the 

straight length or thickness along the macroscopic pressure gradient (Fig. 2.1). The definition 

Le L0
-1 

is appropriate when tortuosity is treated as a pure geometric variable to define the 
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difference between the length of flow path and the bed depth, while (Le L0
-1
)
2
 is used when both 

flow length and the airflow velocity are considered.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.1 Illustration of a tortuous airflow path 

Various methods have been developed to estimate tortuosity. Based on the background 

concepts behind the approaches, Saomoto and Katagiri (2014) summarized those methods as: 

geometric models, hydraulic models, electric models and diffusive models. In terms of the 

methodology used in the determination, those approaches include experimental, empirical and 

theoretical methods (Sun et al. 2013). Different experimental methods were widely used to 

measure tortuosity. One of the popular experimental methods is to determine the tortuosity 

through the process of diffusion of fluid in porous media. This method is based on the physical 

principle that the diffusion of fluid through a porous medium is affected by the microscopic 

channel structure of the porous medium, especially at a low flow rate. Those adjustable 

parameters vary significantly depending on the materials used and pore structures. The other 

method is to measure the formation factor, which is obtained by resistivity measurements, but 

the experiment requires specialized equipments. Another popular experimental method is 

ultrasonic method, which is usually used to measure the macroscopic parameters of air 

L0 

Le 

Solid 

particle 
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saturated porous media, such as plastic foams, the porous media saturated with a liquid like 

bone tissue.  

Empirical equations for determining the tortuosity of flow through porous media have 

been developed by correlating the experimental data to one or more empirical constants. 

Comiti and Renaud (1989) developed an empirical equation for tortuosity through a bed of 

parallelepipedal particles. Three types of square-based particles of different height-to-side 

ratios (0.102, 0.209 and 0.440) were used in the experiments. The pressure drop was measured 

as a function of superficial velocity 5  to be compared with the results calculated by Eq. 2.2: 

                                      
Ў

-5 .                                                           (2.2) 

where                                           

H = bed height 

M and N = slope and intercept respectively of the plot of 
Ў

 versus 5   

The tortuosity was then calculated by Eq. 2.3: 

                                                   Ű
ɔɖɲ

Ȣ ɟ

Ⱦ                                                       (2.3) 

where 

ɔ = shape factor, which was assumed to be 1 for cylindrical pores 

ɖ = dynamic viscosity of the fluid (Pa s) 

ɟ = density of the fluid (kg m
-3
) 

 = porosity of the packed bed 

By fitting the experimental data, they also developed a simple equation (Eq. 2.4) to 

correlate tortuosity to porosity: 

                                    Ű ρ # ÌÎ ρȾɲ                                                      (2.4) 
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where 

C = empirical constant (0.41 for spherical particles and 0.63 for cubic particles) 

However, the experimental method used by Comiti and Renaud (1989) took a long time 

and required special equipment to measure the parameters (pore size, pore volume, porosity, 

conductivity, etc.) in the equations. 

Westhuizen and Pless (1994) developed a model to determine the tortuosity based on the 

ratio of the fluid volume enclosed by a unit cell to the minimum pore cross-sectional flow area 

in the unit cell: 

                                                     Ű ρ Ѝρ  ɲ                                                         (2.5)       

This model only works for flow through a medium of uniformly distributed square particles 

without overlapping. In addition, it was found that this equation underestimates the tortuosity 

at low porosity compared to the experimental results. 

Koponen et al. (1996) derived a correlation between the average tortuosity of the flow 

paths and the porosity of a 2D porous medium consisted of randomly placed rectangles of equal 

size and with unrestricted overlap by using the Lattice Gas Automata (LGA) method, and 

derived equation had the following format for a porosity range from 0.5 to 1.0: 

                                    ʐ Ðρ ᶮ ρ                                                        (2.6) 

where  

p = empirical constant 

While Eq. 2.6 was found to be not consistent with the results obtained for the porosity 

range from 0.4 to 0.5, and a second equation was proposed to replace Eq. 2.7 for porosity range 

from 0.4 to 0.5: (Koponen et al. 1997). 

                                 Ű Ð ρ                                                           (2.7) 
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where 

p and m = empirical constants 

ᶮ = percolation threshold (0.33) 

The impact of the finite element size and the effect of the space discretization were not 

taken into account in this model.  

Yu et al. (2004) developed a simple geometric model to determine the tortuosity in a 

porous media made of square particles. Two configurations were considered: one was cubic 

particles arranged in triangles without overlapping and the other with unrestrictedly overlapped. 

The overall tortuosity was obtained by averaging the tortuosities of the two configurations: 

                                         Ű ρ Ѝρ ᶮ Ѝρ ᶮ
Ѝ ᶮ

Ѝ ᶮ
                                 (2.8) 

 

Eq. 2.8 has been shown to be in good agreement with the Eq. 2.4 when  >0.35 for flow 

through porous media with cubic particles but overestimates the tortuosity for flow through 

spherical particles by 16% at 0.40 porosity and by 9% at porosity 0.60 compared to the result 

calculated from Eq. 2.4 with c=0.41 (Yu 2008). In addition, the tortuosity calculated by Eq. 2.8 

is only a function of porosity. However, in reality, tortuosity may also be related to the shape 

and size of particles (Commiti and Renaud 1989; Alam et al. 2006).   

Yun et al. (2005) and Yun et al. (2010) developed similar geometrical models to estimate 

the tortuosity of flow through the packed beds with spherical and cylindrical particles. The 

advantage of such models was that they did not involve any empirical factors. However, those 

models were 2D and based on idealized pore structures. In reality, the pore structure of porous 

beds is very complicated because of the random arrangement of particles with irregular shapes 
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and sizes.   

Lattice Boltzmann method was also used to solve the flow equations to identify the flow 

streamlines and determine the tortuosity of flow (Matyka et al. 2008).  Pisani (2011) simulated 

a diffusion process through a numerical model to express the relationship between tortuosity 

and porosity using a single parameter (the shape factor). The procedure was simpler than 

previous ones. Ahmadi (2011) applied volume averaging method to determine the tortuosity of 

momo-sized spherical arrays. Sobieski et al. (2012) developed a numerical algorithm to 

calculate the tortuosity for the shortest airflow paths through the grain bed based on discrete 

element simulations. An airflow path was determined by a series of tetrahedron units, each 

consisting of four particles. The tortuosity calculated by the numerical method proposed by 

Sobieski et al. (2012) was very close to the value estimated form the CT image reported by 

Neethirajan (2006). Sun et al. (2013) determined the effective diffusion coefficient and 

tortuosity of a 2D porous medium using homogenization and REV with circular particles. 

Those theoretical models simulated the porous media which eliminated the work of  

experiments and fitting data. However, complicated technology, related concepts and 

mathematical analyses are required.  

2.2.4 Discrete element modelling of porous materials  

The difficulty in modeling flow through grain bulks at the pore scale is the 

characterization of the pore structure (sizes, locations, and orientations of pores and their 

connectivity). The discrete element method (DEM) has been shown to have the potential of 

predicting pore structures of porous media. The DEM was originally proposed by Cundall and 
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Strack (1971) to solve problems in rock mechanics. It has been widely used as an effective 

method to analyze granular materials, especially in granular flows, powder mechanics and rock 

mechanics. The granular materials are modelled as an assembly of particles in a DEM model. 

The trajectory and rotation of each particle are tracked to evaluate its position and orientation in 

a time stepping simulation. The interactions among particles, and between particles and their 

containing structures are computed using Newtonôs second law.  

Many researchers have used the DEM to simulate the behavior of bulk grains in storage 

bins. Liu et al. (2008a) proposed a DEM model to simulate lateral pressure of corn in a bin with 

smooth wall and wheat in a bin with corrugated walls, respectively. Cleary and Sawley (2002) 

investigated the effect of the shape variation of particles on bulk density and found non-circular 

particles leading to higher bulk densities and highly elongated particles with random 

orientations had 5% more voids than circular particles,  while very elongated particles resulted 

in 7% lower of bulk density than circular particles. Boac et al. (2010) conducted DEM 

simulations with varying material and interaction properties of soybean kernels to find 

property combinations that gave simulation results that correlated well with measured bulk 

properties of soybeans while maintaining or improving computational speed. Single- and 

multi-sphere (2-sphere, 3-sphere, and 4-sphere overlapping) soybean particle models were 

used in their DEM simulations of bulk density and bulk angle of response. By comparing the 

simulated results with the experimental findings in the literature, as well as computational time 

required in the simulations, the single-sphere model was found to best simulate soybean 

kernels. 

Gonzalez-Montellano et al. (2011) developed discrete element models to simulate the 
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pore structure of particle assemblies considering spherical and non-spherical particles formed 

by clustering two spheres of 5 mm diameter with an aspect ratio of 1.5. The SP (single sphere) 

particles were generated randomly within this plane whilst the PP (paired-sphere) particles 

were generated in a rectangular lattice with a random orientation of the particle longitudinal 

axis. The non-spherical combined spheres model showed a more stable velocity field than did 

the single-sphere model, which produced the flow pattern closer to the ones observed in 

experiments. It indicated that multispherical particles would accurately represent the irregular 

shape of the real particles. Gonzalez-Montellano et al. (2011) developed 3D discrete element 

models to simulate the pore structure of glass beads and maize based on the preliminary 

parameters measured in experiments and in reported literature. In their research, the glass 

beads were simulated as spheres in a size distribution determined by a given mean diameter and 

standard deviation and the maize kernels were simulated as composing of six spheres 

representing the irregular shape of the real grains. It was found that the preliminary model for 

the glass beads worked well to predict the discharge flow but required calibration of friction 

values for the maize grain. 

Coetzee and Els (2009) simulated corn kernels comprising of the clumps by adding two or 

more spheres together using DEM. Particles formed by the clumps remained at a fixed distance 

from each other and could overlap to any extent. The radius of the particles in the simulations 

was selected from a uniform distribution within the range according to the experimental data in 

the literature. The number of particles used to construct a clump was based on both the 

accuracy of the representation model and the computational time. To simulate porous beds 

consisting of non-spherical particles (spherical, cylindrical and polyethylene pellets), Grima 
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and Wypych (2011) used particles of two overlapping spheres to explore the effects of particle 

shape on the granular pile formation. Their results indicated that particle shape representation 

played a key role to obtain realistic mechanical and inter-locking behavior of real particles. 

However, there was a limitation of using two overlapping spheres along one axis to create a 

sphero-cylindrical like shape to restrict particle rotation around all axes and the moment of 

inertia.  

A commercial DEM software package PFC
3D

 (Particle Flow Code in 3 Dimensions) has 

been used by many researchers for modeling the movement and interaction of particles in solid 

mechanics and granular flow (Cundall and Strack 1979; Baars 1996; Shimizu et al. 2004; Liu et 

al. 2008a, 2008b; Sobieski et al. 2012).  In PFC
3D

 models, spherical particles can be created 

directly and non-spherical particles can be modeled by attaching two or more particles together 

as an autonomous object. PFC
3D

 has been used to simulate the formation of grain beds in 

storage bins (Itasca 2005). However, the bin size and number of particles that can be simulated 

by the PFC model is limited by the computer capacity (Liu et al. 2008b). It was solved by 

reducing the model size (radius) using a scaling factor determined by the density of bulk solids 

in PFC model, the test bin and the radius of test bin. That means the simulation results may be 

scaled up by proportionally increasing the grain density in the simulation model. This method 

reduced the simulation time from 24 hours for a cylindrical bin with 1.5 m (height) by 1.0 m 

(diameter) to 3 hours with one fifth of the original size (Liu et al. 2008b). 

Sobieski et al. (2012) used DEM to simulate the pore structure of porous bed and 

developed a numerical algorithm to construct the pore-scale flow paths within the simulated 

spacial structure of porous bed to calculate the lowest geometric tortuosity. The porous bed 
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consisted of randomly arranged spherical spheres. The porous bed was treated as a series of 

tetrahedron units consisting of four spheres. Airflow was considered entering the tetrahedron 

unit by the base triangle and leaving through the triangle with the highest centroid, which was 

considered as the inlet of next tetrahedron unit. The airflow path was constructed as the series 

of lines connecting the centroids of base triangles from the bottom to the top surfaces of the 

porous bed. The tortuosity was calculated as the actual length of airflow path to the length of 

porous bed. The simulated tortuosity was found in good agreement with the values obtained 

from a CT image published in the literature. Later Dudda&Sobieski (2014) analyzed fluid flow 

through the porous bed based on the location and size of particles generated by a DEM model. 

An algorithm was developed to calculate the parameters (center of gravity, area and 

circumference, etc.) of the flow segment intersected by the flow path on the triangle face of 

tetrahedron units. The calculation results were verified in AutoCAD by creating the same 

geometry of the flow segment and presenting the parameters including the area, circumference 

and centroid coordinates of that region using an AutoCAD command. It was found that the 

calculation results were in good agreement with the results generated in AutoCAD 

(Dudda&Sobieski 2014).  

2.3 Modeling flow through porous media 

Much research has been done to investigate flow through porous media and many models 

have been developed to predict or estimate resistance to flow through porous media. Those 

models are grouped into theoretical models, empirical models, and numerical models in the 

following review.  
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2.3.1 Theoretical models for flow through porous media 

Darcy developed the first law of flow resistance through porous media in 1856 (Darcy 

1856). He designed experiments to describe water flow through sand filled pipes and found the 

flow rate of water through the filter bed was directly proportional to the area of sand and to the 

difference in the height between the fluid heads at the inlet and outlet of the bed, and inversely 

proportional to the thickness of the bed (Eq. 2.9).  

                                                                  1
Ў

                                                                 (2.9) 

where  

Q = the flow rate of fluid (m
3
 s

-1
) 

C = a property characteristic of the sand or porous media  

A = the area of sand column (m
2
) 

Ў
 = pressure gradient (Pa m

-1
) 

L = the thickness of the bed (m) 

In Eq. 2.9, the proportionality C can be replaced by ËȾɛ, where  is the viscosity of the 

fluid and k is the permeability of the porous medium, which is a property of porous medium 

only and reflects the ability of a porous medium to allow fluid pass through it. Then Darcyôs 

equation can be stated as  

                                           v
dL

dp

k

m
=-                                                        (2.10) 

where 

dL = a segment (m) along which a pressure drop occurs (ÄÐ) (Pa) 

ɛ = dynamic viscosity coefficient (Pa s) 

k = permeability coefficient (m
2
) 
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v = the fluid velocity (m s
-1
) 

The following assumptions were followed when Darcyôs law was established (Amao 

2007):  

1) The flow is continuous and steady.  

2) The flow is incompressible. 

3) The flow is laminar or viscous flow and the inertia effects are neglected. 

The most important property parameter in Darcyôs law is the permeability coefficient for 

determining the pressure drop. Darcyôs flow regime is applicable only for the isothermal 

Newtonian fluid at very low Reynolds number (Re) where the viscous effect is dominant 

(Morais et al. 2009).The Reynolds number for packed beds Re is defined as (Bird et al. 1996): 

                                                        2
ɟἻ

ɛ ᶮ
                                                        (2.11) 

where 

ɟ = fluid density (kg m
-3
) 

vs = superficial velocity (m s
-1
)  

Dp = diameter of the spherical particles (m) 

ɛ = fluid viscosity (kg (m s)
-1
) 

 = porosity 

The fully laminar condition exists for Reynolds number less than about 10 and fully 

turbulent flow at Reynolds numbers greater than around 2000 (Rhodes 2008). 

Groisman and Quake (2004) presented a microfluidic rectifier (a microscopic channel of a 

special shape whose flow resistance is strongly anisotropic) and tested the pressure drop across 

the channel at different Reynolds numbers. The patterns of flows became different at different 
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Reynolds numbers. Specifically, at higher Reynolds numbers, nonlinearity in the flow 

developed. Turbulent flow with higher Reynolds numbers increased the resistance dramatically 

so that large increases in pressure would be required to further increase the volume flow rate, in 

which Darcyôs law would always underestimate the true pressure drop.  

For the higher fluid velocity and low viscosity, inertial effects may become significant. 

Forchheimer (1901) modified Darcyôs law by adding a second-order velocity term as shown in 

Eq. 2.12 to account for the inertial effects: 
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+=-                                                          (2.12) 

                                         

where 

ɟ = the fluid density (kg m
-3
) 

ɓ = the Forchheimer coefficient (m
-1

) (ɓ factor) 

The Forchheimer coefficient is determined usually by fitting experimental data and the 

value was found to verify with porous beds tested (Teng and Zhao 2000). Similar to the 

permeability, the Forchheimer coefficient depends on the medium properties, such as porosity. 

Based on experimental measurements, various correlations between the permeability and the 

Forchheimer coefficient have been established, such as Eq. 2.13 (Jones 1987) 

                                                            ɼ ÃϽË                                                            (2.13) 

where 

c1, c2= geometrical parameters 

Both c1 and c2 are dependent on the properties of porous medium (e.g., porosity, pore 

connectivity, pore size distribution). The permeability and the Forchheimer coefficient also can 

be determined by fitting the experimental data with the Forchheimer equation (Jambhekar 

2011).  
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Ergun (1952) presented an equation (Eq. 2.14) for flow through a porous bed consisting of 

spherical particles, in which the permeability and the Forchheimer coefficient were determined 

by considering the effect of porosity and particle diameter on pressure drop: 

                                                    æP !
ɛ ᶮ

ᶮ
Ö "

ɟ ᶮ

ᶮ
Ö                                            (2.14) 

where 

æP = the pressure drop per unit depth (Pa m
-1
) 

A = the viscous constant 

B = the inertial constant 

v = superficial velocity (m
3
(m

2
s)

-1
) 

 ɲ= porosity  

de= the equivalent particle diameter (m) 

In Eq. 2.14, the pressure loss is treated as the sum of the kinetic losses and viscous energy 

losses. The first term dominates the resistance under laminar flow conditions, while the second 

term dominates under turbulent flow conditions. The combination of A and B is dependent on 

the ranges of the particle diameter, bed porosity and Reynolds number (Tian et al. 2016). 

Carman and Kozeny (Carman 1937; Kozeny 1927, 1933) developed an equation (Eq. 2.15) for 

laminar flow through randomly packed particles with diameter ranging from 0.25 to 50 mm: 

           

                                             
Ў
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Ö                                                    (2.15) 

The Carmen-Kozeny equation only considers the kinetic losses and is applicable to 

laminar flow through a randomly packed bed of particles (Rhodes 2008).  

Ergunôs equation is widely used to predict packed bed pressure drops over the entire range 

of flow conditions. Hicks (1970) thought that the two coefficients (A=150 and B=1.75) in 
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Ergunôs equation were not constants, rather as functions of Reynolds number. Ergunôs equation 

is found to be mainly applicable for spherical particles in the porosity range of 0.35-0.55 

(Nemec and Levec 2005; Endo et al. 2002; Hill et al. 2002), but not applicable to predicting the 

pressure drop across irregular beds, which is defined as beds with random arrangement of 

particles (spheres, cylinders, rings, or planes), non-uniform in size and different configurations 

throughout the beds (Handly and Heggs 1968). Some measured values of pressure drop for the 

cylindrical packing bed were only a half of those predicted by Ergunôs equation (Bradshaw and 

Myers 1963). Also Ergunôs equation was based on straight tube geometry of pore space and 

didnôt take into account the connectivity and tortuosity of pore structure (Wu et al. 2008). Two 

empirical constants in Ergunôs equation (150 and 1.75) have no physical meaning (Wu and Yin 

2009) and may have different values at different porosities (McDonald et al. 1979) 

All the models reviewed above have some common following assumptions: 

1. The fluid flow is incompressible.  At low velocity, the change of density of flow by the 

pressure could be ignored. 

2. Pores and particles are uniformly distributed. The porous bed is assumed as a regular 

packing bed consisting of uniform sized particles (spheres, cylinders, etc.) repeated in the 

same arrangement.  

3. The porous medium is isotropic and homogeneous, which does not react with the fluid.  

2.3.2 Empirical models for flow resistance through grain bulks 

Hendernson (1943; 1944) studied the resistance of airflow through shelled maize, 

soybeans, and oats and fitted the experimental data to a relationship between the airflow rate 
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per unit cross-sectional area and pressure drop for a given depth represented by a power 

function as follows: 

                              1 +D0                                                                (2.16) 

where 

Q = airflow rate per cross-sectional area (cfm ft
-2
) 

DP = static pressure drop per ft, depth (in. of water ft
-1
) 

K and C = constants depending on the depth of grain bed 

For maize and soybeans, K was found to decrease and C to increase slightly with 

increasing grain depth. Whereas for oats, the plot of airflow rate against static pressures failed 

to give a straight line in the log scale.   

Shedd (1945) repeated Hendersonôs work on ear corn at a moisture content of 20% for bed 

depths varying from 1 to 3.66 m (1 to 12 ft) and proposed a simplified equation (Eq. 2.17) 

involving the same variables  

                                    1 σππ
D

                                                                 (2.17) 

 

Then Shedd (1953) measured pressure drops in different grain beds at various airflow 

rates and found that the best relationship between airflow velocity and pressure drop was of the 

following form: 

                                     6 !Ў0                                                                 (2.18) 

where 

V = airflow rate (m
3
 s

-1
 m

-2
)     

ȹP = pressure drop per unit depth of grain bed (Pa m
-1
)  

A and B = constants for a particular grain 
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However, Sheddôs equation was not able to accommodate some of his experimental 

observations. It performed well at certain velocities (0.005 - 0.3 m s
-1
) but not for higher 

velocities. Based on Sheddôs equation, Hukill and Ives (1955) proposed another equation 

(Eq.2.19) which performed well for a larger range of velocities (0.01-2.0 m s
-1
) which covers 

both laminar and turbulent flow regimes).  

                                     Ў0
 

                                                       (2.19) 

where 

A2 and B2 = empirical constants 

Hukill and Ives equation explains the non-linear nature of resistance to airflow data. The 

model is used in ASABE Standard to represent the airflow pressure drop data for selected grain. 

However,  in Hukill and Ives equation̆ the air velocity cannot be directly rewritten as a 

relationship with pressure drop (Sergerlind 1983). 

Sheddôs equation and Hukill and Ives equation have been widely used to estimate pressure 

drops in grain bulks at different airflow rates (Kumar and Muir 1986; Sokhansanj et al. 1990; 

Jayas et al. 1991a; Alagusundaram et al. 1992; Jayas et al. 1991a; Nalladurai et al. 2002; 

Agullo and Marenya 2005). However, those equations have empirical constants and cannot be 

considered as universal. In addition, no parameters of grain bulks (porosity, interconnectivity, 

tortuosity, etc) and not fluid property (viscosity, Reynolds number) were considered in 

calculating the resistance to airflow.  

2.3.3 Numerical models for flow resistance through porous media 

Various numerical models have been developed to investigate the flow behavior in porous 
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media. Depending on the length scale, those models can be divided into three types: 

macroscopic models, continuum models, and pore-scale models (Thompson and Fogler 1997). 

In macroscopic models, the continuity equation together with momentum is solved and 

constitutive equations such as Darcyôs law are utilized for velocity. These models are based on 

the validity of the constitutive relationships and require some inputs for semi-empirical 

parameters (e.g., relative permeability), and have difficulties accounting for heterogeneity, and 

complex pore interconnectivity (Balhoff et al. 2007). The scale of the physical parameters in 

macroscopic models is larger than the pore dimensions (Thompson 2002). The continuum 

approach applies the conservation equations at the macroscopic level by averaging the physical 

parameters (permeability, capillary pressure, superficial velocity, etc.) determined by 

experiments, while neglecting the interconnectivity and tortuosity of pore structures of porous 

media. Also the continuum modeling is length scale dependent. The small length may result in 

the averaged parameters meaningless and large scale may require upscaling. Heterogeneity, 

pore interconnectivity, and non-uniform flow behavior at the pore scale cannot be resolved 

explicitly at the macroscopic scale (Thompson 2002). 

Capillary-bundle models are the simplest type of pore-scale models, which incorporate 

flow variation but neglect the effects of connectivity and tortuosity of porous medium. Wu et al. 

(2008) presented a model for resistance of flow through porous media by combining the 

average hydraulic radius model (Eq. 2.20) and the contracting-expanding channel model (Eq. 

2.21). The total pressure drop was determined as the sum of the pressure drop caused by the 

viscous energy loss and the kinetic energy loss along the flow path. The model modified 

Ergunôs equation by replacing the two constants, namely 150 and 1.75, by two expressions as a 
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function of tortuosity, porosity, the ratio of pore diameter to throat diameter, and the particle    

diameter, as well as fluid properties (Eq. 2.22). 
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where 

ȹP = total pressure drop (Pa m
-1
) 

ȹP1 = pressure drop due to the viscous energy loss (Pa m
-1
) 

ȹP2 = pressure drop due to the kinetic energy loss (Pa m
-1
) 

ɛ = viscosity of fluid (Pa s) 

 ɲ= porosity of porous media 

vs = superficial velocity of fluid (m s
-1
) 

Dp= diameter of particles (m) 

Ű = tortuosity of fluid 

L = length along the macroscopic gradient in porous media (m) 

The underlying assumptions in those models were as following: 

(a) The porous medium is isotropic and homogeneous 

(b) The pores and particles are uniformly distributed  

Volume-averaging is a widely used method in which a macroscopic momentum equation 

is derived from the Naviers-Stokes equation averaged over a small representative elementary 

volume. Du Plesis and Maslivyah (1991) and Du Plessis and Woudberg (2008) applied the 

volume-averaging concept to a Representative Unit Cell (RUC) model for flow through 
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isotropic granular porous media. The RUC was defined as the smallest rectangular control 

volume into which the average geometric properties of the granular packed bed were 

embedded (Fig. 2.2). In the RUC model, Us denotes the solid phase volume and Uf the fluid 

phase volume, while the total volume is given as Uo. The corresponding linear dimension of the 

solid cube is ds, and the linear dimension of the RUC is d.  The RUC model considers 

interconnectivity of the pore spaces and avoids the introduction of empirical coefficients. 

Based on the mean geometrical properties of an idealized microstructure, the momentum 

transport equations are derived, which is applicable to porous media over the entire porosity 

range from zero through unity (Du Plesis and Maslivyah 1991).  

 

 

 

 

 

 

Fig. 2.2.  Illustration of the Representative Unit Cell (RUC) model 

Network modeling is a useful tool to study the flow and transport phenomenon in porous 

media at the pore-scale. In pore-scale network models, the pore structure can be approximated 

by 2D networks ( Xiao et al. 2008; Yiotis et al. 2010; Ljung et al. 2012; Lao et al. 2004) or 3D 

networks (Kharaghani et al. 2010; Wang et al. 2012; Zhang et al. 2013; Surasani et al. 2010). 

While 2D pore network models are relatively simple, 3D irregular pore network models, 

consisting of either spherical or cylindrical particles, better represent the real pore structures in 

Us 
Uf U0 

d 

ds 
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porous media.  The pore networks are either created by computational algorithms (Chu and Ng 

1989; Bryant et al. 1992; Thompson and Fogler 1997; Blunt and King 1990; Thompson 2002; 

Kharaghani et al. 2010; Chareyre et al. 2012) or extracted from image processing (Monga et al.  

2007; Al -Kharusi and Blunt 2007; Dong 2007; Nasiru 2009; Huang et al. 2013; Zhang et al. 

2013; Wang et al. 2012). In network modelling, the pore space of porous medium is discretized 

into an interconnected set of pores and pore throats, such as triangles using Delaunay 

triangulation for 2D pore network models (Blunt and King 1990), and spheres connected by 

cylinders (Bafna and Baird 1992; Sangani and Acrivos 1982; Larson and Highdon 1987) and 

tetrahedrons using Delaunay and Voronoi tessellations (Jerauld et al. 1984a, b; Thompson and 

Fogler 1997; Blunt and King 1990; Mason and Mellor 1991; Thompson 2002) for 3D pore 

network models.  

Network modeling has been widely used in investigating pore-scale flow mechanics and 

macroscopic behavior (permeability, relative permeability and capillary pressure) of 

single-phase and multiphase-phase flow, Newtonian and Non-Newtonian flow through 

idealized lattices, and disordered packing of spheres (Fatt 1956; Haring and Greenkorn 1970; 

Mohanty and Salter 1982; Lin and Slattery 1982; Bakke and Oren 1997; Bryant et al. 1993a, 

1993b; Bryant and Blunt 1992; Lopez et al., 2003; Balhoff and Thompson 2004; Valvatne and 

Blunt 2004).  

Fatt (1956) developed a solution method for network models. Specifically, fluid transport 

was modeled by using fluid conservation equations and a flow conductivity was assigned to 

each pore in the network. Applying the boundary conditions (most commonly a pressure 

gradient in one direction), a numerical solution of overall pressure and velocity within the 
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network was obtained. Thompson and Fogler (1997) proposed a pore-scale network approach 

to study flow through a packed bed. The packed bed was simulated as an assembly of random 

spheres with a specified volume. An algorithm called Delaunay tessellation was used to 

develop the network of pores and throats by dividing spheres into nearest-neighbor groups of 

four to form tetrahedron units. Flow was considered through each pore (space in the group of 

spheres) by any of four pore throats (constrictions that are created where three spheres meet). 

The final flow solution was obtained from a linear matrix equation representing fluid 

conservation at each pore by applying the balance on the net volumetric flow rate in each 

interior tetrahedron. The linear matrix equation was solved at the pore level and the overall 

pressure and flow profiles were obtained.  

Voronoi-Delaunay tessellation is another technology to construct irregular lattice with 

topological and morphological information for calculating the transport coefficients without 

distorting the lattice structure obtained or introducing arbitrary or empirical parameters 

(Vrettos et al. 1989). Voronoi-Delaunay tessellation has been also applied to studying 

percolation properties and the modelling of reservoir work (Winterfeld et al. 1981; Jerault et al. 

1984; Pathak et al. 1980). Vrettos et al. (1989) applied the Voronoi ï Delaunay tessellation 

technique to simulate a network of cylindrical pores consisting of a random packing of uniform 

spheres. The structural characterization (pore diameter, pore angle and pore length distribution) 

generated was used to calculate the effective transport coefficients of various transport modes. 

The results of ordinary diffusion were in good agreement with the experimental data whereas 

the errors existed when estimating the pore overlapping volume for Knudesen and viscous flow. 

The Voronoi network has been used to model multiphase flow in disordered fibrous materials 
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at the pore scale. The results have shown that Voronoi network modelling is a powerful tool to 

quantify macroscopic transport based on microscale properties (Thompson 2002).  

Lao et al. (2004) developed a 2D computational method to construct a random pore 

network model by dividing the porous medium into a series of cylindrical pipes with different 

orientations, lengths, diameters and connectivity. Based on the porosity and the pore size 

distribution of the medium, they calculated the medium properties, such as the permeability, 

the Forcheheimer coefficient, and the relationship between them. The results were in good 

agreement with theoretical and experimental results.  

The Lattice Bolzmann method (LBM) has developed into an efficient algorithm for 

simulating single-phase and multiphase fluid flows through porous media and modelling 

physics in fluids, especially dealing with complicated boundaries (Chen and Doolen 1998). 

Based on the Boltzmann equation, the LBM considers the microstructure of porous medium as 

a lattice meshwork in which the representative volume element is represented by a particle 

velocity distribution function for each fluid component at each grid point. Applying the 

boundary conditions, a numerical solution of the Boltzmann equation at the pore-scale is 

obtained. Gao et al. (2012) developed a Lattice Boltzmann (LB) model combined with X-ray 

computed tomography to simulate fluid flow at pore-scale to calculate the anisotropic 

permeability of porous media. Their results showed that the LB model was efficient to simulate 

pore-scale flow in porous media and investigate the anisotropic permeability. 

2.3.4 Summary of model review 

Classical theoretical models, such as Darcyôs law, Forchheimerôs law and Ergunôs 
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equation usually work for certain airflow velocity and do not take into account the 

interconnectivity and tortuosity of the pore structure of porous media. Empirical models 

(Sheddôs equation, Hukill and Ivesô equation) are fitted from the experimental data by 

measuring the pressure drop along a column of material at different flow rates. The empirical 

constants in those models are dependent on the grain bulks, which results in those models may 

not work for different grain bulks. Numerical models like RUC model, Capillary-bundle 

models considers the mean geometrical properties of an idealized microstructure and the 

derived momentum transport equations are applicable to porous media over the entire porosity 

range. Pore-scale network models are powerful to simulate the pore structure of porous 

medium and investigate the interconnectivity and tortuosity of the pore structure. In pore-scale 

network models, the pore structure is characterized by the sizes and locations of particles, the 

orientations of pores and their connectivity via pore-throats. However, in reality the detailed 

pore structure of real materials is rarely known and the idealized arrays of geometrically simple 

pores and pore-throats are assumed to study the flow behavior in porous media. Secondly, it is 

difficult to obtain general solutions to the equations of motion in these complex pore 

geometries. Therefore, there is a need to develop a model to take into account the connectivity 

and tortuosity of the pore structures of porous media and integrate it with the fluid mechanics to 

predict the resistance to airflow through porous media. 
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3 Materials and Methodology 

A porous medium is made up of solid particles and random-size pores between particles. 

Given that the pore structure is highly randomized in its nature, it is challenging but vital to 

characterize the geometrical pattern of pore structure to understand fluid flow within the 

medium. As illustrated in Fig.3.1, when fluid (air) enters a porous medium, the flow paths 

consisting of interconnected pores are random and multiple. Most of previous research 

assumed simple (idealized) pore structures and used representative unit volumes to average the 

flow resistance along the flow path. However, the resistance to flow through each pore is 

different, which results in complex paths of flow through the porous medium. The proposed 

methodology was concentrated on flow behavior through each pore based on the pore structure 

simulated by a discrete element model. There were four main steps in the proposed 

methodology: (1) developing a discrete element model to simulate the pore structures of porous 

beds; (2) developing an algorithm to quantify airflow paths based on the simulated pore 

structure, (3) developing a pore-scale branched path flow model and a network model based on 

simulated airflow paths for predicting the resistance to airflow; and (4) conducting experiments 

to validate the airflow resistance models. These four steps are discussed in the following 

sections. 

3.1 DEM modelling of pore structures in grain bulks 

A commercial software package PFC
3D 

(4.0 EV, Itasca Consulting Group Inc., 

Minneapolis, MN) was used to develop a DEM model to simulate porous beds filled with 

soybeans. Two bed configurations were simulated based on the availability of experimental 
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data for model validation. The first bed was a small-scale rectangular grain bin of 

0.25×0.02×0.275 m filled with soybeans (Fig. 3.1a). This bin was used by Nwaizu and Zhang 

(2015) in their experiments to investigate airflow paths using smokes and imaging techniques. 

The second bed was a cylindrical bin of 0.15 m in diameter and 0.28 m in height and filled with 

soybeans to a depth of 0.25 m (Fig. 3.1b). This bin was used by Liu et al. (2012) to conduct 

experiments for determining the effect of vibration on pore structures. Both bins were made of 

Plexiglas.  The first bin was simulated for airflow paths and the second bin for vibration effect.  

       

Fig. 3.1. Small-scale grain bins filled with soybeans. (a) rectangular bin used by Nwaizu and 

Zhang (2015), (b) cylindrical bin subjected to vibration, used by Liu et al. (2012). 

Soybeans were selected because of their smooth surface and relative round shape so that 

the grain bed could be simulated as an assembly of spherical particles. It should be noted that 

soybean kernels were not completely spherical, but they resemble a sphere with high average 

sphericity values (above 0.8), and therefore, most researchers have used spheres to 

approximate soybean kernels when simulating bulk soybean characteristics in DEM models to 

reduce computation times (Boac J.M. et al., 2014).  The measured average long, intermediate, 

and short axis dimensions for soybean used in this study were 7.6, 6.7, and 5.7 mm, 

respectively, and the corresponding geometric mean diameter was 6.6 mm, and sphericity 0.87. 

Vibration 

table 

Soybean 

Soybean 
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The PFC
3D

 model essentially simulated the formation process of a grain bed. Firstly, the 

boundaries of the model were defined by walls to create the Plexiglas container with given 

normal and shear stiffness (Table. 3.1). Secondly, balls (spherical particles representing grain 

soybean kernels) were filled into the bin one by one to form a porous bed (an assembly of balls) 

at a prescribed porosity. During the bed formation process, the movement of each ball was 

tracked and its coordinates were calculated as the bed approached a (force) equilibrium state. 

Interaction between particles was governed by contact and frictional forces. Newtonôs second 

law was used to calculate motion of each particle and a force-displacement law at the contacts 

to update the contact forces. Both displacements and rotations of discrete balls were calculated. 

Complete detachment between balls was permitted and contacts between balls were 

automatically detected and updated during simulation (Itasca, 2005).  

To achieve the prescribed porosity, small-radius (R0) particles were generated first and 

then particle sizes were increased using an initial radius multiplication factor until the desired 

porosity was obtained (Itasca, 2005). The process is described as follows. First, the porosity 

was calculated 

                                                              ɲ ρ 6Ⱦ6                                                           (3.1) 

                                                                           6 В 2́                                                                      (3.2) 

where  

 = target (prescribed) porosity 

Vp = total volume occupied by particles 

V = total volume of the porous bed 

 = radius of an individual particle  
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And then, the total void volume was determined: 

                                                              ɲ 6 6 В 2́                                                     (3.3) 

From Eq. 3.3, the particle radius was calculated: 

                                                          В2 σ6ρ ᶮȾτ́                                                  (3.4) 

If the initial particle radius was assigned as R0, and the corresponding porosity was ᶮ, 

from equation (3.4), we obtained: 

                                                                 
В

В

ᶮ

ᶮ
                                                            (3.5)                

where  

R0 = initial particle radius 

0 = initial porosity 

A radius multiplication factor was introduced to increase (expand) the particle radii gradually 

to achieve the desired (prescribed) porosity. 

                                                              2 Í2                                                                   (3.6) 

                                                             Í
ᶮ

ᶮ
                                                                  (3.7) 

where  

m = radius multiplication factor 

An initial guess of the radius multiplier m was made, based which an initial porosity was 

calculated from: 

                                                     ᶮ ρ ρ ÎȾÍ                                                         (3.8)    

The mean particle radius and the number of particles generated were calculated:  

                                                      2
ˊ
ρ ᶮ                                                             (3.9)        

                                                       .
ˊ
ρ ᶮ Ⱦ2                                                         (3.10) 

where  

N = the number of particles generated  
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2 = the mean particle radius 

 

3.2  Simulating grain beds subjected to vibration 

Grain beds are often subject to vibration during operations. Vibration may cause 

significant changes in pore structures of grain beds. DEM simulations were conducted to 

explore the effect on vertical vibration on pore structures of grain beds. Once the porous bed 

was formed in the DEM model (discussed in the previous section), a vibration excitation was 

applied. Simulations were conducted for a model bin of 0.28 m height and 0.15 m in diameter, 

filled with soybeans. This bin was used by Liu et al. (2010) to study the vibration of soybean 

during storage. Therefore the simulation results could be compared with the data reported by 

Liu et al. (2010). A simple harmonic excitation was used to vibrate the bin. Vibration excitation 

was applied to bin floor in the vertical direction with prescribed frequencies and amplitudes as 

follows: 

                                                                          Dz(t) = Asin(ʖÔ)                                                            (3.11)             

where  

Dz (t) = displacement in the vertical direction (m) 

A = vibration amplitude (m) 

ɤ = angular velocity (rad s
-1
), = 2pf 

f = vibration frequency (Hz) 

t = time (s) 

A frequency of 15 Hz and amplitudes of 0.5, 1.0, 2.0, 3.0 and 4.0 mm were used in 

simulations. These frequency and amplitudes combinations were selected to achieve the 
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maximum densification. According to the experimental results reported by An et al. (2009), the 

dense packing was achieved with vibration intensity between 1.5g (g= gravitational 

acceleration) and 4.0g (the peak density occurred at 2.0g - 2.5g). The vibration intensity levels, 

determined as A(2 Ǽ)2
, were 0.45g, 0.91g, 1.81g, 2.72g, and 3.62g for amplitudes of 0.5, 1.0, 

2.0, 3.0, and 4.0 mm at 15 Hz, respectively. 

Vibration was simulated in time steps of 3.3 ms. This time step (ȹt) was determined from 

the mass (m) and the stiffness (k) of particles (ЎÔ ÍȾË) (Itasca, 2005). Preliminary 

simulations were conducted to determine the total length of vibration time required to reach the 

maximum density and it was found the 16 s was sufficient for all vibration intensities. At each 

time step, the position (x, y and z coordinates) of each particle was saved in a data file for late 

use in calculating flow parameters.  

One of the most important parameters affecting flow through a porous bed is porosity. In 

this study, both global (overall) and local porosity values were calculated based on DEM 

simulation data. The global porosity was calculated as the ratio of the total volume occupied by 

the particles to the total volume of porous bed. 

 

                                                                    ɲ ρ 6Ⱦ6                                                                            (3.12) 

  

                                                                           6 В Ò́                                                                        (3.13) 

where 

 = global porosity (decimal fraction) 

V = total volume of porous bed (m
3
) 

Vp = total volume occupied by particles volumes (m
3
) 
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r = particle radius (m) 

S = summation of all particles in the porous bed 

In a porous bed consisting of randomly packed particles, the pore distribution would not 

be uniform. Therefore, local porosity was also determined using the built-in function in PFC
3D

 

at five locations, which were denoted as B1(0.06, 0, 0.119), B2(0.06, 0, 0.129), B3(0.06, 0, 

0.130), B4(0.06, 0, 0.136), and B5(0.06, 0, 0.146) (three numbers in parenthesis are x-, y- and 

z- coordinates, respectively) (Fig. 3.2). The instantaneous local porosity values at these 

locations were calculated at every time step (3.3 ms) during vibration simulation. 

 

Fig. 3.2. A Schematic of simulated bin showing the locations (B1-B5) where local porosity was 

calculated 

 

3.3 Physical properties of grain and bin for DEM 

simulations 

The DEM model requires parameters of grain and grain bin, including particle diameter, 

bulk density, porosity, particle stiffness, friction coefficient between particles, friction 

coefficient between particle and wall. All of the physical properties of grain and bin used in the 
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simulations were shown in Table 2, which were adopted from a previous study on DEM 

modeling of grain beds filled with soybeans reported by Liu et al. (2008a). Both the normal 

stiffness and shear stiffness for the bin wall were determined from the modulus of the bin wall 

as follows (Liu et al. 2008a): 

                                           Ë %Ô                                                              (3.14) 

                                    Ë πȢυ ËÔÏ ρȢπ Ë                                            (3.15) 

where 

kn = normal stiffness of wall (N m
-1
) 

ks = shear stiffness of wall (N m
-1
) 

E = elastic modulus of Plexiglas wall (3.03 GPa) (Mohsenin 1980) 

t = thickness of wall (m) 

Similarly, the normal stiffness and shear stiffness of grain were determined from modulus 

elasticity of the grain as follows: 

                                          Ë % ςÄ                                                                 (3.16) 

                                   Ë πȢυ Ë  ÔÏ ρȢπ Ë                                                        (3.17) 

where 

kpn = normal stiffness of grain kernel (N m
-1
)  

kps = shear stiffness of grain kernel (N m
-1
) 

Ep = elastic modulus of grain kernel, which is a measurement of grain kernelôs resistance to 

being deformed elastically when a force is applied to it. Elastic modulus was determined 

through compression test by Liu et al. (2007). 

dp= diameter of grain kernel (m) 
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Internal friction angle, friction coefficient between particle and wall were determined by 

direct shear test (Liu et al. 2008a). The particle density and porosity were assumed to be 1285 

kg m
-3
 and 40.8% (Milani et al. 2000).  

Table 3.1. PFC simulation parameters reported by Liu et al. (2008a). 

 Parameters value 

Wall normal stiffness (kn), N m
-1

 1.8×10
7
 

Wall shear stiffness (ks), N m
-1

 0.9×10
7
 

Particle normal stiffness (kpn), N m
-1

 

Particle shear stiffness (kps), N m
-1
 

Friction coefficient between particles 

Friction coefficient between particle 

and wall (Plexiglass) 

Particle density (rp ), kg m
-3 

Bulk density (rb ), kg m
-3 

Porosity (ɲ ), % 

Particle diameter (dp), mm 

4.0×10
6
 

2.0×10
6
 

0.47 

0.3 

 

1285 

761 

40.8 

5.5-7.5 

 

3.4 Simulation of airflow paths through grain bulks 

3.4.1 Algorithm for calculating airflow  paths 

Algorithms were developed in MATLAB (R2013b, Mathworks Inc., USA) to determine 

all the possible paths (the widest, narrowest, etc.) for airflow through the pore spaces between 

particles in grain beds based on the locations and sizes of balls (grain kernels) simulated by the 

DEM model. These algorithms treated the porous bed as a collection of four-particle 

tetrahedron units stacked over each other from the bottom to the top of the grain bed (Fig. 3.3), 

as proposed by Sobieski et al. (2012). Each tetrahedron unit  had four ñthroatsò (T1-T4), with 

T1 being the space between particles A, B and C (DABC), T2 between particles A, B and D 

(DABD); T3 between particles A, C and D (DACD); and T4 between particles B, C and D 

(DBCD). If air entered the tetrahedron unit through a throat, say T1, it could exit from T2, T3 or 
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T4. In other words, there were three possible airflow paths through each tetrahedron unit, 

termed as local paths in this thesis.  

 

Fig. 3.3. A tetrahedron unit representing grain mass at a point in the grain bed. 

Because air flows from the bottom to the top in typical grain bins during aeration or in-bin 

drying, and therefore a random point at the bottom of the grain bin was first selected as an air 

entrance point (AEP). An AEP was physically a pore space between particles on the bin floor. 

Three particles nearest to the AEP were selected to form the pore space for AEP, and these three 

particles also formed the initial base triangle of a tetrahedron unit. The next step was to find a 

particle as the fourth vertex to construct a tetrahedron. All the particles in the grain bed whose 

coordinates had been determined by the DEM model were sorted by their distances to the 

centroid of the base triangle and the particle that was closest to the base triangle was selected as 

the first candidate for the fourth particle to construct the tetrahedron. 

A candidate particle was confirmed to be the fourth particle of the tetrahedron if the 

following two conditions were met: (1) the center of the fourth particle should be higher than 

the centroid of the base triangle because the air flows upwards; and (2) the space among the 

four particles that formed the tetrahedron should be sufficiently small (not be able to 

accommodate another particle inside the tetrahedron), i.e., the inscribed sphere within the 
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tetrahedron must be smaller than a particle. If these conditions were not met, the next closest 

particle was considered, and the process was repeated until a suitable particle was found as the 

fourth particle to form a tetrahedron. Once a tetrahedron was constructed, the air was assumed 

to enter the tetrahedron through the base triangle (T1) and exit through the other three 

triangular faces of the tetrahedron (T2, T3 and T4) (Fig. 3.3). The length of a local path was 

determined as the distance between the centroids of the two triangles associated with the path. 

For example, the length of the T1-T2 path was the distance between the centroids of DABC and 

DABD (Fig. 3.3). 

Among the three local airflow paths in each tetrahedron unit, one had the widest 

cross-section and one had the smallest (narrowest) cross-section, representing the widest and 

narrowest flow path, respectively. To determine which of the three paths was the widest or the 

narrowest path, the areas of the three ñexitò triangles were calculated by the Huron equation 

and compared (Kendig 2000): 

 

                                            3 Ð Ð Á Ð Â Ð Ã                                               (3.18) 

                                                             Ð Á Â Ã                                                             (3.19) 

where 

p = a half of perimeter of triangle 

a, b, c= lengths of three sides of triangle 

The open area was calculated as the area of face triangle less the projected area of three 

particles on the triangle face (Dudda W. and Sobieski W., 2014). Take Ў!#$ as an example 

(Fig. 3.4), the total area of triangle was calculated as follows: 
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Fig. 3.4. Illustration of the cross-sectional area for airflow through a triangle. 

 

                                                      Ð !# !$ #$                                                 (3.20) 

                                    3Ў!#$ Ð Ð !#Ð !$Ð #$                                     (3.21) 

The areas occupied by the three particles A, C, D were calculated respectively as follows: 

                                                   3!!! #᷁!$Ò  

                                                   3### !᷁#$Ò                                                      (3.22)   

                                                   3$$$ !᷁$#Ò                                                        

 where 

S(A1AA2), S(C1CC2) , S(D1DD2)= the areas occupied by particles A, C, D, respectively, within 

triangle ACD 

rA, rC, rD = radius of particles A, B, C, respectively 

Therefore, the (open) area available for air flow through ȹACD was calculated as: 

                    3 3Ў!#$ 3Ў!!! 3Ў### 3Ў$$$                                    (3.23) 

The triangle with the largest open area was selected as the exit triangle for the widest path, 

whereas the triangle with the smallest open area was selected as the exit triangle for the 

narrowest path. Once a triangle was selected, the actual pore throat area was calculated as the 
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open space between the three particles that formed the triangle (Fig. 3.5). The equivalent path 

width was considered as the diameter of a circle which had the same area as the open area.  

                                                              Ä ς
ˊ
                                                        (3.24)    

where 

df = equivalent airflow path width (diameter) of a local path 

Sf = open area between three particles in a triangular face of tetrahedron (m
2
)  

 

Fig. 3.5. Pore throat sizes for airflow paths in a tetrahedron unit. 

After the local paths within the first tetrahedron were determined, the corresponding exit 

triangle (outlet) was used as the base triangle (inlet) to construct the next connecting 

tetrahedron. The process was repeated from the bottom to the top of the grain bed until the last 

tetrahedron unit reached the top surface of the grain bed (Fig. 3.6). The total airflow path length 

was then calculated as the sum of lengths of all associated local flow paths (LFP) (LFP1 + 

LFP2 + éé,), or the sum of distances connecting the centroids of base triangles in all 

associated tetrahedron units (Fig. 3.6). 
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Fig. 3.6. Illustration of the step-increment procedure to construct a global airflow path. 

However, this step-increment procedure of constructing a flow path might not always 

converge. There were two cases that required reselecting the exit triangle to arrive at 

convergency. In the first case, when the exit triangle from the current tetrahedron was selected 

as the base triangle for the next tetrahedron, the area S of the exit triangle overlapped with other 

triangles of a tetrahedron unit that had been used in a previous step. This case is graphically 

illustrated in Fig.3.7 where air enters the current tetrahedron unit from DABC. If DABD was 

selected as the base triangle to construct the next tetrahedron unit with particle E, air would 

passed through DACD which had been considered in last tetrahedron to reach the exit triangle 

DABD. In this case, another triangle (other than DABD) from the current tetrahedron would be 

selected as the base triangle for the next tetrahedron unit.   
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Fig. 3.7. An example which requires reselecting the exit triangle. 

In the second case, a particle penetrated into the exit triangle, causing the flow area 

(calculated by Eq. 3.23) to be negative (DACD in Fig. 3.8). In this case, another particle would 

be selected to construct a new tetrahedron unit.  

 

Fig. 3.8. An example of pore space larger than a particle, resulting in an unstable tetrahedron. 

3.4.2 Predicting tortuosity of airflow paths 

The tortuosity was calculated as the ratio of the actual length of flow path to the straight 

distance between the air entry and exit.  As shown in Fig. 3.9, C1, C2, C3, ..., Cn were the 

centroids of the base triangles of all tetrahedron units along an airflow path, which was 

constructed as lines connecting the centroids (C1, C2, C3é, Cn) of base triangles in all 

tetrahedron units (Fig. 3.9). The actual length of flow path was calculated as the summation of 

the line segments (local paths) (C1C2 + C2C3 + éé+ Cn-1Cn). The bed depth was considered as 
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the straight length (L0).  

 

 

 

 

 

 

 

 

 

 

Fig. 3.9. Schematics of local airflow paths.  

However, connecting the centroids (C1, C2, C3é, Cn) of base triangles in all tetrahedron 

units to form an (global) airflow path resulted in sharp turns between two adjacent local paths 

(Fig. 3.9). Given that flowing air cannot make sharp turns, an airflow path should not have 

sharp turns. Therefore, the sharp angles were replaced by an arc to ñsmoothò the airflow path 

(Fig. 3.10), as recommended by Sobieski et al. (2012). Specifically, a local path was divided 

into two segments of length  and the angle ɤi was determined as (Fig. 3.10):  

                                           ÃÏÓɤ                                             (3.25) 

where 

i = the current point of path.  

ai, bi, ci = length of the sides of the triangle formed by three neighboring points of the path, 

respectively.  
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Fig. 3.10. Schematic representation of smoothing the airflow path by replacing the sharp 

turning angle with an arc (Sobieski et al. 2012). 

Replacing sharp angles with arcs reduced the total length of flow path. A length correction 

factor ɤ  was calculated as follows (Sobieski et al. 2012):  

                                                ɤ
 ɤ ɤ ɤ

 ɤ ɤ ɤ
                                               (3.26) 

where 

ɤi = the sharp angle between two adjacent local paths 

ɤa, ɤb = coefficients. The values of ɤa and ɤb must satisfy ɤi
cor

 = 1 for ɤi = 180 and 0 for ɤi = 

0. In Sobieski et al.ôs (2012) research ɤb was assumed to 90, which corresponds to a straight 

angle; ɤa = 0.1 was selected used to calculate the correction coefficient in our research. 

Once the length correction factor was determined, the ñsmoothedò path length was 

bi 

ai 

ci 

a1 

ɤ

1 

bnp 

ɤ

n 

Sharp turn 

angle 

Local path 2 

Local path 1 

Replacement 

arc 
ɤi 
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calculated as follows (Sobieski et al. 2012):  

                              , Á Â В Á Âɤ                              (3.27) 

where 

Lp
cor

= length of path after smoothing 

a1 = the first section of the path 

bnp = the last section of the path 

np = number of connecting point of the path 

The tortuoisty of airflow path was calculated as the ratio of the ñsmoothedò path length to the 

bed depth.  

3.5 Pore-scale fluid flow models for predicting airflow 

resistance through grain bulks 

3.5.1 Branched path model  

Based on the DEM simulations of the pore structure of the grain bed, each tetrahedron unit 

had one air inlet and three outlets. Therefore, air flowed into each tetrahedron unit from an inlet 

(the main tube) and branched into three outlets (the branch tubes)(Fig. 3.11). The length of the 

main  tube (l0) was calculated as the distance from the centriod of the inlet triangle (C0) to the 

centroid of the tetrahedron (Ct), the lengths of three branch  tubes (l1, l2, l3) were calculated as 

the distance from the centroid of the tetrahedron (Ct) to the centroids of three outlet triangles 

(C1, C2, C3), respectively. Angles ɗ, ɗ, ɗ are the branching angles from the main flow to the 

three branched flows.  
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Fig. 3.11. The definition of branched flow model for airflow through each tetrahedron unit. 

When a flow is divided into branches, the introduction of new dividing surfaces makes the 

flow velocity profile highly skewed, and the pressure or energy loss increases much more 

compared with the parabolic velocity profile in straight flow channels. Details of flow 

transition in the region of a tube branch are very complicated, and the characteristics of 

pressure loss in a tube branch are not well formulated yet even in laminar flow conditions (Lee 

et al. 2007). The approach used in this research followed a framework proposed by Lee et al. 

(2007) for determining pressure drops due to branching in airflow through the human bronchial 

tree. Specifically, the total pressure drop through a branching region was considered as the 

pressure drop in the main flow section (mother tube) plus pressure drops due to branching 

(daughter tubes). Following this framework, it was proposed in this thesis that the total 

pressure drop through in a tetrahedron unit could be written as the sum of the pressure drop of 

airflow through a straight inlet section (ȹPS) (shown as C0-Ct in Fig. 3.12) and the pressure 

drop in branching zone (ȹPb1, ȹPb2, or ȹPb3, corresponding to Ct-C1, Ct-C2 or Ct-C3 in Fig. 3.12), 

which was mathematically expressed as:   

                                                Ў0 Ў0 Ў0 ȟ                                                (3.28) 

where 
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ȹP = the total pressure drop of airflow through a tetrahedron unit (Pa) 

ȹPS = the pressure drop of airflow through the inlet (straight) section (mother tube) (Pa) 

ȹPb1,2 or 3 = the pressure drop due to branching (daughter tubes)(Pa) 

 

 

 

 

 

 

Fig. 3.12. Illustration of the total pressure drop calculation. 

The flow rates considered in this research was very low (0.25 L s
-1
) and the Reynolds 

number was calculated to be 34. Fluid flow through a packed bed with Reynolds number less 

than 10 is considered as laminar flow. The airflow in our research could be considered as 

laminar flow with inertial effects. The pressure drop for a fully developed laminar flow in the 

straight section was calculated by the Hagen-Poiseuille formula in terms of Darcy friction 

factor (Brown 2002): 

                                                     Ў0 Æ
ɟ

                                                     (3.30) 

fD = Darcy friction factor (a dimensionless coefficient) 

L = length of the tube (m) 

D = hydraulic diameter of the tube (m) 

V0 = average velocity of the fluid flow, equal to the volumetric flow rate per unit 

cross-sectional wetted area (m s
-1
) 

The Darcy friction factor can be calculated from the Reynolds number as follows (Lee et 
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al. 2007): 

                                                              Æ                                                             (3.31) 

Rei = Reynolds number 

Fi = proportional coefficient  

The proportional coefficient was estimated to be 64 for laminar flow (Re<1000) in a straight 

tube (Hagen-Poiseuille) (Lee, et al. 2007). Therefore, the pressure drop for the straight section 

was determined by Eq 3.32: 

                                                          Ў0 ÆϽ Ͻ                                                    (3.32) 

                                                                    Æ                                                              (3.33) 

                                                                   2
ɟ

ɛ
                                                       (3.34) 

                                                                   6
ˊ

                                                           (3.35) 

where 

L0 = length of the mother tube (m) 

D0 = diameter of the mother tube (m) 

V0 = velocity of airflow in the mother tube (m s
-1
) 

Q0 = volumetric flow rate in the mother tube (m
3
 s

-1
) 

Lee et al. (2007) also proposed a method to calculate the pressure drops due to branching. 

Specifically, the pressure drop at a branch was determined by adding a multiplier function to 

the equation for the straight tube as follows:  

  

Ў0 Æɗ ϽÆϽ
,

$
Ͻ
ɟ6

ς
 

                                                                                                                                                                                                                  

i = 1, 2, 3,                                                                                                                                             (3.36) 
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                                                                 Æ                                                     (3.37) 

                                             6 1 Ͻ
ˊ Ⱦ

В ˊ Ⱦȟȟ
Ͻ $́ Ⱦτ                                  (3.38) 

where 

L i = lengths of daughter tubes (m), i =1, 2, 3  

Di = diameters of daughter tubes (m), i =1, 2, 3 

V i = airflow velocity in daughter tubes (m s
-1
), i =1, 2, 3 

 f(ɗi) = multiplier function  

ɗi = branching angle (degree)  

Eq. 3.38 shows that the assumption of the flow rate in a daughter tube being proportional 

to its cross-sectional area led to an equal flow velocity in all three daughter tubes. This velocity 

was simply the total flow rate divided by the sum of cross-sectional areas of the three daughter 

tubes. 

The multiplier function f(ɗi) described the effect of branching angle on pressure drop in 

the branching region, with a value of 0 for ɗi = 0 (no branching, or a straight tube). Lee et al. 

(2007) proposed a monotonically increasing function for f(ɗi) in the form of: 

f(ɗi)= a - bcosɗi                    (3.39) 

where a and b are two empirical constants. Based on the work of Jamison & Villemonte (1971), 

Lee et al. (2007) concluded that the maximum value of f(ɗi) lied between 2 and 3 because the 

pressure drop for a sharp branching of a rigid circular tube was almost three (3) times as high as 

that in a straight tube, but it became smaller for a smooth branching at the same branching 

angle. Based on this conclusion, Lee et al. (2008) presented and verified two empirical 

equations for f(ɗi). The first one f(ɗi) = 3-2cosɗi was suggested if the maximum pressure drop 
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due to branching at 90° was three times as high as that at 0°; and the second one f(ɗi) = 2-cosɗi 

was proper if the pressure drop was twice as high at 90° as that at 0̄ . These two multiplier 

functions were denoted as MF³3 and MF³2, respectively in the following sections of this 

thesis.  

The size of flow channels (tube diameters) was required in calculating pressure drops. 

However, the available cross-sectional area (ACSA) for air to flow through a tetrahedron was 

variable, as shown in a typical tetrahedron unit in Fig. 3.13. Taking the inlet Ў!"# as an 

example, the maximum possible ACSA was the area of triangle ABC, while the minimum 

ACSA was calculated as the area of triangle ABC less the area occupied by the three particles 

at the vertices (Fig. 3.13b). The maximum and minimum ACSAôs for other three faces 

(triangles in the tetrahedron) could be determined in the same fashion. Given that the variations 

in ACSA along the flow path were too complicated to be theoretically quantified, the minimum 

and maximum ACSAs were used to establish the upper and lower bounds of pressure drop, 

respectively, while the average of the minimum and maximum ACSAs was calculated to 

predict the average pressure drop through a tetrahedron unit.  
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(a) Tetrahedron unit              (b) ABC plane                (c) ABD plane      

 

 

 

 

        

  (d) ACD plane                            (e) BCD plane 

Fig. 3.13. Illustration of three cases of cross sectional area.  

3.5.2  Pore-scale network model 

Network modeling is a useful tool to study the flow and transport phenomenon in porous 

media at the pore scale level. It provides a link between microscopic properties of porous 

media and transport behavior at the macroscopic level. In network models, the porous media is 

considered as a series of interconnected pores and pore throats. Fluid transport is modeled by 

imposing conservation equations at each pore in the network. Applying the boundary 

conditions, numerical solutions of overall pressure within the network are obtained (Thompson 

and Fogler 1997; Thompson2002). The process of network modeling consists of three steps: 1). 
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simulation of the packed bed structure; 2) Delaunay tessellation; 3) solution of the pressure at 

the pore level and solution of the overall pressure. 

3.5.2.1  Simulation of grain bed 

The PFC
3D

 DEM model was used to simulate the cylindrical bin described in Section 3.1 

(Fig. 3.1). The details of PFC
3D

 simulation were the same as presented in Section 3.1. The 

position (x, y and z coordinates) and the radius of every grain kernel (sphere) determined in the 

simulation were used to carry out the Delaunay tessellation. 

3.5.2.2  Delaunay tessellation 

The Delaunay tessellation was used to divide spheres (grain kernels) into tetrahedrons, 

each consisting of the nearest four spheres to each other (Fig. 3.14) (Thompson and Fogler 

1997). Specifically, each Delaunay tetrahedron was considered as a pore unit and the centers of 

spheres were the four vertices of the Delaunay tessellation. The pore space was defined as the 

central void with the four constrictions connecting the void to the remaining pore space and the 

pore throat was defined as the area projected onto a tetrahedronôs face (Fig. 3.15). Air was 

assumed to enter the tetrahedron unit through any four constrictions at tetrahedronôs faces. 

Because the tetrahedron vertices were at sphere centers, the void projected onto each of the 

four faces was necessarily the smallest constriction that was encountered when traversing a 

passage into the central pore.  
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Fig. 3.14.  A Delaunay tetrahedron representing grain mass in the bin. 

 

 

 

 

 

 

 

Fig. 3.15. Illustration of the pore and pore throat of a Delaunay tessellation. 

The Delaunay tetrahedron requires that the circumsphere defined by four vertices 

encompassed no other sphere centers from the packed bed (Bowyer 1981; Wastson 1981). The 

algorithm of Delaunay tessellation of the packed bed was performed in Matlab (R2013b, 

Mathworks Inc., USA). The process of Delaunay tessellation was shown in Fig. 3.16. First, the 

dataset of coordinates of particles generated in the DEM model of grain bed was imported to 

the Matlab algorithm. Then the DT=delaunayTriangluation (x, y, z) procedure was used to 
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create a 3D Delaunay triangulation in matrix format from the coordinates of points (centers of 

particles) in the column vectors x, y, and z. The criterion was that no spheres contained in the 

interior of the circumsphere associated with each tetrahedron. After the tessellation was 

completed, the pore network (connectivity) within the grain bed was obtained. The numbers of 

points (centers of particles) for constructing the Delaunay tessellation (number of tetrahedron × 

4) and the neighboring tetrahedrons (number of tetrahedron × 4) were determined. The 

procedure is outlined in Fig. 3.16. The boundary of the Delaunay tessellation was considered as 

the noncounducting edges which lied in a few layers of spheres inside the edge of the packed 

bed (Thompson and Fogler 1997).  

 

 

 

 

 

 

 

 

 

 

Fig. 3.16. The process of Delaunay tessellation. 
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3.5.2.3 Pressure drop at  pore level 

To model flow through the network of packed bed, flow at the pore level was considered 

first and then scaled up to the global network. Specifically, the balance equation for the net 

volumetric flow rate in each interior tetrahedron was applied as follows (Thompson and Fogler 

1997): 

                                      Ñ π В Ð ÐÇȟȟ                                            (3.39) 

where  

qnet = net volumetric flow rate in each interior tetrahedron (m s
-3
) 

i = the ith interior tetrahedron (pores) 

j = four neighboring pores  

pi = pressure in each pore (Pa) 

pj = pressure in four neighboring pores (Pa) 

gi,j  = fluid conductivity 

The fluid conductivity gi,j is equal to the ratio of volumetric flow rate and pressure drop 

across a pore throat (Thompson and Fogler 1997). The numerical values for the throat 

conductivities (gi,j) between any two pores were required to solve the fluid transport equation at 

each pore. The throat conductivity depends on the throat geometry as well as fluid viscosity. 

The shape of throat cross sections in a tetrahedron unit were highly irregular and was defined 

by the dimensions of the triangular faces and the radii of the bounding spheres (Fig. 3.17). 

There were four types of pore throat shapes as shown in Fig. 3.17. Type (a): three particles did 

not touch; Type (b): two particles were in contact but the third one did not touch with either of 

them; Type (c): two particles were in touch and the third one in contact with one of other two; 
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and Type (d): three particles were in touch with each other. Because the bounding surfaces of a 

pore throat were  formed by three spheres, the area of cross sections (thus the conductivity) 

decreased with the increase in  the radius of three spheres (the cross sections of pore throat 

converged and diverged in the direction perpendicular to the paper, as shown in Fig. 3.17). 

 

Fig. 3.17. Four types of throat geometries on a triangle face (Thompson and Fogler 1997). 

Thompson and Fogler (1997) developed a relationship between flow rate and pressure 

drop for parallel and incompressible flow through an arbitrary shaped duct by 

dedimensionlizing Navier-Stokeôs equation to a dimensionless form of Poissonôs equation 

solved using the finite-element method. The dimensionless flow rate was obtained by 

integrating the dimensionless velocity  Õᶻ ÆØᶻȟÙᶻ   

                                                       
 ᶻ

ᶻ

ᶻ

ᶻ
ρ                                                             (3.40) 

The conductivity for a pore throat was determined as follows: 

                                                         Ç
Ў

ᶻ

                                                            (3.41)  

where 

 Q = flow rate (m s
-3
) 

Q
*  
= dimensionless flow rate 

ȹP = pressure drop (Pa) 

r1 = average radius of the bounding spheres (m) 
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ɛ = viscosity of air (Pa s) 

L= pore length, which was assumed as the average diameter of three bounding spheres  

Q* is the dimensionless flow rate, which was determined by integrating the dimensionless 

velocity over the cross sectional area using Eq.3.42 (Thompson and Fogler 1997).  

                                                       1ᶻ ᷿Õᶻ
 
ÄØᶻÄÙᶻ                                            (3.42) 

In this work, an algorithm was developed in Matlab to calculate the fluid conductivity gi,j. 

Combining for the Eqs. 3.39 and 3.41 for every tetrahedron unit in the grain bed resulted in a 

set of linear equations for pi (i = 1 to n, where n is the total number of interior tetrahedron units 

in the grain bed). The boundary condition for solving these simultaneous equations was to 

specify the net volumetric flow rate along with pressure on the inlet faces of the network. An 

additional constraining equation was added to the matrix that represents the sum over all inlet 

pores (Thompson and Fogler 1997). The linear matrix equations were solved to obtain the 

solution of the pressure in each interior tetrahedron by using the Gauss-Seidel method with 

overrelaxation in Matlab,  

3.6  Validation experiment  

An experiment was conducted to measure the relationship between pressure drop and 

airflow rates through a grain bulk to validate the simulation models for airflow resistance. The 

experimental apparatus consisted of an air pump, a cylindrical plenum and a test grain bin (Fig. 

3.18). A cylindrical bin 0.275 m high (H) and 0.154 m in diameter (D), made of 7 mm thick 

PVC, was designed and constructed to conduct the experiment. A cylinder of the same 

diameter (0.32 m H × 0.15 m D) was used as the plenum under the test section to produce 
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uniform pressure at the bottom of test bin. Grain (soybeans) was filled in the bin using a funnel 

placed 0.025 m above the bin. The air was supplied by an air pump (Sidewinder A/C 

WEB-62055 C, Bestway, USA) to the plenum and then to the grain bed through a perforated 

floor with 1 mm diameter holes spaced 1 cm apart. To enhance the uniformity of airflow 

through the grain bed, two additional perforated floors were used as flow strainers at 0.09 m 

and 0.18 m from the bottom of the grain bed. The flow rate was measured by a gas flow 

calibrator (Model M-30, A. P. Buck, Inc. USA) with a range of 0.1 to 30 LPM and accuracy of 

±0.5%. A differential pressure transmitter (Model 332, Furness Controls Ltd, UK) with the 

range of 0 to 50 Pa and accuracy of f ±0.25% was used to measure the pressure drop at different 

depths of the grain bed (Figs.3.18 and 3.19).  

In each test, the pressure at point 0 (plenum) was measured to represent the pressure at the 

inlet of the grain bed. The pressure differences between point 0 and 1, 1 and 2, 2 and 3 were 

measured, respectively, to investigate pressure drops with the bed depth (Figs. 3.18 and 3.19). 

To test if there was variation in pressure drop in the radial direction of the grain bed, the 

pressure difference between Location 2A and atmosphere and Location  2B and atmosphere 

were also measured and compared. 
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Fig. 3.18. The experiment apparatus for measuring the pressure drops of airflow through the 

test grain bin. 

 

 

Fig. 3.19. Schematics of the test grain bin for airflow resistance measurement. 
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4 Results and Discussion 

4.1 Simulated pore structures of grain bed and  airflow 

paths 

4.1.1 Simulated grain beds 

The simulated rectangular and cylindrical bins are illustrated in Fig. 4.1a and 4.1b, 

respectively. A sample of numerical results (particle coordinates and radii) is shown in 

Appendix A. For the rectangular bin, the DEM model generated a grain bed consisting of 5,146 

spherical particles with diameters randomly distributed between 5.5 mm to 7.5 mm.  For the 

cylindrical bin, the DEM model generated a porous bed consisting of 18,188 particles. To 

verify if the simulated beds properly represented the actual grain beds, the numbers of particles 

were compared between simulated and actual beds for the cylindrical bin. Based on the 

measured weight and the volume of the grain bed, the total number of particles in the bin was 

estimated to be 18,498. In other words, the total number of particles in the simulation was 1.7% 

lower than the measured value. It should be noted that estimation of the total number of 

particles in the bin was based on the assumption that all kernels were spherical and had an 

average diameter of 6.5 mm. However, the measured geometric mean diameter was 6.6 mm. 

Using this measured diameter of 6.6 mm, the total number of particles in the bin was estimated 

to be 17,670,   which was 2.9% lower than the simulated value. Also, the simulated global 

(overall) porosity was 0.408, which was in good agreement with the measured value of 

0.398°0.006 (°standard deviation). 
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(a)                                  (b) 

Fig. 4.1. Simulated grain beds by PFC
3D 

DEM model. (a) rectangular bin, (b) cylindrical 

bin. 

To describe the structure of porous media, particle size distribution of the simulated 

porous beds were analyzed. Taking the rectangular bin as an example, the distribution of 

particle size (diameter) generated from the simulated porous bed was shown in Fig. 4.2. It can 

be seen that the particle size distribution was fairly uniform in the 5.5 to 7.5 mm range. There 

were 2.5% of particles with diameters outside that range. This was because there was not 

enough space in the bin to accommodate all the large particles during the expansion to achieve 

the prescribed porosity (as discussed in Section 3.1) 
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Fig. 4.2. The frequency distribution of particle size.  

Another important parameter that is often used to describe the structure of granular 

materials is the coordination number. The distribution of coordination number for rectangular 

bin model was determined using the DEM simulation results.  To minimize the effect of walls, 

the packing bed was cut off (x[-0.05,0.05], y[-0.05,0.05], z[0.02, 0.23]) for structure analysis. 

The frequency of coordination numbers of selected structure for different vibration amplitude 

and frequency was shown in Fig. 4.3. The results were obtained using a cutoff distance 

1.05dmax (0.008). That means a contact between two particles was counted if the distance 

between them was less than 1.05max. It appeared that the distribution of coordination number 

was close to a normal distribution, with a peak frequency at 9. An (2012) observed that the 

peak values were 7 for the amorphous state with a packing density of 0.64 and 12 for the 

crystalline state with a packing density of 0.74.  

 

Fig. 4.3. Distribution of coordination number in the simulated grain bed for rectangular bed. 

4.1.2 Simulated airflow paths 

Three different air entrance points (AEP) ((0.02, 0, 0); (-0.07, 0, 0); (0.09, 0, 0)) located at 
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the bottom of the grain bed were randomly selected to construct the flow paths as examples to 

demonstrate the characteristics of airflow paths through the grain bed. It should be noted that 

the selection of the three AEPôs was random, but with one constraint ï the AEP should not be 

too close to the vertical walls as recommended by Sobieski (2012) to avoid the boundary effect. 

The simulated airflow paths were tortuous and of random shape (in terms of path length and 

width, and local turns), as expected (Table 3, Figs. 4.4 & 4.5). 

Table 4.1 Summary of calculated flow path parameters of three widest and three narrowest 

airflow paths. 

 

AEP 

location 

(x, y, 

z)(m) 

Path length Le (m) Path width W (mm) 
No. of  

tetrahedron units 

  Widest Narrowest Widest Narrowest Widest Narrowest 

AEP1 (0.02,0,0) 0.365 0.390 2.91 1.99 152 148 

AEP2 (-0.07,0,0) 0.365 0.376 2.83 1.85 160 142 

AEP3 (0.09,0,0) 0.385 0.401 2.73 2.00 162 154 
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(a) 

 

(b) 

Fig. 4.4 Simulated airflow paths, as represented by the associated tetrahedron units. (a) three 

widest paths and (b) three narrowest paths. 
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(a) 

 

(b) 

 

Fig. 4.5. Simulated airflow paths in two-dimension. (a) three widest paths and (b) three 

narrowest paths. 

Of the six simulated paths, the longest path was 0.401 m and the shortest was 0.365 m, 

while the depth of bed was 0.25 m. The three narrowest paths appeared to deviate more from 

the entry point in comparison with the three widest paths (Fig. 4.5), which resulted in longer 




















































































































































































