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Abstract

This thesis presents a method to obtain the per-unit-length electrical parameters of a given overhead transmission line or underground cable in an unbounded space considering the effect of the ground. This is achieved using a two-dimensional conformal mapping technique, which consists of a modified bilinear transformation to map a semi-open half-space problem into a unit circle. The Helmholtz equations describing the quasi-stationary approximation for the electromagnetic field behaviour are solved using finite element method, with the aid of commonly used commercial software program, COMSOL Multiphysics. The per-unit-length resistance, inductance and capacitance are calculated using the proposed mapping method, the truncation of the original space method and then compared with the analytical solution obtained from Carson’s approximation for the overhead lines and Wedepohl’s formulation for the underground cables.
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Chapter 1

Introduction

The propagation characteristics of overhead transmission lines and underground cables are intrinsically associated with their longitudinal and transversal electrical parameters, i.e.: the frequency-dependent longitudinal impedance and transversal admittance.

It is very important to know the electrical characteristics of power transmission systems for reliable operational conditions of a power system as a whole. The accuracy in the parameter identification is directly related to many issues in power system analysis, such as: fault detection/location in overhead transmission lines and underground cables [4]; correct parameterization of protection systems [5]; appropriate coordination of the insulation [6]; understanding the wave propagation [7]; transient conditions and possible overvoltages in transmission systems, which lead to a correct design of the surge protection [8].

In general, technical literature presents two procedures to identify the electrical parameters of multiconductor transmission lines and cables: by estimation or calculation. The first procedure is based on the current and voltage measurements at both line terminals. Usually, the currents and the voltages, at the sending and the receiving ends of the line, are synchronously obtained using phasor measurement units (PMUs) or fault records obtained from protective relays [9][11]. Therefore, the transmission system can be modeled in the frequency or time domain in order to identify the
parameters: resistance (R), inductance (L), conductance (G) and capacitance (C), based on current and voltage measurements \[10\]. However, each estimation technique can give a better representation depending on the line geometry, system characteristics and dynamics (transient or steady-state) \[9\].

The second procedure to obtain the electrical parameters is by calculation based on the geometrical and structural characteristics of the transmission system, such as: height from the ground (or depth for underground cables), conductor characteristics (conductivity, wire shape, cross section, etc), environment in which the conductor is immersed (air, soil, water, etc), distance between conductors (in case of multiconductor transmission lines) \[12\].

The frequency-dependent impedance of a conductor is composed of two main parts: the impedance due to the skin effect and the earth-return impedance. The first component is given by the non-uniformity of the current distribution over the cross section of the conductor \textit{i.e.}, the current density increases progressively, from the centre toward the surface of the conductor as a function of the frequency of the longitudinal electrical field in the conductor. This phenomenon results in a major concentration of the current through the boundary of the conductor which leads to a non-linear increase of the longitudinal resistance as a function of the frequency. Conventionally, the impedance resulted from the skin effect is calculated by approximations using the Bessel functions and based on the geometrical-physical characteristics of the conductor \[13,14\].

The earth-return impedance is calculated from a formulation based on the trigonometric series of Carson \[12\]. This procedure is carried out taken into account several approximations in the transmission system (overhead line or underground cable) and considering a homogeneous soil, \textit{i.e.}, constant soil conductivity \[15\]. Despite the above approximations, the analytically-based formulations using Bessel and Carson functions provide accurate results for a wide range of frequencies. However, these formulations present some restrictions to model non-conventional conductor geometries (\textit{e.g.} sector-shaped cables), non-homogeneous soil configurations or complex cases where the conductor is on the surface of the ground \[16\].

The well-established finite element method (FEM) is a solution to overcome the problem
with non-conventional geometries in the cross section of multiconductor cables and arbitrary non-homogeneous problems. Besides, FEM presents several advantages over integration methods for solution of electromagnetic problems taking into account a non-homogeneous media and non-linear situations [17]. Nevertheless, the FEM requires suitable techniques to deal with unbounded problems. Despite the notable increase of the computational resources in the last decades (computational memory and processing), finite element open boundary techniques are necessary. Theoretically, an infinite domain requires a very large amount of computational memory which consequently requires an outer truncation boundary to overcome this problem.

In the electrostatic case, the electrostatic field can be neglected (considered as zero) at a point far away from the region of interest. The resolution of unbounded problems is not straight-forward, because in the magnetostatic or quasi-static cases, unlike the electrostatic case, the electric scalar potential cannot be neglected [18]. Based on this statement, it is then necessary to represent an infinite domain using a finite element open boundary technique, making the outer boundary to best represent the exterior region. Thus, for static and dynamic fields, the outer boundary modeling should not present waves reflections, i.e., the boundary between the internal and the external regions are represented as an impedance junction without wave reflection. A number of techniques have been proposed in the past two decades for the simulation of electromagnetic fields at the outer boundary with the implicit or explicit modeling of the impedance junction [17].

Chen and Konrad describe an extensive review on the principal methods applied for representation of the open boundary in FEM [17]. Among the several well-established techniques discussed in this reference, some of them are worth mentioning to show how the techniques have evolved, emphasizing their principal advantages and restrictions:

- Truncation of outer boundaries [19] [20]
- Iterative solutions [21]
- Ballooning [22] [24]
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The first open boundary technique, truncation of outer boundaries, consists in the hypothesis that the potential and its derivative are null for a very distant outer boundary, which is a simple and intuitive approach. This technique is accurate for a very far away outer boundary which results in a huge allocation of computational memory and a significant processing effort. The truncation of an outer boundary following a general rule in which the distance of the centre of the object to be studied to the outer boundary should be at least five times the distance of the centre of the object to its more external surface, e.g.: the radius of the transversal section of a single-conductor cable \[17,19,20\].

The open boundary technique by iterative solutions is a complementary criteria for the truncation of the outer boundary. In order to improve the accuracy of the truncation of the limited inner boundary, an iterative procedure to shift the outer boundary was developed \[17\]. This method varies the outer boundary as a function of the field strength. The technique by iterative solutions consists of shifting the outer boundary up to a determined value of the field potential, which means that the outer boundary is defined based on the value of the field strength at a determined point with a variable distance from the object of study \[21\]. However, usually this technique does not imply in reduction of the computational memory allocation and processing, if compared to the conventional truncation of the outer boundary, because several matrix inversions and recursive mesh generations are required for the iterative solutions \[17\].

The ballooning technique represents an improvement over the outer boundary truncation method \[17\]. This technique consists of the representation of a surrounding area, around a solution centre, characterized by a finite element mesh. In this approach, the external area of the solution centre is surrounded by an annular area composed of several annular nodes. The referred annular nodes, surrounding the solution centre (e.g. the transversal section of a conductor cable), have similar geometry and compose the inner and outer boundaries. The outer boundary is recurs
sively extended from the solution centre following the same geometry of the annular nodes, i.e.,
a fixed geometric progression denominated as mapping ratio in the technical literature \[17, 22, 23\].
Thus, the mapping ratio is characterized by the increment of new annulus surrounding the previous
one which is represented by the same geometry but with a smaller cross section. The transversal
section of the outer boundary increases in a geometric progression which leads the system to a
fast convergence to an error close to zero \[23\]. Despite these improvements this technique requires
some criteria to select the centre point and a careful geometric progression setting for the mapping
ratio. Furthermore, it may become difficult to apply the required symmetry conditions and get
the solutions in the exterior region. It is also important to take into account that the Ballooning
technique is restricted to Laplacian operators and convex geometries \[17\].

A well-established technique to deal with truncation of the open boundary in FEM is by infinite
elements. There are two main variations of this technique available in the technical literature: decay
interpolation functions and mapped finite elements \[25, 27, 28\]. The first technique consists basically
of the field decay as a function of the radial distance from the centre point, which is calculated by
a decay interpolation function, as explicitly suggested in the technique \[17\]. The decay function
in the external region is set according to the application, since the asymptotic field varies also
depending of the problem to be solved. The solution by decay interpolation functions assumes
that the field is null at the boundary of the region to be analyzed \[26\]. On the other hand, in
mapped finite element, the domain represented by finite elements is transformed into an infinite
domain. The proposed transformation is carried out considering a singular mapping function \[25\].
The mapping function is applied only for the Jacobian transformation since the variable field are
in fact represented by the finite element interpolation functions \[17\].

The spatial transformations technique has an inverse procedure compared to the method using
infinite elements. The infinite elements use mapping interpolation functions to convert a finite
domain to an infinite domain, while the spatial transformation converts a physical unbounded do-
main into a finite domain by conformal or other geometrical mapping procedures \[17\]. A detailed
description on the conformal mapping approach is employed in this dissertation, since this technique will be applied to identify the longitudinal parameters of cables. Conformal Mapping has been used in several research studies, such as: calculation of two-dimensional bounded scalar field problems using complex analytic functions, also known as mapping functions \[29\]; calculation of axi-symmetric open boundary problems \[30\]; solution of waveguide problems \[31\].

1.1 Thesis Outline

This thesis is composed of six chapters including this introductory chapter.

In Chapter 2, the main analytical equations for the calculation of the electric parameters of overhead transmission lines and underground cables are derived.

In Chapter 3, all the background theories behind the proposed method in this thesis are presented. This includes: the governing equations of the electromagnetic fields; the finite element method, which is the numerical method employed for solving partial differential equations; and the conformal mapping which is the transformation scheme used to alleviate truncation problems.

The method proposed in Chapter 4 basically consists in transforming an unbounded space into two unit circles, the upper one representing the air domain and the lower one representing the ground domain. The resistive losses, magnetic energies and electric energies resulting from the overhead line or underground cable under study are calculated in the mapped domain and then used to determine the per-unit-length resistances, inductances and capacitances, respectively.

In Chapter 5, the results of several case studies are presented using the proposed method and then compared with the analytical formulations. The sector-shaped cable is also studied, but unlike the other cases, there is no analytical solution available.

In Chapter 6, the conclusions of this thesis and the recommendations for future research are presented.
1.2 Contributions

It is important to note that this thesis is the continuation of the work of [16], with the addition of the calculation of the transverse admittance and some overhead transmission line with typical structural and geometrical configurations. The main contributions of this thesis are summarized below:

- It is shown how to use a conformal spatial transformation to transform an unbounded domain into a bounded space, which alleviates truncation problems.

- This mapping technique together with the finite element method is then used for the determination of the per-unit-length parameter of some cases of overhead transmission lines and underground cables.

- Furthermore, it is shown that this method is able to obtain the correct results for some trivial cases which count with analytical solution to prove that this method can also be applied to non-traditional geometries, specially in those cases where there are no analytical solution.
Chapter 2

Analytical Calculation of the Electric Parameters of Transmission Lines

It is known that in the study of the transmission lines’ performance, the transmission of electricity is directly influenced by the values of its electric parameters and the geometry of the conductors. The calculation of the parameters within an acceptable accuracy is necessary to obtain reliable data in the design of transmission lines [32]. There are four main parameters for modeling general lines: longitudinal resistance and inductance, transverse capacitance and conductance. In this chapter, a detailed description is given of how the parameters of a multiconductor transmission line are calculated, considering their distributed nature. Technical information and equations in general are obtained from [1] and [2].

2.1 Overhead Transmission Lines

2.1.1 Longitudinal Impedance of the Line

The self and mutual impedances in the transmission line equations, in the frequency domain, can be obtained from the solution of the Maxwell’s equations taking into account the boundary
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conditions of the conductor itself, the air and the ground. Since these three materials can be characterized by conductivity, magnetic permeability, and dielectric permittivity, it can be shown that the impedances of the line may be described in terms of the physical properties of the system (conductors, air and ground) and the frequency [12].

For the purpose of calculation, the longitudinal impedance of a transmission line is divided into three components: external impedance ($Z_{\text{ext}}$); internal impedance ($Z_{\text{int}}$); and impedance due to current returning through ground ($Z_g$). The total longitudinal impedance of the line corresponds to the sum of these three components [33]:

$$Z(\omega) = Z_{\text{ext}}(\omega) + Z_{\text{int}}(\omega) + Z_g(\omega) \quad (2.1)$$

**External Impedance**

The external impedance results from the action of the magnetic field in the air, considering that the conductor and the line are ideal. Fig. 2.1 represents the conductors $i$ and $k$ of a generic two-phase transmission line over an ideal ground [12]. The radius of the conductors $i$ and $k$ are $r_i$ and $r_k$, respectively. The fictitious conductors $i'$ and $k'$ are images of conductors $i$ and $k$, respectively. The magnetic permeability of air $\mu_0$ is $4\pi10^{-7}$ [H/m].

The self and mutual (external) impedances, for conductors $i$ and $k$, are given by [2]:

$$z_{\text{ext}_{ik}}(\omega) = z_{\text{ext}_{ki}}(\omega) = j\omega \frac{\mu_0}{2\pi} \ln \left( \frac{D_{ik}}{d_{ik}} \right) \quad (2.2a)$$

$$z_{\text{ext}_{ii}}(\omega) = j\omega \frac{\mu_0}{2\pi} \ln \left( \frac{2h_i}{r_i} \right) \quad (2.2b)$$

$$z_{\text{ext}_{kk}}(\omega) = j\omega \frac{\mu_0}{2\pi} \ln \left( \frac{2h_k}{r_k} \right) \quad (2.2c)$$

$z_{\text{ext}_{ik}}$ and $z_{\text{ext}_{ki}}$ are the mutual (external) impedances between both conductors, $z_{\text{ext}_{ii}}$ is the self (external) impedance with respect to conductor $i$ and $z_{\text{ext}_{kk}}$ is the self (external) impedance in the air.
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Fig. 2.1: Conductors $i$ and $k$ and their respective images $i'$ and $k'$.

with respect to conductor $k$, all in [Ω/m]. $\omega$ is the angular velocity related to frequency $f$ given by:

$$\omega = 2\pi f$$

(2.3)

The external impedance, as seen in the above equations, represents an inductive reactance. Therefore, the external impedance can be described as:

$$z_{ext}(\omega) = j\omega l_{ext}$$

(2.4)
The external inductances can be defined by the following expressions [2]:

\[ l_{\text{ext}ik} = l_{\text{ext}ki} = \frac{\mu_0}{2\pi} \ln \left( \frac{D_{ik}}{d_{ik}} \right) \]  \hspace{1cm} (2.5a)

\[ l_{\text{ext}ii} = \frac{\mu_0}{2\pi} \ln \left( \frac{2h_i}{r_i} \right) \]  \hspace{1cm} (2.5b)

\[ l_{\text{ext}kk} = \frac{\mu_0}{2\pi} \ln \left( \frac{2h_k}{r_k} \right) \]  \hspace{1cm} (2.5c)

\( l_{\text{ext}ik} \) and \( l_{\text{ext}ki} \) are the mutual (external) inductances between both conductors, \( l_{\text{ext}ii} \) and \( l_{\text{ext}kk} \) are the self (external) impedances with respect to conductor \( i \) and \( k \), respectively. The external inductances are given in [H/m].

Observing the equations described in this section, it can be stated that they are exclusively dependent on the geometry of the line, the physical characteristics of the conductors and the medium in which the line is inserted.

Thus, for a generic line with \( n \) phases whereas each phase consists of one conductor, the external impedance matrix can be written as:

\[
\begin{align*}
[Z_{\text{ext}}(\omega)] &= j\omega \frac{\mu_0}{2\pi} \begin{bmatrix}
\ln \left( \frac{2h_1}{r_1} \right) & \ln \left( \frac{D_{12}}{d_{12}} \right) & \cdots & \ln \left( \frac{D_{1n}}{d_{1n}} \right) \\
\ln \left( \frac{D_{21}}{d_{21}} \right) & \ln \left( \frac{2h_2}{r_2} \right) & \cdots & \ln \left( \frac{D_{2n}}{d_{2n}} \right) \\
\vdots & \vdots & \ddots & \vdots \\
\ln \left( \frac{D_{n1}}{d_{n1}} \right) & \ln \left( \frac{D_{n2}}{d_{n2}} \right) & \cdots & \ln \left( \frac{2h_n}{r_n} \right)
\end{bmatrix} \\
&= \begin{bmatrix}
z_{\text{ext}11} & z_{\text{ext}12} & \cdots & z_{\text{ext}1n} \\
z_{\text{ext}21} & z_{\text{ext}22} & \cdots & z_{\text{ext}2n} \\
\vdots & \vdots & \ddots & \vdots \\
z_{\text{ext}n1} & z_{\text{ext}n2} & \cdots & z_{\text{ext}nn}
\end{bmatrix}
\end{align*}
\]  \hspace{1cm} (2.6)
Equation (2.6) can be written in a compact form as:

\[ [Z_{\text{ext}}(\omega)] = j\omega[L_{\text{ext}}] \]  

(2.7)

The external inductance matrix, for \( n \) phases, can be written generically as:

\[
[L_{\text{ext}}] = \frac{\mu_0}{2\pi} \begin{bmatrix}
\ln \left( \frac{2h_1}{r_1} \right) & \ln \left( \frac{D_{12}}{d_{12}} \right) & \cdots & \ln \left( \frac{D_{1n}}{d_{1n}} \right) \\
\ln \left( \frac{D_{21}}{d_{21}} \right) & \ln \left( \frac{2h_2}{r_2} \right) & \cdots & \ln \left( \frac{D_{2n}}{d_{2n}} \right) \\
\vdots & \vdots & \ddots & \vdots \\
\ln \left( \frac{D_{n1}}{d_{n1}} \right) & \ln \left( \frac{D_{n2}}{d_{n2}} \right) & \cdots & \ln \left( \frac{2h_n}{r_n} \right)
\end{bmatrix}
\]  

(2.8)

It is observed that the matrix \([L_{\text{ext}}]\) is a function of the geometry of the conductors and the physical characteristics of the medium, being independent of frequency variation.

**Internal Impedance Due To Skin Effect**

The uniform distribution of the current over the cross section of a conductor is observed only in DC systems. For AC systems, the current distribution becomes non-uniform. The current density increases progressively, from the centre toward the surface of the conductor, in proportion to the increase in frequency. This phenomenon is called skin effect [1].

Fig. 2.2 describes the skin effect on a conductor based on the geometry and on the current density across the cross section [1].

Considering different longitudinal filaments perpendicular to the cross section of the conductor in Fig. 2.2, those located on the surface are not linked to the internal flux. The flux linkage in a filament near the surface is lower than the flux linkage in an innermost filament. The non-uniformity of the flux linkage is the cause of the skin effect.

The current density and, subsequently, the portion of the impedance due to the skin effect in
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Fig. 2.2: Cross and longitudinal sections of a cylindrical conductor [1].

the conductor can be obtained from a special form of the Bessel differential equation [34]:

\[
\frac{d^2y}{dx^2} + \frac{1}{x} \frac{dy}{dx} + \left(k^2 - \frac{n^2}{x^2}\right)y = 0 \quad (2.9)
\]

The Bessel equation of order zero \((n = 0)\) is given by:

\[
\frac{d^2y}{dx^2} + \frac{1}{x} \frac{dy}{dx} + k^2y = 0 \quad (2.10)
\]

The solutions of Equation (2.10) are called Bessel functions of order zero. Because of the assumed symmetry, the current density is \(z\) directed and independent of length and angle but it is a function of radius \(r\), so that the Bessel equation applied to the current density is [2]:

\[
\frac{d^2J_z(r)}{dr^2} + \frac{1}{r} \frac{dJ_z(r)}{dr} + k^2 J_z(r) = 0 \quad (2.11)
\]

where

\[
k^2 = -j\omega\mu\sigma \quad (2.12)
\]

In Equation (2.11), \(J_z(r)\), or \(J_z\) from now on, is a complex function which represents the current
density as a function of radial distance from the centre of the conductor. In Equation (2.12), \( \sigma \) and \( \mu \) are the conductivity and magnetic permeability of the conductor, respectively.

The solution of Equation (2.11) is be given by:

\[
J_z = a_0 \sum_{i=0}^{\infty} \left( \frac{j \omega \mu \sigma}{4} \right)^i \frac{r^{2i}}{i!^2}
\]  

(2.13)

By separating the real and imaginary part of Equation (2.13) results in:

\[
J_z = a_0 \left[ \text{ber} \left( \frac{\sqrt{2}}{\delta} r \right) + j \text{bei} \left( \frac{\sqrt{2}}{\delta} r \right) \right]
\]  

(2.14)

where

\[
\text{ber} \left( \frac{\sqrt{2}}{\delta} r \right) = 1 - \left( \frac{\sqrt{2}}{\delta} r \right)^4 + \frac{\left( \frac{\sqrt{2}}{\delta} r \right)^8}{4^4(4!)^2} + \cdots
\]  

(2.15a)

\[
\text{bei} \left( \frac{\sqrt{2}}{\delta} r \right) = \frac{\left( \frac{\sqrt{2}}{\delta} r \right)^2}{4(1!)^2} - \frac{\left( \frac{\sqrt{2}}{\delta} r \right)^6}{4^4(3!)^2} + \frac{\left( \frac{\sqrt{2}}{\delta} r \right)^{10}}{4^8(5!)^2} + \cdots
\]  

(2.15b)

and \( \delta \) is known as the skin depth or penetration depth, and it is given by:

\[
\delta = \frac{1}{\sqrt{\pi f \mu \sigma}}
\]  

(2.16)

The terms \( \text{ber} \) and \( \text{bei} \) are the real and imaginary parts, respectively, of the Bessel function of the first kind \([2]\).

The coefficient \( a_0 \) can be determined if the current density on the surface of the conductor \( J_z(r = r_w) \) is known:

\[
J_z(r_w) = a_0 \left[ \text{ber} \left( \frac{\sqrt{2}}{\delta} r_w \right) + j \text{bei} \left( \frac{\sqrt{2}}{\delta} r_w \right) \right]
\]  

(2.17)
Isolating $a_0$ in Equation (2.17) and substituting in Equation (2.14) yields:

$$J_z = J_z(r_w) \frac{ber\left(\sqrt{2}r\right) + jbei\left(\sqrt{2}r\right)}{ber\left(\sqrt{2}\frac{r}{r_w}\right) + jbei\left(\sqrt{2}\frac{r}{r_w}\right)}$$  \hspace{1cm} (2.18)

Equation (2.18) gives the current density at any point in the conductor as a function of the current density on the surface.

To determine the internal impedance of a conductor where the current is not distributed uniformly over its cross section, it is necessary to know the current density in a cylindrical conductor as given by Equation (2.18). The internal impedance is given only by the resistance of the conductor and the internal flux linkage.

The total current in the conductor can be determined by Ampere’s law around the conductor surface (taking into consideration that the displacement current within the conductor is much less than the conduction current) [2]:

$$I = \oint H \cdot dl = 2\pi r H_{\phi}|_{r=r_w}$$  \hspace{1cm} (2.19)

The magnetic field can be obtained from Faraday’s law ($\nabla \times E = -j\omega B$) multiplied by the conductor conductivity and considering the relation of the current density and the electric field ($J = \sigma E$) and the relation of the magnetic fields ($B = \mu H$), which yields:

$$\nabla \times J = -j\omega \mu \sigma H$$  \hspace{1cm} (2.20)

Recalling that the current density is $z$ directed and it depends only on $r$, and that the magnetic field is $\phi$ directed, Equation (2.20) simplifies to:

$$\frac{dJ_z}{dr} = j\omega \mu \sigma H_{\phi}$$  \hspace{1cm} (2.21)
Isolating $H_\phi$ in Equation (2.21), and calculating the derivative of Equation (2.18) with respect to $r$, and substituting these into Equation (2.19) gives the total current in terms of the current at the conductor surface. The mathematical formulation of the per-unit-length internal impedance of the conductor as a function of frequency is obtained dividing the longitudinal electric field at the surface of the conductor by the current flowing inside the conductor [35], thereby, the internal impedance becomes:

$$z_{\text{int}}(\omega) = \frac{E_z|_{r=r_w}}{I} = \frac{j\omega\mu\sigma}{2\pi r_w\sigma} \frac{J_z|_{r=r_w}}{dr |_{r=r_w}}$$

$$= \frac{1}{\sqrt{2\pi r_w\sigma\delta}} \left[ \text{ber}(q) + j\text{bei}(q) \right] \left[ \text{bei}'(q) - j\text{ber}'(q) \right]$$ (2.22)

where

$$\text{ber}'(q) = \frac{d}{dq}\text{ber}(q)$$ (2.23a)

$$\text{bei}'(q) = \frac{d}{dq}\text{bei}(q)$$ (2.23b)

and

$$q = \sqrt{2}r_w/\delta$$ (2.24)

Therefore, the internal impedance of a conductor can be determined at any frequency provided that the radius, the conductivity and the permeability are known. To be consistent with the International System of Units (SI), the conductivity is given in [S/m] [1].

The total internal impedance consists of a resistance ($r$) and an inductive reactance ($j\omega l_i$):

$$z_{\text{int}}(\omega) = r + j\omega l_i$$ (2.25)

Separating the real and imaginary parts of Equation (2.22) gives the conductor’s resistance
and internal inductance \( [2] \):

\[
\frac{r}{r_{dc}} = \frac{q}{2} \left[ \frac{ber(q)bei'(q) - bei(q)ber'(q)}{(ber'(q))^2 + (bei'(q))^2} \right]
\] (2.26a)

\[
\frac{l_i}{l_{i,dc}} = \frac{4}{q} \left[ \frac{bei(q)be'i'(q) - ber(q)ber'(q)}{(ber'(q))^2 + (bei'(q))^2} \right]
\] (2.26b)

where

\[
r_{dc} = \frac{1}{\sigma \pi r_w^2}
\] (2.27a)

\[
l_{i,dc} = \frac{\mu_0}{8\pi} = 0.5 \times 10^{-7}
\] (2.27b)

are, respectively, the dc per-unit-length resistance \([\Omega/m]\) and internal inductance \([H/m]\) of the conductor.

Thus, for a generic line with \( n \) phases where each phase consists of one conductor, the internal impedance matrix can be written as:

\[
[Z_{int}(\omega)] = \\
\begin{bmatrix}
z_{int11} & 0 & \cdots & 0 \\
0 & z_{int22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & z_{intnn}
\end{bmatrix}
\] (2.28)

Equation (2.28) can be written in a compact form as:

\[
[Z_{int}(\omega)] = [R_{int}] + j\omega[L_{int}]
\] (2.29)
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The internal resistance and inductance matrices, for $n$ phases, can be written generically as:

\[
\begin{align*}
\mathbf{R}_{\text{int}}(\omega) &= \begin{bmatrix}
 r_{\text{int}11} & 0 & \cdots & 0 \\
 0 & r_{\text{int}22} & \cdots & 0 \\
 \vdots & \vdots & \ddots & \vdots \\
 0 & 0 & \cdots & r_{\text{int}nn}
\end{bmatrix} \\
\mathbf{L}_{\text{int}}(\omega) &= \begin{bmatrix}
 l_{\text{int}11} & 0 & \cdots & 0 \\
 0 & l_{\text{int}22} & \cdots & 0 \\
 \vdots & \vdots & \ddots & \vdots \\
 0 & 0 & \cdots & l_{\text{int}nn}
\end{bmatrix}
\end{align*}
\]

(2.30a) (2.30b)

It is observed that the matrices $\mathbf{R}_{\text{int}}$ and $\mathbf{L}_{\text{int}}$ are diagonal matrices, i.e., they have no mutual components, and they are frequency-dependent due to skin effect, as described before.

Ground Impedance

Since the ground is not an ideal conductor, i.e., it has finite conductivity, it can be observed that the existence of displacement and conduction currents in the (lossy) ground affect the resultant magnetic flux. This phenomenon is known as ground effect. Given this information, the ground impedance can be written in two portions: considering the ideal ground and another one considering the currents flowing in the ground.

The ground effect increases the resistance and inductance of the total longitudinal impedance. The ground resistance becomes dominant in the total line resistance for higher frequencies\footnote{36}.

In practice, contrary to what happens in a perfect ground conductor, the returning currents do not flow only at the surface. For this reason, it is not reasonable to replace the ground returning currents effect by an ideal image conductor as shown in Fig.\footnote{2.1} Therefore, disregarding this effect, especially in electromagnetic transients studies (high frequencies), produces inaccurate results, which are not consistent with reality. Thus, studying the propagation of electromagnetic waves in
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a line above a lossy ground becomes more complicated [37].

The calculation of the ground impedance, for overhead transmission lines over lossy ground, was derived satisfactorily for the first time in 1926 by Carson in [7] and Pollaczek in [38]. These papers were written independently, and since Pollaczek’s equations are more generic, they can be applied for underground cables as well [39].

Carson considered conductors parallel to the ground, assuming a uniform resistivity and infinite length. The self and mutual (ground) impedances, respectively, are given by [15]:

\[
z_{\text{Carson}}^{\text{gi}}(\omega) = \frac{j\omega \mu_0}{\pi} \int_0^\infty \frac{e^{-2h_i u}}{\sqrt{u^2 + j\omega \mu_0 \sigma + u}} \, du \tag{2.31a}
\]

\[
z_{\text{Carson}}^{\text{gik}}(\omega) = \frac{j\omega \mu_0}{\pi} \int_0^\infty \frac{e^{-2(h_i + h_k) u} \cos(b_{ik} u)}{\sqrt{u^2 + j\omega \mu_0 \sigma + u}} \, du \tag{2.31b}
\]

Due to the complexity of obtaining numerical results of the infinite integral terms in Equations (2.31a) and (2.31b), Carson has expanded the integrals to infinite series. The ground impedance matrix can then be represented by Carson’s correction terms:

\[
Z_{\text{ground}}(\omega) = \Delta R' + j\Delta X'
\tag{2.32}
\]

Carson’s correction terms for earth return effects are a function of the angle \( \theta \) (\( \theta = 0 \) for self impedance and \( \theta = \theta_{ik} \) in Fig. 2.1 for mutual impedance) and of the parameter \( a \), which is given by [39]:

\[
a = 4\pi \times 10^{-4} D\sqrt{5f\sigma_g}
\tag{2.33}
\]

where \( D = 2h_i \) for the self impedance and \( D = D_{ik} \) for the mutual impedance.

Carson presented an infinite integral for the calculation of the terms \( \Delta R' \) and \( \Delta X' \), developed as an infinite series of trigonometric terms. Carson’s correction terms, which are given in [\( \Omega/km \)],
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can be calculated by [39]:

\[
\Delta R' = 4 \omega 10^{-4} \left\{ \frac{\pi}{8} - b_1 a \cos \theta + b_2 \left[ (c_2 - \ln a) a^2 \cos 2\theta + \theta a^2 \sin 2\theta \right] \\
+ b_3 a^3 \cos 3\theta - d_4 a^4 \cos 4\theta - b_5 a^5 \cos 5\theta + b_6 \left[ (c_6 - \ln a) a^6 \cos 6\theta \\
+ \theta a^6 \sin 6\theta \right] + b_7 a^7 \cos 7\theta - d_8 a^8 \cos 8\theta - \ldots \right\} 
\] (2.34a)

\[
\Delta X' = 4 \omega 10^{-4} \left\{ 0.5 (0.6159315 - \ln a) + b_1 a \cos \theta - d_2 a^2 \cos 2\theta + b_3 a^3 \cos 3\theta \\
- b_4 \left[ (c_4 - \ln a) a^4 \cos 4\theta + \theta a^4 \sin 4\theta \right] + b_5 a^5 \cos 5\theta - d_6 a^6 \cos 6\theta \\
+ b_7 a^7 \cos 7\theta - b_8 \left[ (c_8 - \ln a) a^8 \cos 8\theta + \theta a^8 \sin 8\theta \right] + \ldots \right\} 
\] (2.34b)

Each four successive terms of Equations (2.34a) and (2.34b) form a repetitive pattern. The coefficients \( b_i, c_i \) and \( d_i \) are constants and can be obtained from recursive formulas, as follows [39]:

\[
b_i = b_{i-2} \frac{\text{sign}}{i(i + 2)} 
\] (2.35a)

\[
c_i = c_{i-2} + \frac{1}{i} + \frac{1}{i + 2} 
\] (2.35b)

\[
d_i = \frac{\pi}{4} b_i 
\] (2.35c)

where \( b_1 = \sqrt{2} \), \( b_2 = \frac{1}{16} \) and \( c_2 = 1.3659315 \). \text{sign} is changing after four successive terms: \text{sign} = +1 for \( i = 1, 2, 3, 4; 9, 10, 11, 12; \ldots \) and \text{sign} = −1 for \( i = 5, 6, 7, 8; 13, 14, 15, 16; \ldots \).

The infinite series quickly converges at low frequencies, but the convergence decreases as frequency increases leading to truncation errors. This problem motivated a series of subsequent research in order to find simpler solutions with less approximations for the ground impedance. Some of these work can be found in [39–43] among others.

A closed-form approximation to Carson’s integrals has been proposed by Deri et al. in [41], which is easier to solve, but it is still being affected by the high frequency drawbacks, like in Carson’s
equations. Deri’s expressions are given by:

\[ z_{gi}^{\text{Deri}}(\omega) = \frac{j\omega\mu_0}{2\pi} \ln \left( \frac{h_i + p}{h_i} \right) \]  

(2.36a)

\[ z_{gik}^{\text{Deri}}(\omega) = \frac{j\omega\mu_0}{2\pi} \ln \left( \frac{D''_{ik}}{D'_{ik}} \right) \]  

(2.36b)

where

\[ p = (j\omega\mu_0\sigma_g)^{-1/2} \]  

(2.37a)

\[ D''_{ik} = \sqrt{b_{ik}^2 + (h_i + h_k + 2p)^2} \]  

(2.37b)

\[ D'_{ik} = \sqrt{b_{ik}^2 + (h_i + h_k)^2} \]  

(2.37c)

and \( p \) is the complex penetration depth.

Except for the formulation presented in [40], the other formulations presented in [7,41,42] do not consider the displacement current in the ground. This assumption is not valid for higher frequencies, considering that the displacement current becomes comparable to the conduction current in the ground.

Respecting the conditions of applicability and limitations, the formulas that consider \( \omega\varepsilon_g = 0 \), may be used replacing \( \sigma_g \) by \( \sigma_g + j\omega\varepsilon_g \), where \( \varepsilon_g \) is the permittivity of the ground.

Thus, for a generic line with \( n \) phases where each phase consists of one conductor, the ground impedance matrix can be written as:

\[
[Z_g(\omega)] = 
\begin{bmatrix}
  z_{g11} & z_{g12} & \cdots & z_{g1n} \\
  z_{g21} & z_{g22} & \cdots & z_{g2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  z_{gn1} & z_{gn2} & \cdots & z_{gnn}
\end{bmatrix}
\]  

(2.38)

With the calculation of the external, internal and ground impedances, now it is possible to find
the total longitudinal impedance of the line as given in Equation (2.1).

2.1.2 Transverse Admittance of the Line

The transverse admittance of a transmission line is composed of a conductance and a capacitance. Since in commonly used formulations employed in power system transient simulation, the effect of shunt conductance is assumed to be very small, it can therefore be neglected [11, 44]. For this reason, only the calculation of the capacitance matrix will be described.

The relation of the total charge per-unit-length on a given conductor and all the voltages inducing such charge is given by the capacitance matrix \( C \):

\[
[Q] = [C][V]
\]  

(2.39)

or in expanded form:

\[
\begin{bmatrix}
q_1 \\
q_2 \\
\vdots \\
q_n
\end{bmatrix} =
\begin{bmatrix}
\sum_{k=1}^{n} c_{1k} & -c_{12} & \cdots & -c_{1n} \\
-c_{21} & \sum_{k=1}^{n} c_{2k} & \cdots & -c_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
-c_{n1} & -c_{n2} & \cdots & \sum_{k=1}^{n} c_{nk}
\end{bmatrix}
\begin{bmatrix}
V_1 \\
V_2 \\
\vdots \\
V_n
\end{bmatrix}
\]  

(2.40)

where \( C_{ij} = C_{ji} \) because \( C \) is a symmetric matrix, regardless of whether the surrounding medium is homogeneous or inhomogeneous.

The value of \( C_{ij} \) can be obtained by setting all voltages except \( V_j \) to zero and then determining the charge \( q_i \):

\[
C_{ij} = \frac{q_i}{V_j} \bigg|_{V_1=\cdots=V_{j-1}=V_{j+1}=\cdots=V_n=0}
\]  

(2.41)

This is a very straightforward method to calculate the capacitance for a multiconductor transmission line. However, there is a simpler method which consists on applying a per-unit-length charge \( q_j \) on conductor \( j \), the negative equivalent charge \(-q_j\) on the reference conductor and zero charge on the remaining conductors and then determining the voltage between conductor \( i \) and the
reference conductor.

This alternative method is achieved inverting Equations (2.39) and (2.40), resulting in:

\[
[V] = [P][Q]
\]  \hspace{1cm} (2.42)

or in expanded form:

\[
\begin{bmatrix}
V_1 \\
V_2 \\
\vdots \\
V_n
\end{bmatrix} = \begin{bmatrix}
p_{11} & p_{12} & \cdots & p_{1n} \\
p_{21} & p_{22} & \cdots & p_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
p_{n1} & p_{n2} & \cdots & p_{nn}
\end{bmatrix} \begin{bmatrix}
q_1 \\
q_2 \\
\vdots \\
q_n
\end{bmatrix}
\]  \hspace{1cm} (2.43)

The entries in \( P \) are known as the coefficients of potential, and \( p_{ij} \) can be calculated similarly as \( C_{ij} \) was calculated in Equation (2.41). So, from Equation (2.43):

\[
p_{ij} = \frac{V_i}{q_j} \bigg|_{q_1=\cdots=q_{i-1}=q_{j+1}=\cdots=q_n=0}
\]  \hspace{1cm} (2.44)

Once the matrix \( P \) is obtained, \( C \) can easily be calculated by:

\[
[C] = [P]^{-1}
\]  \hspace{1cm} (2.45)

It is important to highlight that the self-capacitance between the conductor \( i \) and the reference conductor, \( c_{ii} \), is not simply the value of \( C_{ij} \) in Equation (2.40). For instance, the value of \( C_{ij} \) is the negative of the mutual capacitance between two conductors, while the value of \( C_{ii} \) is the sum of the self-capacitance of conductor \( i \) and the mutual capacitances in that row (or column). In other words, to obtain the self-capacitance \( c_{ii} \), it is necessary to add all the values in the row (or column) \( i \) of \( C \).

And finally, the admittance matrix can be determined by the following expression:

\[
[Y] = j\omega[C]
\]  \hspace{1cm} (2.46)
2.2 Underground Coaxial Cables

2.2.1 Longitudinal Impedance of the Coaxial Cable

The impedance of a coaxial cable can be derived from the analytical field solution [3]. Fig. 2.3 represents a generic coaxial cable with $k$ cylindrical conductors.

![Geometry of a generic coaxial cable](image)

**Fig. 2.3:** Geometry of a generic coaxial cable [3].

where $r_A$ and $r_B$ are the internal and external radii of the $k^{th}$ conductor respectively.

The longitudinal electric field $(E)$ in cylindrical coordinates inside the $k^{th}$ conductor is given by [3]:

$$E(r) = \frac{\sqrt{j\omega \sigma \mu_k}}{\sigma_k} \left[ C_k I_0 \left( r \sqrt{j\omega \sigma \mu_k} \right) - C_k K_0 \left( r \sqrt{j\omega \sigma \mu_k} \right) \right]$$

where:

$$C_k = \frac{1}{2\pi C_{D_k}} \left[ \frac{I_{Ak}}{r_{Ak}} K_1 \left( r_{Bk} \sqrt{j\omega \sigma \mu_k} \right) + \frac{I_{Bk}}{r_{Bk}} K_1 \left( r_{Ak} \sqrt{j\omega \sigma \mu_k} \right) \right]$$
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\[ C_{K_k} = \frac{-1}{2\pi C_{D_k}} \left[ \frac{I_{A_k}}{r_{A_k}} I_1 \left( r_{B_k} \sqrt{j\omega \sigma_k \mu_k} \right) + \frac{I_{B_k}}{r_{B_k}} I_1 \left( r_{A_k} \sqrt{j\omega \sigma_k \mu_k} \right) \right] \]

\[ C_{D_k} = I_1 \left( r_{B_k} \sqrt{j\omega \sigma_k \mu_k} \right) K_1 \left( r_{A_k} \sqrt{j\omega \sigma_k \mu_k} \right) - I_1 \left( r_{A_k} \sqrt{j\omega \sigma_k \mu_k} \right) K_1 \left( r_{B_k} \sqrt{j\omega \sigma_k \mu_k} \right) \]

\( I_{A_k} \) and \( I_{B_k} \) are, respectively, the internal and external return currents of the \( k^{th} \) conductor. \( I_n \) is the \( n^{th} \) order Bessel Function of the first kind and \( K_n \) is the \( n^{th} \) order Bessel Function of the second kind.

The electric field on the internal and external surfaces of a given conductor can be derived as \[45]:

\[ E(r_{A_k}) = Z_{A_k} I_{A_k} + Z_{M_k} I_{B_k} \quad (2.49a) \]

\[ E(r_{B_k}) = Z_{M_k} I_{A_k} + Z_{B_k} I_{B_k} \quad (2.49b) \]

where:

\[ Z_{A_k} = \frac{\sqrt{\omega \sigma_k \mu_k}}{2\pi r_{A_k} \sigma_k C_{D_k}} \left[ I_0 \left( r_{A_k} \sqrt{j\omega \sigma_k \mu_k} \right) K_1 \left( r_{B_k} \sqrt{j\omega \sigma_k \mu_k} \right) + K_0 \left( r_{A_k} \sqrt{j\omega \sigma_k \mu_k} \right) I_1 \left( r_{B_k} \sqrt{j\omega \sigma_k \mu_k} \right) \right] \quad (2.50a) \]

\[ Z_{B_k} = \frac{\sqrt{\omega \sigma_k \mu_k}}{2\pi r_{B_k} \sigma_k C_{D_k}} \left[ I_0 \left( r_{B_k} \sqrt{j\omega \sigma_k \mu_k} \right) K_1 \left( r_{A_k} \sqrt{j\omega \sigma_k \mu_k} \right) + K_0 \left( r_{B_k} \sqrt{j\omega \sigma_k \mu_k} \right) I_1 \left( r_{A_k} \sqrt{j\omega \sigma_k \mu_k} \right) \right] \quad (2.50b) \]

\[ Z_{M_k} = \frac{1}{2\pi r_{A_k} r_{B_k} \sigma_k C_{D_k}} \quad (2.50c) \]

First, the impedance of the coaxial cable will be determined without considering the earth return effect, assuming that the system in Fig. 2.3 has a perfect electric conductor (PEC) surface at \( r_{A_k+1} \), so this surface can be used as the reference voltage and the current return path for the conductors. With this under consideration, the series impedance matrix for a generic coaxial cable
can be written as:

\[
[Z] = \begin{bmatrix}
Z_1^d & Z_1^{od} & Z_2^{od} & \ldots & Z_K^{od} \\
Z_2^{od} & Z_2^d & Z_3^{od} & \ldots & Z_K^{od} \\
Z_3^{od} & Z_3^d & Z_3^{od} & \ldots & Z_K^{od} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
Z_K^{od} & Z_K^d & Z_K^{od} & \ldots & Z_K^d
\end{bmatrix}
\] (2.51)

where:

\[
Z_i^d = \sum_{k=i}^{K} Z_{EQ_k} - 2 \sum_{k=i+1}^{K} Z_{M_k}
\] (2.52a)

\[
Z_i^{od} = \sum_{k=i}^{K} Z_{EQ_k} - Z_{M_i} - 2 \sum_{k=i+1}^{K} Z_{M_k}
\] (2.52b)

\[
Z_{EQ_k} = Z_{B_k} + Z_{D_k} + Z_{A_{k+1}}
\] (2.52c)

\[
Z_{EQ_K} = Z_{B_K} + Z_{D_K}
\] (2.52d)

\[
Z_{D_k} = \frac{j \omega \mu_0}{2\pi} \ln \left( \frac{r_{A_{k+1}}}{r_{B_k}} \right)
\] (2.52e)

At last, the component representing the ground impedance will be calculated in order to find the total longitudinal impedance of the coaxial cable. The electric field of coaxial cables buried close to the surface of the earth can be determined substituting the cable with a current filament. In this case, the electric field in the earth can be calculated as [38]:

\[
E_g = -\frac{j \omega \mu_0 I}{2\pi} \left[ K_0 \left( \frac{D}{p_g} \right) - K_0 \left( \frac{D'}{p_g} \right) \right] + \int_0^\infty 2e^{(y-h)\sqrt{\alpha^2 + 1/p_g^2}} \cos (x\alpha) d\alpha
\] (2.53)

where:

\[
D = \sqrt{x^2 + (y + h)^2}
\]

\[
D' = \sqrt{x^2 + (y - h)^2}
\]
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\[ p_g = \frac{1}{\sqrt{j\omega \mu_g \sigma_g}} \]

\( I \) is the current in the filament, \( h \) is the burial depth of the cable, \( \mu_g \) and \( \sigma_g \) are, respectively, the magnetic permeability and the conductivity of the ground. \( x \) and \( y \) are the coordinates of the point on the surface of the cable, where the electric field is going to be calculated. \( p_g \) is the complex penetration depth in the earth, which is related to the real penetration depth (\( \delta \)) by:

\[ \delta = \sqrt{2|p|} \quad (2.55) \]

The ground impedance is defined as [3]:

\[ Z_g = \frac{E_g}{I} \quad (2.56) \]

which, assuming that the electric field is the same at any point of the surface (\( x = r_c \) and \( y = -h \)), results in [38]:

\[ Z_g = -\frac{j\omega \mu_g}{2\pi} \left[ K_0 \left( \frac{r_c}{p_g} \right) - K_0 \left( \frac{\sqrt{r_c^2 + 4h^2}}{p_g} \right) \right] + \int_0^\infty \frac{2e^{-2h\sqrt{\alpha^2 + \frac{1}{p_g^2}}}}{\mu_0 \mu \alpha + \sqrt{\alpha^2 + \frac{1}{p_g^2}}} \cos (r_c \alpha) \, d\alpha \quad (2.57) \]

and \( r_c \) is the radius of the coaxial cable. Pollaczek was the first to derive Equation (2.57), and for this reason, it is also called the “Pollaczeck’s formula” [3].

However, if the coaxial cable is deeply buried in the ground (\( h \gg \delta_g \)), the ground impedance can be derived from Equation (2.50a) assuming that the earth becomes a coaxial conductor with infinite outer radius, i.e., \( r_{A_k} = r_c \) and \( r_{B_k} \to \infty \), resulting in:

\[ Z_g = \frac{\sqrt{j\omega \mu_g / \sigma_g}}{2\pi r_c} \frac{K_0 \left( r_c / p_g \right)}{K_1 \left( r_c / p_g \right)} \quad (2.58) \]
2.2 Underground Coaxial Cables

Now that the ground impedance is known, the total longitudinal impedance can be calculated with Equation (2.51) by modifying Equation (2.52d) into:

$$Z_{EQK} = Z_{BK} + Z_{DK} + Z_g$$  (2.59)

2.2.2 Transverse Admittance of the Coaxial Cable

For the same reasons presented in Section 2.1.2, only the calculation of the capacitance matrix will be described using the notations given in Section 2.2.1. Fig. 2.3 shows a generic coaxial cable with $K$ insulations and the per-unit-length capacitance related to the insulation between conductors $k$ and $k + 1$ is given by [46]:

$$C_{in_k} = \frac{2\pi \varepsilon_k}{\ln\left(\frac{r_{A_{k+1}}}{r_{B_k}}\right)}$$  (k = 1, 2, ..., $K$)  (2.60)

where $\varepsilon_k$ is the permittivity of the $k^{th}$ insulation. The capacitance matrix for a generic coaxial cable only has three diagonals and can be written as [3]:

$$[C] = \begin{bmatrix}
C_1^d & C_2^{od} & 0 & 0 & 0 & 0 \\
C_2^{od} & C_2^d & C_3^{od} & 0 & 0 & 0 \\
0 & C_3^{od} & C_3^d & C_4^{od} & 0 & 0 \\
0 & 0 & \ddots & \ddots & \ddots & 0 \\
0 & 0 & 0 & C_{K-1}^{od} & C_{K-1}^d & C_K^{od} \\
0 & 0 & 0 & 0 & C_K^{od} & C_K^d
\end{bmatrix}$$  (2.61)

where:

$$C_1^d = C_{in_1}$$

$$C_k^d = C_{in_{k-1}} + C_{in_k}$$  (k = 2, 3, ..., $K$)
2.3 Summary

\[ C_{ik}^{pd} = -C_{in_{k-1}} \quad (k = 2, 3, \cdots, K) \]

Once the per-unit-length capacitance matrix is calculated, it is possible to obtain the admittance matrix using Equation (2.46).

2.3 Summary

In this chapter, the assumptions and the analytical equations to obtain the per-unit-length resistance, inductance and capacitance of arbitrary transmission lines (overhead lines and underground cables) were discussed. Next chapter will provide some background theory, including the equations that govern the electric and magnetic fields and the methods available to solve such equations.
Chapter 3

Background Theory

In order to calculate the electrical parameters of transmission lines using numerical methods, it is necessary to find the quasi-static solution of electric and magnetic fields in the two-dimensional cross section of these configurations [3]. The solution of the quasi-magnetic and the quasi-electric problems are used to calculate the series impedance (resistance and inductance) and the shunt admittance (capacitance) matrices, respectively. It is more difficult to handle the quasi-static magnetic fields due to the frequency dependence, and consequently the skin and proximity effects. The electromagnetic field equations will be discussed in Section 3.1.

There are a number of methods that can be used to solve the quasi-static magnetic fields including the subdivision method, finite element method (FEM), boundary element method (BEM), among others. The subdivision method, just like the name indicates, consists of dividing the conductors of a multiconductor transmission line into $N$ subconductors such that the current density can be assumed as uniform over the cross section of each of the subconductors, simplifying the problem to a set of linear equations [47]. The problem with this method arises when the effects of frequency dependence are strong, in such case it is necessary to use a large number of very small subconductors to account for the assumption of uniform current density and to obtain accurate results.
The boundary element method can handle open boundary problems easier than other methods, because only the boundary is discretized instead of the whole domain, speeding up the simulation. But it may be more difficult to apply this method when the earth return effects are considered [3].

The most fundamental concept of the finite element method is that any continuous function can be approximated by a model consisting of a set of continuous functions (within a range) defined over a finite number of sub-domains, or finite elements [48]. In this thesis, the finite element method will be applied to calculate the series impedance and capacitance matrices of a transmission line. Section 3.2 will give more details about this technique.

According to what was discussed in Section 2.1.1, the earth must be included in the calculation of transmission lines parameters. Considering that the skin depth of the ground is very large, specially at low frequencies, it would be complicated to solve the whole region using finite element method alone.

There are several techniques for handling open boundary problems [16], some of the most important methods can be categorized under the following five groups: truncation of outer boundaries; ballooning; infinite or mapped elements; spatial transformation; and coupling finite element method with an analytical method or other numerical method.

The truncation of outer boundaries is used to limit the area of interest up to where the field becomes negligible, this means that the potential or the normal derivative of the potential will be close to zero. The problem is that this truncation boundary, sometimes can be very large, specially in the low frequency range when the skin depth of the ground becomes an issue, resulting in more elements to mesh the solution region, and consequently, increased memory requirements and computation time. Furthermore, the space truncation may produce unacceptable errors in the calculation of the transmission line parameters [17].

The ballooning technique consists of surrounding the interior region by an annular region defined by a mesh of super finite elements. Then new annulus are added using a recursive process in which the inner nodes overlap the outer nodes of the previous annulus. By doing so, the radius
of the outer boundary increases in a geometric progression and the system rapidly converges. This technique is a significant improvement over the truncation of the outer boundary method. The problem is that it can be problematic to apply symmetry conditions and get the results in the outer region \[17,22]\.

In the case of infinite element technique using mapped finite elements, the domain of a regular finite element is transformed into an infinite domain through a singular mapping function. Since the field variables are still described by the regular finite element interpolation functions, the mapping function is used only for the Jacobian transformation. \[17,26]\.

Whereas the infinite element technique transforms a finite domain to an infinite domain, the spatial transformation (mapping or transformation scheme) converts a physical unbounded space to a finite domain using a geometrical mapping method. Conformal mapping can be employed for the calculation of axi-symmetric open boundary and waveguide problems \[30,31\]. The important feature of conformal mapping is that the governing equation in static electric and magnetic problems (Poisson’s equation) remains unchanged \[49\]. In most cases, the post-processing formulations, which are usually used to calculate the distributed parameters in the case of a transmission line, also remain unchanged or require a factor that is a function of the mapping. For this reason, the conformal mapping method has been chosen to approach the problem in this thesis, more details about this technique will be given in Section \[3,3]\.

### 3.1 Electromagnetic Field Equations

The behaviour of electric and magnetic fields is governed by Maxwell’s equations, which in the frequency domain (\(e^{j\omega t}\) dependence), and assuming there is no free charge, are given by:

\[
\nabla \times \mathbf{E} = -j\omega \mathbf{B} \tag{3.1a}
\]

\[
\nabla \times \mathbf{H} = \sigma \mathbf{E} + j\omega \mathbf{D} \tag{3.1b}
\]
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\[ \nabla \cdot \mathbf{D} = 0 \quad \text{(3.1c)} \]

\[ \nabla \cdot \mathbf{B} = 0 \quad \text{(3.1d)} \]

where \( \sigma \) is the conductivity of medium. Electric and magnetic fields can be written using the electric scalar potential \( (V) \), and the magnetic vector potential \( (A) \), as:

\[ \mathbf{E} = -\nabla V - j\omega \mathbf{A} \quad \text{(3.2a)} \]

\[ \mathbf{B} = \nabla \times \mathbf{A} \quad \text{(3.2b)} \]

Combining Equations (3.1b), (3.2a) and (3.2b) and considering that \( \mathbf{B} = \mu \mathbf{H} \) and \( \mathbf{D} = \varepsilon \mathbf{E} \) yields:

\[ \nabla \times \frac{1}{\mu} \nabla \times \mathbf{A} + (\sigma + j\omega \varepsilon)(j\omega \mathbf{A} + \nabla V) = 0 \quad \text{(3.3)} \]

Taking the divergence of Equation (3.2a) and using Coulomb’s Gauge \( (\nabla \cdot \mathbf{A} = 0) \) results in [16]:

\[ \nabla^2 V = 0 \quad \text{(3.4)} \]

which is simply the Laplace equation. Equations (3.3) and (3.4) are the governing equations of the problem. It is worth mentioning that Equations (3.2a) and (3.4) are valid for homogeneous medium only.

The method described so far is valid for the general form of the Helmholtz equation. Some approximations will be introduced in the following Sections.

3.1.1 Quasi-Stationary Approximation

The quasi-stationary approximations of the Helmholtz equation, for the electric and magnetic cases, are considered appropriate to solve the field problem for frequencies in which the electrical wavelengths are greater than approximately ten times the critical dimensions of the cross section...
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The quasi-magnetic approximation, considering only the longitudinal current is employed to calculate the per-unit-length resistance matrix \((\mathbf{R})\) and inductance matrix \((\mathbf{L})\), while the quasi-electric approximation, considering only the in-plane current is used to determine the per-unit-length capacitance matrix \((\mathbf{C})\).

**Quasi-Magnetic Formulation**

Under the two-dimensional quasi-stationary assumption and considering a symmetric and uniform structure along the \(z\) axis, the per-unit-length resistance and inductance are associated with the longitudinal component of the current. For that reason, it is assumed that the electric currents of the conductors flow only in the \(z\) direction, which can be understood as:

\[
\mathbf{A} = A_z \hat{a}_z
\]  

\((3.5)\)

where \(\hat{a}_z\) is the unit vector pointing in the direction of \(z\).

As a result, only the \(z\) component of Equation \((3.3)\) is considered in the quasi-magnetic formulation. Under this assumption, the electric scalar potential \((V)\) remains unchanged in the \(x-y\) plane and it varies linearly with \(z\) \([50]\). In other words, the \(z\) component of \(\nabla V \left( \frac{\partial V}{\partial z} \right)\) is a constant. In this thesis, \(\Delta V\) is used to represent the \(z\) component of \(\nabla V\), which simply represents the excitation voltage per unit length. With these considerations, and neglecting the displacement current, the governing equation given in Equation \((3.3)\) reduces to:

\[
\frac{1}{\mu} \nabla_t^2 A_z + (\omega^2 \varepsilon - j \omega \sigma) A_z = \sigma \Delta V = J^{ex}_z
\]  

\((3.6)\)

where, the external excitation current \((J^{ex}_z)\) is nonzero only in metallic conductors, and:

\[
\nabla_t^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}
\]  

\((3.7)\)
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Quasi-Electric Formulation

As mentioned before, under the two-dimensional quasi-electric assumption, only the in-plane current is considered. In other words, it is assumed that the electric current flows only in the $x$-$y$ plane. Furthermore, for frequencies at which the skin-depth in the ground is much larger than the transmission line cross section geometry, the Faraday’s Law given in Equation (3.1a) reduces to:

$$\nabla \times \mathbf{E} = 0$$  \hspace{1cm} (3.8)

that results in:

$$\mathbf{E} = -\nabla V$$ \hspace{1cm} (3.9)

Equation (3.1c) can be rewritten as:

$$\nabla \cdot (\varepsilon \mathbf{E}) = 0$$  \hspace{1cm} (3.10)

Now, substituting Equation (3.9) into Equation (3.10) yields:

$$\nabla \cdot (-\varepsilon \nabla V) = 0$$ \hspace{1cm} (3.11)

Equation (3.11) can be expanded as:

$$\nabla \varepsilon \cdot \nabla V + \varepsilon \nabla \cdot (\nabla V) = 0$$ \hspace{1cm} (3.12)

And finally, the governing equation for the quasi-electric formulation for the two-dimensional in-plane excitation is given by:

$$\nabla \varepsilon \cdot \nabla V + \varepsilon \nabla^2 V = 0$$  \hspace{1cm} (3.13)

Equations (3.6) and (3.13) are the governing equations of the quasi-magnetic and quasi-electric assumptions, respectively.
3.2 Finite Element Method

The basic technique of the finite element method appeared sometime in 1941 when Hrenikoff presented the solution of a problem of elasticity using the “frame work method”. Later, in 1960, the term finite element was designated by Clough [51].

The FEM is a mathematical method for solving partial differential equations, such as Poisson and Laplace equations. The most fundamental concept of the finite element method is that any continuous function can be approximated by a model consisting of a set of continuous functions (within a range) defined over a finite number of sub-domains, or finite elements [48]. Each finite element is made up of nodes, which are the points where the edges of the element meet.

Unlike other methods that were used in the past, the FEM has only practical benefit if it is associated with a digital computer. This requirement is due to the large amount of calculations required to be undertaken, especially in solving large systems of linear equations. One can understand why the rapid development of the FEM has practically coincided with the widespread use of computers in research centres. With the proliferation of microcomputers, which occurred in the late 80s and in the 90s, the FEM finally reaches the hands of most engineers.

For purposes of this thesis, FEM analysis will be accomplished with the aid of a commonly used commercial finite element analysis software program, COMSOL Multiphysics [52].

3.3 Conformal Mapping

A complex analytic function $f(\zeta)$ can be interpreted as a mapping or transformation function that takes a point $z = x + jy$ which belongs to a given domain $\Omega \subset \mathbb{C}$ to a point $w = u + jv$ which belongs to the mapped domain $D \subset \mathbb{C}$. The transformed space ($D$) can assume different geometries, however, the unit circle, as shown in Fig. 3.1, is the only case that presents an explicit solution of the Poisson equation [53].
A mapping function is called conformal if, and only if, it is one to one, \( i.e., \) each point \( w \in D \) comes from a unique point \( z \in \Omega \) and the inverse function \( f^{-1}(z) \) is a well defined map from \( D \) back to \( \Omega \). Furthermore, a conformal mapping is capable of preserving the angles in the Euclidean plane [54].

A bilinear transformation is a conformal mapping scheme, which has been effectively employed for the solution of the Laplace equation by converting a semi-open half-space problem to an equivalent closed region [49]. This scheme maps the half-space \( (y > 0) \) to the interior of a unit circle and is applicable to planar transmission lines over a perfectly conducting infinite ground plane. Another characteristic of the bilinear transformation is that a circular geometry in the original domain will remain a circle in the mapped space, this is proved in Appendix B.

In this thesis, a two-dimensional conformal transformation scheme is used to obtain the parameters of an arbitrary overhead transmission line in an unbounded lossy space. This scheme is a generalization of bilinear transformation for solving full-space unbounded problems. This method consists of dividing an unbounded two-dimensional space into two half-spaces and each half-space is mapped to a unit circle with coinciding boundaries.

The bilinear mapping \( f(z) \), that transforms the upper half-space \( (y > 0) \) in Cartesian coordinates to a unit circle is given by [49]:

\[
 f(z) = \frac{1 + jz}{1 - jz} \tag{3.14}
\]

where \( z \), as mentioned before, is a point in the complex plane.
In order to map the lower half-space \((y < 0)\) to the second unit circle, the lower space should be mapped to the upper space first \((y\) is replaced by \(-y\)\), and then the same mapping scheme can be applied. This is achieved by replacing \(z\) by its complex conjugate \(z^*\).

Mathematically, the two mapped circles are now coincident, but numerical solution of the problem requires the circles to be separated. For this reason, and for getting the same coordinates convention \((i.e.,\) when a given point in the original space is mapped to the unit circle, the sign of the coordinates will remain the same), the two circles are translated and rotated such that the circle representing the upper half-space \((y > 0)\) is adjacent to the circle representing the lower half-space \((y < 0)\) with both circles touching each other at the origin. The points related to infinity are located at the top of the upper circle and the bottom of the lower circle. The interface between the upper and lower spaces \((y = 0)\) is the common boundary of the two regions and it is mapped to the boundary of both circles. The proposed mapping is achieved by using the following mapping functions for the upper half-space \((y > 0)\):

\[
w_1 = u_1 + jv_1 = f_1(z) = -j[f(z) - 1] = \frac{2z}{1 - jz} \tag{3.15}
\]

or:

\[
u_1(x, y) = \frac{2x}{x^2 + (1 + y)^2} \tag{3.16a}
\]

\[
v_1(x, y) = \frac{2(x^2 + y + y^2)}{x^2 + (1 + y)^2} \tag{3.16b}
\]

and, for the lower half-space \((y < 0)\):

\[
w_2 = u_2 + jv_2 = f_2(z) = j[f^*(z^*) - 1] = \frac{2z}{1 + jz} \tag{3.17}
\]

or:

\[
u_2(x, y) = \frac{2x}{x^2 + (1 - y)^2} \tag{3.18a}
\]
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\[ v_2(x, y) = \frac{2(-x^2 + y - y^2)}{x^2 + (1 - y)^2} \] (3.18b)

Here, \( w_1 \) represents a point in the upper mapped half-space \((v > 0)\) and \( w_2 \) represents a point in the lower mapped half-space, in which \( u_i \) and \( v_i \) are the real and imaginary parts, respectively. Equations (3.16) and (3.18) can be rewritten to calculate \( u \) and \( v \) for any value of \( y \) (positive or negative):

\[ u(x, y) = \frac{2x}{x^2 + (1 + |y|)^2} \] (3.19a)

\[ v(x, y) = \text{sgn}(y) \frac{2|y| + (x^2 + y^2)}{x^2 + (1 + |y|)^2} \] (3.19b)

In order to better understand the mapping effect, Fig. 3.2 illustrate the original space with some lines parallel to the abscissa and ordinate axes, represented in blue and red, respectively, which then are mapped using Equation (3.19) and shown in Fig. 3.3

![Fig. 3.2: Lines parallel to the abscissa and ordinate axes in the original space.](image-url)
Due to conformality of the transformation, the value of a scalar potential at each point in the original space remains unchanged in the equivalent point in the mapped space and the governing equations remain the same or just modified by a simple mapping factor.

### 3.4 Summary

Section 3.1 introduced the electric and magnetic field equations and the assumptions and approximations used to simplify the problem. Section 3.2 gave a brief description of the finite element method, which was chosen to solve the partial differential equations. And Section 3.3 gave further information regarding the conformal mapping, which is used to convert a physical unbounded domain into a finite domain. All the theory seen in this chapter will be addressed in the next chapter, where all these techniques will be put together to extract the per-unit-length parameters of a transmission line.
Chapter 4

Proposed Method - Parameters
Extraction using Conformal Mapping
and Finite Elements

This chapter will exploit the theory given in Chapter 3 to find the solution of the partial differential equations that govern the electromagnetic fields using the finite element method, and applying the conformal mapping technique to handle the problem of simulating unbounded domains. And culminating with the extraction of the electric parameters (resistance, inductance and capacitance) of an overhead transmission line or underground cable.

Before proceeding, it is necessary to determine the mapping factor \( M \) to modify the governing equations given by Equations (3.6) and (3.13). As seen in Equation (3.7), to find the first modified governing equation in the mapped space, it is necessary to find the second order partial derivatives of a given function, which in this case is the \( z \)-component of the magnetic vector potential. A complex function \( f(z) = u(x, y) + jv(x, y) \), where \( z = x + jy \), has a complex derivative \( f'(z) \) if, and only if, its real and imaginary components are continuously differentiable and satisfy the Cauchy-Riemann equations [54].
Also, it is necessary to find the solution of the dot product between the gradient of two functions to find the second modified governing equation in the mapped space.

The Cauchy-Riemann equations, the definition of the mapping factor and the derivation of the dot product between the gradient of two functions are given in details in Appendix A. So, from Equation (A.2) it is possible to obtain the formula for the mapping factor, in the original domain, as:

\[ M = \frac{2}{x^2 + (1 + |y|)^2} \]  
(4.1)

The mapping factor, in the mapped domain, is given by:

\[ M = \frac{u^2 + (|v| - 2)^2}{2} \]  
(4.2)

Now, it is possible to use Equation (A.9) in (3.6) to obtain the governing equation in the mapped space:

\[ \frac{M^2}{\mu} \nabla^2_t A^T_z + (\omega^2 \varepsilon^T - j\omega \sigma^T) A^T_z = J^{Tex}_z \]  
(4.3)

Equation (4.3) is the case of homogeneous conductivity \((\sigma^T = \sigma)\) and permittivity \((\varepsilon^T = \varepsilon)\). The electric properties of the medium can be modified to include the mapping factor in order to maintain the format of the original equation which will be solved in COMSOL Multiphysics:

\[ \frac{1}{\mu} \nabla^2_t A^T_z + (\omega^2 \varepsilon^T - j\omega \sigma^T) A^T_z = J^{Tex}_z \]  
(4.4)

where \(A^T_z, \varepsilon^T, \sigma^T, J^{Tex}_z\) are the z component of the magnetic vector potential, the permittivity, the conductivity and the external current density, respectively, all in the mapped space. The modification to the electric properties of the medium in the mapped space are as follows:

\[ \varepsilon^T = \frac{\varepsilon}{M^2} \]  
(4.5a)
Now, the governing equation given by Equation (4.4) is the quasi-stationary approximation of the Helmholtz scalar wave equation, but unlike in Equation (3.6), it is over a nonhomogeneous medium in terms of conductivity and permittivity in the mapped space, as it can be observed in Equations (4.5a) and (4.5b). Note that permeability remains homogeneous ($\mu^T = \mu$).

The second governing equation in the mapped space can be derived from Equation (3.13) taking into account Equations (A.9) and (A.13):

$$\left( \nabla \varepsilon^T \cdot \nabla V^T \right) + \varepsilon^T \nabla^2 V^T = 0$$

In this case, the governing equation is independent from the mapping factor.

Due to the assumptions and definitions given in Appendix A, the solution of Equations (4.4) and (4.6) implies that the obtained $A_z$ and $V$ at any arbitrary point $(u, v)$ in the mapped space is the same as the solution of Equations (3.6) and (3.13) at any corresponding point $(x, y)$ in the original space:

$$A_z(x, y) = A_z^T(u, v)$$

$$V(x, y) = V^T(u, v)$$

The solution of the governing equations given by Equations (4.4) and (4.6) are obtained using a commonly used commercial FEM based simulation software program, COMSOL Multiphysics.

As mentioned in the previous chapter, the solution of the static electric and the quasi-static magnetic fields are used to determine the per-unit-length parameters of the transmission line. Specifically, the magnetic field energy is used to calculate the inductance matrix ($L$), the electric field energy for the capacitance matrix ($C$), and the conductor resistive losses for the calculation of the resistance matrix ($R$).

In order to calculate those energies and losses, it is necessary to find the solution for some
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surface integrals. In general, any surface integration in the original space \( S \) can be calculated in the mapped space \( S^T \) by \([16]\):

\[
\iint_S f(x, y) dx dy = \iint_{S^T} f(u, v) J(u, v) dudv
\]  

(4.8)

where \( J(u, v) \) is the Jacobian matrix of the transformation defined as \([49]\):

\[
J(u, v) = \left| \frac{\partial (x, y)}{\partial (u, v)} \right| = \left| \begin{array}{cc}
\frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} \\
\frac{\partial y}{\partial u} & \frac{\partial y}{\partial v}
\end{array} \right|
\]  

(4.9)

Applying Equations (A.1a) and (A.1b) to Equation (4.9) yields:

\[
J(u, v) = \frac{1}{M^2}
\]  

(4.10)

Applying Equation (4.10) to (4.8) gives the surface integration in the mapped space in terms of the mapping factor, as:

\[
\iint_S f(x, y) dx dy = \iint_{S^T} \frac{f(u, v)}{M^2} dudv
\]  

(4.11)

With the background provided in Chapter 3, Appendix A and in the introduction of this Chapter, now it is possible to extract the per-unit-length parameters of a given transmission line. The procedure for obtaining the parameters will be given in the following sections.

### 4.1 Series Impedance of the Line

This section will describe a procedure for extracting the longitudinal or series impedance of an arbitrary transmission line represented by: Resistance Matrix \((R)\) and Inductance Matrix \((L)\).
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4.1.1 Inductance Matrix

As mentioned before, the magnetic field energy method will be used for the calculation of the self and mutual inductance of the transmission line. The magnetic energy stored in a unit length of the unbounded domain (original space) can be calculated by (49):

\[
W_m = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{1}{\mu} |\mathbf{B}|^2 dxdy \tag{4.12}
\]

Substituting Equation (3.2b) in (4.12) results in:

\[
W_m = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{1}{\mu} |\nabla \times \mathbf{A}|^2 dxdy \tag{4.13}
\]

Taking into account Equation (3.5), the curl of the magnetic vector potential (\(\nabla \times \mathbf{A}\)) results in:

\[
\nabla \times \mathbf{A} = \frac{\partial A_z}{\partial y} \hat{a}_x - \frac{\partial A_z}{\partial x} \hat{a}_y \tag{4.14}
\]

Substituting Equation (4.14) in (4.13) yields:

\[
W_m = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{1}{\mu} \left[ \left( \frac{\partial A_z}{\partial x} \right)^2 + \left( \frac{\partial A_z}{\partial y} \right)^2 \right] dxdy \tag{4.15}
\]

Now, applying the chain rule to Equation (4.15) and then considering Equation (A.3a) results in:

\[
W_m = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{1}{\mu} \left[ \left( \frac{\partial A_z^T}{\partial u} \frac{\partial u}{\partial x} + \frac{\partial A_z^T}{\partial v} \frac{\partial v}{\partial x} \right)^2 \\
+ \left( \frac{\partial A_z^T}{\partial u} \frac{\partial u}{\partial y} + \frac{\partial A_z^T}{\partial v} \frac{\partial v}{\partial y} \right)^2 \right] dxdy \tag{4.16a}
\]
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\[ W_m = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{1}{\mu} \left[ \left( \frac{\partial A_z^T \partial u}{\partial u \partial x} \right)^2 + \left( \frac{\partial A_z^T \partial v}{\partial v \partial x} \right)^2 \right] dxdy \]

(4.16b)

Incorporating Equation (A.1) and (A.2) in (4.16b) yields:

\[ W_m = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} M^2 \left[ \left( \frac{\partial A_z^T \partial u}{\partial u} \right)^2 + \left( \frac{\partial A_z^T \partial v}{\partial v} \right)^2 \right] dxdy \]

(4.17)

Finally, the magnetic energy stored in a unit length of the mapped domain can be calculated by changing the integration variables of Equation (4.17), which can be achieved using the rule expressed in Equation (4.11):

\[ W_m = \frac{1}{2} \iint_{S^T} 1 \mu T \left[ \left( \frac{\partial A_z^T \partial u}{\partial u} \right)^2 + \left( \frac{\partial A_z^T \partial v}{\partial v} \right)^2 \right] dudv \]

(4.18)

From Equation (4.18), it can be observed that the mapping factor does not appear in the calculation of the magnetic energy in the mapped space, which means that it remains unchanged under conformal mapping.

The magnetic energy is related to the inductance matrix (\( L \)) by [55]:

\[ W_m = \frac{1}{2} t^* L I \]

(4.19)

where \( I \) is the \( N \times 1 \) vector representing the line current, \( N \) is the number of conductors and \( t^* \) represents the complex conjugate transpose.

In the original space, the elements of the current vector can be obtained by the calculation of the surface integration of the total current density over the cross section of the conductors (\( J_{z_i}^{\text{tot}} \)). So, the current in the \( i^{th} \) conductor is calculated by:

\[ I_i = \iint_{S_{z_i}} J_{z_i}^{\text{tot}} dxdy \]

(4.20)
4.1 Series Impedance of the Line

The total current density can be written as a composition of two others, one related to an arbitrary external current that is imposed on the conductor and the other given by the eddy current. So, the total current density in the $i^{th}$ conductor ($i = 1, \cdots, N$) can be expressed as:

$$J_{tot}^i = J_{ex}^i + J_{ed}^i = \sigma E$$ (4.21)

Considering Equation (3.2a) and recalling that only the $z$ component of the current is relevant to this study yields:

$$J_{tot}^z = \sigma \Delta V - j\omega \sigma A_z$$ (4.22)

Then, the total current density in the $i^{th}$ conductor in the original and mapped space can be given as:

$$J_{tot}^z_i = J_{ex}^z_i - j\omega \sigma A_z = J_{Tot}^z_i$$ (4.23)

The current in the original space calculated in the mapped space can be obtained by changing variables from Equation (4.20) resulting in:

$$I_i = \int \int_{S_T} \frac{J_{Tot}^z_i}{M^2} dudv$$ (4.24)

Finally, the elements of the inductance matrix can be calculated by equating (4.18) and (4.19) at each frequency, resulting in a set of $K$ linearly-independent equations and $K$ unknowns. Because of reciprocity (i.e., $l_{ij} = l_{ji}$), the number of equations and the number of unknowns can be determined by:

$$K = \frac{N(N + 1)}{2}$$ (4.25)
4.1 Series Impedance of the Line

4.1.2 Resistance Matrix

The per-unit-length resistance matrix $R$ is determined using the dissipated electric energy (resistive loss) due to the longitudinal component of the electric field obtained from the solution of the quasi-stationary problem. The resistive loss dissipated in a unit length of the unbounded domain (original space) can be calculated by:

$$W_R = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \sigma |E|^2 dxdy$$

$$= \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \sigma E_z^2 dxdy$$  \hspace{1cm} (4.26)

The dissipated energy in the mapped space can be calculated following a similar procedure to that used for the calculation of the magnetic energy in the mapped space: substituting electric field components by their corresponding values in terms of $V$ and $A_z$, and changing integration variables. Following this process results in:

$$W_R = \int \int_S T^T \sigma T (\Delta V T^2 + \omega^2 |A_z|^2) \frac{1}{M^2} dudv$$  \hspace{1cm} (4.27)

The dissipated electric energy is related to the resistance matrix ($R$) by [55]:

$$W_R = I^T R I$$  \hspace{1cm} (4.28)

The elements of the resistance matrix can be obtained by equating (4.27) and (4.28), which again will result in a set of $K$ linearly-independent equations and $K$ unknowns, where $K$ is given by Equation (4.25).
4.2 Shunt Admittance of the Line

According to what was mentioned in Section 2.1.2, the transverse or shunt admittance is composed of two components, a conductance and a capacitance. However, the effect of the shunt conductance is assumed to be very small, therefore it can be neglected. For that reason, this section will describe a procedure for extracting the Capacitance Matrix \( (C) \) of an arbitrary transmission line.

4.2.1 Capacitance Matrix

The electric field energy method will be used for the calculation of the self and mutual capacitance of the transmission line. The electric energy stored in a unit length of the unbounded domain (original space) can be calculated by [49]:

\[
W_e = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \varepsilon |\mathbf{E}|^2 dx dy \quad (4.29)
\]

From the electrostatic approximation and substituting Equation (3.2a) in (4.29) results in:

\[
W_e = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \varepsilon (-\nabla V)^2 dx dy \quad (4.30a)
\]

\[
W_e = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \varepsilon \left[ \left( \frac{\partial V}{\partial x} \right)^2 + \left( \frac{\partial V}{\partial y} \right)^2 \right] dx dy \quad (4.30b)
\]

Now, applying the chain rule to Equation (4.30b) and then considering Equation (A.3a) results in:

\[
W_e = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \varepsilon \left[ \left( \frac{\partial V^T}{\partial u} \frac{\partial u}{\partial x} + \frac{\partial V^T}{\partial v} \frac{\partial v}{\partial x} \right)^2 
+ \left( \frac{\partial V^T}{\partial u} \frac{\partial u}{\partial y} + \frac{\partial V^T}{\partial v} \frac{\partial v}{\partial y} \right)^2 \right] dx dy \quad (4.31a)
\]
4.2 Shunt Admittance of the Line

\[ W_e = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \varepsilon \left[ \left( \frac{\partial V^T}{\partial u} \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial V^T}{\partial v} \frac{\partial v}{\partial x} \right)^2 \right. \]
\[ + \left( \frac{\partial V^T}{\partial u} \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial V^T}{\partial v} \frac{\partial v}{\partial y} \right)^2 \left] \, dx \, dy \right. \]  

(4.31b)

Incorporating Equations (A.1) and (A.2) in (4.31b) yields:

\[ W_e = \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \varepsilon M^2 \left[ \left( \frac{\partial V^T}{\partial u} \right)^2 + \left( \frac{\partial V^T}{\partial v} \right)^2 \right] \, dx \, dy \]  

(4.32)

Finally, the electric energy stored in a unit length of the mapped domain can be calculated by changing the integration variables of Equation (4.32), which can be achieved using the rule expressed in Equation (4.11):

\[ W_e = \frac{1}{2} \int_{S_T} \varepsilon T \left[ \left( \frac{\partial V^T}{\partial u} \right)^2 + \left( \frac{\partial V^T}{\partial v} \right)^2 \right] \, du \, dv \]  

(4.33)

It can be observed, from Equation (4.33), that the mapping factor does not appear in the calculation of the electric energy in the mapped space, which means that it remains unchanged under conformal mapping.

The electric energy is related to the capacitance matrix (C) by [55]:

\[ W_e = \frac{1}{2} V^\star CV \]  

(4.34)

where V is the \( N \times 1 \) vector representing the line voltage, \( N \) is the number of conductors and \( t^\star \) represents the complex conjugate transpose. The line voltage is in fact the external excitation electric potential in the quasi-electric problem.

The elements of the capacitance matrix can be obtained by equating (4.33) and (4.34), which again will result in a set of \( K \) linearly-independent equations and \( K \) unknowns, where \( K \) is given by Equation (4.25).
4.3 Summary

In this chapter, the basic assumptions for calculating the parameters of an arbitrary transmission line, including overhead line and underground cable, are discussed. The main equations are derived from Maxwell’s equations, which are solved with the finite element method after transforming the unbounded space into two unit circles through a conformal mapping technique. After finding a solution for the governing equations in the mapped space, the power loss, the magnetic energy and the electric energy are calculated in order to obtain the resistances, inductances and capacitances, respectively. Next chapter will present some study cases and the results after applying the method proposed in this chapter.
Chapter 5

Results and Discussion

In this chapter, the approach described in Chapter 4 is employed to determine the frequency-dependent per-unit-length series impedance and shunt admittance of overhead transmission lines and underground cables. In the study cases, the earth is considered to be a homogeneous lossy medium. Nevertheless, nothing prevents this technique to be applied to multi-layer, stratified models of the earth. Another assumption is that the sag of the overhead lines is not considered, since the approach is for a two-dimensional model of the transmission line.

As mentioned before, the solution of Equations (4.4) and (4.6) are obtained using the AC/DC Module of COMSOL Multiphysics to simulate electric and magnetic fields. The analytical results are obtained using PSCAD™/EMTDC™, which can represent the ground return impedance for overhead lines either by direct numerical integration of Carsons integral or by Deri’s approximation, and for underground cables it gives the option to choose between direct numerical integration of Pollaczeks integral or Wedepohl’s approximation.

As mentioned in Section 3.3, the interface between the upper and lower spaces \( y = 0 \) is mapped to the boundaries of the mapped circles, and the boundary of the upper circle \( v > 0 \) is paired with the boundary of the lower circle \( v < 0 \) and a continuity boundary condition is applied on both of them. Consequently, the magnetic and electric scalar potentials \( A_T^z \) and \( V_T \) on the
boundary of the upper circle is symmetrically the same as that on the lower circle. In other words, applying these conditions to the boundaries of the circles is preserving the continuity between the upper and lower circles, even though they are graphically separated. The concept of this continuity will be better understood as illustrated in Fig. 5.1 and Fig. 5.2.

Some of the transmission line cases (including overhead line and underground cable) simulated and analyzed during the research will be described in the following sections.

### 5.1 Two Identical Parallel Conductors in Free Space

The first analyzed case consists of two parallel, perfectly conducting wires in free space. The radius ($r_c$) of each conductor is 2 cm and the separation distance ($d$) between the centres of both conductors is 1 m.

The analytical equation for the per-unit-length inductance of parallel wires in free space is given by:

$$l = \frac{\mu_0}{\pi} \ln \left( \frac{d}{r_c} \right)$$

$$= \frac{4\pi \times 10^{-7}}{\pi} \ln \left( \frac{1}{0.02} \right)$$

$$= 1.5648 \mu\text{H/m}$$ (5.1)

And the analytical equation for the per-unit-length capacitance of parallel wires in free space is given by:

$$c = \frac{\pi \varepsilon_0}{\ln \left( \frac{d}{2r_c} + \sqrt{\frac{d^2}{4r_c^2} - 1} \right)}$$

$$= 7.1112 \text{ pF/m}$$ (5.2)
Fig. 5.1 shows the two parallel conductors in the original space considering a truncation of 1 m (different truncation radii were used for the calculation of the parameters). Fig. 5.2 shows the unbounded region with the parallel conductors mapped into the circles using the proposed mapping scheme. For the sake of illustration to help understand how the field distribution varies in the mapped space, the magnetic flux density is plotted in the original and mapped space. The conductors are located at $x = 0$ and $y = \pm 0.5$ m, and as expected, in the mapped domain, each conductor is located inside a different circle. Note that the cross section of each mapped wire is still a circle (but different in size and location). Applying a magnetic insulation condition on the
boundary of the truncation case results in an electric current on the boundary that is not real causing an error in the calculation of the currents in the conductors. In order to avoid this error, a zero-current boundary condition \((J_z = 0)\) is applied on the outer boundary of the truncation. The same zero-current boundary condition is applied in the mapped case, in addition, the boundaries are paired by a continuity boundary condition. These boundary conditions in both cases (truncated and mapped) will be applied in all examples that are presented in this chapter.

**Fig. 5.2:** Magnetic flux density contours for two parallel wires in free space in the mapped space.
Before proceeding to the calculation of the parameters, it will be proved that the magnetic potential remains the same in the original and mapped spaces, as stated in Equation (4.7a). For that purpose, $A_z$ will be calculated at some points in a vertical line between the origin and the conductor in the original space (with a truncation radius of 50 m) and in the corresponding points of the mapped space, as given in Table 5.1. The values of $v$ in terms of $y$, considering that $x = 0$, can be calculated by modifying Equation (3.19b) to:

$$v = \frac{2y}{1 + |y|}$$  \hspace{1cm} (5.3)

| $y$ [m] | $v$ [m] | $|A_z|$ [Wb/m] | $|A_z'|$ [Wb/m] |
|---------|---------|---------------|---------------|
| 0       | 0       | $1.64469 \times 10^{-8}$ | $3.12756 \times 10^{-8}$ |
| 0.025   | 0.04878 | 0.02561       | 0.02557       |
| 0.05    | 0.09524 | 0.05134       | 0.0513        |
| 0.075   | 0.13953 | 0.07734       | 0.07728       |
| 0.1     | 0.18182 | 0.10374       | 0.10367       |
| 0.125   | 0.22222 | 0.13069       | 0.13061       |
| 0.15    | 0.26087 | 0.15838       | 0.15828       |
| 0.175   | 0.29787 | 0.18701       | 0.18688       |
| 0.2     | 0.33333 | 0.2168        | 0.21665       |
| 0.225   | 0.36735 | 0.24805       | 0.24787       |
| 0.25    | 0.4     | 0.28112       | 0.28092       |
| 0.275   | 0.43137 | 0.31649       | 0.31625       |
| 0.3     | 0.46154 | 0.35478       | 0.35449       |
| 0.325   | 0.49057 | 0.39686       | 0.39652       |
| 0.35    | 0.51852 | 0.444         | 0.44358       |
| 0.375   | 0.54545 | 0.49816       | 0.49765       |
| 0.4     | 0.57143 | 0.56262       | 0.56196       |
| 0.425   | 0.59649 | 0.64351       | 0.64261       |
| 0.45    | 0.62069 | 0.75468       | 0.7533        |
| 0.475   | 0.64407 | 0.94062       | 0.93781       |

The magnetic potential calculated in the mapped space is very approximate to that obtained in the original space. This difference is due to the truncation in the original space and to the number...
of meshes used in each case. The result from Table 5.1 is shown in Fig. 5.3 as a function of the coordinate of the original space ($y$).

![Fig. 5.3: Comparison of the magnetic potential calculated in both spaces.](image)

The per-unit-length inductance will be calculated by simulating using the truncation method (with different truncation radii: 1, 5, 10 and 20 m) and the mapping scheme. This will be possible by calculating the magnetic energy given by Equation (4.15) for the original space, and Equation (4.18) for the mapped space, and then using circuit relation for inductance, as given in Equation (4.19). Equivalently, the electric energy will be determined using Equation (4.30b) for the original space and Equation (4.33) for the mapped space, and then in combination with Equation (4.34) result in the per-unit-length capacitance.
Table 5.2: Per-unit-length inductance and capacitance of two parallel-wires calculated with the analytical equations, the proposed mapping method and the truncation of the original space method.

<table>
<thead>
<tr>
<th></th>
<th>Analytical</th>
<th>Mapping</th>
<th>Truncation [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Inductance [µH/m]</td>
<td>1.5648</td>
<td>1.5711</td>
<td>1.7945</td>
</tr>
<tr>
<td>Number of Meshes</td>
<td>-</td>
<td>2678</td>
<td>2418</td>
</tr>
</tbody>
</table>

Table 5.2 shows these results in comparison with the analytical solution given in Equation (5.1) for the inductance and Equation (5.2) for the capacitance. The following table shows how many meshes the truncation method would need in order to obtain a similar result from the proposed mapping method.

Table 5.3: Comparison of the number of meshes and computational time of the per-unit-length inductance of two parallel-wires calculated for the proposed mapping method and the truncation of the original space method.

<table>
<thead>
<tr>
<th></th>
<th>Mapping</th>
<th>Truncation [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Inductance [µH/m]</td>
<td>1.5711</td>
<td>1.7686</td>
</tr>
<tr>
<td>Number of Meshes</td>
<td>2678</td>
<td>3432415</td>
</tr>
<tr>
<td>Computational Time [s]</td>
<td>3</td>
<td>105</td>
</tr>
</tbody>
</table>

As observed in Table 5.2, the mapping method yields results very close to those obtained from analytical formulation for both cases, inductance and capacitance, whereas the truncation method gives accurate results only when the truncation radius becomes large, or as seen in Table 5.3 when the number of meshes increases considerably, which requires more memory, significant processing effort, and increased computation time. The case of 1 m of truncation was not able to approach the expected result even after achieving more than three million meshes.
5.2 Overhead Transmission Line over Lossy Ground

In the following cases, the ground is considered in the simulation and it is assumed to be a homogeneous lossy medium. In the original space, the $x$ axis determines the air-ground interface. In the mapped space, the lower circle represents the ground and the upper circle represents the air in which the conductor(s) will be located.

5.2.1 One Conductor over Lossy Ground

For this study case, in terms of the original space, the ground ($\sigma_g = 0.01$ S/m and $\varepsilon_r_g = 4$) is located at $y < 0$ and the air ($\sigma_{air} = 0$ S/m and $\varepsilon_r_{air} = 1$) is located at $y > 0$. A single conductor made of copper ($\sigma_c = 5.998 \times 10^7$ S/m) with a circular cross section of 2 cm of radius ($r_c$) is located in the air at $x = 0$ and $y = 0.5$ m.

Similar to the previous example, the per-unit-length resistance and inductance are calculated as a function of frequency using the analytical formulation given in Chapter 2, the proposed mapping method and the truncation method (with different truncation radii: 2, 5 and 20 m). The results are shown in Fig. 5.4 for the resistance, and Fig. 5.5 for the inductance.

Fig. 5.4 shows a very good consistency between the per-unit-length resistance calculated using PSCAD™/EMTDC™ (which uses Carson’s approximation for the overhead transmission line) and the mapping method. The same can be observed in Fig. 5.5 for the per-unit-length inductance. In both cases, the differences between the analytical solution and the truncation method are noticeable from the low-frequency range up to higher frequencies depending on the truncation radius, i.e. the difference decreases as the truncation radius increases. As mentioned in Chapter 3, this problem arises because at low frequencies the skin depth of the ground becomes comparable or greater than the truncation radius. Opposed to what happens in the resistance case, the inductance grows as the frequency decreases to zero, this characteristic cannot be represented in the truncation method even for larger truncation radii.
5.2 Overhead Transmission Line over Lossy Ground

Fig. 5.4: PUL resistance for a single conductor over lossy ground versus frequency.

Fig. 5.5: PUL inductance for a single conductor over lossy ground versus frequency.
The method proposed in this thesis does not neglect the displacement current in the ground as in Carson’s approximation. For this reason, a further inspection was performed to have a better understanding of the influence of the ground permittivity and conductivity on the per-unit-length inductance at the frequency range from 100 kHz to 5 MHz as observed in Fig. 5.6.

From Fig. 5.6 it is possible to observe that the inductance calculated with Carson’s approximation loses accuracy as the frequency increases, so it becomes clear that neglecting the permittivity for the calculation of the parameters will lead to errors which are intensified as the ground permittivity increases and the ground conductivity decreases.

Just as for the resistance and inductance, the capacitance is determined using the proposed mapping and the truncation methods and then compared with the analytical result. These results are given in Table 5.4.

Fig. 5.7 shows the capacitance obtained from PSCAD™/EMTDC™ in comparison with the
Table 5.4: Per-unit-length capacitance of a single conductor over lossy ground obtained from the analytical solution, the proposed mapping method and the truncation of the original space method.

<table>
<thead>
<tr>
<th>Truncation [m]</th>
<th>Capacitance [pF/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical</td>
<td>14.2209</td>
</tr>
<tr>
<td>Mapping</td>
<td>14.2222</td>
</tr>
<tr>
<td>1</td>
<td>12.5842</td>
</tr>
<tr>
<td>5</td>
<td>14.1515</td>
</tr>
<tr>
<td>10</td>
<td>14.2055</td>
</tr>
<tr>
<td>20</td>
<td>14.2199</td>
</tr>
</tbody>
</table>

capacitance obtained with the mapping method, which is shown to be independent from the frequency.

Fig. 5.7: PUL capacitance for a single conductor over lossy ground versus frequency.

Table 5.4 and Fig. 5.7 show that the mapping method yields results approximately the same to those obtained from analytical formulation for the per-unit-length capacitance. The trunca-
5.2 Overhead Transmission Line over Lossy Ground

The truncation method gives accurate results only when the truncation becomes large, which reduces the performance of the simulation in terms of speed, memory and processing requirements.

As observed, the mapping method is able to provide accurate results in a wide range of frequencies for all three parameters: resistance, inductance and capacitance. Special attention should be given to the low-frequency range, where truncation methods fail to give an acceptable solution, and to the high-frequency range, where the permittivity of the ground cannot be neglected because the displacement current becomes comparable to the conduction current in the ground.

5.2.2 Two Conductors over Lossy Ground

From the previous example, it is possible to conclude that the truncation method does not give accurate solutions, for that reason it will be disregarded in the following study cases.

![Diagram of two conductors over lossy ground]

**Fig. 5.8:** Geometry of the two conductors over lossy ground.
5.2 Overhead Transmission Line over Lossy Ground

In this case, two conductors over a lossy ground is simulated in COMSOL Multiphysics using the mapping method and then the results are compared with PSCAD™/EMTDC™. The same conductor and ground electrical parameters are used but with a different geometry. The radius ($r_c$) of each conductor is 2 cm and both conductors are located 25 m above the ground and are horizontally apart by 5 m as illustrated in Fig. 5.8.

Since there is more than one conductor now, the results will include the self and mutual parameters of the transmission line. Due to symmetry, the self resistances $R_{11}$ and $R_{22}$ and the mutual resistances $R_{12}$ and $R_{21}$ are the equal, the same happens to the inductances and capacitances. For this reason, only $R_{11}$, $R_{12}$, $L_{11}$, $L_{12}$, $C_{11}$ and $C_{12}$ are being plotted in the following figures.

![Fig. 5.9: PUL self resistance for two conductors over lossy ground versus frequency.](image)
5.2 Overhead Transmission Line over Lossy Ground

**Fig. 5.10:** PUL mutual resistance for two conductors over lossy ground versus frequency.

**Fig. 5.11:** PUL inductances for two conductors over lossy ground versus frequency.
As observed in the figures above, the mapping method is able to provide accurate results in the full range of frequency under study for all three parameters: resistance, inductance and capacitance. Furthermore, the mapping method is able to describe, unlike the analytical formulations, the influence of the permittivity of the ground at higher frequencies.

### 5.2.3 Three Conductors over Lossy Ground

Up to now, all the examples studied were for verification purposes, but from now on more realistic cases will be considered. In this section, for example, a standard three phase transmission line obtained from PSCAD™/EMTDC™ will be studied.

The transmission line has three conductors with 2.035 cm of radius, a DC resistance of 0.03206 Ω/km, a flat horizontal separation between conductors of 9 m and located 12 m above the ground, as illustrated in Fig. 5.13.
Fig. 5.13: Geometry of the three conductors over lossy ground.

The per-unit-length self and mutual resistances, inductances and capacitances for this transmission line are given in the following figures. Considering the symmetry of the geometry and that the distance between conductors is much higher than the conductors radii, some parameters will be equal, for this reason not all the parameters will be plotted in the following figures.
5.2 Overhead Transmission Line over Lossy Ground

**Fig. 5.14:** PUL self resistance for three conductors over lossy ground versus frequency.

**Fig. 5.15:** PUL $R_{12}$ for three conductors over lossy ground versus frequency.
5.2 Overhead Transmission Line over Lossy Ground

Fig. 5.16: PUL $R_{11}$ for three conductors over lossy ground versus frequency.

Fig. 5.17: PUL self and mutual inductances for three conductors over lossy ground versus frequency.
5.2 Overhead Transmission Line over Lossy Ground

**Fig. 5.18:** PUL self capacitances for three conductors over lossy ground versus frequency.

**Fig. 5.19:** PUL mutual capacitances for three conductors over lossy ground versus frequency.
Once again, one can observe in the figures above that the proposed method is accurate over a wide range of frequencies, and as mentioned before, it is able to give results considering the displacement current in the ground.

5.3 Underground Cables

In the following cases, it will be shown that it is also possible to apply the mapping technique to underground cables such as the coaxial cable and then to the sector-shaped cable, for which there is no analytical solution available.

5.3.1 Coaxial Cables

In this case, a coaxial cable is placed 1 m below the surface of the ground, and its geometry is as shown in Fig. 5.20.

![Geometry of the coaxial cable.](image)

Fig. 5.20: Geometry of the coaxial cable.
5.3 Underground Cables

The electric parameters such as conductivities and relative permittivities are as follows:

Conductivity of the core: $\sigma_c = 5.9524 \times 10^7$ S/m

Conductivity of the sheath: $\sigma_s = 4.5455 \times 10^6$ S/m

Conductivity of the ground: $\sigma_g = 0.01$ S/m

Relative permittivity of the inner dielectric insulator: $\varepsilon_{r_{id}} = 4.1$

Relative permittivity of the coating insulator: $\varepsilon_{r_{ci}} = 2.3$

Relative permittivity of the ground: $\varepsilon_{r_g} = 4$

Fig. 5.21 shows the coaxial cable in the mapped space (as expected, the coaxial cable remains circular but with different radii) that will be simulated in COMSOL Multiphysics, and then the per-unit-length self and mutual resistances, inductances and capacitances are compared with the results obtained from PSCAD™/EMTDC™ (which uses Wedepohl's approximation for the underground cables) as can be observed in Figs. 5.22, 5.24.

![Coaxial cable in the mapped space](image)

**Fig. 5.21:** Coaxial cable in the mapped space.
5.3 Underground Cables

**Fig. 5.22:** PUL resistances for the coaxial cable versus frequency.

**Fig. 5.23:** PUL inductances for the coaxial cable versus frequency.
From the figures above, it is possible to conclude that the proposed mapping method is also able to provide accurate results for all the parameters of an underground cable such as the coaxial cable. In order to verify the influence of the ground permittivity on the parameters, a zoom will be applied on Fig. 5.22 and Fig. 5.23 which should present some differences, considering that the proposed method does not neglect the displacement current in the ground.

**Fig. 5.24**: PUL capacitances for the coaxial cable versus frequency.
5.3 Underground Cables

Fig. 5.25: Zoom of the PUL resistances for the coaxial cable versus frequency.

Fig. 5.26: Zoom of the PUL inductances for the coaxial cable versus frequency.


And, as observed in Fig. 5.25 and Fig. 5.26, the ground permittivity has a direct impact at the parameters at higher frequencies, in other words, neglecting the displacement current at the ground will yield inaccurate results.

### 5.3.2 Sector-Shaped Cable

The previous study cases demonstrate that the proposed method is able to calculate the parameters of any configuration commonly used for an overhead transmission line and underground cable. Those steps were important to demonstrate the accuracy of the proposed method before the calculation of the sector-shaped cable which, as mentioned before, has no analytical formulation available [3,34,44,56,57].

The dimensions and the electric parameters such as conductivities and relative permittivities for this study case are given in Fig. 5.27.

![Sector-shaped cable in the original space.](image)

**Fig. 5.27:** Sector-shaped cable in the original space.

Fig. 5.28 shows the same sector-shaped cable in the mapped domain.
5.3 Underground Cables

From Fig. 5.28, one may imply that a straight line in the original domain is transformed into another straight line in the mapped space, which is not true. They seem to be straight lines because the radius of the sector-shaped cable used in this example is very small. Just for the sake of illustration, Fig. 5.29 shows how the mapped sector-shaped cable would look like if the dimensions of the original cable were increased by a factor of thirty (30x).

**Fig. 5.28:** Sector-shaped cable in the mapped space.

**Fig. 5.29:** Sector-shaped cable in the mapped space for increased dimensions.
The per-unit-length self and mutual resistances, inductances and capacitances for this sector-shaped cable are given in the following figures, since there is no analytical solution for this problem, this method could be used as reference for this geometry.

![Graph showing self and mutual resistances for the sector-shaped cable versus frequency.](image)

**Fig. 5.30:** PUL resistances for the sector-shaped cable versus frequency.
5.3 Underground Cables

Fig. 5.31: PUL inductances for the sector-shaped cable versus frequency.

Fig. 5.32: PUL capacitances for the sector-shaped cable versus frequency.
Chapter 6

Conclusions and Recommendations

6.1 Conclusions and Summary of Work

In this thesis, a conformal spatial transformation together with the finite element method is presented for the determination of the per-unit-length parameter of a generic overhead transmission line or underground cable. The parameters that are more relevant for power system analysis are the series resistance and inductance and the shunt capacitance. The solution of the governing equations representing the two-dimensional quasi-stationary solution of the electric and magnetic fields were accomplished with the aid of COMSOL Multiphysics, a commonly used commercial finite element analysis software program.

The proposed mapping technique basically transforms the unbounded space into two unit circles, the upper one representing the air domain and the lower one representing the ground domain. The per-unit-length resistance and inductance were obtained by calculating the resistive losses and stored magnetic energy, respectively, both due to the longitudinal current in the conductor(s). The per-unit-length capacitance was calculated from the stored electric energy due to the in-plane current.

All these parameters were calculated for several overhead lines and underground cables, and
then compared with the analytical solution obtained from PSCAD™/EMTDC™ (which uses Carson’s approximation and Wedepohl’s formulation). Those steps were important to validate the proposed method for the calculation of the sector-shaped cable which unlike the other study cases, does not have an analytical formulation available. The proposed method provided better accuracy than the truncation method, showing that the conformal mapping approach is suitable to model unbounded spaces and arbitrary geometries without the need for a very large truncation boundary. This is a powerful resource, considering that it is more efficient and requires less computational memory and computation time.

The main objective of this research is to provide enough information to show that it is possible to use the proposed mapping technique to obtain the per-unit-length parameters of any generic overhead transmission line and underground cable, specially in those cases where there is no analytical solution for a given arbitrary geometry.

6.2 Recommendations for Future Research

Since the sector-shaped cable was the only case studied, which did not have an analytical solution, it would be interesting to study some other geometries with less standard shapes for future work. Furthermore, this method could also be applied to underwater cables.

Another recommendation is to develop an application to determine and export the mapped geometries for a given geometry in the original space to be used in COMSOL Multiphysics or any other FEM based simulation software program, this could make the drawing process easier and faster.
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Appendix A

Cauchy-Riemann and the Mapping Factor

The Cauchy-Riemann condition in complex analysis is given by:
\[
\frac{\partial u(x, y)}{\partial x} = \frac{\partial v(x, y)}{\partial y} \quad (A.1a)
\]
\[
\frac{\partial u(x, y)}{\partial y} = -\frac{\partial v(x, y)}{\partial x} \quad (A.1b)
\]

The mapping factor \((M)\) is defined by a combination of Equation \((A.1a)\) and Equation \((A.1b)\):
\[
M^2 \triangleq \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial y} \right)^2 = \left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 \quad (A.2)
\]

Combining Equation \((A.1a)\) and Equation \((A.1b)\) yields to:
\[
\frac{\partial u}{\partial x} \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \frac{\partial v}{\partial y} = -\frac{\partial u}{\partial x} \frac{\partial u}{\partial y} - \frac{\partial v}{\partial x} \frac{\partial v}{\partial y} = 0 \quad (A.3a)
\]
\[
\frac{\partial^2 u}{\partial x^2} = \frac{\partial}{\partial x} \left( \frac{\partial v}{\partial y} \right) = \frac{\partial}{\partial y} \left( \frac{\partial v}{\partial x} \right) = -\frac{\partial^2 u}{\partial y^2} \quad (A.3b)
\]
\[
\frac{\partial^2 v}{\partial x^2} = \frac{\partial}{\partial x} \left( -\frac{\partial u}{\partial y} \right) = \frac{\partial}{\partial y} \left( -\frac{\partial u}{\partial x} \right) = -\frac{\partial^2 v}{\partial y^2} \quad (A.3c)
\]
\[
\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} = 0 \quad (A.3d)
\]

As mentioned in Section 3.1, there are two parameters that need to be determined in order to solve the problem: the electric scalar potential \((V)\), and the \(z\) component of the magnetic vector potential \((A_z)\). For the following derivations, \(V\) and \(A_z\) will be represented by \(\Phi\). Recalling that both parameters remain the same in the transformed space and that \(u\) and \(v\) are both functions of
\[ \Phi^T(u, v) = \Phi(x, y) \] (A.4)

Applying Equation 3.7 to \( \Phi \):
\[ \nabla^2 \Phi = \frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} \] (A.5)

According to [49], it is necessary to determine the first and second partial derivatives of \( \Phi \) in the transformed space, which is possible by using chain rule. The first partial derivatives are given by:
\[
\frac{\partial \Phi}{\partial x} = \frac{\partial \Phi^T}{\partial u} \frac{\partial u}{\partial x} + \frac{\partial \Phi^T}{\partial v} \frac{\partial v}{\partial x} \] (A.6a)
\[
\frac{\partial \Phi}{\partial y} = \frac{\partial \Phi^T}{\partial u} \frac{\partial u}{\partial y} + \frac{\partial \Phi^T}{\partial v} \frac{\partial v}{\partial y} \] (A.6b)

And the second partial derivatives can be determined by:
\[
\frac{\partial^2 \Phi}{\partial x^2} = \frac{\partial^2 \Phi^T}{\partial u^2} \left( \frac{\partial u}{\partial x} \right)^2 + \frac{\partial \Phi^T}{\partial u} \frac{\partial^2 u}{\partial x^2} + 2 \frac{\partial \Phi^T}{\partial v} \left( \frac{\partial \Phi^T}{\partial u} \right) \frac{\partial u}{\partial x} \frac{\partial v}{\partial x} + \frac{\partial^2 \Phi^T}{\partial v^2} \left( \frac{\partial v}{\partial x} \right)^2 \] (A.7a)
\[
\frac{\partial^2 \Phi}{\partial y^2} = \frac{\partial^2 \Phi^T}{\partial u^2} \left( \frac{\partial u}{\partial y} \right)^2 + \frac{\partial \Phi^T}{\partial u} \frac{\partial^2 u}{\partial y^2} + 2 \frac{\partial \Phi^T}{\partial v} \left( \frac{\partial \Phi^T}{\partial u} \right) \frac{\partial u}{\partial y} \frac{\partial v}{\partial y} + \frac{\partial^2 \Phi^T}{\partial v^2} \left( \frac{\partial v}{\partial y} \right)^2 \] (A.7b)

Substituting Equation A.7a and Equation A.7b in Equation A.5 yields to:
\[
\nabla^2 \Phi = \frac{\partial^2 \Phi^T}{\partial u^2} \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial y} \right)^2 \right] + \frac{\partial \Phi^T}{\partial u} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + \frac{\partial^2 \Phi^T}{\partial v^2} \left[ \left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 \right] + 2 \frac{\partial \Phi^T}{\partial v} \left( \frac{\partial \Phi^T}{\partial u} \right) \left( \frac{\partial u}{\partial x} \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \frac{\partial v}{\partial y} \right) \] (A.8)

Equation A.8 can be simplified by using Equation A.2, Equation A.3a, and Equation A.3d, yielding to:
\[
\nabla^2 \Phi = M^2 \left( \frac{\partial^2 \Phi}{\partial u^2} + \frac{\partial^2 \Phi}{\partial v^2} \right) \] (A.9)

The dot product between the gradient of two functions can be accomplished considering the two-dimensional quasi-electric assumption (the electric current flows only in the \( x-y \) plane). For
this purpose, let $k$ be a complex function representing the electric or magnetic properties.

\[
\nabla k \cdot \nabla \Phi = \left( \frac{\partial k}{\partial x} \hat{a}_x + \frac{\partial k}{\partial y} \hat{a}_y \right) \cdot \left( \frac{\partial \Phi}{\partial x} \hat{a}_x + \frac{\partial \Phi}{\partial y} \hat{a}_y \right)
\]

\[
= \frac{\partial k}{\partial x} \frac{\partial \Phi}{\partial x} + \frac{\partial k}{\partial y} \frac{\partial \Phi}{\partial y}
\]

(A.10)

Applying chain rule to Equation A.10 results in:

\[
\nabla k \cdot \nabla \Phi = \left( \frac{\partial k^T \partial u}{\partial u \partial x} + \frac{\partial k^T \partial v}{\partial v \partial x} \right) \left( \frac{\partial \Phi^T \partial u}{\partial u \partial x} + \frac{\partial \Phi^T \partial v}{\partial v \partial x} \right)
\]

(A.11)

where $k^T(u, v) = k(x, y)$

Rearranging terms in Equation A.11 yields to:

\[
\nabla k \cdot \nabla \Phi = \frac{\partial k^T \partial \Phi^T}{\partial u \partial u} \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial y} \right)^2 \right] + \frac{\partial k^T \partial \Phi^T}{\partial v \partial v} \left[ \left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 \right]
\]

(A.12)

\[
+ \frac{\partial k^T \partial \Phi^T}{\partial u \partial v} \left( \frac{\partial u \partial v}{\partial x \partial x} + \frac{\partial u \partial v}{\partial y \partial y} \right) + \frac{\partial k^T \partial \Phi^T}{\partial v \partial u} \left( \frac{\partial u \partial v}{\partial x \partial x} + \frac{\partial u \partial v}{\partial y \partial y} \right)
\]

From Equation A.2 and Equation A.3a Equation A.12 simplifies to:

\[
\nabla k \cdot \nabla \Phi = M^2 \left( \frac{\partial k^T \partial \Phi^T}{\partial u \partial u} + \frac{\partial k^T \partial \Phi^T}{\partial v \partial v} \right) = M^2 (\nabla k^T \cdot \nabla \Phi^T)
\]

(A.13)
Appendix B

Bilinear Transformation Maps a Circle into a Circle

It is possible to prove that a circle in the real domain will remain a circle in the mapped space under a bilinear transformation by showing that applying the mapping scheme in the equation of a given circle in the mapped space:

\[(u - u_c)^2 + (v - v_c)^2 = R^2 \quad \text{(B.1)}\]

results in the equation of a circle in the real domain:

\[(x - x_c)^2 + (y - y_c)^2 = r^2 \quad \text{(B.2)}\]

where \((u_c, v_c)\) and \((x_c, y_c)\) are the centres of the circles with radii \(R\) and \(r\) in the mapped space and in the real domain, respectively.

Now, applying Equation 3.16 in Equation B.1 results in:

\[
\left[ \frac{2x}{x^2 + (1+y)^2} - \frac{2x_c}{x_c^2 + (1+y_c)^2} \right]^2 + \left[ \frac{2(x^2 + y + y^2)}{x^2 + (1+y)^2} - \frac{2(x_c^2 + y_c + y_c^2)}{x_c^2 + (1+y_c)^2} \right]^2 = R^2 \quad \text{(B.3)}
\]

which can be rearranged as:

\[
(x - x_c)^2 + (y - y_c)^2 = \frac{1}{4} \left[ x^2 + (1+y)^2 \right] \left[ x_c^2 + (1+y_c)^2 \right] R^2 \quad \text{(B.4)}
\]

From Equation B.4 it is possible to extract the relation between the mapped and real spaces radii as follows:

\[
\frac{r^2}{R^2} = \frac{1}{4} \left[ x^2 + (1+y)^2 \right] \left[ x_c^2 + (1+y_c)^2 \right] \quad \text{(B.5)}
\]