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Abstract

Motivated by potential applications in wireless sensor networks, this thesis considers the problem of communicating a large number of correlated analog sources over a Gaussian multiple-access channel using non-orthogonal code-division multiple-access (CDMA). A joint source-channel decoder is presented which can exploit the inter-source correlation for interference reduction in the CDMA channel. This decoder uses a linear minimum mean square error (MMSE) multi-user detector (MUD) in tandem with a MMSE joint source decoder (JSD) for multiple sources to achieve a computational complexity that scales with the number of sources. The MUD and the JSD, then iteratively exchange extrinsic information to improve the interference cancellation. Experimental results show that, compared to a non- iterative decoder, the proposed iterative decoder is more robust against potential performance degradation due to correlated channel interference and offers better near far resistance.
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Chapter 1

Introduction

In recent years, the research on wireless sensor networks (WSN) has been extensive and revolutionizing, promising a significant impact on the society through a vast range of possible applications. The *MIT Technology Review* ranked large-scale, low-power, economical WSNs [1, 2] as the number one emerging technology. WSNs are usually mission oriented and application specific, for example, monitoring physical or environmental conditions, such as temperature, sound, pressure, etc. Thus, the sensors in a WSN usually have to operate under a set of unique constraints, presenting new and difficult challenges to the researchers. In this thesis, as may be the case in many practical scenarios, we consider a WSN with large number of sensors observing correlated sources, connected to a central location (e.g., base station) through a shared communication channel. The block diagram of a WSN model with $K$ sensors is illustrated in Figure 1.1.

1.1 Background and Motivation

Consider the system shown in Figure 1.1, At the transmitter-end, the sensor observation $X_k$ of sensor $k$ is first quantized, and the quantizer output $I_k$ is binary encoded to generate a bit stream $b_k$ (source-data). This process is called source encoding. In an effective communication system the encoded bit stream is expected to be transmitted to the receiver-end with
minimum distortion, preserving as much information as possible. The channel coding is used to protect source-data against the channel imperfections, by introducing redundancy to the transmitted bit stream. In the Figure 1.1, even though the channel coding block is indicated as a separate block from the source encoding, source and channel coding have to be jointly implemented to achieve an optimal performance in a multiuser communication system [3] with correlated sources. As such in this thesis, we consider a joint source-channel (JSC) coding scheme, in which the redundancy across users due to the inter-source correlation is exploited to mitigate the imperfection in the multiple access channel (MAC). Such a coding system in which both source coding and channel coding is achieved by a single code is referred to as JSC code. The encoded signal is then transmitted to the central location via the MAC. In the central location, a joint decoder will reconstruct the sensor observations. Our understanding of WSN reveals that, in many practical scenarios, there exist a large amount of correlation among observations produced by closely-placed sensors. Such correlation can be exploited in a joint decoder, in which the decoding of one user is carried out by considering signals transmitted by all users.

In medium to large WSNs, sharing of the communication medium becomes a critical issue. A multiuser communication channel may consist of many independent or dependent parallel channels, with one channel for each user. Two classical channel sharing techniques
were developed based on frequency devision multiplexing and time division multiplexing, known as frequency division multiple access (FDMA) and time division multiple access (TDMA). With large enough frequency or time guard intervals FDMA and TDMA channels can be assumed to be independent, that is there will be no interference among parallel channels [4]. In a WSN, in which the number of users may vary with time, static channel sharing schemes such as TDMA and FDMA can be ineffective, as far as the channel allocation is concerned (see [5, Ch. 1]. Therefore, one of the more practical channel sharing scheme in this case is code division multiple access (CDMA), in which the channels are allocated dynamically, by assigning a unique signature waveform for each user (see [5, Ch. 2]. The cross-correlation among CDMA signatures assigned to two users will determine if the two channels are independent or dependent, i.e., if there is mutual interference among the two users. In many previous studies, JSC decoding of correlated sources over a interference free channels (i.e., orthogonal channels) have been considered [6–9]. In CDMA, the most commonly employed signature waveform structure is known as direct-sequence spread spectrum. In direct-sequence CDMA (DS-CDMA), if the number of users are greater than the number of chips per symbol, the orthogonality among parallel channels is not practical [10]. This is the case in large-scale WSN. One might easily conceive the idea that mutual interference (non-orthogonality in the parallel channels) among the users always degrades the performance of a multiuser communication system. This is in fact not true. While an orthogonal MAC is optimal for transmitting independent sources, orthogonal CDMA, in general, is not optimal for transmitting correlated sources in a multiuser communication system [11]. In this thesis, our focus is twofold. First to investigate the complexity issue associated with the joint decoding of a large WSN and propose a good low-complex JSC decoding solution. The second issue we focus on is the effect of a particular set of CDMA signatures on the performance of a multi-user communication system used in a WSN.
1.2 The issue of computational complexity in decoding

In this thesis, the mean square error (MSE) is used as the performance measuring criterion. In a similar communication model as illustrated in Figure 1.1, the minimum MSE (MMSE) joint source-channel decoding over non-orthogonal CDMA channel has been previously considered in [12]. However, the MMSE decoder considered in [12] has a computational complexity that is exponential in the number of sources $O(2^K)$, which is prohibitive for WSNs with medium to large number of users. Low complexity joint decoders for large scale WSNs with orthogonal CDMA channels have been previously proposed in [8, 9]. Such decoders can be used on non-orthogonal channel as well, if in tandem a multi-user detector (MUD) is used. A MUD will account for multiuser interference due to the non-orthogonality in the MAC and will present orthogonal channels to the joint decoders [5]. However, such an approach can be viewed as a case of separate source-channel decoding. Hence, it is impractical to use inter-source correlation to mitigate multi-user interference in a MUD and therefore we lose the redundant information that can be used for error-protection. In contrast to previous work, in this thesis we present and investigate a low complexity iterative JSC decoder for correlated sources and a CDMA channel, which exploits inter-source correlation for improved interference cancellation. More specifically, we extend the joint vector quantization (VQ) decoder presented in [9], to obtain a low complexity JSC decoder wherein the key idea is to perform iterative decoding, by using the joint VQ decoder in tandem with a soft-input soft-output MUD. With soft outputs obtained from a MUD, the joint VQ decoder utilizes all of the received information. As a result the joint VQ decoder has an infinite output alphabet. Such soft VQ decoding was studied for the additive white Gaussian noise channel in [13, 14]. The overall computational complexity of the iterative decoder proposed in this thesis is $O(K^2)$ for $K \gg 1$, making the decoding computationally tractable for large-scale WSNs.
1.3 The effect of non-orthogonal MAC for correlated sources

In this thesis, the impact of CDMA signatures used with correlated sources is also investigated. As mentioned earlier an orthogonal MAC is not necessarily optimum for correlated sources. Even though we do not derive an analytical method to determine the optimum or a near optimum set of signatures, a heuristic approach based on intuitive knowledge is taken to investigate the effect of CDMA signatures using computer simulations. These simulation results clearly show the significance of choosing the right set of CDMA signatures for correlated sources. In order to demonstrate that the channel interference in a MAC does not always degrade the performance of decoding of correlated sources, consider the following example.

![Block diagram of a non-orthogonal MAC for two users.](image)

In Figure 1.2, $b_1$ and $b_2$ are two binary sources ($b_i \in \{+1, -1\}$, i.e., the baseband equivalent of binary phase shift keying (BPSK)), and the constant $a$ ($|a| < 1$) is a known parameter, which determines the level of interference between two parallel channels. In Figure 1.2 $q_1$ and $q_2$ represent additive noise in the parallel channels. In this model, if $a = 0$, clearly the parallel channels become interference free, i.e. orthogonal channels.
However, if $a$ is non-zero, two parallel channels are not independent anymore. As we are considering correlated sources, most of the time, we are likely to have $b_1 = b_2$. In such cases, the outputs $y_i, i = 1, 2$ of the two parallel channels are given by

$$y_1 = (1 + a)b + q_1 + aq_2,$$

$$y_2 = (1 + a)b + q_2 + aq_1,$$

where $b_1 = b_2 = b$. As one can see, if $a$ tends to $-1$, $y_i$ is dominated by the noise component at the channel output, and therefore estimates $\hat{b}_i$ obtained using a detection unit is not an accurate approximation of $b_i$. However, if $a$ tends to $+1$, $y_i$ is dominated by the channel input signal, and hence the estimate is much more reliable. Also notice that, compared to the case when $a = 0$ (i.e. independent channels), when $a \to 1$, the input signal is much more dominant in the channel outputs. The above example shows that the interference in a MAC can improve the fidelity of decoding for correlated sources. When channel interference among set of correlated users lead to an increase in the strength of the decoder input signals of the users, we refer to it as constructive interference. On the other hand, destructive interference occur when the signal strength at the decoder input degrades as a result of channel interference among correlated users. Since in a large WSN, the sensor locations may not be fixed or known, the iterative decoder proposed in this thesis is designed to be robust against constructive or destructive interference in the channel. This robustness is achieved by using bit-level interleavers, and hence making the channel inputs of different users statistically independent. However, compared to a non-iterative (non-interleaved) decoder, which can be optimized if CDMA are chosen to match the sources, it is difficult to optimize the proposed decoder by matching the CDMA signatures to the sources. Therefore we also discuss the possibility of selecting a set of CDMA signatures optimal for a non-iterative decoding of correlated sources.
1.4 Summary of Contributions

In this thesis, we present an iterative approach to JSC decoding of correlated sources over a DS-CDMA channel. The methodologies adopted to address the complexity issue in a decoding of a large WSN is extensively discussed. We demonstrate that the proposed JSC decoder is robust against the (possible) destructive interference produced by the multi-user channel. A numerical analysis on the optimization of CDMA signatures for correlated sources, based on a heuristic approach, is also presented in this thesis, while leaving theoretical analysis on that problem as a future work.

1.5 The outline of the thesis

The rest of the thesis is organized as follows. In Chapter 2 we begin with briefly explaining fundamental concepts and background studies that are relevant to the development of this thesis. Chapter 3 presents the derivation of the proposed iterative JSC decoder, focusing on reducing the computational complexity of joint decoding of a large number of correlated sources. The numerical results and a discussion of the implications of the results are presented in Chapter 4. Chapter 5 concludes the thesis with a discussion of possible future work.
Chapter 2

Background

2.1 Source coding

Shannon in his 1948 paper [15] wrote “the fundamental problem of communication is that of reproducing at one point either exactly or approximately a message selected at another point”. This problem has been separated into few sub problems for effective analysis. In communication, source coding is the conversion of a signal into an efficient digital representation, while channel coding is a technique used to correct errors of a digital transmission over a noisy channel. In Shannon’s development of information theory, he has shown that a nearly optimal communication system is possible by designing an optimal source code for the source and an optimal channel code for channel separately. With that knowledge it is worthy to look at the source coding as a separate issue in a communication system. However the positive coding theorems [3] in information theory shows such optimal separability is only possible with codewords of infinite length [15], which causes an infinite delay. On the other hand, there are channels for which the separation theorem is not valid. Multiuser channels are one such class of channels. Furthermore as it was implied earlier, when the delay is a limiting factor, the source-channel separability is not possible without losing the overall optimality. In these cases, the optimal solution is joint source-channel coding. In the following section, source coding is discussed in order to relate its
importance to this thesis. In Sec. 2.2, multi-user communication is discussed.

2.1.1 Sampling

The natural sources of signals (information) such as temperature, pressure, or any other environmental measurement are analog and continuous in time. The starting step of converting such natural waveforms into a digital form is sampling. The well-known sampling theorem [16] shows that an analog waveform with finite bandwidth can be represented by a countable set of points in time without losing any information. This indeed is a consequence of the fact that signal is band-limited. The intuitive explanation is that, if the signal is band-limited, then the signal will not fluctuate too quickly and hence the true signal values between two sampling points should follow a smooth curve. To recover the complete waveform, a process of interpolation or smoothing can be used. In smoothing, a smooth curve is constructed which passes through all sample values of the signal. However, the solution to be unique, the sampling rate must be at least twice the bandwidth of the signal (Nyquist-Shannon sampling theorem [16]).

2.1.2 Quantization

Quantization is one of the most important steps in source coding. A quantizer observes a random variable and finds an approximate value according to a pre-defined rule. An input to a quantizer is usually a sample from an analog waveform and the output is digital (specified by a finite set). The input to the quantizer can either be a scalar (scalar quantization) or a vector (vector quantization).

Scalar quantization

A quantizer can be viewed as two successive operations of mapping. Two operations are identified as encoding (digital representation of the input signal) and decoding (estimation of the original signal). In scalar quantization, input to the encoder is a real number (i.e. a
scalar). The encoder maps the input into an integer. The decoder maps the integer into a real number from a finite set. Figure 2.1 illustrates an $N$-point scalar quantizer ($N$ number of output levels) with its defining points. The values $x_i$, $i = 1, \ldots, N$ are often called the boundary points or decision points. The encoder is defined by set of regions $R_i$ formed by intervals between successive end points. Each region $R_i$ (or a cell) can be labeled by an integer. An input which falls in to a particular cell is mapped to the assigned integer. The decoder maps the encoder output in to corresponding output level $y_i$. Importance of separating quantization in to two processes is that, in a communication system encoding takes place at the transmitter while decoding is done at the receiver.

![Decision points and output levels of an N-point scalar quantizer.](image)

**Figure 2.1:** Decision points and output levels of an N-point scalar quantizer.

### Implementation of a scalar quantizer

The objective of quantization is to provide a finite-precision description to its input value. However in the design process, the input is an unknown quantity. In this case one can model the input as a random variable, given its statistical description (probability density function). As a result, the error introduced during the quantization process can be modeled as a random variable. Having modeled the quantization error, the overall (average) quality degradation due to the approximation can be computed as a statistical average of the error. In almost all practical cases, the mean square error (MSE) is used as the average distortion measure. With the MSE as the distortion measure for a given input signal, $X$, and quantizer $Q = \{y_i; R_i; i = 1, 2, \ldots, N\}$, distortion $D$ is given by

$$D = E[(X - Q(X))^2] = \sum_{i=1}^{N} \int_{R_i} (x - y_i)^2 f_X(x) \, dx,$$  \hspace{1cm} (2.1)
where \( f_X(x) \) is the probability density function (pdf) of the random variable.

**Uniform quantizer**

The most common implementation of a quantizer is the uniform quantizer. Uniform quantization has been mostly used for general-purpose analog-to-digital conversion. A uniform quantizer is a regular quantizer [17], which follows the following properties: (i) the decision points are equally spaced, and (ii) the output level of the bounded regions are the mid points, of the quantization regions. With the uniform quantization, provided that the \( N \) is large enough (high resolution quantization), the overall distortion \( D \) is given by

\[
D = \frac{\Delta^2}{12}
\]  

(2.2)

where \( \Delta \) is the quantization interval.

In the case of high resolution quantization, the performance of a uniform quantizer only depends on quantization interval \( \Delta \) and is independent of the input pdf. The quantizer which is optimized for the input, for a fixed number of output levels is discussed in the next section.

**Optimal quantizer**

The primary objective of a quantizer design is to achieve minimum distortion by determining the optimal reproduction levels and the partition regions. The design problem in more explicit terms is that for a given distortion measure (e.g., MSE), to find reproduction points \( y_i \) and partition cells \( \{ R_i \} \) that minimize \( D \) given by (2.2).

In general, it is difficult to find a closed-form solution to the aforementioned problem. In [17], the design process is simplified by considering two separate problems based on the necessary conditions for the optimal design. The two problems are,

1. The optimal encoder for a given decoder:

In more explicit terms, this is a task of finding the best partition (which minimizes
the distortion) for a given set of reproduction values (codebook). The condition for the optimality as proved in [17] is the nearest neighbor condition which requires that, a quantization region should consist of all input values closer to its reproduction value than to any other reproduction value. This requirement is easily achieved by choosing decision points to be the midpoint between two adjacent output levels, i.e.

$$x_{i-1} = \frac{(y_{i-1} + y_i)}{2}. \quad (2.3)$$

The nearest neighbor rule fully defines the partition of the quantizer.

2. The optimal decoder for a given encoder:

The problem at hand is finding the optimal codebook for a fixed partition. This in fact is a one necessary condition for an optimal quantizer (i.e. the codebook must be optimal for the given partition). The centroid condition is both the sufficient and necessary condition for optimality, provided the MSE used as the distortion measure [17]. Given a partition, the optimal codebook for a given random variable (i.e. the pdf of the input signal) is given by

$$y_i = \frac{\int_{R_i} x f_X(x) \, dx}{\int_{R_i} f_X(x) \, dx}. \quad (2.4)$$

In [18], (2.3) and (2.4) are used iteratively, until the average distortion converges to a stationary point. Figure 2.2 illustrates the basic design algorithm presented in [18].

**Vector quantization**

Vector quantization (VQ) is the generalization of scalar quantization to the quantization of vectors. Many of the design techniques used for scalar quantization can be generalized to deal with the vectors. A vector quantizer Q of dimension $k$ and size $N$ is a mapping from a vector in $k$-dimensional Euclidean space into a finite set containing $N$ reproduction points. In [17], it has been shown that VQ is the optimal solution to the quantization problem as $k \to \infty$. The two potential advantageous of VQ over scalar quantization are:
1. The ability to exploit statistical dependency between the vector elements

2. The additional freedom of forming differently shaped quantizer cells in a high dimensional space

When a sequence of random variables (a sampled waveform) is quantized, improved performance can be obtained, compared to scalar quantization, by partitioning data into vectors and applying VQ to each vector. And also if the number of reconstruction points per each data sample is fixed, the performance of quantization process can be improved by increasing the dimensionality of the VQ. In other words, long term statistical dependency among the signal samples can be exploited (also the additional freedom to form different quantizer cell shapes in the higher dimensional vector space). The increase of dimension of dimension $k$ in VQ brings an additional complexity to the quantization process (note that the nearest neighbor search of codewords is an exhaustive process). In [17], it is shown that
the complexity of VQ grows exponentially with the dimension $k$. In a situation where the encoder is constrained by its limited computational power, implementation of VQ may be impractical. Therefore, in such situations, scalar quantization is more practical than VQ. A detailed discussion on the design of VQ can be found in [17].

![Figure 2.3: Two-dimensional quantization with hexagonal partition.](image)

### 2.1.3 Soft VQ decoding

A conventional VQ decoder is defined by a lookup table of finite size $N$. This is also referred to as hard decoding. However, when the decoder has access to continues-valued channel outputs, the decoder can perform optimal estimation of the quantizer input. This approach is known as soft decoding. The first approach to soft decoding for VQ over a noisy channel was proposed in [13]. In contrast to hard decoding, a soft VQ decoder does not implement prior thresholding, instead it uses all soft (un-quantized) channel outputs. Numerical simulations confirm that soft decoding outperforms hard decoding [12].

**Optimum soft decoder**

A simple point-to-point communication system is illustrated in Figure 2.4. From estimation theory, the optimum decoder for the squared-error distortion measure, computes the conditional expectation of the source vector based on the channel output $y$ [13]. Therefore
the optimal decoder output is given by
\[
\hat{X} = E\{X|y\}. \tag{2.5}
\]

By conditioning on the event that \(i\) is transmitted and using the fact that \(X\) is independent of \(R\) given \(I\), \(\hat{X}\) can be expressed as,
\[
\hat{X} = \sum_{i=1}^{N} E\{X|i\} P(I = i|y), \tag{2.6}
\]

where \(E\{X|i\}\) is the centroid of the \(i\) th quantization cell, and \(P(i|y)\) is the probability of \(i\) is transmitted, given the channel output \(y\). The decoder utilizes all of the received soft information \(y\), in effect, has an infinite output alphabet.

### 2.2 Multi-user communication

As communication systems have grown from classical point-to-point communication to all-connected networks, the studies and analysis of multi-user communication have become important. In multi-access communication, the goal is to ensure the reliable data transmission while using the transmission medium efficiently by multiple users. In the communication model to be discussed in this thesis multiple users are connected to a receiver through a shared channel, a WSN is an example for such a system. In multi-user communication, the receiver obtains a superimposition of signals transmitted by different users. With the additive noise in the channel, the received signal is a noisy version of the superimposed signal. The separation of superimposed data polluted by channel noise is the fundamental problem of the multi-user communication.

The channel shown in Figure 2.5 is referred to as a multiple access channel (MAC).
Two classical MACs, frequency-division multiple access (FDMA) and time-division multiple access (TDMA) were invented a few decades ago. The introduction of frequency modulation enabled several signals to coexist in the space at the same time without mutual interference (if the each signal is band-limited and the carrier frequency gaps are large enough) by using different carrier frequencies. In FDMA each user is assigned a different carrier frequency. At the receiver-end, each user signal is demodulated and filtered out. In TDMA, underlying technology is time-division multiplexing. In TDMA the time-line is divided into separate slots, and each slot will be assigned to a different user in a round robin manner. Unlike in FDMA, the user signals need to be digitized prior to multiplexing. On the other hand, for a reliable transmission, digital data streams need to be synchronized in time. With geographically separated users the synchronization can be difficult (e.g., in a WSN, sensors can be randomly located in space, and hence sharing a common clock may be impractical). In comparison, it can be noted that FDMA allows users to access the channel asynchronously in time, whereas in TDMA all the users must be synchronized to a single clock. However in FDMA each user is assigned a fixed bandwidth for its transmission. In such a static system, the addition or a departure of a user will have to be dealt with additional complexity to maintain the effectiveness and reliability of the system. It is important to note that WSNs are dynamic, and many sensors may join or depart from the network during its operation. The static channel sharing can be problematic in such situations. Therefore allocating resources dynamically still remains a problem in FDMA.
as well.

2.2.1 Random Multi-access

Random multi-access communication is a diversion from the static channel sharing discussed earlier. A user is allowed to access the transmission medium whenever it requires. In this approach, a user transmits as if it were the only user of the channel. Since the users are not coordinated, the possibility of inter-user interference is inevitable. If the transmitted signal cannot be demodulated at the receiver, as a result of a simultaneous transmission of multiple users, the users will have to be notified and the collided messages have to be re-transmitted (re-transmission techniques are discussed in [5]). It is realized that in a communication network where a number of users transmit continuously, a random multi-access scheme is not the most appropriate for a MAC. The techniques discussed so far do not facilitate more than one transmitter to occupy a given time-frequency slot. For a large dynamic network such as a WSN, a reliable MAC with dynamic channel allocation is required.

2.2.2 CDMA

![Figure 2.6: A simple CDMA model with two users.](image)

Figure 2.6 illustrates how code division multiple-access (CDMA) resolves the multiuser communication problem. \(X_1\) and \(X_2\) are two sources (i.e. two analog waveforms) and as explained in the previous section, VQ encoders preceded by samplers produce two equivalent discrete sources of \(X_1\) and \(X_2\) respectively. The binary encoder generates a sequence
of bits for each discrete-valued (index) it receives. In CDMA, channel allocation or sharing is implemented by assigning a unique waveform, called a signature waveform, to each user.

![Orthogonal signature waveforms](image)

**Figure 2.7:** Orthogonal signature waveforms assigned to each user.

An example of orthogonal waveforms is shown in Figure 2.7. Both signals overlap in the time and frequency domains. However the inner product of the two signals is zero (i.e. the two signals are orthogonal). The inner product between two time domain signals is defined as the cross correlation between the two signals at zero time lag, given by

\[ <s_1, s_2> = \int_{T} s_1(t)s_2(t) \, dx. \]  

\[ (2.7) \]

In this two-user CDMA communication system, user1 and user2 are antipodally modulated using the signals \( s_1 \) and \( s_2 \), respectively. Assuming that transmission rates of both the users are equal and that the bit epochs are perfectly aligned, the demodulation of the bit streams can be easily done, despite the fact that the two waveforms overlap in both frequency and time. The receiver will observe a noisy version of superimposed signals. Given that the additive noise is white and Gaussian, correlation detector illustrated in Figure 2.8 is optimal (i.e., minimizes the bit-error-rate [5]) for demodulation.

With the assumption of a synchronous system and orthogonal signature waveforms \( s_1 \) and \( s_2 \), the detected bit stream of user1/user2 is not affected by the transmission of user2/user1, although the transmitted waveforms overlap in both time and frequency. The performance of this system (bit error rate wise) is similar to that of a system in which two bit streams are transmitted through separate channels with same noise power. In [19], it
Figure 2.8: Demodulation of transmitted bit streams using correlation detectors. $r(t)$ is the channel output signal.

has been shown that a $K$-user orthogonal CDMA system employing antipodal modulation at the rate of $R$ bits per second requires a bandwidth $B$ approximately equal to

$$B \approx \frac{RK}{2}$$

(2.8)

Hence for a given data rate and bandwidth availability, the number of orthogonal signature waveforms will be given by,

$$K \approx \frac{2B}{R}.$$  

(2.9)

The number of orthogonal signature waveforms is restricted by the available bandwidth and the data rate. However the orthogonality of the signature waveforms is not a mandatory in CDMA. For instance, one can compromise the performance of the system by allowing nonorthogonal interfering users. However the loss of performance can be kept to a tolerable level by carefully selecting the non-orthogonal signature waveforms [20]. The selection of non-orthogonal signatures overcomes the issue of constrained number of simultaneous users. One major benefit of non-orthogonal CDMA is that its reliability depends on the number of simultaneous users, rather than on the potential users. Therefore the performance of the system can be compromised to increase the capacity. This property can benefit WSNs considered in this thesis. Therefore, the number of users viable in a CDMA system is determined by the bandwidth of the channel and the data rate. The other factors that affect a CDMA system are

1. received signal-to-noise ratio,
2. signature waveform correlation, and

3. redundancy in user data.

In this thesis, dependency of the performance of the proposed decoding scheme on the above factors will be examined.

### 2.3 Multi-user detection

Multi-user detection can be defined as the separation of user data at the receiver. In this thesis, the transmission channel is modeled by a Gaussian MAC (GMAC). The CDMA channel is assumed to be synchronous (i.e. the data from all users arrives at the receiver at the same instant of time). We start by briefly discussing the conventional correlation detector [5].

![Conventional correlation multi-user detector](image)

Figure 2.9: Conventional correlation multi-user detector.

The simplest way to separate a user bit stream is to send the received signal $r(t)$ through a set of correlators (or equivalently a set of matched filters) as shown in Figure 2.9. The demodulation of each user (the bit estimation) is carried out independently from the other users. Hence the correlators are known to be single-user correlators. Here, the receiver requires the knowledge of signature waveforms $s_k(t)$ and the timing of each user. The major
issue with this detection method is that it does not take multiple access interference (MAI) into account. To build a detector with improved performance (lower bit error probability), MAI needs to be modeled accurately. The above conventional detector does not use the knowledge other than the signature waveforms and timing of the users. However, with the additional knowledge of the statistical properties of noise, the detector performance can be further improved. The MUD which yields the minimum achievable probability of error was proposed by Sergio Verdú in early 1980s [5].

### 2.3.1 The optimal multi-user detector

Before Verdú’s landmark work, it was believed that the matched filter detector will approach optimality with the large number of users (central limit theorem shows that MAI term can be approximated by a Gaussian random variable for large number of users). Even if the MAI term was Gaussian, it does not make the matched filter detector the optimum since the demodulation of each user is carried out independently. More explicitly, for \( j^{th} \) user, \( y_j \) is not a sufficient statistic for \( b_j \), but \( [y_1, \ldots, y_K]^T \) is a sufficient statistic for \( [b_1, \ldots, b_K]^T \). In [5], the optimum MUD is obtained under the assumptions that the receiver not only knows the signature waveform and timing of every active user, but it also knows the received amplitudes of all the users and their noise levels.

**Individually optimum MUD**

Considering the simple 2-user case

\[
r(t) = A_1 b_1 s_1(t) + A_2 b_2 s_2(t) + n(t), \quad 0 \leq t < T_b.
\]  

(2.10)

The optimum estimate of \( b_1 \) will minimize the probability of error and is obtained by choosing \( \hat{b}_1 \in \{-1, +1\} \) such that *a posteriori* probability \( P(b_1 = \hat{b}_1 | r(t), 0 \leq t < T_b) \) is maximized. Similarly, the bit estimation for user2 is carried out.
Jointly optimum MUD

The individually optimum MUD is not truly optimum since $b_1$ and $b_2$ are not independent conditioned on the received signal $r(t)$ [5]. Here, the joint a posteriori probability $P(b_1 = \hat{b}_1, b_2 = \hat{b}_2 | r(t), 0 \leq t < T_b)$ needs to be maximized. However, both types of decisions will agree with a high probability unless the signal-to-noise ratio is very low. This 2-user decision making can be extended to $K$-user general case [5]. In [5], it is shown that maximization problem for the $K$-user system can be done on a tree structure that takes $O(2^K)$ operations. Hence the computational complexity grows exponentially with the number of users. Therefore, for a multi-user system with a large number of users a sub-optimal system with tractable computational complexity may have to be adopted. However, keeping the loss of performance due to sub-optimality is a key issue.
Chapter 3

Iterative Joint Source Channel Decoder

A $K$ sensor (user) WSN over a synchronous CDMA channel is considered. As mentioned in Chapter 2, the computational complexity of the optimal joint-source-channel (JSC) decoder is exponential in terms of number of users $K$ [21], which is indeed prohibitive for WSNs with medium to large number of users. This turns our heads to consider efficient sub-optimal techniques. In this thesis, a new low-complexity JSC decoder is proposed which uses multi-user detection and VQ decoding in tandem [22]. A similar sub-optimal approach was previously proposed in [23]. However, in [23] VQ decoding is performed using individual decoders for each user, hence the inter-source correlation at the VQ decoding level has not been considered. In contrast to [23], the proposed iterative JSC decoder uses a joint VQ decoder, which takes inter-source correlation in to account. However, such joint VQ decoding can be computationally more complex than separate-individual VQ decoding in [23] (since a joint VQ decoder consider a joint pdf whereas separate-individual VQ decoders consider only a marginal pdf). As will be seen in section 3.3, in the proposed JSC decoder, the computational complexity of the joint VQ decoder is controlled by adopting certain assumptions. The rest of this chapter is dedicated to describing the proposed iterative decoder.
3.1 Problem description

Consider a WSN with $K$ sensors as shown in Figure 3.1. The sensors are assumed to observe a correlated random field $(X_1, X_2, \ldots, X_K)$ where $X_k \in \mathbb{R}$. Then the sensor $k$ encodes a vector $X_k$ of dimension $d$ (formed by $d$ consecutive samples of the random variable $X_k$) [17] into a quantization index $I_k \in \{0, 1, \ldots, N-1\}$ (where $N = 2^L$ for some integer $L$). Hence, the rate of the VQ encoder is $r = L/d$ (bits per sample). The $k$-th encoder is described by a partition $\{R_i^{(k)}\}_{i=0}^{N}$ of the Euclidean source space $\mathbb{R}^d$ such that $X_k \in R_i^{(k)} \Rightarrow I_k = i$. For transmission, the index $I_k$ is converted into a block represented by the vector $d_k = [d_k^{(0)}, \ldots, d_k^{(L-1)}]$ of $L$ bits in binary phase-shift keying (BPSK) format (i.e. $b_k^{(n)} \in \{\pm 1\}$) using the natural binary representation of the integer $I_k$ with logical “zero” corresponding to $d_k^{(n)} = 1$. The $L$ bits of the user index are transmitted over a symbol synchronous CDMA channel. Thus, the channel output at the receiver end (outputs from bank of cross-correlators, described in Sec. 2.2.2), $Y^{(n)} = [Y_1^{(n)}, \ldots, Y_K^{(n)}]$, at time $n$ can be expressed as [5, Sec. 2.9.1]

$$Y^{(n)} = RWd^{(n)} + Q^{(n)}, \quad (3.1)$$

where $R$ is a $K \times K$ matrix consisting of cross correlation between the spreading waveforms

![Figure 3.1: The WSN model considered in this thesis.](image-url)
of the individual sensors, and \( W = \text{diag}(W_1, W_2, \ldots, W_K) \) is a diagonal matrix of the received sensor amplitude \( W_k \). The channel noise term \( Q^{(n)} \) is zero mean Gaussian with covariance matrix \( \sigma^2 \mathbf{R} \) [5, Sec. 2.9.1]. Let \( \hat{X}_k \in \mathbb{R}^d \) be the reconstructed vector of \( X_k \) using some decoder. Then, the average distortion \( D_{\text{sys}} \) of the system is measured using the MSE,

\[
D_{\text{sys}} = \sum_{k=1}^{K} E\{|X_k - \hat{X}_k|^2\}. \tag{3.2}
\]

Based on the channel outputs \( \{Y^{(n)T}\}_{n=0}^{L-1} \), the decoder needs to estimate the transmitted source vectors \( \{X_k\}_{k=1}^{K} \). The system considered in this thesis does not use any explicit channel coding. Instead, the receiver performs joint source-channel decoding to mitigate the channel noise and multiuser interference by exploiting inter-source correlation. Depending on the method for processing of \( \{Y^{(n)T}\}_{n=0}^{L-1} \) different decoders can be obtained.

### 3.2 The MMSE decoder

The MMSE decoder minimizes the distortion \( D_k = E\{|X_k - \hat{X}_k|^2\} \) for each user \( k \).

Hence, from estimation theory [24], the optimal estimate \( \hat{X} \) of the source vector \( X \) is the conditional average given by

\[
\hat{X}_k = E\{X_k|Y = y\}, \quad k = 1, \ldots K.
\]

It is straightforward to show that, using the Bayes’ rule, and the fact that given \( I \), \( X_k \) is independent of \( Y \),

\[
E\{X_k|Y = y\} = \sum_i E\{X_k|I = i\} P(I = i|Y = y). \tag{3.3}
\]

As a simplification, we make the reasonable assumption that

\[
E\{X_k|I = i\} \approx E\{X_k I_k = i\} = c_{i,k}, \tag{3.4}
\]
where \( c_{i,k} = E\{X_k|I_k = i\} \) is the \( i \)th centroid of VQ encoder of user \( k \), and \( \underline{y} = [y^{(0)T}, \ldots, y^{(0)L}]^T \). Then by substituting (3.4) in (3.3) we have

\[
\hat{X}_k \approx \sum_{i=0}^{2^L-1} c_{i,k} P(I_k = i|\underline{Y} = \underline{y}).
\] (3.5)

Note that the estimate in (3.5) is a continuous function of \( \underline{y} \). However, if the CDMA channel is noiseless, the centroids \( c_{i,k} \) are the reconstruction vectors of the MMSE decoder. For a noiseless channel (or when the channel SNR is very high), the noise vector \( Q^{(n)} = \mathbf{0} \), hence the channel input bits can be exactly decided at the receiver-end, regardless of the correlation matrix \( R \). However, the correlation matrix \( R \) becomes relevant to the performance of the decoder in the presence of channel noise [5].

The evaluation of \( P(I_k = i|\underline{Y} = \underline{y}) \) in (3.5) has a computational complexity which grows exponentially with \( K \) [21]. If the signature waveforms are orthogonal, the \( R \) matrix becomes the identity matrix. This property itself does not reduce the computational complexity of the decoder. However, if the quantized outputs of the VQ encoders can be modeled as a Markov-random field (MRF), then the \( P(I_k = i|\underline{Y} = \underline{y}) \) can be evaluated with a computational complexity that grows only linearly with the number of sensors \( K \) [9]. In the following, an extension to the joint VQ decoder in [9] to accomplish a low-complexity iterative JSC decoder for a non-orthogonal CDMA channel is proposed.

### 3.3 The proposed Iterative JSC decoder

As mentioned earlier, in order to obtain a low-complexity approximation to the optimum MMSE decoder, the approach of performing multi-user detection and VQ decoding in tandem is adopted. The MUD performs the separation of user data based on the CDMA channel outputs, which are effected by multi-user interference due to the non-orthogonal CDMA signatures and the additive channel noise. As it will be demonstrated in Chapter 4, depending on the CDMA signatures used, the multi-user interference among correlated users can be either constructive or destructive. Constructive interference will increase the
available information for the decoding at the channel output, whereas destructive interference will diminish the available information at the channel output. A further discussion on separability of correlated data in MACs appears in [11, 25]. While the choosing of an optimal set of CDMA signatures for correlated sources is not addressed here, the importance of such optimization will be demonstrated in Chapter 4. One key objective of this design, is to achieve robustness against the effects of the CDMA cross-correlation matrix. This is achieved by using bit-level interleaving for each user, which makes the CDMA channel outputs independent among different users. Because of the interleaving, the MUD can not directly account for inter-source correlation. However, as it will be seen in the next section, the interference cancellation in the MUD is improved by using the extrinsic information computed in the JVQ decoder which exploits the inter-source correlation. The extrinsic information in soft-bit estimates computed by the MUD are extracted and delivered to the JVQ decoder. The MUD and the JVQ decoder interchange extrinsic information about the transmitted bits within iterations and as the improvement through iterations diminishes, the estimates of \( \{X_k\}_{k=1}^K \) are computed at the JVQ decoder. The block diagram of the proposed decoder is shown in Figure 3.2.

![Figure 3.2: Block diagram of the proposed iterative JSC decoder for correlated sources.](image)
dancies in the channel code words and in the VQ encoder indexes (due to the dependency among subsequent samples) are exploited alternatively at source and channel decoders. In the following sections, the iterative JSC decoder proposed in this thesis is discussed in detail.

3.3.1 A soft MUD with interference cancellation

The optimal MUD discussed in Chapter 2 has a computational complexity that grows exponentially with number of sensors $K$. Therefore, the soft-input soft-output (SISO) MMSE MUD proposed in [26], whose computational complexity is only $O(K^2)$ is adopted. Suppose that interleaver depth is $ML$ bits, for some integer $M$, which should be large enough to eliminate the inter-bit correlation among the channel input bits from different users. Hence a sequence of $ML$ bits $(d_k^{(0)}, \ldots, d_k^{(ML-1)})$ obtained by quantizing $M$ consecutive input vectors in the sensor $k$ are interleaved to generate a sequence of CDMA channel input bits $(b_k^{(0)}, \ldots, b_k^{(ML-1)})$.

In [26], multi-user detection is done in two stages. In the first stage, the soft interference cancellation is performed on the channel output $y^{(n)} = [y_1^{(n)}, \ldots, y_K^{(n)}]$ for each sensor $k$ at time $n$, based on the extrinsic information delivered by the JVQ decoder. As will be seen in the next section, the extrinsic information is the a priori information about $b_k^{(n)}$ obtained from the soft bit estimation of the other bits, $\{b_k^{(m)}\}_{m \neq n}$, based on the factor graph constructed at the JVQ decoder. In [26], the soft interference cancellation uses the soft estimates of channel input bits, which is defined as

$$
\tilde{b}_k^{(n)} \triangleq \sum_{b_k \in \{+1,-1\}} b_k P[b_k^{(n)} = b_k]. 
$$

The soft bit estimates in a given iteration are computed using the extrinsic prior information computed by the JVQ decoder in the previous iteration. The extrinsic information is the a priori log-likelihood ratio (LLR) given by

$$
\chi_{qe}[b_k^{(n)}] = \ln \left( \frac{P[b_k^{(n)} = +1]}{P[b_k^{(n)} = -1]} \right).
$$
The superscript \( p \) indicates the quantity computed in the previous iteration. After some mathematical manipulations, the prior probability \( P[b_k^{(n)} = b_k] \), for \( b_k \in \{+1, -1\} \), can be written as

\[
P[b_k^{(n)} = b_k] = \frac{\exp \left( b_k \lambda_{qe}^p [b_k^{(n)}] \right)}{1 + \exp \left( b_k \lambda_{qe}^p [b_k^{(n)}] \right)} = \frac{\exp \left( \frac{1}{2} b_k \lambda_{qe}^p [b_k^{(n)}] \right)}{\exp \left( -\frac{1}{2} b_k \lambda_{qe}^p [b_k^{(n)}] \right) + \exp \left( \frac{1}{2} b_k \lambda_{qe}^p [b_k^{(n)}] \right)}
\]

Using Euler’s formula and hyperbolic function definitions, (3.8) can be written as

\[
P[b_k^{(n)} = b_k] = \frac{\cosh \left( \frac{1}{2} b_k \lambda_{qe}^p [b_k^{(n)}] \right) \left[ 1 + b_k \tanh \left( \frac{1}{2} b_k \lambda_{qe}^p [b_k^{(n)}] \right) \right]}{2 \cosh \left( \frac{1}{2} b_k \lambda_{qe}^p [b_k^{(n)}] \right)} = \frac{1}{2} \left[ 1 + b_k \tanh \left( \frac{1}{2} b_k \lambda_{qe}^p [b_k^{(n)}] \right) \right].
\]

By substituting (3.9) into (3.6), we have

\[
\tilde{b}_k^{(n)} = \tanh \left( \frac{1}{2} \lambda_{qe}^p [b_k^{(n)}] \right), \quad k = 1, \ldots, K.
\]

Note that for the first iteration, soft interference canceler assumes all the channel input bits to be equally likely, and hence the \( \lambda_{qe}^p [b_k^{(n)}] = 0 \), for \( 1 \leq k \leq K \) and \( 0 \leq n \leq ML - 1 \). Then these soft bit estimates are used to cancel the interference in the user \( k \), by performing interference cancellation on the CDMA channel output \( y^{(n)} \) at time \( n \). The interference canceled vector \( \tilde{y}_k^{(n)} \) for the sensor \( k \) is obtained

\[
\tilde{y}_k^{(n)} = y^{(n)} - R \tilde{b}_k^{(n)},
\]

where \( \tilde{b}_k^{(n)} = [\tilde{b}_1^{(n)}, \ldots, \tilde{b}_{k-1}^{(n)}, 0, \tilde{b}_{k+1}^{(n)}, \ldots, \tilde{b}_K^{(n)}] \). In [26], a linear MMSE filter is applied to \( \tilde{y}_k^{(n)} \), in order to further suppress the residual interference in \( \tilde{y}_k^{(n)} \). The linear MMSE filter \( a_k^{(n)} \) in [26] minimizes the mean square error between the CDMA channel input \( b_k^{(n)} \) and the filter output \( u_k^{(n)} \)

\[
u_k^{(n)} = a_k^{(n)} \tilde{y}_k^{(n)}.
\]
where \( \mathbf{a}_k^{(n)} \in \mathbb{R}^K \) is the filter coefficient vector, derived using the correlation matrix \( \mathbf{R} \), the diagonal matrix \( \mathbf{W} \) with received sensor amplitudes, and the soft estimates of the other bits at time \( n \), \( \{ \tilde{b}_j^{(n)} \}_{j \neq k} \). From [26], it follows that for the sensor \( k \) at time \( n \),

\[
\mathbf{a}_k^{(n)} = [\mathbf{R}\mathbf{V}_k^{(n)}\mathbf{R}]^{-1}\mathbf{R}\mathbf{W}\mathbf{e}_k \tag{3.13}
\]

where \( \mathbf{V}_k^{(n)} \) is defined as

\[
\mathbf{V}_k^{(n)} \triangleq \mathbf{W}\text{cov}\{\mathbf{b}^{(n)} - \tilde{\mathbf{b}}_k^{(n)}\}\mathbf{W}, \tag{3.14}
\]

and, \( \text{cov}\{\mathbf{b}^{(n)} - \tilde{\mathbf{b}}_k^{(n)}\} \) is the covariance matrix of vector \( \mathbf{b}^{(n)} = [b_1^{(n)}, \ldots, b_K^{(n)}] \). It can be shown that \( \mathbf{V}_k^{(n)} \) is given by [26]

\[
\mathbf{V}_k^{(n)} = \sum_{j \neq k} W_j^2 [1 - \tilde{b}_j^{(n)}]^2 \mathbf{e}_j\mathbf{e}_j^T + W_k^2 \mathbf{e}_k\mathbf{e}_k^T \tag{3.15}
\]

where \( \mathbf{e}_k \) denotes a \( K \)-vector of all zeros, except for the \( k \)-th element, which is 1. It is clear that from (3.11) and (3.13), the \textit{apriori} information is vital for both interference cancellation and MMSE filtering.

**Gaussian approximation of soft MMSE filter output**

\[
\eta_k^{(n)} \sim \mathcal{N}(0, \nu_k^{(n)}^2)
\]

\[
\mathbf{b}_k^{(n)} \rightarrow \mathbf{u}_k^{(n)}
\]

\[
\mu_k^{(n)} \rightarrow \eta_k^{(n)}
\]

**Figure 3.3:** The equivalent AWGN channel.

It is shown in [31] that the distribution of the residual interference-plus-noise at the output of a linear MMSE-MUD is well approximated by a Gaussian distribution. As shown in Figure 3.3, the MMSE MUD output \( u_k^{(n)} \) can be assumed to represent the output of an
equivalent AWGN channel having $b_k^{(n)}$ as the input symbol. This equivalent channel is modeled by

$$u_k^{(n)} = \mu_k^{(n)} b_k^{(n)} + \eta_k^{(n)},$$  \hfill (3.16)

where the parameter $\mu_k^{(n)}$ is the equivalent amplitude of the $k$th sensor’s signal, and $\eta_k^{(n)} \sim \mathcal{N}(0, (\nu_k^{(n)})^2)$ is a Gaussian noise sample. The expression for parameters $\mu_k^{(n)}$ and $(\nu_k^{(n)})^2$ are shown to be [26]

$$\mu_k^{(n)} = W_k^{2} \left[ \left( V_k^{(n)} + \sigma^2 R \right)^{-1} \right]_{kk},$$  \hfill (3.17)

and

$$(\nu_k^{(n)})^2 = \mu_k^{(n)} - (\mu_k^{(n)})^2.$$  \hfill (3.18)

The \textit{a posteriori} LLR of $b_k^{(n)}$ at the output of the MMSE MUD is given by

$$\Lambda_{MUD}[b_k^{(n)}] \triangleq \ln \left( \frac{P[b_k^{(n)} = +1 | u_k^{(n)}]}{P[b_k^{(n)} = -1 | u_k^{(n)}]} \right).$$  \hfill (3.19)

Using the Bayes’ rule, (3.19) can be written as

$$\Lambda_{MUD}[b_k^{(n)}] = \ln \left( \frac{P[u_k^{(n)} | b_k^{(n)} = +1]}{P[u_k^{(n)} | b_k^{(n)} = -1]} \lambda_{me}[b_k^{(n)}] \right) + \ln \left( \frac{P[b_k^{(n)} = +1]}{P[b_k^{(n)} = -1]} \lambda_{p}\right),$$  \hfill (3.20)

where the second term in (3.20), represents the \textit{a priori} LLR of the channel input bit $b_k^{(n)}$, which is computed by the JVQ decoder in the previous iteration, interleaved and then fed back to the MMSE-MUD. The first term in (3.20) denoted by $\lambda_{me}[b_k^{(n)}]$ represents the extrinsic information delivered by the MMSE-MUD. From (3.16) the extrinsic information...
delivered by the MMSE-MUD is simplified as

\[ \lambda_{me}[b_k^{(n)}] \triangleq \ln \left( \frac{P[u_k^{(n)}|b_k^{(n)} = +1]}{P[u_k^{(n)}|b_k^{(n)} = -1]} \right) \]

\[ = -\frac{[u_k^{(n)} - \mu_k^{(n)}]^2}{2(\nu_k^{(n)})^2} + \frac{[u_k^{(n)} - \mu_k^{(n)}]^2}{2(\nu_k^{(n)})^2} \]

\[ = \frac{2\mu_k^{(n)}u_k^{(n)}}{(\nu_k^{(n)})^2} \]

\[ = \frac{2u_k^{(n)}}{1 - \mu_k^{(n)}}. \quad (3.21) \]

The extrinsic information \( \lambda_{me}[b_k^{(n)}] \) which is not influenced by the \textit{a priori} information \( \lambda_{qe}^{p}[b_k^{(n)}] \) delivered by JVQ decoder, is then de-interleaved and fed in to JVQ decoder, as the \textit{a priori} information in the next iteration.

### 3.3.2 Optimal JVQ decoder

The sequence of linear MMSE filter outputs \( u_k^{(0)}, \ldots, u_k^{(L-1)} \) from the AWGN channel in (3.16), for each sensor \( k = 1, \ldots, K \) is de-interleaved to form the input to the JVQ decoder. Therefore, for the VQ index \( I_k \) transmitted by the sensor \( k \), the JVQ decoder receives the vector \( Y_k' = [Y_k'^{(0)}, \ldots, Y_k'^{(L-1)}]^T \in \mathbb{R}^L \). The MMSE optimal outputs \( \{\hat{X}_k\}_{k=1}^K \), can thus be computed by (3.5), but with \( \underline{y} \) replaced by the vector \( \underline{Y}' = [\underline{Y}'_1^T, \ldots, \underline{Y}'_1^T]^T \). Now consider

\[ P(I_k = i_k|\underline{Y}' = \underline{y}') = \frac{\sum_{I: I_k = i_k} p(I, \underline{y}')}{\sum_{I} p(I, \underline{y}')}, \quad (3.22) \]

where \( I = [I_1, \ldots, I_K] \), and using the fact that \( \{Y_k'^{(n)}\}_{k=1}^K \) are conditionally independent given \( I \), \( p(I = i, \underline{Y}' = \underline{y}') \) can be written as

\[ p(I = i, \underline{Y}' = \underline{y}') = \prod_{k=1}^{K} p(y_k'|I = i)P(I = i). \quad (3.23) \]

The pmf \( P(I) \) in (3.23) can be written as

\[ p(I) = \prod_{k=1}^{K} P(I_k|I_1, \ldots, I_{k-1}). \quad (3.24) \]
Notice that the $I_k$ is the VQ encoder output of k-th sensor observation. In most practical situations, the correlation between two sensor observations decays exponentially with the distance, which restricts the conditional dependency in (3.24) into a smaller subset (see [9]). For simplicity, assume that the sensors are in a linear array. Then it is reasonable to assume that

$$P(I_k | I_1, \ldots, I_{k-1}) \approx P(I_k | I_{k-1}).$$

(3.25)

In this case, I is a first-order MRF. Now the joint pmf $p(I)$ can be written as

$$p(I) = \prod_{k=1}^{K} P(I_k | I_{k-1}).$$

(3.26)

Substituting (3.26) into (3.23), we have

$$p(I = i, Y' = y') = \prod_{k=1}^{K} p(y'_k | I = i)P(I_k = i_k | I_{k-1} = i_{k-1}).$$

(3.27)

![Factor Graph](image)

**Figure 3.4:** The factor-graph representation of joint pdf in (3.27).

The evaluation of (3.22) may be done more efficiently by factorizing the $p(I = i, Y' = y')$, and applying a suitable algorithm which exploits the way the “global” function is factorized into a product of less complex “local” functions. Such a factorization can be visualized using a factor graph, a bipartite graph that expresses which variables are arguments of which local functions. The *sum-product algorithm* (SPA) [8, 9, 32] is a widely used algorithm to evaluate marginal functions which operates in a factor graph to evaluate marginal functions associated with the global function. The factor-graph representation of joint pdf
\[ p(I = i, Y' = y') \] is shown in Figure 3.4, which can be used to evaluate the marginal probabilities given by (3.22) using the SPA. The computational complexity of the SPA is determined by the number of edges incident upon a variable node in the factor-graph. The computational complexity for the factor-graph shown in Figure 3.4 grows exponentially with the number of variable nodes \( K (I_1, \ldots, I_K) \), as every factor node \( p(y'_k|I) \) connects to all variable nodes. In order to make that the complexity of the JVQ decoder linear with the number of users, assume that MMSE-MUD presents orthogonal channels to the VQ decoder, as considered in [8, 9, 33]. This is also a reasonable assumption, as iterative message passing between the MMSE-MUD and joint VQ decoder will minimize the performance degradation due to mutual interference. With this assumption (3.27) can be expressed as

\[ p(I = i, Y' = y') = K \prod_{k=1}^{K} p(y'_k|I_k = i_k) P(I_k = i_k|I_{k-1} = i_{k-1}). \]  

(3.28)

In (3.28), the conditional pdf \( p(y'_k|I_k) \) of the AWGN channel output can be written as (using the memoryless property in AWGN channels)

\[ p(y'_k|I_k = i_k) = \prod_{n=0}^{L-1} p(y'^{(n)}_k|b'^{(n)}_n(i_k)) \]  

(3.29)

where \( b'^{(n)}_n(i_k) \in \{-1, +1\} \) is the BPSK modulated value of the \( n \)th binary bit of integer \( i_k \). Now using the AWGN channel parameters,

\[ p(y'_k|I_k = i_k) = \prod_{n=0}^{L-1} g^{(n)}_k \exp \left( \frac{\mu^{(n)}_k y'^{(n)}_k b'^{(n)}_n(i_k)}{(\nu^{(n)}_k)^2} \right) \]  

(3.30)

where \( g^{(n)}_k = (1/\sqrt{2\pi \nu^{(n)}_k}) \exp[-(y'^{(n)}_k)^2/2(\nu^{(n)}_k)^2] \). The LLR of the equivalent AWGN channel output \( y'^{(n)}_k \) is given by

\[ \chi^{(p)}_{me}[b'^{(n)}_n(i_k)] = \ln \left( \frac{p[y'^{(n)}_k|b'^{(n)}_n(i_k) = +1]}{p[y'^{(n)}_k|b'^{(n)}_n(i_k) = -1]} \right) = \frac{2y'^{(n)}_k}{(\nu^{(n)}_k)^2}. \]  

(3.31)
By substituting (3.31) in (3.30) we get

\[ p(y'_k | I_k = i_k) = \prod_{n=0}^{L-1} g_k^{(n)} \exp \left( \frac{1}{2} b'_n(i_k) \lambda_m^{(p)}[b'_n(i_k)] \right). \]  

(3.32)

Now using the fact that \( \exp(u\theta) = \cosh(\theta + u\tanh(\theta)) \) for \( u \in \{-1, +1\} \), (3.32) can be written as

\[ p(y'_k | I_k = i_k) = \prod_{n=0}^{L-1} g_k^{(n)} \cosh \left( \frac{1}{2} \lambda_m^{(p)}[b'_n(i_k)] \right) \left[ 1 + b'_n(i_k) \tanh \left( \frac{1}{2} \lambda_m^{(p)}[b'_n(i_k)] \right) \right]. \]  

(3.33)

Denote

\[ \phi_n(i_k) = [1 + b'_n(i_k) \tanh \left( \frac{1}{2} \lambda_m^{(p)}[b'_n(i_k)] \right) ]. \]  

(3.34)

Using the fact that \( g_k^{(n)} \cosh \left( \frac{1}{2} \lambda_m^{(p)}[b'_n(i_k)] \right) \) is a constant with respect to \( I \) and by substituting (3.32) and (3.27) into (3.22) we get

\[ P(I_k = i_k | Y' = y') = \frac{\sum_{I_{k-1}=i_{k-1}}^{K} \prod_{k=1}^{K} \left( \prod_{n=0}^{L-1} \phi_n(i_k) \right) P(I_k = i_k | I_{k-1} = i_{k-1})}{\sum_{I_{k-1}=i_{k-1}}^{K} \prod_{k=1}^{K} \left( \prod_{n=0}^{L-1} \phi_n(i_k) \right) P(I_k = i_k | I_{k-1} = i_{k-1})}. \]  

(3.35)

Now, the function \( \prod_{k=1}^{K} \left( \prod_{n=0}^{L-1} \phi_n(i_k) \right) P(I_k = i_k | I_{k-1} = i_{k-1}) \) is represented in the form of a factor graph (see Figure 3.5). Then the posterior probabilities \( P(I_k = i_k | Y' = y') \) for \( k = 1, \ldots, K \) can be computed using the SPA. Notice that each factor node \( \prod_{n=0}^{L-1} \phi_n(i_k) \) only connects to a single variable node \( (I_k) \) and hence an additional user will add a constant complexity to the computation of any marginal function \( P(I_k = i_k | Y' = y') \) (see [32]). Therefore the computational complexity of JVQ decoder grows linearly with number of users \( K \) (i.e. \( O(K) \)). Note that the overall complexity of the JSC decoder is the addition of computational complexities of the MMSE-MUD and the JVQ decoder. Therefore the total computational complexity of the iterative decoder is \( O(K^2 + K) \), and for large number of users (i.e. \( K \gg 1 \)) it can be approximated to \( O(K^2) \). Also the numerical results suggest that number of iterations required for convergence is a constant, regardless of the number of users \( K \), and therefore the iterative process scales the computational complexity by a constant that depends on \( K \). The \textit{aposteriori} LLR of the bit \( b'_n(i_k) \) at the JVQ decoder
Figure 3.5: The factor-graph representation of $\prod_{k=1}^{K} \left( \prod_{n=0}^{L-1} \phi_n(i_k) \right) P(I_k = i_k | I_{k-1} = i_{k-1})$.

Output is given by

$$\Lambda_{JVQ}[b'_n(i_k)] = \ln \left( \frac{P[b'_n(i_k) = +1 | y'_n]}{P[b'_n(i_k) = -1 | y'_n]} \right)$$

(3.36)

where the bit a posteriori probabilities $p(b'_n(i_k) | y'_n)$ can be computed by marginalizing the index probabilities in (3.22). Using the Bayes’ rule and the assumption of orthogonal AWGN channels at the JVQ decoder input, (3.36) can be written as

$$\Lambda_{JVQ}[b'_n(i_k)] = \ln \frac{P[b'_n(i_k) = +1 | y'_n]}{P[b'_n(i_k) = -1 | y'_n]} + \lambda_{me}[b'_n(i_k)]$$

(3.37)

where

$$\bar{y}'_{(k,n)} = [y'_1, \ldots, y'_k, \bar{y}'_{(k),k+1}, \ldots, y'_{K}]^T$$ and

$$\tilde{y}'_{(k)} = [y'_k, y'_k, \ldots, y'_k, y'_k, \ldots, y'_{(L-1)}]^T.$$  

Thus, the extrinsic LLR of the bit $b'_n(i_k)$ (which is obtained from other AWGN outputs $\{y'_k\}_{m \neq n}$ corresponding to index vector $I$, by exploiting the constructed factor graph in Figure 3.5) can be computed from JVQ decoder output as

$$\lambda_{qe}[b'_n(i_k)] = \Lambda_{JVQ}[b'_n(i_k)] - \lambda_{me}[b'_n(i_k)]$$

(3.38)

which is interleaved and fed back to the MUD for interference cancellation in bits, other
than $b'_n(i_k)$, see Figure 3.2. Initially there is very little correlation between extrinsic information $\lambda_{p_me}[b'_n(i_k)]$ and $\lambda_{qe}[b'_n(i_k)]$. Since both MMSE-MUD and JVQ decoder use the same information $\lambda_{p_me}[b'_n(i_k)]$ and $\lambda_{qe}[b'_n(i_k)]$ become more and more correlated. The iterations will continue until there is no reduction in MSE.
Chapter 4

Simulation Results and Discussion

In this chapter, the simulation results are presented in order to illustrate the performance of the proposed iterative JSC decoder. All the results presented here have been obtained with Lloyd-Max scalar quantization [17] of mean-zero, unit-variance correlated Gaussian sources. First, a four-sensor system as shown in Figure 4.1 is considered, for which case it is feasible to compute the performance of the MMSE decoder given by (3.5). Note that in this case the joint source (VQ) MMSE decoder (JSD) can be implemented without the MRF source-model assumption discussed in Chapter 3. The linear array of sensors are assumed to observe a first-order MRF, $X_k$ for $k = 1, \ldots, 4$, with the correlation between two nearest observations is 0.9. Then the source covariance matrix in the four-sensor system under consideration is given by $[C]_{k,l} = 0.9^{|k-l|}$ for $k, l = 1, \ldots, 4$. In all simulations, a test data (source samples) set of $10^5$ has been used.

![Figure 4.1: The linear array of sensors under consideration.](image-url)
4.1 Performance comparison between iterative and non-iterative JSC decoding

First, a CDMA channel with the following cross-correlation matrix is considered.

\[
R_1 = \begin{pmatrix}
1 & -0.7 & 0.7 & -0.7 \\
-0.7 & 1 & -0.7 & 0.7 \\
0.7 & -0.7 & 1 & -0.7 \\
-0.7 & 0.7 & -0.7 & 1 \\
\end{pmatrix}
\]

Optimum scalar quantizers with the resolution 2 bits/sample are used in all simulations. Notice that the quantizer SNR for a Gaussian source with unit variance is 9.2996 dB. The Figure 4.2 presents the average reconstruction signal-to-noise ratio (RSNR) at the output of different decoders, which is defined by

\[
\text{RSNR} \triangleq \frac{1}{K} \sum_{k=1}^{K} \frac{E\{|X_k|^2\}}{E\{|X_k - \hat{X}_k|^2\}}.
\]

The RSNR for each decoder is evaluated at different values of the channel signal-to-noise ratio (CSNR) \(W^2/\sigma^2\), assuming that amplitudes of the all sensor signals are equal (i.e., \(W_k = W = 1\)). All iterative JSC decoders in Figure 4.2 use interleaving (interleaving depth is 1000 bits) and the decoders without interleaving are explicitly indicated. The plots labeled “initial” refers to the JSC decoders which do not use any iterations. The optimal MUD refers to the maximum-likelihood MUD (see [26, (23)]) which gives an upper-bound to the performance of the linear MMSE-MUD described in Sec. 3.3.1. MMSE-JSD refers to the JVQ decoder described in Sec. 3.3.2. Also note that the MMSE decoder is implemented in this case without the MRF source-model assumption. Note that even though the MMSE decoder is computationally tractable with four users, with large number of users the computational complexity is prohibitive. As can be seen in Figure 4.2, in the low to medium CSNR region the performance of the all non-iterative JSC decoders which do not
**Table 4.1:** The RSNR improvement of MMSE MUD + JVQ decoder through iterations. The CDMA cross-correlation matrix is $R_1$.

<table>
<thead>
<tr>
<th>CSNR (dB)</th>
<th>initial</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.5235</td>
<td>3.7645</td>
<td>3.7801</td>
<td>3.7816</td>
<td>3.7818</td>
<td>3.7818</td>
</tr>
<tr>
<td>6</td>
<td>7.1444</td>
<td>7.6259</td>
<td>7.6656</td>
<td>7.6688</td>
<td>7.6680</td>
<td>7.6676</td>
</tr>
<tr>
<td>8</td>
<td>8.2312</td>
<td>8.5556</td>
<td>8.5720</td>
<td>8.5709</td>
<td>8.5695</td>
<td>8.5696</td>
</tr>
</tbody>
</table>

**Table 4.2:** The RSNR improvement of optimum MUD + JVQ decoder through iterations. The CDMA cross-correlation matrix is $R_1$.

<table>
<thead>
<tr>
<th>CSNR (dB)</th>
<th>initial</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.5384</td>
<td>3.8244</td>
<td>3.8497</td>
<td>3.8505</td>
<td>3.8506</td>
<td>3.8505</td>
</tr>
<tr>
<td>2</td>
<td>4.6645</td>
<td>5.1239</td>
<td>5.1710</td>
<td>5.1775</td>
<td>5.1780</td>
<td>5.1782</td>
</tr>
<tr>
<td>6</td>
<td>7.4792</td>
<td>8.0500</td>
<td>8.1060</td>
<td>8.1094</td>
<td>8.1111</td>
<td>8.1112</td>
</tr>
<tr>
<td>8</td>
<td>8.5511</td>
<td>8.8465</td>
<td>8.8647</td>
<td>8.8653</td>
<td>8.8655</td>
<td>8.8655</td>
</tr>
</tbody>
</table>

**Table 4.3:** The RSNR improvement of MMSE MUD + JVQ decoder through iterations. The CDMA cross-correlation matrix is $R_2$.

<table>
<thead>
<tr>
<th>CSNR (dB)</th>
<th>initial</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.4432</td>
<td>3.6953</td>
<td>3.7158</td>
<td>3.7175</td>
<td>3.7176</td>
<td>3.7176</td>
</tr>
<tr>
<td>6</td>
<td>7.0947</td>
<td>7.5698</td>
<td>7.6202</td>
<td>7.6235</td>
<td>7.6250</td>
<td>7.6253</td>
</tr>
<tr>
<td>8</td>
<td>8.1643</td>
<td>8.4775</td>
<td>8.4965</td>
<td>8.4979</td>
<td>8.4975</td>
<td>8.4971</td>
</tr>
<tr>
<td>10</td>
<td>8.8671</td>
<td>8.9861</td>
<td>8.9820</td>
<td>8.9793</td>
<td>8.9794</td>
<td>8.9791</td>
</tr>
</tbody>
</table>
Figure 4.2: Performance comparison between iterative and non-iterative JSC decoding of 4 correlated Gaussian sources over a CDMA channel with destructive interference.

use interleaving is considerably poor compared to iterative decoders which use interleaving. This is due to destructive interference between highly correlated sources, in this particular CDMA channel. Note that, since the sources are positively correlated, the sensor-pairs which use CDMA signatures with a negative cross-correlation can interfere destructively. On the other hand sensor-pairs with positively correlated signatures can interfere constructively. As can be seen, the iteration between the JVQ decoder and the
Table 4.4: The RSNR improvement of optimum MUD + JVQ decoder through iterations. The CDMA cross-correlation matrix is $R_2$. 

<table>
<thead>
<tr>
<th>CSNR (dB)</th>
<th>RSNR (dB) with number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>initial</td>
</tr>
<tr>
<td>0</td>
<td>3.5497</td>
</tr>
<tr>
<td>6</td>
<td>7.5102</td>
</tr>
<tr>
<td>8</td>
<td>8.5414</td>
</tr>
</tbody>
</table>

MUD improves interference cancellation among interleaved channel inputs, and hence the RSNR of the sources (see Table 4.1 and 4.2). For example at a CSNR of 4 dB, for both the optimum MUD and the MMSE-MUD the iterative gain is about 0.5 dB in RSNR.

Next a CDMA channel with following cross correlation matrix is considered.

$$
R_2 = \begin{pmatrix}
1 & 0.7 & 0.7 & 0.7 \\
0.7 & 1 & 0.7 & 0.7 \\
0.7 & 0.7 & 1 & 0.7 \\
0.7 & 0.7 & 0.7 & 1
\end{pmatrix}
$$

For positively correlated sources in this example, this choice of CDMA signatures can expect to give rise to constructive interference. This is confirmed by the simulation results shown in Figure 4.3. In this case, the transmission without interleaving actually outperforms the interleaving-based iterative decoding. The choice of signature waveforms, and hence the cross-correlation matrix is better matched to the inter-source correlation. The superior performance of direct transmission is a manifestation of the fact that, the optimal channel inputs required for transmitting correlated sources over a MAC must also be correlated, see [11]. While the problem of optimizing the channel inputs to achieve minimum MMSE source reconstruction is not addressed in this thesis, this example shows that the optimization of CDMA signatures for correlated sources in conjunction with JSC decoding may offer significant performance gains in MACs. However, notice that the performance
Figure 4.3: Performance comparison between iterative and non-iterative JSC decoding of 4 correlated Gaussian sources over a CDMA channel with constructive interference.

The results of iterative decoding shown in Figures 4.2 and 4.3 are actually very close despite the differences in the CDMA cross-correlations. This shows that, by rendering the channel inputs independent and then by using the inter-source correlation for interference mitigation in the receiver, the obtained iterative JSC decoders are robust against the effects, destructive or constructive, of particular CDMA signature set in use, compared to non-interleaved transmission.
4.2 Near-far resistance of the proposed JSC decoder

The near-far situation arises in a CDMA system, as the strength of signal received for each user can differ at the receiver. Therefore, depending on the decoding method, the performance of the users may vary with their relative strength. The near-far problem is closely associated with CDMA communication. This is due to the use of non-orthogonal CDMA signatures at the transmitters [5]. In a WSN, there can be many sensors (users) with different transmitter powers and with different proximities to the central receiver, which may lead to a near-far situation. Therefore, the investigation of the performance of the proposed decoder in a near-far situation is also of high interest. A detailed analysis on near-far resistance of MUDs can be found in [34]. However, the analytical results in [34] may not be directly applicable to the JSC decoding considered in this thesis. Therefore the simulation results are obtained to investigate the near-far resistance of the proposed JSC decoder.

In Figure 4.4 and 4.5, the decoder performance in a near-far situation is illustrated. The main focus is on the performance degradation due to the multiple access interference. Therefore the performance is measured in the high CSNR region. In this simulation, User-1 has a constant CSNR of 10 dB, and the interfering users have equal CSNRs and it is varied to obtain the near-far performance of User-1. Two Figures, Figure 4.4 and 4.5 correspond to CDMA cross-correlation matrices $R_1$ and $R_2$ respectively. In both figures, the performance of all investigated JSC decoders remain nearly the same when the interfering users increase their power (i.e. in the $\Delta$CSNR region (0,10 ) dB, where $\Delta$CSNR = CSNR$_k$ − CSNR$_1$). With CDMA cross-correlation matrix $R_1$, in Figure 4.4 all the JSC decoders exhibits relatively low performance (i.e. low near-far resistance) when the interfering users decrease their powers (observe the $\Delta$CSNR region (-10,0 ) dB). However, it can be observed that iteration of the proposed decoder alleviate the performance drop in the (-10,0) dB region. This is due to the fact that the extrinsic information about the weak users, delivered by the JVQ decoder are improved by the strong user (User-1), hence the extrinsic information of
Figure 4.4: Near-far performance (User-1 is illustrated) of the proposed JSC decoder in a four-user system with the CDMA cross-correlation matrix $R_1$. All users employ scalar quantizers. The power of user one is a constant given by $CSNR_1 = 10$ dB. The interfering users have equal powers given by $CSNR_k - CSNR_1$ (dB), $k = 2, 3, 4$.

User-1 computed at the MMSE MUD is improved. A similar observation can be observed in Figure 4.5. In both the CDMA channels $R_1$ and $R_2$, the proposed iterative JSC decoder exhibits near-far resistance.
Figure 4.5: Near-far performance of the proposed JSC decoder in a four-user system with the CDMA cross-correlation matrix $R_2$.

### 4.3 Performance comparison of low-complexity JSC decoders

Figure 4.6 and 4.7 compares the performance of the proposed decoder with other low-complexity JSC decoders. The computational complexity of the JSC decoder proposed in [23] (MMSE MUD + Separate VQ decoders) is $O(K^2)$, which is equal to the computational
Figure 4.6: A comparison between low-complexity JSC decoders in a four-user system with the CDMA cross-correlation matrix $R_1$. All users employ scalar quantizers.

complexity (for $K >> 1$) of the proposed decoder in this thesis. And the optimum linear decoder (derived in [35]) has a computational complexity of $O(K)$, which is linear in the number of users in the system.

In Figure 4.7, it can be observed that with the CDMA cross-correlation matrix $R_2$ (i.e. constructive channel interferences among the correlated users), the proposed JSC decoder (with iterations) outperforms the JSC decoder in [23] for CSNR $> 1.5$ dB. This is mainly
Figure 4.7: A comparison between low-complexity JSC decoders in a four-user system with the CDMA cross-correlation matrix $R_2$.

due to the inability of JSC decoder in [23] to exploit the inter-source correlation at the VQ decoder level. As mentioned earlier in this chapter, the JSC decoder in [23] uses separate individual VQ decoder for each user in tandem with the MMSE-MUD (Note that the decoder in [23] can be effectively applied in decoding independent sources). The optimum linear decoder exhibits superior performance in the low to medium CSNR region (0-5) dB. In this region, the linear decoder outperforms both the proposed iterative decoder
and the decoder proposed in [23]. Note that with constructive interference among correlated sources, the linear decoder can exploit the redundancy among users, while in the iterative decoder, MMSE-MUD does not directly account for inter-source correlation, but only through the iterative process. However, it can be observed that, the iterative decoder proposed in this thesis outperforms the optimum-linear decoder in the medium to high CSNR region (0-10) dB. In Figure 4.6, the decoder performance with the CDMA channel $R_1$ (i.e. destructive channel interferences among correlated users) is illustrated. In Figure 4.6, it can be observed that the decoder proposed in this thesis exhibits superior performance compared to the other low-complexity JSC decoders. The gain is about 2-3 dB in the whole CSNR region, compared to the aforementioned two low-complexity decoders. The far inferior performance of the other two JSC decoders is due to the fact that the destructive channel interferences among the correlated users have reduced the information available for decoding. As mentioned in Chapter 3, the proposed iterative decoder avoids this situation by using bit level interleavers.

4.4 Performance of the proposed decoder on different CDMA channels

As it was noted in the previous sections, when the data (bits) are directly transmitted (without interleaving) over the CDMA channel, the performance of the decoders highly depend on the CDMA cross-correlation matrix $R$. To further investigate the relationship between the inter-source correlation and the multi-user interference in the channel, again a four-sensor system in a linear-array as shown in Figure 4.1 is considered. The observations are modeled by a mean zero, unit-variance Gaussian random field in which the correlation between any pair of observations $X_k$ and $X_l$ is given by the power exponential model ([36])

$$E\{X_k X_l\} = \sigma_x^2 e^{-(\Delta d_{k,l})^2},$$

(4.1)
where $d_{k,l}$ is the distance between the $k$-th and $l$-th sensors and $\Delta$ is a constant. In this simulation distance between two adjacent sensors assumed to be 1.0, and $\Delta = 0.3246$ so that the correlation between two closest sensor observations is 0.9. In this section three CDMA cross-correlation matrices are considered. In addition to the previous two cross-correlation matrices $R_1$ and $R_2$, a new $R_3$ matrix is also considered.

In Figure 4.8, the performance of both non-iterative (no-interleaving) and iterative (use
interleaving) decoding of the proposed decoder (MMSE-MUD+MMSE-JSD) is illustrated. The illustrated results with $R_1$ indicates that the use of interleaving and iterative decoding outperforms the non-iterative system with no-interleaving. This is again due to the fact that $R_1$ produces destructive interference between positively correlated users. As can be observed, the results with $R_2$ show that non-iterative decoding outperforms the iterative decoding with interleaving. This is again a confirmation that $R_2$ produces constructive multi-user interference between positively correlated users for the source model given in (4.1). Note that in $R_2$, normalized cross-correlation among all channel signatures are equal (i.e. $[R_2]_{k,l} = 0.7, k \neq l$). However, by intuition it is apparent that with no-interleavers, the inter-user interference should follow the level of correlation between the channel inputs, for the better performance. In order to demonstrate this, $R_3$ is chosen such that the cross-correlation between the CDMA signature waveforms used by any two sensors decays with the distance between the sensors and thus matches the source correlation

$$R_3 = e^{-(\Delta_c d_{k,l})^2}, \quad k \neq l \text{ for } k, l = 1, \ldots, 4, \quad (4.2)$$

where $\Delta_c = 0.3$, so that the cross-correlation between CDMA signatures of the nearest users close to 0.7, which allows us to compare the structure of the $R_3$ with the other two matrices, $R_1$ and $R_2$. The results in Figure 4.8 shows that, when the CDMA channel correspond to $R_3$, decoding with no-interleaving outperforms iterative decoding with interleaving. Both $R_2$ and $R_3$ are able to exploit the inter-source correlation in MAC. Also, it can be observed that the cross-correlation matrix $R_3$ is better matched to the inter-source correlation compared to the cross-correlation matrix $R_2$, for example, with no-interleaving at a CSNR of 4 dB the gain is about 1 dB and also with interleaving there is a noticeable gain. These results show that the performance of JSC decoding of correlated sources over no-interleaving is highly dependent on the CDMA cross correlation matrix. While better matched cross-correlation improves the performance of the JSC decoding, a mismatched cross-correlation matrix leads to a performance degradation. On the other hand the proposed iterative decoder with interleaving is more robust against the effects of the CDMA
cross-correlation matrix. However, determining the optimum set of signatures for correlated sources is not well established in the literature. A theoretical analysis on choosing an optimal set of signature for independent sources appears in [37]. In [20], the effect of choosing a random sequence of CDMA signatures for independent users has been studied.

Figure 4.9 illustrates the performance of the proposed JSC decoder (MMSE-MUD+MMSE-JSD) corresponding to three different CDMA cross-correlation matrices, in an eight-user system. The cross-correlation matrices considered have the same structures as previously

---

**Figure 4.9:** Performance of the proposed decoder in an eight user system with different CDMA channels.
used $R_1$, $R_2$ and $R_3$ (extended to the eight-user case). The correlated sensor observations are again modeled by the power exponential described earlier. The results in Figure 4.8 and Figure 4.9 shows that the performance curves of the proposed decoder when the CDMA channel corresponds to $R_3$, in both four-user and eight-user systems are very close to each other. However, when the cross-correlation matrix is $R_2$, the performance of the non-interleaved JSC decoding in the eight-user system is considerably low compared to the performance in the four-user system. Notice that in $R_3$ the cross-correlation between the CDMA signatures used by any two users decays exponentially with the distance between two users, which prevents possible destructive interference between uncorrelated sources. However, the cross-correlation between the CDMA signatures in $R_2$ is same between any two users, which can produce destructive interference between uncorrelated users. In Figure 4.9, with non-interleaved decoding is employed, there is considerable performance gain when the corresponding cross-correlation matrix is $R_3$ compared to the cross-correlation matrix $R_2$. For example, at a CSNR of 4 dB the gain is about 3 dB in RSNR. However, in the four-user system, the difference between non-interleaved decoding with $R_2$ and $R_3$ is about 1 dB. It is clear that as the number of correlated sources increases, careful optimization of CDMA signatures is even more critical to prevent performance degradation. In the eight-user system also, the robustness of the proposed iterative JSC decoder, against the effects of the CDMA cross-correlation matrix prevails.
Chapter 5

Conclusions and Future Work

Motivated by potential applications in WSNs, in this thesis, we have presented an iterative approach to JSC decoding of multiple correlated sources over a DS-CDMA channel. The prohibitive computational complexity of the MMSE optimal decoding has been addressed by employing a MMSE-MUD and a JVQ decoder in tandem, which iteratively exchange extrinsic information to exploit the correlation among sources. The computational complexity of the JVQ decoder has been controlled by modeling the VQ encoder outputs as a MRF. The proposed iterative decoder has a computational complexity of $O(K^2)$ ($K$ is the number of sources) while the computational complexity of the MMSE optimal decoder is exponential in the number of sources (i.e. $O(2^K)$). Therefore the decoder proposed in this thesis is computationally tractable for WSNs with medium to large number of sensors. The performance loss due to the tandem approach adopted here is minimized by extrinsic information passing between the MUD and the JVQ decoder. The iterative decoding is complemented by employing bit-level interleaving, which makes the channel inputs among the users independent. The iterative decoding is useful here due to the large amount of redundancy in the VQ encoder output. The non-iterative (with no-interleavers) version of the aforementioned tandem JSC decoding was also implemented for comparison.

Through simulations, it was found that the iterative gain is considerable regardless of the structure of the CDMA cross-correlation matrix. However, the performance of non-
iterative decoding is highly dependent on the CDMA cross-correlation matrix. In a system with non-iterative decoding, the multi-user interference among correlated sources could be either constructive or destructive, as no interleavers are employed. Therefore, when the CDMA channel leads to constructive interference among correlated sources the non-iterative decoding exhibits superior performance over the iterative decoding. However, the simulation results confirmed that when the non-iterative decoding is employed, the performance degradation due to destructive interference is significant, and even MMSE optimal decoding can show far inferior performance compared to the proposed iterative decoding scheme depending on the assigned CDMA signature set. The simulation results show that iterative decoding is more robust against the effects of the CDMA cross-correlation matrix. The aforementioned robustness of the proposed iterative decoder can be useful in a WSN where the physical location of sensors are unknown. In such WSNs, a given set of CDMA signatures could possibly produce destructive interference among correlated sources. The proposed iterative decoder could minimize possible performance degradations due to destructive channel interference. If in a WSN, the sensor locations are fixed and known, better performance can be achieved by optimizing the CMDA cross-correlation matrix and applying the non-iterative JSC decoding. In this thesis, we have considered such an example where a better matched set of CDMA signatures, for the given source model, been chosen in a heuristic manner. The response of the simulation results in this case indicates the importance of determining the optimal CDMA signature set for correlated sources, a theoretical analysis of this is yet to be done. Through simulations the proposed iterative JSC decoder was also demonstrated to be near-far resistant.

The proposed iterative decoding introduces an additional delay due to the interleavers and the de-interleavers in the system, compared to the non-iterative decoding which does not use interleavers. Therefore, for real time communication, the proposed JSC decoding scheme may not be ideal. The simulation results shows that the convergence of the iterations happens within 4-5 iterations, and therefore the iterative delay is not significant. The robustness against the effect of CDMA cross-correlation matrix has been achieved at the
expense of an increased communication delay.

Possible future work

Indications of our simulation results encourage a comprehensive theoretical analysis on the effect of CDMA signature set for correlated sources. And such investigation can be further extended to establish a theoretical method to obtain a near optimal set of signatures for given correlated sources. On the other hand, in a practical set up, for a set of sensors with pre-assigned CDMA signatures, one can conduct research to determine the optimal sensor locations to achieve near optimum decoder performance. The numerical analysis of the near-far resistance problem unveil the potential of the iterative system to provide improved near-far resistance to a stronger user. This in fact gives us some indications that extrinsic information passing between constituent systems can alleviate the dramatic performance drop in a near-far situation. Therefore, an extended analysis on extrinsic information passing in a near-far situation can be interesting.
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