Cellular Automata Models for the Two Dimensional Scalar Wave Equation

by

Nikhil Adnani

A thesis
presented to the University of Manitoba
in fulfilment of the
thesis requirement for the degree of
Master of Science
in
Electrical Engineering

Winnipeg, Manitoba, Canada 1996

©Nikhil Adnani 1996
The author has granted an irrevocable non-exclusive licence allowing the National Library of Canada to reproduce, loan, distribute or sell copies of his/her thesis by any means and in any form or format, making this thesis available to interested persons.

The author retains ownership of the copyright in his/her thesis. Neither the thesis nor substantial extracts from it may be printed or otherwise reproduced without his/her permission.

ISBN 0-612-12947-0
Dissertation Abstracts International and Masters Abstracts International are arranged by broad, general subject categories. Please select the one subject which most nearly describes the content of your dissertation or thesis. Enter the corresponding four-digit code in the spaces provided.

Subject Categories

**THE HUMANITIES AND SOCIAL SCIENCES**

<table>
<thead>
<tr>
<th>Subject Category</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture</td>
<td>0729</td>
</tr>
<tr>
<td>Art History</td>
<td>0217</td>
</tr>
<tr>
<td>Cinema</td>
<td>0900</td>
</tr>
<tr>
<td>Dance</td>
<td>0576</td>
</tr>
<tr>
<td>Fine Arts</td>
<td>0367</td>
</tr>
<tr>
<td>Information Science</td>
<td>0723</td>
</tr>
<tr>
<td>Journalism</td>
<td>0591</td>
</tr>
<tr>
<td>Library Science</td>
<td>0399</td>
</tr>
<tr>
<td>Mass Communications</td>
<td>0708</td>
</tr>
<tr>
<td>Music</td>
<td>0417</td>
</tr>
<tr>
<td>Speech Communication</td>
<td>0459</td>
</tr>
<tr>
<td>Theater</td>
<td>0465</td>
</tr>
<tr>
<td>EDUCATION</td>
<td>0515</td>
</tr>
<tr>
<td>Administration</td>
<td>0374</td>
</tr>
<tr>
<td>Adult and Continuing</td>
<td>0516</td>
</tr>
<tr>
<td>Agricultural</td>
<td>0317</td>
</tr>
<tr>
<td>Art</td>
<td>0137</td>
</tr>
<tr>
<td>Bilingual and Multicultural</td>
<td>0282</td>
</tr>
<tr>
<td>Business</td>
<td>0688</td>
</tr>
<tr>
<td>Community College</td>
<td>0205</td>
</tr>
<tr>
<td>Curricula and Instruction</td>
<td>0727</td>
</tr>
<tr>
<td>Early Childhood</td>
<td>0519</td>
</tr>
<tr>
<td>Elementary</td>
<td>0254</td>
</tr>
<tr>
<td>Finance</td>
<td>0277</td>
</tr>
<tr>
<td>Guidance and Counseling</td>
<td>0119</td>
</tr>
<tr>
<td>Health</td>
<td>0580</td>
</tr>
<tr>
<td>Higher</td>
<td>0745</td>
</tr>
<tr>
<td>History of</td>
<td>0720</td>
</tr>
<tr>
<td>Home Economics</td>
<td>0276</td>
</tr>
<tr>
<td>Industrial</td>
<td>0521</td>
</tr>
<tr>
<td>Language and Literacy</td>
<td>0799</td>
</tr>
<tr>
<td>Mathematics</td>
<td>0280</td>
</tr>
<tr>
<td>Music</td>
<td>0222</td>
</tr>
<tr>
<td>Philosophy of Physical</td>
<td>0523</td>
</tr>
<tr>
<td>PHYSICS AND OCCUPATIONAL EDUCATION</td>
<td>0544</td>
</tr>
</tbody>
</table>

**THE SCIENCES AND ENGINEERING**

<table>
<thead>
<tr>
<th>Subject Category</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>0473</td>
</tr>
<tr>
<td>Agronomy</td>
<td>0258</td>
</tr>
<tr>
<td>Animal Culture and Nutrition</td>
<td>0475</td>
</tr>
<tr>
<td>Animal Pathology</td>
<td>0476</td>
</tr>
<tr>
<td>Food Science and Technology</td>
<td>0359</td>
</tr>
<tr>
<td>Forestry and Wildlife</td>
<td>0478</td>
</tr>
<tr>
<td>Plant Culture</td>
<td>0479</td>
</tr>
<tr>
<td>Plant Pathology</td>
<td>0480</td>
</tr>
<tr>
<td>Plant Physiology</td>
<td>0187</td>
</tr>
<tr>
<td>Range Management</td>
<td>0777</td>
</tr>
<tr>
<td>Soil Technology</td>
<td>0466</td>
</tr>
<tr>
<td>Biology</td>
<td>0306</td>
</tr>
<tr>
<td>Anatomy</td>
<td>0307</td>
</tr>
<tr>
<td>Biostatistics</td>
<td>0308</td>
</tr>
<tr>
<td>Botany</td>
<td>0309</td>
</tr>
<tr>
<td>Cell</td>
<td>0310</td>
</tr>
<tr>
<td>Ecology</td>
<td>0329</td>
</tr>
<tr>
<td>Entomology</td>
<td>0333</td>
</tr>
<tr>
<td>Genetics</td>
<td>0369</td>
</tr>
<tr>
<td>Linology</td>
<td>0793</td>
</tr>
<tr>
<td>Microbiology</td>
<td>0417</td>
</tr>
<tr>
<td>Molecular Biology</td>
<td>0421</td>
</tr>
<tr>
<td>Neurology</td>
<td>0317</td>
</tr>
<tr>
<td>Oceanography</td>
<td>0416</td>
</tr>
<tr>
<td>Physiology</td>
<td>0433</td>
</tr>
<tr>
<td>Radiation</td>
<td>0821</td>
</tr>
<tr>
<td>Veterinary Science</td>
<td>0786</td>
</tr>
<tr>
<td>Zoology</td>
<td>0767</td>
</tr>
<tr>
<td>Biophysics</td>
<td>0786</td>
</tr>
<tr>
<td>General</td>
<td>0760</td>
</tr>
<tr>
<td>EARTH SCIENCES</td>
<td>0425</td>
</tr>
<tr>
<td>Biogeography</td>
<td>0426</td>
</tr>
<tr>
<td>Geochemistry</td>
<td>0996</td>
</tr>
<tr>
<td>Geodyssey</td>
<td>0370</td>
</tr>
<tr>
<td>Geology</td>
<td>0372</td>
</tr>
<tr>
<td>Geophysics</td>
<td>0373</td>
</tr>
<tr>
<td>Hydrology</td>
<td>0377</td>
</tr>
<tr>
<td>Mineralogy</td>
<td>0411</td>
</tr>
<tr>
<td>Paleontology</td>
<td>0345</td>
</tr>
<tr>
<td>Paleontology</td>
<td>0426</td>
</tr>
<tr>
<td>Palaeography</td>
<td>0418</td>
</tr>
<tr>
<td>Physical Geology</td>
<td>0427</td>
</tr>
<tr>
<td>Physical Oceanography</td>
<td>0415</td>
</tr>
<tr>
<td>HEALTH AND ENVIRONMENTAL SCIENCES</td>
<td>0768</td>
</tr>
<tr>
<td>Environmental Sciences</td>
<td>0768</td>
</tr>
<tr>
<td>Health Sciences</td>
<td>0566</td>
</tr>
<tr>
<td>General</td>
<td>0567</td>
</tr>
<tr>
<td>Anthropology</td>
<td>0300</td>
</tr>
<tr>
<td>Dentistry</td>
<td>0655</td>
</tr>
<tr>
<td>Epidemiology</td>
<td>0561</td>
</tr>
<tr>
<td>Hospital Management</td>
<td>0769</td>
</tr>
<tr>
<td>Human Development</td>
<td>0768</td>
</tr>
<tr>
<td>Immunology</td>
<td>0492</td>
</tr>
<tr>
<td>Medicine and Surgery</td>
<td>0564</td>
</tr>
<tr>
<td>Mental Health</td>
<td>0554</td>
</tr>
<tr>
<td>Nursing</td>
<td>0559</td>
</tr>
<tr>
<td>Nutrition</td>
<td>0570</td>
</tr>
<tr>
<td>Obstetrics and Gynecology</td>
<td>0380</td>
</tr>
<tr>
<td>Occupational Health and Therapy</td>
<td>0254</td>
</tr>
<tr>
<td>Occupational Therapy</td>
<td>0354</td>
</tr>
<tr>
<td>Occupional Health and Therapy</td>
<td>0381</td>
</tr>
<tr>
<td>Pathology</td>
<td>0571</td>
</tr>
<tr>
<td>Pharmacology</td>
<td>0419</td>
</tr>
<tr>
<td>Physiology</td>
<td>0352</td>
</tr>
<tr>
<td>Physical Therapy</td>
<td>0382</td>
</tr>
<tr>
<td>Public Health</td>
<td>0573</td>
</tr>
<tr>
<td>Radiology</td>
<td>0574</td>
</tr>
<tr>
<td>Radionuclides</td>
<td>0575</td>
</tr>
<tr>
<td>Speech Pathology</td>
<td>0460</td>
</tr>
<tr>
<td>Toxicology</td>
<td>0383</td>
</tr>
<tr>
<td>Home Economics</td>
<td>0386</td>
</tr>
<tr>
<td>PHYSICAL SCIENCES</td>
<td>0445</td>
</tr>
<tr>
<td>Pure Sciences</td>
<td>0441</td>
</tr>
<tr>
<td>Chemistry</td>
<td>0486</td>
</tr>
<tr>
<td>General</td>
<td>0487</td>
</tr>
<tr>
<td>Agricultural</td>
<td>0488</td>
</tr>
<tr>
<td>Analytical</td>
<td>0489</td>
</tr>
<tr>
<td>Biochemistry</td>
<td>0490</td>
</tr>
<tr>
<td>Inorganic</td>
<td>0491</td>
</tr>
<tr>
<td>Nuclear Physics</td>
<td>0492</td>
</tr>
<tr>
<td>Organic Chemistry</td>
<td>0493</td>
</tr>
<tr>
<td>Physical Chemistry</td>
<td>0494</td>
</tr>
<tr>
<td>Polymer Chemistry</td>
<td>0495</td>
</tr>
<tr>
<td>Radiation Physics</td>
<td>0554</td>
</tr>
<tr>
<td>Mathematics</td>
<td>0460</td>
</tr>
<tr>
<td>Physics</td>
<td>0461</td>
</tr>
<tr>
<td>General</td>
<td>0605</td>
</tr>
<tr>
<td>Energy</td>
<td>0986</td>
</tr>
<tr>
<td>Aeronautical</td>
<td>0606</td>
</tr>
<tr>
<td>Astronomy and Astrophysics</td>
<td>0607</td>
</tr>
<tr>
<td>Atmospheric Science</td>
<td>0608</td>
</tr>
<tr>
<td>Atomic Physics</td>
<td>0748</td>
</tr>
<tr>
<td>Electronics and Electricity</td>
<td>0607</td>
</tr>
<tr>
<td>Elecrtrochemistry</td>
<td>0798</td>
</tr>
<tr>
<td>Fluid and Plasma</td>
<td>0739</td>
</tr>
<tr>
<td>Molecular Biology</td>
<td>0609</td>
</tr>
<tr>
<td>Nuclear Physics</td>
<td>0610</td>
</tr>
<tr>
<td>Optics</td>
<td>0732</td>
</tr>
<tr>
<td>Organic Chemistry</td>
<td>0736</td>
</tr>
<tr>
<td>Solid State</td>
<td>0611</td>
</tr>
<tr>
<td>Statistics</td>
<td>0463</td>
</tr>
<tr>
<td>Applied Sciences</td>
<td>0346</td>
</tr>
<tr>
<td>Applied Mechanics</td>
<td>0451</td>
</tr>
<tr>
<td>Computer Science</td>
<td>0984</td>
</tr>
<tr>
<td>PSYCHOLOGY</td>
<td>0621</td>
</tr>
<tr>
<td>General</td>
<td>0624</td>
</tr>
<tr>
<td>Biological</td>
<td>0626</td>
</tr>
<tr>
<td>Clinical</td>
<td>0622</td>
</tr>
<tr>
<td>Developmental</td>
<td>0620</td>
</tr>
<tr>
<td>Experimental</td>
<td>0623</td>
</tr>
<tr>
<td>Industrial</td>
<td>0624</td>
</tr>
<tr>
<td>Personality</td>
<td>0625</td>
</tr>
<tr>
<td>Physiological</td>
<td>0626</td>
</tr>
<tr>
<td>Psychobiology</td>
<td>0349</td>
</tr>
<tr>
<td>Psychometrics</td>
<td>0452</td>
</tr>
<tr>
<td>Social</td>
<td>0451</td>
</tr>
</tbody>
</table>
CELLULAR AUTOMATA MODELS FOR THE TWO DIMENSIONAL
SCALAR WAVE EQUATION

BY

NIKHIL ADNANI

A Thesis/Practicum submitted to the Faculty of Graduate Studies of the University of Manitoba in partial fulfillment of the requirements for the degree of

MASTER OF SCIENCE

Nikhil Adnani © 1996

Permission has been granted to the LIBRARY OF THE UNIVERSITY OF MANITOBA to lend or sell copies of this thesis/practicum, to the NATIONAL LIBRARY OF CANADA to microfilm this thesis/practicum and to lend or sell copies of the film, and to UNIVERSITY MICROFILMS INC. to publish an abstract of this thesis/practicum.

This reproduction or copy of this thesis has been made available by authority of the copyright owner solely for the purpose of private study and research, and may only be reproduced and copied as permitted by copyright laws or with express written authorization from the copyright owner.
Abstract

In this thesis, Cellular Automata methods are applied to model the scalar wave equation in two dimensions. We consider cellular automata which conserve mass and momentum at the particle level and thus fall under the more specific category known as Lattice Gas Automata. Various HPP and FHP lattice gas models are discussed and applied in the modelling of inhomogeneous media. The Fermi-Dirac distribution for particles in a lattice gas which obeys semi-detailed balance, enables an accurate prediction of the equilibrium conditions. This is used as a starting point for most simulations. The Chapman-Enskog analysis provides us with a tool for analysing the HPP and FHP lattice gases. Using this method we could derive the macroscopic differential equation that results from the microscopic particle dynamics. The transport coefficients in the Navier-Stokes equation (which results from the HPP and FHP models) could be then obtained. Experimental results from simulations run on a special-purpose cellular automata machine (CAM-8) are compared with theory. A comparison between the two and results obtained using conventional numerical techniques then enables an assessment of the feasibility of the lattice gas approach.
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Introduction

1.1 Cellular Automata

A Cellular Automaton is a discrete dynamical system which consists of a lattice of identical cells. The state of any cell in this lattice is determined by a rule which is local in both space and time. Each cell has a small number of states and hence the number of bits required for its representation is small as well.

To better illustrate this definition let us consider the lattice of cells in Figure 1.1.

Every cell within a large lattice of cells is connected to its four nearest neighbours (North, South, East and West). The state of any cell within this lattice at a given time is either 0 or 1. The following rule then governs the evolution of this lattice:

*A cell’s state changes to the state of the majority of its neighbours. In case of a tie (an equal number of 1’s and 0’s in neighbouring cells) the cell’s state remains unchanged.*

This rule, known as a *Voting or Majority* rule [1] is implemented in all cells simultaneously, and at every time step. It illustrates the aspect of *parallelism* which is a
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Figure 1.1: Two dimensional lattice of cells.

Figure 1.2: Example of voting rule.
characteristic of every CA simulation. In other words, we could run this simulation concurrently (and more naturally [2]) on a number of processors, each of which represents a cell. The locality both in space and time of the CA’s laws, small number of states (2) for every cell are also illustrated and part of every CA simulation. Furthermore the CA’s laws are uniform. That is, the same rule applies to every cell within the lattice. In Figure 1.2, the state of the cell in the centre changes from 1 to 0. The states of the neighbouring cells are updated simultaneously (not shown).

The CA simulation then involves

- a process of communication between neighbouring processors whereby each processor informs its neighbours of its state and

- a process of internal bit manipulation during which each processor determines its new state based on this information.

Cellular Automata was the brainchild of John von Neumann and Stanislaw Ulam who used it to formulate biological models of living organisms [3]. In the early 1980s, Wolfram [4] used one-dimensional cellular automata to demonstrate the complexity that emerges from simple microscopic rules. Ever since its introduction however, it has been used in a number of different applications some of which include modelling diffusion [5], semiconductor device modelling [6], generating random numbers [7] and modelling Ising systems [8].

1.2 Lattice Gases

The term Lattice Gas refers to a discrete system of interacting particles. Its inclusion under the broad umbrella of Cellular Automata is referred to as Lattice Gas Automata. Lattice Gas Automata are implemented as a set of rules, just like any
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Cellular Automaton. The bits in a CA represent particles in the lattice gas. The rules govern the manner in which particles interact with one another. In fluid models when particles collide at a node on the lattice, the interaction conserves mass and momentum. However, rules in which momentum is not necessarily conserved are also used in physical modelling. One such rule which is used to model Burger's Equation is discussed in [9].

In the rest of the chapter we shall discuss the HPP and FHP lattice gases in which both mass and momentum are conserved. These models form the basis for most of the experiments contained in this thesis.

1.2.1 The HPP Model

In the HPP lattice gas automaton (HPP stands for Hardy, Pazzis, Pomeau - the creators of this model), particles are restricted to moving in the North, South, East and West directions and occupy discrete positions (sites) on an orthogonal grid [10]. Each site on this grid can hold up to a maximum of four particles with no more than one moving particle in each direction. A total of four bits are used to represent these particles at each site.

Particles move in straight lines, unless a head-on, binary collision occurs after which they travel at right-angles to the original direction of motion. All other particle configurations remain unchanged and they simply pass through one another. The interactions between particles conserve mass and momentum. The collision rules are shown in Figure 1.3. The HPP rule is characterized by rotational symmetry. This means that the rule remains unchanged when input particle configurations are rotated by 90°. For the four bit model, we have a total of sixteen collision rules.

One step in the evolution of the LGA consists of two stages as shown in Figure 1.4 which are usually referred to as Collision and Advection. In the Collision stage parti-
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Figure 1.3: Some examples of HPP lattice gas automata collision rules.
icles at a site are rearranged according to the lattice gas rule. In the Advection stage particles move to neighbouring sites.

![Diagram of lattice-gas dynamics](image)

Figure 1.4: One step in the evolution of a lattice-gas dynamics.

As an example, consider a cell which might have only an East moving particle present in it. The collision phase leaves the contents of the cell unchanged. During the advection step, the particle is transferred to the next cell on its right. Hence the particle has moved one step in the East direction.

### 1.2.2 The FHP Model

The idea of a mass and momentum conserving lattice gas on a triangular grid with hexagonal symmetry was presented by FHP (Frisch, Hasslacher and Pomeau) in [11]. In this model, as shown in Figure 1.5, a site holds a maximum of six particles. Collisions occur when there are exactly two or three particles at a site, arranged as shown in the example. When two particles collide head-on at a site, there are two possible outcomes. Each outcome occurs with equal probability of 0.50. Modifications to this model could be made by allowing for the creation of rest particles at sites in the lattice [12]. In Figure 1.5, a double arrow without a number indicates that both forward and reverse events occur with probabilities of 1.0. Similarly, a single arrow without a number indicates that the event following the direction of the arrow occurs
with a probability of 1.0. We shall adhere to this notation for the remainder of this document.

In the HPP model there is an additional conserved quantity (momentum along each horizontal and vertical line in the lattice is conserved). In the FHP model however, there is no additional conserved quantity other than mass and momentum. Also, as will be explained later, the viscosity in the HPP lga is anisotropic. This is not the case in the FHP model.

1.3 CAM-8

Conventional, general-purpose, serial machines are very inefficient as far as CA simulations are concerned. The Information Mechanics Group at the MIT Laboratory for Computer Science has been involved in the development of special-purpose architectures for the efficient evaluation of cellular automata. The 8 module Cellular Automata Machine, CAM-8, is their newest [13]. For CA rules with 16 bits per site, simulations run at about 200 million site updates per second on spaces of up to 32 million sites.

The Cellular Automata Machine is actually a Lattice Gas Machine. Each step in the operation of the machine consists of two stages [13]. A data-update stage during which each cell’s contents are sent to the look-up table from which a new value is sent back to the cell. A data-transfer stage during which each cell communicates with its neighbours. The data-update and data-transfer stages correspond to the collision and advection phases of a lattice gas step, respectively.

As an example let us consider the HPP implemented on CAM-8. We use a 4-bit binary representation for each cell in the lattice. The presence of a “1” in bits 0, 1, 2, 3 represents a particle moving in North, South, East or West directions, respectively.
Figure 1.5: Example of possible FHP lattice gas collision rules.
Look-up Table

Figure 1.6: Update and Transfer stages in the CAM.
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If a cell's state at time \( t \) is 0011, then we have two particles, one moving North and one South as shown in Figure 1.6. During the data-update step, the state of the cell is referred to a look-up table and the result returned to the cell to become its new state. In this case, 0011 would return a 1100, i.e., two particles, one moving East and the other West. During the data-transfer step, the four bits are \textit{kicked} to the four neighbouring cells. Bit 2, for example, is moved over to the next cell on the right since it represents an East moving particle. Bit 0 is moved to the cell to the North and so on. This two-step process applies to every cell within the array of sites. Kicking a bit, \( r \) steps, involves the transfer of that bit to the same bit in another cell, \( r \) cells away. In the HPP lga for example, the West bit of each cell, during the data-transfer stage, is kicked by -1 in the \( x \) direction. Thus, CAM-8 is well suited to the simulation of lattice gas algorithms owing to the nature of its architecture. In actual practice, CAM-8 does not physically move data during the advection or data-transfer stage but uses a pointer-based relative data movement technique [14].

1.4 The Stochastic Element

Very often a Cellular Automaton uses a \textit{random variable} [15] to select one of two or more possible outcomes. In the FHP lattice gas (Figure 1.5) for example, a head-on binary collision has two equally probable outcomes. In order to model a problem of this kind on CAM-8, we use a \textit{probability bit}. One of the bit planes is filled with a certain percentage of 1's. The percentage depends on the probability we want to simulate. At each update stage then, within every cell, the rule checks to see if this bit is set. This is in case we have two possible outputs for any input cell configuration. In general, \( n \) bits are needed to implement a stochastic CA with a maximum of \( 2^n \) equally possible outcomes. In CAM-8 the random bits may be kicked around (random distances) from one cell to another, thus further randomizing the
1.5 Macroscopic Quantities

Macroscopic quantities within a lattice gas such as density and flow can be determined using a process of statistical averaging. A sampling window, as shown in Figure 1.7, is created and particles are counted within this region at every iteration or step. The HPP lattice gas automaton could be used to model the wave equation. For small perturbations to an equilibrium background, a density perturbation behaves according to the linear wave equation. Please see Appendix A for details on how the Wave Equation is derived. The perturbation $\rho_p$ thus propagates as

$$\nabla^2 \rho_p = \frac{1}{c_s^2} \frac{\partial^2 \rho_p}{\partial t^2}.$$  \hspace{1cm} (1.1)

The microscopic density at a particular cell $j$ will be defined as the density of particles in the cell,

$$\rho_{\text{cell}}(x_j, y_j) = \sum_{i=1}^{4} N_i(x_j, y_j),$$  \hspace{1cm} (1.2)

where $(x_j, y_j)$ indicates the location and $N_i(x_j, y_j)$ indicates presence of particles moving in direction $i$ in cell $j$. The latter is equivalent to counting the particles inside the cell $j$.

The macroscopic density $\rho$ at a particular spatial location $(x, y)$ can be determined by averaging the values of $\rho_{\text{cell}}$ as

$$\rho(x, y) = \frac{1}{NT} \sum_{R} \left( \sum_{i=1}^{4} N_i(x_R, y_R) \right),$$  \hspace{1cm} (1.3)
where $R$ describes a neighbourhood of cells centred around $(x, y)$, $(x_R, y_R)$ is the location of a particular cell within $R$, and $N_T$ is the total number of states within $R$. For the TM or the TE cases in electromagnetics, the density perturbation $\rho_p$ represents $E_z$ and $H_z$, respectively.

![Diagram](image)

**Figure 1.7:** Counting particles within a square sampling window.

The individual bits of the lattice gas could be thought of as *kinetic* variables while the density defined in Equation (1.3) is the *hydrodynamic* variable. One interesting aspect of a CA simulation is that even though the microscopic dynamics are simple, the macroscopic properties that emerge are sometimes very complex.
1.6 Summary

Chapter 2 introduces the Lattice Gas Automata and presents a mathematical description of the rules which govern the evolution of such a system. The ideas of detailed and semi-detailed balance and their effects on equilibria in a lattice are determined both theoretically and experimentally. In addition, this chapter discusses various rest particle models and introduces rules which can be used to model inhomogeneous media.

In Chapter 3, the Chapman-Enskog method for lattice gases is presented in a general framework. This is a summarized version of the analysis which was presented by Boghosian and Taylor for the first time in [16].

In Chapter 4, we then apply this very elegant method to a lattice gas with rest particles to determine parameters such as propagation speed and viscosity. The extension to similar models could then be deduced with relative ease.

In Chapter 5, results from different computational experiments carried out on CAM-8 are presented. A comparison with results from the theoretical analysis is made as well.

Experiments are carried out to determine whether different regions can exist in equilibrium with one another in Chapter 6. Experiments to investigate electromagnetic plane wave interaction with dielectric media in two dimensions are carried out as well and results presented.

The thesis then concludes with some recommendations for further work and a summary of the differences between the cellular automata approach and conventional numerical techniques.
Chapter 2

Lattice Gas Automata

2.1 Introduction

The HPP lattice gas dynamics are confined to a Cartesian grid in two dimensions. Each site has up to a maximum of four particles, one moving in each of North, South, East and West directions. Head-on collisions cause particles to move away from the lattice node at right-angles to their original direction of motion as shown below.

```
           o
         ↓
        ↔  o ↔ o
       ↑
           o
```

With the inclusion of a rest particle [17], a site can hold five particles (four moving particles and one stationary particle). The presence or absence of a particle at a site is denoted by a 1 or 0. We shall consider here the case of one rest particle and later generalize it to $k$ rest particles.
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The bits of the dependent variable at each site are denoted by \( b_i(x, t) \) where \( i = 1, \ldots, N_l \), \( x \) denotes a lattice site, and \( t \) denotes time. In our rest particle model \( (N_l = 5) \), we have

\[
\begin{align*}
\mathbf{c}^j &= \ell \mathbf{x} \cos \frac{\pi}{2} (j - 1) + \ell \mathbf{y} \sin \frac{\pi}{2} (j - 1), \quad j = 1, 2, 3, 4 \\
&= 0, \quad j = 5.
\end{align*}
\]

(2.1)

\( \mathbf{c}^j \) represents the velocity states in which particles at a site might exist. \( \ell \) is the characteristic lattice spacing and

\[
\ell \mathbf{e}^i \equiv \mathbf{c}^i.
\]

(2.2)

2.2 Microscopic Dynamics

In what follows we let \( b_i(x, t) \) represent the presence or absence of a particle (its value being 1 or 0, respectively) in the \( i \)th velocity state at a particular site \( x \) at time \( t \). In order to write a mathematical description [18] of the microscopic dynamics of this lattice gas, we must derive an equation for \( b_i(x, t + \Delta t) \) in terms of \( b_i(x, t) \). \( \Delta t \) denotes the time step. In the case where the particles simply pass through one another without interacting, the microscopic dynamics could be described by

\[
b_i(x + \mathbf{c}^i, t + \Delta t) = b_i(x, t).
\]

(2.3)

Here one bit from a cell is passed to an adjacent cell at the next time step as shown in Figure 2.1. In this figure, a particle moving to the East and one to the West
Figure 2.1: A non-interacting particle lattice gas.
are moved over to the next cell on the right and left, respectively. Using Equation (2.3), with \( i = 5, c^5 = 0 \), and hence the particle does not advect. If we were now to consider collisions between particles at each step, the dynamics could be described by

\[
b_i(x + c^i, t + \Delta t) = b_i(x, t) + c_i(b(x, t)).
\]  

(2.4)

where, \( c_i(b(x, t)) \) is the \textit{microscopic collision operator} and \( b(x, t) \) is the vector of all bits in cell \( x \) at time \( t \). Several possible collision rules could be described using the above notation but we shall consider the \( 4m \leftrightarrow 1r \) model. In this model, shown below, four moving particles give rise to a rest particle of mass \( 4m \) if none existed prior to their coming together. In addition, the reverse event might occur, i.e., the creation of four moving particles if a rest state was occupied and there were no moving particles present.

\[ 
\begin{array}{c}
\circ \\
\downarrow \square \\
\circ \rightarrow \circ \\
\uparrow \\
\circ \\
\end{array}
\]

Furthermore, the only other collision event that occurs is a binary head-on collision. In this case the colliding particles move away from the site at right angles to their original direction of approach just as in the HPP. This happens with or without the presence of a rest particle at the site.

The following set of equations then describe the dynamics of this model, where we use the subscripts \( E, N, W, S, R \) for numbers \( j = 1, 2, 3, 4, 5 \) (Equation (2.1)), respectively.
\[
\begin{align*}
\frac{b_E(x+\ell, y, t+\Delta t)}{b_N(x, y+\ell, t+\Delta t)} &= \frac{b_E + c_E}{b_N + c_N} = b_E + \frac{E_{EB}b_N b_W b_S - b_{EB}b_N b_W b_S - b_{EB}b_N b_W b_S b_R + b_{EB}b_N b_W b_S b_R}{(2.5)} \\
\frac{b_N(x, y+\ell, t+\Delta t)}{b_W(x-\ell, y, t+\Delta t)} &= \frac{b_N + c_N}{b_W + c_W} = b_N + \frac{E_{EB}b_N b_W b_S - b_{EB}b_N b_W b_S - b_{EB}b_N b_W b_S b_R + b_{EB}b_N b_W b_S b_R}{(2.6)} \\
\frac{b_W(x-\ell, y, t+\Delta t)}{b_E(x+\ell, y, t+\Delta t)} &= \frac{b_W + c_W}{b_E + c_E} = b_W + \frac{E_{EB}b_N b_W b_S - b_{EB}b_N b_W b_S - b_{EB}b_N b_W b_S b_R + b_{EB}b_N b_W b_S b_R}{(2.7)} \\
\frac{b_S(x, y-\ell, t+\Delta t)}{b_R(x, y, t+\Delta t)} &= \frac{b_S + c_S}{b_R + c_R} = b_S + \frac{E_{EB}b_N b_W b_S - b_{EB}b_N b_W b_S - b_{EB}b_N b_W b_S b_R + b_{EB}b_N b_W b_S b_R}{(2.8)} \\
\frac{b_R(x, y, t+\Delta t)}{b_S(x, y-\ell, t+\Delta t)} &= \frac{b_R + c_R}{b_S + c_S} = b_R + \frac{E_{EB}b_N b_W b_S b_R - b_{EB}b_N b_W b_S b_R}{(2.9)} 
\end{align*}
\]

The collision details of an n-bit model could also be completely specified by a $2^n$ by $2^n$ Boolean transition matrix, $a$, whose element $a(s \rightarrow s')$ is unity if and only if the particles in state $s$ always collide to yield particles in state $s'$. Since there is only one incoming state for each outgoing state,

$$
\sum_{s'} a(s \rightarrow s') = 1. \quad (2.10)
$$
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2.3 The Ensemble Average

In what follows, the ensemble average of the quantity $b_i(x, t)$ is denoted by $N^i(x, t)$. That is,

$$N^i(x, t) = \langle b_i(x, t) \rangle. \quad (2.11)$$

It is important to note that the ensemble average value of bit $i$ at position $x$ and time $t$ is a real quantity while $b_i(x, t)$ is a binary value.

When we consider the collision operator in Equations (2.5)-(2.9), we encounter the average of a product. According to the Boltzmann Molecular Chaos Assumption (BMCA) [18], the streaming phase of the simulation decorrelates the bits at every site. In other words we assume that colliding particles have never encountered one another before. This approximation is reasonably accurate in three or more dimensions but in two dimensions one must consider renormalization [16]. If we neglect correlations then,

$$\langle b_i b_j \rangle = \langle b_i \rangle \langle b_j \rangle. \quad (2.12)$$

Also from Equation (2.4),

$$\langle b_i(x + c_i, t + \Delta t) \rangle = \langle b_i(x, t) + c_i(b(x, t)) \rangle$$

$$= \langle b_i(x, t) \rangle + \langle c_i(b(x, t)) \rangle$$

$$= \langle b_i(x, t) \rangle + c_i(\langle b(x, t) \rangle)$$

$$= N^i(x, t) + C_i(N(x, t)).$$

And therefore,
\[ N_t^i(x + c^i, t + \Delta t) = N_t^i(x, t) + C_t(N) . \]

(2.13)

This is known as the Lattice Boltzmann Equation. Also, the ensemble average of \( a(s \to s') \) is given by

\[ A(s \to s') = \langle a(s \to s') \rangle . \]

(2.14)

### 2.4 Semi-Detailed Balance

The semi-detailed balance criterion is used to derive the equilibrium particle concentrations in a lattice gas simulation. Simply stated, it checks to see if the sum of probabilities of each input configuration that leads to a particular output configuration of particles, is one. As stated in [16], a lattice gas is said to obey detailed balance if its transition matrix satisfies

\[ A(s \to s') = A(s' \to s) . \]

(2.15)

This means that the forward and reverse events are equally probable. It is said to obey semi-detailed balance if its transition matrix satisfies

\[ \sum_s A(s \to s') = 1 . \]

(2.16)

It is important to note the difference between the above and

\[ \sum_{s'} A(s \to s') = 1 , \]

(2.17)
which is a statement of conservation of probability. The manner in which the above conditions affect a lattice gas simulation will be shown in sections 2.9 and 2.10. The boolean transition matrix for the $4m \leftrightarrow 1r$ model is shown in Figure 2.2. In this case both detailed as well as semi-detailed balance are adhered to. All possible input particle configurations ($s$) are not shown in the matrix; only those involving collisions. The remaining rules could be obtained by referring to the HPP rule in which particles simply pass through one another unless a binary head-on collision occurs. In the $4m \leftrightarrow 1r$ model, the binary head-on collision occurs in the presence or absence of a rest particle. This is denoted by an “x” in Figure 2.2. We shall continue to use this notation to describe collision rules which do not depend on the presence or absence of rest particles. It should be noted that collision rules are rotationally symmetric (under 90° rotations).

2.5 Conserved Quantities

A characteristic feature of lattice gases is the presence of some form of conservation [19]. When modelling the diffusion equation, for instance, the total number of particles in the lattice remains the same. In this situation, we have only one conserved quantity, namely, particle mass. Mass is conserved in each collision, i.e., at the microscopic level. As a result, mass is conserved macroscopically. In the case of lattice gas fluids in 2 dimensions, we have 3 conserved quantities, viz., the total number of particles, the $x$-momentum and the $y$-momentum. The $x$ and $y$ momenta are conserved at both the microscopic as well as macroscopic level.

From Equations (2.5)-(2.9) and (2.13), it follows that,

$$C_E + C_N + C_W + C_S + 4C_R = 0.$$  

(2.18)
Figure 2.2: Transition matrix for the $4m \leftrightarrow 1r$ lattice gas.
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\[
\begin{array}{c|ccc}
\mu = 1 & \mu = 2 & \mu = 3 \\
\hline
i = E & 1 & \dot{x} & 0 \\
i = N & 1 & 0 & \dot{y} \\
i = W & 1 & -\dot{x} & 0 \\
i = S & 1 & 0 & -\dot{y} \\
i = R & 4 & 0 & 0 \\
\end{array}
\]

Table 2.1: Table for \( q_i^\mu \)

\[ C_E - C_W = 0. \quad (2.19) \]

\[ C_N - C_S = 0. \quad (2.20) \]

Where the first equation indicates the conservation of mass while the latter two represent the conservation of momentum in the x and y directions, respectively. If we denote the value of the \( \mu \)th conserved quantity at site \( x \) and at time \( t \) by \( q^\mu(x,t) \) where,

\[ q^\mu(x,t) = \sum_{i=1}^{N_i} q_i^\mu b_i(x,t), \quad \mu = 1, \ldots, n_c. \quad (2.21) \]

\( n_c = 3 \) in the 4m \( \leftrightarrow \) 1r lattice gas. This gives us 3 equations and 5 unknowns. The coefficients \( q_i^\mu \) satisfy

\[ 0 = \sum_{i=1}^{N_i} q_i^\mu c_i(b), \quad \mu = 1, \ldots, n_c. \quad (2.22) \]

For example, from Equations (2.18)-(2.20) the values for \( q_i^\mu \) are presented in Table 2.1.
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Then considering ensemble-averaged values of the conserved quantities,

\[ Q^\mu(x, t) \equiv \langle q^\mu(x, t) \rangle = \sum_{i=1}^{N_1} q_i^\mu N^i(x, t), \quad \mu = 1, \ldots, n_c. \]  (2.23)

2.6 The Equilibrium Particle Distribution

In this section we derive the individual particle concentrations for each direction (North, South, East, West and Rest) in terms of the coefficients, \( q_i^\mu \), under equilibrium conditions. \( N_0^j \) is the zero or lowest order equilibrium for the \( j \)th particle in the lattice. The collision operator for each particle direction could be written in a more general manner. If \( s_j \) denotes the \( j \)th bit of state \( s \) (its value is either 0 or 1), and \( P(s) \), the probability that that a state \( s \) exists at any site then,

\[ P(s) = \prod_{j=1}^{N_1} \left( N_0^j \right)^{s_j} \left( 1 - N_0^j \right)^{1-s_j}. \]  (2.24)

As an example, \( P(01001) \equiv P(RSWNE) \) is the probability that we have only one South and one East bit present at the site under consideration. Using the notation just stated, this could be written as

\[ P(01001) = N_0^1 (1 - N_0^2)(1 - N_0^3) N_0^4 (1 - N_0^5). \]

The ensemble averaged collision operator, \( C_i \) could be written as

\[ C_i = \sum_{s, s'} A(s \rightarrow s') (s'_i - s_i) P(s). \]  (2.25)

To better illustrate this mathematical definition let us consider the HPP lattice gas in which a binary head-on collision between a West-East pair gives a North-South pair
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of particles. In this situation \( A(0101 \rightarrow 1010) = 1, s'_E = 0 \) and \( s_E = 1 \). The latter two represent the states of the East bit after and before the collision, respectively. Also the reverse is true, i.e., \( A(1010 \rightarrow 0101) = 1, s'_E = 1 \) and \( s_E = 0 \). In all cases in which collisions do not occur, \((s'_i - s_i) = 0\). \( C_E \) could then be written as

\[
C_E = N_0^S N_0^W N_0^N N_0^E - N_0^S N_0^W N_0^N N_0^E.
\]

The collision operator \( C_E \) then, is simply a collection of terms which state conditions (particle configurations) which lead to the creation and removal of an East bit from a site.

Now substituting Equation (2.24) in (2.25),

\[
C_i = \sum_{s,s'} A(s \rightarrow s')(s'_i - s_i) \prod_{j=1}^n \left( N_0^j \right)^{s_j} \left( 1 - N_0^j \right)^{1-s_j}
\]

\[
= \left( \prod_j \left( 1 - N_0^j \right) \right) \sum_{s,s'} A(s \rightarrow s')(s'_i - s_i) \prod_j \left( \frac{N_0^j}{1 - N_0^j} \right)^{s_j}.
\]

We assume that

\[
\frac{N_0^j}{1 - N_0^j} = \exp(\sum_{\gamma=1}^{n_\gamma} \alpha_{\gamma} q_j^\gamma).
\]

This gives us 5 equations with 3 parameters in the \( 4m \leftrightarrow 1r \) model. Then \( C_i \) could be rewritten as

\[
C_i = \left( \prod_j \left( 1 - N_0^j \right) \right) \sum_{s,s'} A(s \rightarrow s')(s'_i - s_i) \prod_j \exp(\sum_\gamma \alpha_{\gamma} q_j^\gamma)^{s_j}
\]
\[
\begin{align*}
Q^\gamma(s) &= \sum_j q_j^\gamma s_j = Q^\gamma(s'), \text{ and represents the } \gamma\text{th conserved quantity.}
\end{align*}
\]

Thus, 

\[
C_i = \left( \prod_j (1 - N_0^j) \right) \left\{ \sum_{s, s'} A(s \rightarrow s') s'_i \exp(\sum_\gamma \alpha_\gamma Q^\gamma(s)) \right. \\
&\quad \left. - \sum_{s, s'} A(s \rightarrow s') s_i \exp(\sum_\gamma \alpha_\gamma Q^\gamma(s)) \right\} \\
&= \left( \prod_j (1 - N_0^j) \right) \left\{ \sum_j s'_i \exp(\sum_\gamma \alpha_\gamma Q^\gamma(s)) - \sum_j s_i \exp(\sum_\gamma \alpha_\gamma Q^\gamma(s)) \right\} \\
&= 0. \quad (2.29)
\]

Here we have made use of the semi-detailed balance and conservation of probability criteria. Hence, stable and spatially uniform Boltzmann equilibria exist for any lattice gas obeying semi-detailed balance. These equilibria are described by the Fermi-Dirac distribution,

\[
N_0^j = \frac{1}{1 + \exp\left(-\sum_{\gamma=1}^{n_c} \alpha_\gamma q_j^\gamma\right)}, \quad j = 1, \ldots, 5. \quad (2.30)
\]

The \(\alpha_\gamma\) are \(n_c\) arbitrary multipliers. An example of this distribution is illustrated in the next section.
2.7 Equilibria in the $4m \leftrightarrow 1r$ Lattice Gas

In this section, we shall use Equation (2.30) to calculate the equilibrium particle distributions for North, South, East, West and Rest particles in the $4m \leftrightarrow 1r$ lattice gas. Equilibrium particle concentrations are used as the starting point in setting up most lattice gas experiments. Let us assume that bit $i$ at a site represents the presence of a particle of unit mass and momentum $c^i/\Delta t$. The ensemble-averaged mass and momentum densities could be written as

$$\rho = \sum_{i=1}^{N_i} N^i \equiv Q^\rho$$

and

$$u = \sum_{i=1}^{N_i} \frac{c^i}{\Delta t} N^i \equiv Q^u,$$

respectively. To simplify the analysis, we use $|c^i| = \Delta t = 1$. Hence in the case of our lattice gas, we have $q_i^\rho = 1$ for $i = 1, 2, 3, 4$ and $q_i^\rho = 4$ for $i = 5$. Also, $q_i^u = e^i$ for $i = 1, 2, 3, 4$ and $q_i^u = 0$ for $i = 5$. For an incompressible fluid, the conserved densities are ordered [20] in the expansion parameter, $\epsilon$ as follows.

$$\rho = \rho_0 + \epsilon^2 \rho_2.$$  \hspace{1cm} (2.33)

$$u = \epsilon u_1.$$  \hspace{1cm} (2.34)

Thus, the zero-order Fermi-Dirac equilibrium is found by considering only $q^\rho$ in Equation (2.30). Hence we get
CHAPTER 2. LATTICE GAS AUTOMATA

\[ N_0^i = \frac{1}{1 + e^{-\alpha}} \equiv f_m, \quad i = 1, 2, 3, 4. \]  \hspace{1cm} (2.35)

\[ N_0^i = \frac{1}{1 + e^{-4\alpha}} \equiv f_r, \quad i = 5. \]  \hspace{1cm} (2.36)

From the above two equations we get

\[ f_r = \frac{f_m^4}{f_m^4 + (1 - f_m)^4}. \]  \hspace{1cm} (2.37)

Hence, the density of the rest bit (mass = 4m) is related by a non-linear law to the average density of the moving particles (mass = m). We could then use this to initialize moving and rest particles in the lattice in such a way that their concentrations do not change with time, during an experiment. For example, if we initialize each of North, South, East and West directions with a density \( x \), then the Rest position at each site must be initialized with a density \( y \), where

\[ y = \frac{x^4}{x^4 + (1 - x)^4}. \]

2.8 Experimental Results

In this section we verify the theoretical results derived in previous sections for equilibria in lattice gas experiments. These experiments are run on CAM-8, which is a special-purpose cellular automata machine.

2.8.1 Rest Particles of Mass 4m

The \( 4m \leftrightarrow 1r \) experiment was set up on CAM-8. The simulation space was a rectangular lattice (size 2048 x 512). The lattice was initialized with only moving particles.
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Each direction was initialized with an equal probability, that is, there was no net flow. Equilibrium was reached after a few steps. The particle densities were calculated by summing the number of moving and rest particles within a sampling window and then dividing by the size of the window (size 99 by 99).

Density of rest particles = \((4f_r) = \frac{4\sum_{\text{window}} r^p's}{9801}\).

Density of moving particles = \((f_m) = \frac{\sum_{\text{window}} m^p's}{4\times9801}\).

This was done at every time step for 10000 iterations. Results of the simulation are shown in Figure 2.3. The solid line represents the relationship between moving and rest particles using Equation (2.37).

![Equilbria for 1 rest particle](image)

Figure 2.3: Equilibria for 1 rest particle of mass 4m

This experiment was then modified by allowing for the existence of two rest particles at a site, as shown on the next page.
Results obtained are shown in Figure 2.4. Hence in the one rest particle case we have good agreement between experimental and theoretical values. The experimental results from the stack model, however, don’t match as closely with values obtained using Equation (2.37). The reason for this error will be explained later in section 2.11.

Figure 2.4: Equilibria for 2 rest particles of mass 4m each
2.8.2 Rest Particles of Mass $2m$

Yet another variation to the HPP lattice gas automaton, which was discussed in section 1.2.1, would be the creation of a rest particle, with twice the mass of a moving particle. This occurs with a probability of 0.5 when two particles collide head-on. This is an example of a stochastic lattice gas which was discussed earlier in Chapter 1, section 1.4. In order to implement this rule a random bit-plane is filled with 50% 1's and 50% 0's. Then a 1 occurs at any site with a probability of 0.5. This is used to decide which of the two probabilistic events is to occur. Collision details are shown in Figure 2.5. In another model, a rest particle of mass $2m$ is created using 3-particle collisions as shown in Figure 2.6.

![Collision details for the $2m \leftrightarrow 1r$ model](image)

The $2m \leftrightarrow 1r$ lattice gas could be developed in the same manner as the $4m \leftrightarrow 1r$, with changes in the collision rules resulting in changes in the collision operator.
Figure 2.6: Collision details for the $3m \leftrightarrow 1r + 1m$ model

\[ c_E = 0.5b_Eb_Nb_Wb_{sbR} + b_Eb_Nb_Wb_{sbR} + 0.5b_Eb_Nb_Wb_{sbR} - b_Eb_Nb_Wb_{sbR} - b_Eb_Nb_Wb_{sbR} \]
\[ = c_W. \]

\[ c_N = 0.5b_Eb_Nb_Wb_{sbR} + b_Eb_Nb_Wb_{sbR} + 0.5b_Eb_Nb_Wb_{sbR} - b_Eb_Nb_Wb_{sbR} - b_Eb_Nb_Wb_{sbR} \]
\[ = c_S. \]

\[ c_R = 0.5b_Eb_Nb_Wb_{sbR} + 0.5b_Eb_Nb_Wb_{sbR} - b_Eb_Nb_Wb_{sbR}. \]

From the above equations and Equation (2.13), the three conservation equations could be written as

\[ C_E + C_N + C_W + C_S + 2C_R = 0. \tag{2.38} \]

\[ C_E - C_W = 0. \tag{2.39} \]

\[ C_N - C_S = 0. \tag{2.40} \]
The concentrations of moving and rest particles are related as

\[ f_r = \frac{f_m^2}{f_m^2 + (1 - f_m)^2}. \]  

(2.41)

\( f_r \) and \( f_m \) are the densities of the rest and moving particles respectively.

Once again, equilibria were measured for each of the above experiments using a simulation space with the same dimensions as in the \( 4m \leftrightarrow 1r \) lattice gas experiment. The experimental values compare well with the curve obtained using Equation (2.41) and are shown in Figure 2.7. In addition, an experiment in which both 2-body as well as 3-body collisions led to the creation of rest particles was conducted. This was done in an attempt to create rules that are maximally random with respect to events that can occur within the lattice [21]. Furthermore, none of the rules violate either detailed or semi-detailed balance. Figure 2.7 indicates that equilibria do not change by any significant amount and they compare well with theory.

![Equilibria for 1 rest particle](image)

**Figure 2.7**: Equilibria for 1 rest particle of mass 2m

The idea of the stack as shown in Figure 2.8, is applied to this model as well. Once
again, the experimental values don’t agree as well with theory (Equation (2.41)) as shown in Figure 2.9. It is interesting to note, however, that the experimental equilibria for each of the above experiments agree well with each other (even though they do not match to the theoretically determined equilibria). The reason for the experimental error will be explained later in section 2.11.

Figure 2.8: Collision details for the $2m \leftrightarrow 1r$ stack
2.9 Violation of Semi-Detailed Balance

Consider a model which allows for the creation of a rest-particle (mass 2m, where m is the mass of the moving particle). Two different types of collisions, 4-body and 2-body, are allowed to occur as shown in Figure 2.10.
Figure 2.10: Collision details for a model that violates SDB
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If the final state \( s' \) after collision is

\[
\begin{array}{c}
\circ \\
\downarrow \\
\bullet \\
\uparrow \\
\circ 
\end{array}
\]

Adding all the initial states \( s \) that lead to \( s' \) we have,

\[
\sum_{s} A(s \rightarrow s') = 1.5. \tag{2.42}
\]

Thus semi-detailed balance is violated.

The solid line in Figure 2.11 shows the theoretical relationship between rest and moving particles using Equation (2.41). Experimental results from a simulation conducted on CAM-8 are plotted as well and the error is quite obvious. This experiment thus proves that the semi-detailed balance condition is necessary for the existence of the Fermi-Dirac particle distribution in a lattice.

2.10 Violation of Detailed Balance

In this section we conduct an experiment which violates the condition of detailed balance. In other words, the forward and reverse collision events occur with different probabilities. Figure 2.12 shows the possible outcomes of two-body collision in a model that violates detailed balance.

\( a \) and \( b \) are probabilities with which the events occur. If \( b = 1 - a \), semi-detailed balance is obeyed. However, since the forward and reverse events are not equally likely \( (a \neq b) \), detailed balance is violated. The theoretical relationship between moving and
Figure 2.11: Equilibria in the case when SDB is violated

Figure 2.12: Collision details for a model in which DB is violated
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Rest particle densities is obtained from Equation (2.41). An experiment was conducted on CAM-8 with the same lattice size as in the previous experiments. Furthermore, \( a = 0.2 \). Results are shown in Figure 2.13. In deriving a theoretical expression for the Fermi-Dirac equilibria, the only necessary conditions were the conservation of probability (Equation (2.17)) and the semi-detailed balance criterion (Equation (2.16)). Violation of detailed balance does not have any effect on the equilibria, as expected.

![Equilibria for 1 rest particle](image)

Figure 2.13: Equilibria in the case when DB is violated

### 2.11 The Particle Pool

In the previous models where multiple rest particles at a site were modelled, a newly created rest particle always occupied the first vacant rest bit, and then the second, and so on. A model in which a rest particle is created and allowed to occupy any of the possible rest positions may be described by the collisions shown in Figure 2.14
(for rest particles of mass 2m) and in Figure 2.15 (for rest particles of mass 4m). This can be visualized as a pool of particles rather than a stack.

In order to simplify the programming of such a model into the CAM, we could implement a stack (of length 2) as shown in Figure 2.16 and Figure 2.17 for the 2m and 4m cases, respectively. The equilibrium particle concentrations from the simulations are plotted in Figure 2.18 and Figure 2.19 where the solid line describes the relationship between moving and rest particles in the 2m (Equation (2.41)) and 4m (Equation (2.37)) cases, respectively. The 2m ↔ 1r case with a stack length of 3 is shown in Figure 2.20(a). Results from this simulation are plotted in the graph in Figure 2.20(b). The solid line once again results from Equation (2.41).

Let us now to consider the stack model in the 4m ↔ 1r lattice gas and decompose it into the particle pool. Figure 2.21 shows the rule for the s=2 case. There are 2 possible situations with 4 moving particles and s=1. Each of these gives s=2 with a probability of 1, thus violating semi-detailed balance. A similar argument could be applied in the 2m ↔ 1r lattice gas. Hence the errors in our earlier experiments. In constructing a lattice gas rule for multiple rest particles at a site, it would then be wise to use the particle pool model as our starting point. The probabilities with which different collision events occur would then be constrained by the conservation of probability and the condition of semi-detailed balance.

### 2.12 Implementing a Stochastic Model

In experiments where the collision phase involves a probabilistic outcome, we utilize a random bit (discussed in section 1.4). This bit is initialized in the lattice with a certain probability. During the course of the experiment it is kicked around (in the advection phase) to make the occurrence of the probabilistic event more random. The
Figure 2.14: Collision details for the modified $2m \leftrightarrow 1r$ stack
Figure 2.15: Collision details for the modified 4m ↔ 1r stack
Figure 2.16: Stack-length = 2 in the $2m \leftrightarrow 1r$ model
Figure 2.17: Stack-length = 2 in the $4m \leftrightarrow 1r$ model
Figure 2.18: Equilibria for the $2m \leftrightarrow 1r \ (s=2)$ model

Figure 2.19: Equilibria for the $4m \leftrightarrow 1r \ (s=2)$ model
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Figure 2.20: The $2m \leftrightarrow 1r$ ($s=3$) model

(a) Rules

(b) Equilibria
FIGURE 2.21: Decomposing the stack model

results in Figure 2.22 show the equilibrium in three different cases for the $2m \leftrightarrow 1r$ model:

- The kick is random.
- The bit is not kicked.
- The bit is kicked 1 lattice unit in the x direction.

The solid line describes the relationship between moving and rest particles stated in Equation (2.41). Hence, in the experiments in which the random bit is kicked, the experimental results agree well with the theoretical equilibrium (determined using Equation (2.41)). The experiment in which the random bit is not kicked does not compare well with theory. In this model, the decision as to which type of collision is to occur at any site in the lattice is made during the lattice initialization process. The value of the probability bit does not change with time. Thus the probability that a stochastic event occurs at a site is not probabilistic in any way.
In conclusion, the Fermi-Dirac equilibria describes an equilibrium between moving and rest particles in the following manner:

\[
f_r(z) = \frac{f_z}{f_m + (1 - f_m)^z}, \tag{2.43}
\]

where the masses of moving and rest particles are related in the following manner:

\[
\frac{m_{\text{rest}}}{m_{\text{moving}}} = z.
\]

In the HPP model, if both mass and momentum are conserved in each collision, \( z = 2 \) or \( z = 4 \).

For the remainder of this thesis we shall refer to the \( 4m \leftrightarrow 1r \) rule in which a site can hold a maximum of 1 rest particle as \( 4m \leftrightarrow 1r \) (s=1). In a similar manner, we
have $2m \leftrightarrow 1r$ ($s=2$) for the $2m \leftrightarrow 1r$ rule in which a site can hold up to a maximum of 2 rest particles. In this thesis, we only deal with multiple rest particles at a site, each of which have identical mass. Alternative FHP cases where sites can have multiple rest particles of different mass, have been considered in [17].
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The Chapman-Enskog Analysis

3.1 Introduction

The following is a summarized version of an analysis presented by Boghosian and Taylor in [16]. The Chapman-Enskog procedure is used to obtain a perturbative solution to the lattice Boltzmann equation for near-equilibrium distributions [18]. We have adhered to the same notation used by Boghosian and Taylor and made use of this theory in Chapter 4 to derive lattice gas fluid equations for the 4m ↔ 1r case.

Recall that

\[ Q^\mu = \sum_{t=1}^{N_t} q_t^\mu N^t(x, t), \quad \mu = 1, \ldots, n_c \]  \hspace{1cm} (3.1)

is the ensemble average of the \( n_c \) conserved quantities in the lattice gas. Furthermore, \( N^t \) refers to the Boltzmann equilibria for the \( i \)th particle in the lattice. This quantity was derived for moving as well as rest particles (4m ↔ 1r and 2m ↔ 1r models) in the previous chapter. As well, the lattice Boltzmann equation was discussed earlier and is
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\[ N^i(x + c^i, t + \Delta t) = N^i(x, t) + C_i(N^*(x, t)) \] (3.2)

The form \( f(x^*) \) is used to denote a function of \( x \) for all possible values of the index replaced by the asterisk.

In this analysis, the diffusion ordering [16] is used. In a diffusive process, particles follow a random walk and the average distance a particle travels on a discrete grid is proportional to the square root of the number of steps [22]. Hence we let \( c \rightarrow \epsilon c \) and \( \Delta t \rightarrow \epsilon^2 \Delta t \) in the dynamical equations, where \( \epsilon \) is an expansion parameter. Hence, we are taking \( \Delta t \sim \ell^2 \equiv O(\epsilon^2) \).

It is important to note that the \( N^i \) are real numbers and could be approximated as smooth functions. Hence we could Taylor expand the same. The lattice Boltzmann equation is then Taylor expanded up to terms of order \( \epsilon^2 \).

\[
N^i(x, t + \Delta t) = N^i(x, t) + \epsilon^2 \Delta t \frac{\partial N^i}{\partial t}.
\]

\[
N^i(x + \Delta x, y + \Delta y, t) = N^i(x, t) + \epsilon \Delta x \frac{\partial N^i}{\partial x} + \epsilon \Delta y \frac{\partial N^i}{\partial y} \\
+ \frac{\epsilon^2}{2} \Delta x^2 \frac{\partial^2 N^i}{\partial x^2} + \frac{\epsilon^2}{2} \Delta y^2 \frac{\partial^2 N^i}{\partial y^2} \\
+ \frac{\epsilon^2}{2} \Delta x \Delta y \frac{\partial^2 N^i}{\partial x \partial y} + \frac{\epsilon^2}{2} \Delta y \Delta x \frac{\partial^2 N^i}{\partial y \partial x}.
\]

Expanding the collision operator we get

\[
C_i(N^*(x, t)) = C_0^i(N^*) + \epsilon C_1^i(N^*) + \epsilon^2 C_2^i(N^*).
\]
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Equation (3.2) could then be rewritten as

\[ \epsilon^2 \Delta t \frac{\partial N^i}{\partial t} + \epsilon \mathbf{c}^i \cdot \nabla N^i + \frac{\epsilon^2}{2} \mathbf{c}^i \cdot \mathbf{A} \cdot \mathbf{c}^i = C_0^i(N^*) + \epsilon C_1^i(N^*) + \epsilon^2 C_2^i(N^*), \]

where \( \mathbf{A} \) is a tensor \( [A]_{pq} = \frac{\partial^2 N^i}{\partial x_p \partial x_q} \) and \( i = 1 \ldots N_i \).

By contracting the above \( N_i \) equations using \( \eta^\mu_i \) and summing over the index \( i \), we get the \( n_c \) equations

\[ \epsilon \frac{\partial Q^\mu}{\partial t} + \nabla \cdot \left( \left( q^\mu_i \frac{\epsilon^i}{\Delta t} N^i \right) + \epsilon \nabla \cdot \left( q^\mu_i \frac{\epsilon^i}{2\Delta t} N^i \right) \right) = \frac{\epsilon}{\Delta t} q^\mu_i C_2^i(N^*), \mu = 1 \ldots n_c. \]

We assume that \( C_0 \) and \( C_1 \) obey the conservation equations exactly but \( C_2 \) does not necessarily do so. This is done in order that we might consider lattice gases whose conservation laws are only approximate. Thus only \( C_2^i(N^*) \) remains in Equation (3.4).

Next, \( N^i \) is expanded in a perturbation series in powers of \( \epsilon \) about an equilibrium state,

\[ N^i = N_0^i + \epsilon N_1^i + \epsilon^2 N_2^i + \ldots \]

\( N_0^i \) is a local thermodynamic equilibrium described by the Fermi-Dirac distribution which we have derived in Chapter 2. It is the lowest order term in the Boltzmann equation representing a spatially uniform distribution in the lattice. Note the \( n_c = 3 \) unknown parameters, \( \alpha_\gamma \).

\[ N_0^j = \frac{1}{1 + \exp(-\sum_{\gamma=1}^{n_c} \alpha_\gamma q_j^\gamma)} \]
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3.2 The Fermi Metric

We now proceed to find the derivatives of the equilibrium state with respect to each conserved quantity which is later used to determine the transport coefficients in the hydrodynamic equations for the lattice gas. In order to compute the first two derivatives of $N_0^i$ with respect to the $Q^\mu$, we first differentiate Equation (3.6) with respect to $\alpha_\nu$,

$$
\frac{\partial N_0^i}{\partial \alpha_\nu} = N_0^i \left( 1 - N_0^i \right) q^\nu. \tag{3.7}
$$

Next, differentiating Equation (3.1) with respect to $Q^\nu$, we obtain, using the chain rule,

$$
\frac{\partial Q^\mu}{\partial Q^\nu} = \sum_{\xi=1}^{n_c} q^\mu_\xi \frac{\partial N_0^j}{\partial \alpha_\xi} \frac{\partial \alpha_\xi}{\partial Q^\nu} = \delta^\mu_\nu. \tag{3.8}
$$

We now define a symmetric rank-two tensor,

$$
g^{\mu\xi} \equiv N_0^j \left( 1 - N_0^j \right) q^\mu_j q^\xi_j. \tag{3.9}
$$

Then using Equations (3.7), (3.8) and (3.9),

$$
\sum_{\xi=1}^{n_c} g^{\mu\xi} \frac{\partial \alpha_\xi}{\partial Q^\nu} = \delta^\mu_\nu. \tag{3.10}
$$

The inverse of $g^{\mu\xi}$ is denoted by $g_{\xi\nu}$ so that

$$
\sum_{\xi=1}^{n_c} g^{\mu\xi} g_{\xi\nu} = \delta^\mu_\nu. \tag{3.11}
$$
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Since $g_{\xi\nu}$ is a symmetric second-rank tensor, it could be identified as a metric on the space of hydrodynamic variables, $Q^\nu$. We shall refer to it as the Fermi metric. Then, in terms of this metric,

$$\frac{\partial \alpha_\xi}{\partial Q^\nu} = g_{\xi\nu}. \quad (3.12)$$

Thus, the first derivative of $N_0^i$ with respect to $Q_\mu$ is found to be

$$\frac{\partial N_0^i}{\partial Q_\mu} = \sum_{\nu=1}^{n_c} N_0^i \left(1 - N_0^i\right) q_i^\nu g_{\nu\mu}. \quad (3.13)$$

The second derivative is computed using the chain rule in the following manner:

$$\frac{\partial}{\partial Q^\nu} \left[ \frac{\partial N_0^i}{\partial Q_\mu} \right] = \frac{\partial}{\partial Q^\nu} \left[ \frac{\partial N_0^i}{\partial \alpha_\xi} \frac{\partial \alpha_\xi}{\partial Q_\mu} \right]$$

$$= N_0^i (1 - N_0^i) q_i^\xi \frac{\partial g_{\xi\mu}}{\partial Q^\nu} + g_{\xi\mu} \frac{\partial}{\partial Q^\nu} \left[ N_0^i (1 - N_0^i) q_i^\xi \right].$$

$$II = g_{\xi\mu} \frac{\partial}{\partial Q^\nu} \left[ N_0^i (1 - N_0^i) q_i^\xi \right]$$

$$= g_{\xi\mu} q_i^\xi \left[ \frac{\partial N_0^i}{\partial \alpha_\eta} - \frac{\partial (N_0^i)^2}{\partial \alpha_\eta} \right] \frac{\partial \alpha_\eta}{\partial Q^\nu}$$

$$= q_i^\xi q_i^\eta g_{\xi\mu} g_{\nu\eta} (1 - 2N_0^i) N_0^i (1 - N_0^i).$$

$$I = N_0^i (1 - N_0^i) q_i^\xi \frac{\partial g_{\xi\mu}}{\partial Q^\nu}$$

$$= N_0^i (1 - N_0^i) q_i^\xi g_{\xi\eta} g_{\eta\nu} \frac{\partial g_{\xi\mu}}{\partial Q^\nu}$$
\[ = N_0^j (1 - N_0^j) q_\xi g_{\eta \zeta} (-g^{\epsilon \mu} \frac{\partial g^{\xi \eta}}{\partial Q^\mu}) \]
\[ = N_0^j (1 - N_0^j) q_\xi g_{\eta \zeta} (-g^{\epsilon \mu} \frac{\partial (N_0^j (1 - N_0^j) g^{\xi \eta})}{\partial Q^\mu}) \]
\[ = 2N_0^j (1 - N_0^j) q_\xi g_{\eta \zeta} \Gamma^\eta_{\mu \nu}. \]

\[ \Gamma^\eta_{\mu \nu} = \frac{1}{2} g_{\xi \mu} g_{\nu \zeta} N_0^j (1 - N_0^j) (1 - 2N_0^j) q_\xi q_\eta q_\xi. \] (3.14)

Equation (3.14) is defined as the Fermi connection which we use in the result for the second derivative.

\[ \frac{\partial^2 N_0^j}{\partial Q^\mu \partial Q^\nu} = N_0^j (1 - N_0^j) (1 - 2N_0^j) q_\xi q_\eta g_{\eta \mu} g_{\eta \nu} + 2N_0^j (1 - N_0^j) q_\xi g_{\xi \eta} \Gamma^\eta_{\mu \nu}. \] (3.15)

It is important to note that in the momentum conservation equations for the lattice gases under consideration the coefficients \( q^\mu \) are vector quantities. The completely symmetric outer product of \( k \) of vectors \( e^i \) is denoted by \( \otimes^k e^i \). The generalized Fermi metric is then defined to be

\[ g(k) \equiv N_0^j (1 - N_0^j) q_\xi q_\eta \left( \otimes^k e^i \right), \] (3.16)

and the generalized Fermi connection,

\[ \Gamma(k)_\mu^\eta_{\nu} \equiv \frac{1}{2} g_{\xi \mu} g_{\nu \zeta} N_0^j (1 - N_0^j) (1 - 2N_0^j) q_\xi q_\eta q_\xi \left( \otimes^k e^i \right). \] (3.17)

The Fermi connection could also be written as

\[ \Gamma^\eta_{\mu \nu} = \frac{1}{2} g_{\xi \mu} \left( \frac{\partial g_{\xi \nu}}{\partial Q^\mu} + \frac{\partial g_{\xi \nu}}{\partial Q^\mu} - \frac{\partial g_{\xi \nu}}{\partial Q^\xi} \right), \] (3.18)
and the generalized Fermi connection is

\[ \Gamma_{\mu\nu}^{\eta} = \frac{1}{2} g^{\eta\xi} \left( \frac{\partial g(k)_{\xi\mu}}{\partial Q^\nu} + \frac{\partial g(k)_{\xi\nu}}{\partial Q^\mu} - \frac{\partial g(k)_{\mu\nu}}{\partial Q^\xi} \right). \]  

(3.19)

From Equations (3.13) and (3.16) we get

\[ \frac{\partial}{\partial Q^\mu} \left[ q_0^\eta N_0^i \left( \bigotimes^k e^j \right) \right] = g(k)^\eta_{\mu} \]  

(3.20)

and from Equations (3.15), (3.17) and (3.20),

\[ \frac{\partial^2}{\partial Q^\mu \partial Q^\nu} \left[ q_0^\eta N_0^i \left( \bigotimes^k e^j \right) \right] = 2 \left[ g(k)^\eta_{\xi} \Gamma^\xi_{\mu\nu} - \Gamma(k)^\eta_{\mu\nu} \right]. \]  

(3.21)

### 3.3 Zero-Order Conservation Equations

We could now use Equation (3.4) and accumulate terms in \( O(1) \), \( O(\epsilon) \), \( O(\epsilon^2) \). In order to remain consistent with the notation in [16], we define \( c^i = \epsilon e^i \). Equation (3.4) at \( O(1) \) gives us

\[ \nabla \cdot \left( q_0^i \frac{c^i}{\Delta t} N_0^i \right) = 0, \quad \mu = 1, \ldots, n_c. \]  

(3.22)

This could be rewritten as,

\[ 0 = q_0^i \frac{c^i}{\Delta t} \sum_{\nu=1}^{n_c} \frac{\partial N_0^i}{\partial Q^\nu} \cdot \nabla Q^\nu \]

\[ = \sum_{\nu=1}^{n_c} \frac{c^i}{\Delta t} N_0^i (1 - N_0^i) q_0^\mu q_0^\nu \frac{g_{\mu\nu}}{\epsilon} \cdot \nabla Q^\nu \]

\[ = \frac{c}{\Delta t} \sum_{\nu=1}^{n_c} g(1)^\mu_{\nu} \cdot \nabla Q^\nu = 0, \quad \mu = 1, \ldots, n_c. \]
3.4 The Linearized Boltzmann Equation

At $O(\epsilon)$, by substituting Equation (3.5) in Equation (3.3),

$$
\nabla \cdot \left( \frac{c_i}{\Delta t} N_0^i \right) = \frac{1}{\Delta t} \left[ J_j^i N_j^i + C_i(N_0^i) \right].
$$

(3.23)

The Jacobian matrix of the lowest order collision operator at equilibrium is defined as

$$
J_j^i \equiv \left. \frac{\partial C_i^j}{\partial N_j} \right|_{N=N_0}.
$$

(3.24)

Also, the $q_\mu$'s comprise the components of $n_c$ null left eigenvectors of $J_j^i$, since

$$
q_\mu J_j^i = \left. \frac{\partial}{\partial N_j} (q_\mu C_\delta^j) \right|_{N=N_0}.
$$

(3.25)

We denote the eigenvalues of $J$ by $\lambda^\mu$.

$$
J_j^i q_\beta^i = \lambda^\mu q_\beta^i.
$$

(3.26)

$$
q_\mu J_j^i = \lambda^n q_j^n.
$$

(3.27)

The modes enumerated $1, \ldots, n_c$, correspond to null eigenvalues of $J$ and are called 
*hydrodynamic modes* (denoted by $H$), while those modes enumerated $n_c+1, \ldots, n$ are  
*kinetic modes* (denoted by $K$). The kinetic modes enable us to determine the diffusion coefficients while the hydrodynamic modes give us the advection coefficients.

Postmultiplying Equation (3.27) by $q_\beta^i$ and premultiplying Equation (3.26) by $q_\mu^i$, and subtracting, we get
Right and left eigenvectors corresponding to different eigenvalues are thus orthogonal. Thus, they may be chosen so that

$$\delta^{\mu}_{\nu} = q^\mu_i q^\nu_i.$$  \hfill (3.29)

By including $\otimes^k e^i$ in the above equation, we could then define a generalized Kronecker delta,

$$\delta(k)^\mu_{\nu} \equiv q^\mu_j \left( \otimes^k e^j \right) q^\nu_i.$$  \hfill (3.30)

Also, since

$$C_0^i(N^*_0(x, t)) = 0$$  \hfill (3.31)

and

$$\frac{\partial N_0^i}{\partial \alpha_\nu} = N_0^i \left( 1 - N_0^\nu \right) q^\nu_i,$$  \hfill (3.32)

we have

$$0 = \frac{\partial}{\partial \alpha_\mu} C_0^i(N^*_0) = J^i_j \frac{\partial N_0^j}{\partial \alpha_\mu} = J^i_j \left[ q^\mu_i N_0^j (1 - N_0^j) \right].$$  \hfill (3.33)

From this we can say that the right hydrodynamic eigenvectors are

$$q^i_\mu = q^\mu_i N_0^j (1 - N_0^j).$$  \hfill (3.34)
3.5 First-Order Solution

Consider Equation (3.23) for the $N_t^i$. Premultiplying this equation by the null left eigenvectors, we require that

$$\nabla \cdot \left( q_t^\mu \frac{c^i}{\Delta t} N_0^i \right) = \frac{1}{\Delta t} q_t^\mu \left[ J_j^i N_1^i + C_1^i (N_0^*) \right] = 0. \quad (3.35)$$

for $\mu \in H$. It follows that $\nabla \cdot (c^i N_0^i) - C_1^i (N_0^*)$ has no components in the null space of $J$, since we have assumed linear stability. Owing to the completeness and orthonormality of the eigenvectors, this expression can be written as

$$\nabla \cdot (c^i N_0^i) - C_1^i (N_0^*) = \sum_{\nu \in K} \eta^\nu q_\nu^i, \quad (3.36)$$

where $\eta^\nu \equiv q_j^\nu [\nabla \cdot (c^i N_0^i) - C_1^i (N_0^*)]$ for $\nu \in K$.

The above could also be derived from Equation (3.23) in the following manner:

$$\nabla \cdot \left( q_t^\mu \frac{c^i}{\Delta t} N_0^i \right) - \frac{1}{\Delta t} q_t^\mu C_1^i (N_0^*) = \frac{1}{\Delta t} q_t^\mu J_j^i N_1^i = 0, \quad (3.37)$$

or

$$\nabla \cdot \left( q_t^\mu c^i N_0^i \right) - q_t^\mu C_1^i (N_0^*) = \lambda^\mu q_j^\nu N_1^i = 0. \quad (3.38)$$

Premultiplying the above equation by $q_j^\nu$, we obtain

$$\sum_{\nu \in K} \frac{1}{\lambda^\nu} q_j^\nu q_t^\nu [\nabla \cdot c^i N_0^i - C_1^i (N_0^*)] = N_1^i. \quad (3.39)$$

The solution for $N_1^i$ could be written as
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\( N_1^i = \sum_{\nu \in H} \theta^\nu q_\nu^i + \sum_{\nu \in K} \eta^\nu \frac{\chi^\nu}{\lambda^\nu} q_\nu^i, \quad (3.40) \)

where the \( \theta^\nu \) are arbitrary. We hence fix \( \theta^\nu = 0 \) and obtain a final result for \( N_1^i \).

\[ N_1^i = \sum_{\nu \in K} \frac{q_\nu^i q_\nu^i}{\lambda^\nu} \left[ \nabla \cdot (\mathbf{c}^i N_0^i) - C_1^i(N_0^*) \right] \quad (3.41) \]

and

\[ N^i = N_0^i + \epsilon \sum_{\nu \in K} \frac{q_\nu^i q_\nu^i}{\lambda^\nu} \left[ \nabla \cdot (\mathbf{c}^i N_0^i) - C_1^i(N_0^*) \right] + O(\epsilon^2). \quad (3.42) \]

3.6 First-Order Conservation Equations

Rewriting Equation (3.4) retaining terms to \( O(\epsilon) \), we have

\[ \frac{\partial Q^\mu}{\partial t} + \nabla \cdot \left( q^i_{\Delta t} \mathbf{c}^i \frac{N_1^i}{\Delta t} \right) + \nabla \cdot \left( q^i_{\Delta t} \mathbf{c}^i_{\Delta t} N^i \right) = \frac{1}{\Delta t} q^i_{\Delta t} C_2^i(N^*), \quad \mu \in H. \quad (3.43) \]

Substituting in the above equation, the value for \( N_1^i \), we get the following:

\[ \frac{\partial Q^\mu}{\partial t} + \nabla \cdot \left( q^i_{\Delta t} \mathbf{c}^i \sum_{\nu \in K} \frac{q_\nu^i q_\nu^i}{\lambda^\nu} \left[ \nabla \cdot (\mathbf{c}^i N_0^i) - C_1^i(N_0^*) \right] \right) + \nabla \cdot \left( q^i_{\Delta t} \mathbf{c}^i_{\Delta t} N^i \right) = \frac{1}{\Delta t} q^i_{\Delta t} C_2^i(N^*). \quad (3.44) \]

Next, rearranging terms, we get

\[ LHS = \frac{\partial Q^\mu}{\partial t} + \nabla \cdot \left( q^i_{\Delta t} \mathbf{c}^i \sum_{\nu \in K} \frac{q_\nu^i q_\nu^i}{\lambda^\nu} C_1^i(N_0^*) \right) \quad (3.45) \]
and
\[ \text{RHS} = \frac{1}{\Delta t} q_t^\mu c_i^j C_2^i (N_0^*) - \nabla \left[ q_t^\mu c_i^j \sum_{\nu \in K} q_j^\nu q_j^{\nu^*} \left( \nabla \cdot c_i^j N_0^j \right) + \nabla \cdot q_t^\mu c_i^j \right]. \] (3.46)

Next, we use \( \mathbf{e}^i \equiv \xi^i \) to rewrite the left hand-side as
\[ \text{LHS} = \frac{\partial Q^\mu}{\partial t} + \frac{c}{t} \nabla \cdot \left[ \sum_{\nu \in K} \frac{1}{-\lambda^\nu} q_t^\mu q_j^\nu \xi^i \left( q_j^\nu C_1^j (N_0^*) \right) \right]. \] (3.47)

This could be written in a more compact form, as
\[ \text{LHS} = \frac{\partial Q^\mu}{\partial t} + \nabla \cdot A^\mu, \] (3.48)

where, \( A^\mu (Q^*) \) is given by
\[ A^\mu (Q^*) = \frac{c}{\Delta t} \sum_{\nu \in K} \frac{\delta (1) p q_j^\nu C_1^j (N_0^*)}{-\lambda^\nu}. \] (3.49)

The right-hand side of the equation could be written as
\[ \text{RHS} = \frac{1}{\Delta t} q_t^\mu c_i^j C_2^i (N_0^*) - \nabla \cdot \left( \frac{1}{\Delta t} \sum_{\nu \in K} q_t^\mu q_j^\nu \frac{1}{\lambda^\nu} c_i^j c_j^\nu \frac{\partial N_0^j}{\partial \alpha_Q^\xi} \right) \nabla Q^\xi \right) \] (3.50)

Using Equations (3.7), (3.12), (3.16), (3.20), (3.30) and (3.31), the above could be rewritten as
\[ \text{RHS} = \frac{1}{\Delta t} q_t^\mu c_i^j C_2^i (N_0^*) + \sum_{\xi \in H} \nabla \left[ \frac{c_i^\xi}{\Delta t} \left( \sum_{\nu \in K} \frac{\delta (1) r_1 \otimes g(1)^\xi}{-\lambda^\nu} - \frac{1}{2} g(2)^\xi \right) \right]. \] (3.51)

In a more compact form then,
\[ RHS = \sum_{\xi \in H} \nabla \cdot \left( \mathcal{D}_\xi^{\mu} \cdot \nabla Q^\xi \right) + S^\mu, \mu \epsilon H, \]  

(3.52)

where,

\[ \mathcal{D}_\xi^{\mu}(Q^\ast) = \left[ \frac{c^2}{\Delta t} \left( \sum_{\nu \epsilon K} \frac{\delta(1)^{\mu}_\nu \otimes g(1)_{\xi}^\nu}{-\lambda^\nu} - \frac{1}{2} g(2)_{\xi}^{\mu} \right) \right] \]  

(3.53)

and

\[ S^\mu(Q^\ast) = \frac{1}{\Delta t} q_2^{\mu} \mathcal{C}_2(N_0^\ast). \]  

(3.54)

Hence, we have

\[ \frac{\partial Q^\mu}{\partial t} + \nabla \cdot \mathcal{A}^\mu = \sum_{\xi \in H} \nabla \cdot \left( \mathcal{D}_\xi^{\mu} \cdot \nabla Q^\xi \right) + S^\mu, \mu \epsilon H. \]  

(3.55)

This is the hydrodynamic equation which results from the Chapman-Enskog analysis with the Diffusion and Source terms being given by Equations (3.53) and (3.54), respectively. The Advection coefficients are given by Equation (3.49).

### 3.7 Ordering the Conserved Quantities

In lattice gas fluids the conserved quantities are ordered in the expansion parameter, \( \epsilon \). In an incompressible fluid, the hydrodynamic density is assumed to vary by \( O(\epsilon^2) \) from a constant background value, and the hydrodynamic velocity is assumed to be \( O(\epsilon) \). Hence, we consider the general ordering,

\[ Q^\mu = Q_0^\mu + \epsilon Q_1^\mu + \epsilon^2 Q_2^\mu + \ldots. \]  

(3.56)
We could then expand the Fermi-Dirac equilibrium in the following manner:

\[ N^i(Q^*) = N_0^i(Q_0^*) + \sum_{\mu \in H} \left. \frac{\partial N^i_0}{\partial Q^\mu} \right|_0 (\epsilon Q_i^\mu + \epsilon^2 Q_2^\mu) + \frac{1}{2} \sum_{\mu, \nu \in H} \left. \frac{\partial^2 N^i_0}{\partial Q^\mu \partial Q^\nu} \right|_0 (\epsilon^2 Q_i^\mu Q_i^\nu) + \ldots \]

\[ = N_0^i + \epsilon \sum_{\xi \in H} N_0^i(1 - N_0^i) q_1^\xi g_{\xi \mu} Q_i^\mu + \epsilon^2 \sum_{\xi, \eta \in H} N_0^i(1 - N_0^i) q_2^\xi g_{\xi \eta} \Gamma_{\mu \nu}^\eta Q_i^\mu Q_i^\nu + \frac{\epsilon^2}{2} \sum_{\xi, \eta \in H} N_0^i(1 - N_0^i)(1 - 2N_0^i) q_2^\xi q_2^\eta g_{\xi \eta} g_{\eta \nu} Q_i^\mu Q_i^\nu + \ldots, \quad (3.57) \]

where the lowest-order Chapman-Enskog equilibrium is denoted as

\[ N_0^i \equiv N_0^i(Q_0^*). \]

We are then going to insert the result for \( N^i \) as a function of the ordered conserved quantities into Equation (3.4). Now, multiplying Equation (3.57) with the \( k \)-fold outer product of the \( e^i \) vectors and contracting with \( q_i^\mu \), we have

\[ q_i^\mu \left( \bigotimes_{i=1}^k e^i \right) N^i(Q^*) = q_i^\mu \left( \bigotimes_{i=1}^k e^i \right) N_0^i + \sum_{\xi \in H} g(k)^\mu_\xi (\epsilon Q_i^\xi + \epsilon^2 Q_2^\xi) + \epsilon^2 \sum_{\xi, \eta \in H} \left[ \sum_{\xi \in H} g(k)^\mu_\xi \Gamma_{\xi \eta}^\xi - \Gamma(k)^\mu_\xi \right] Q_i^\xi Q_i^\eta + \epsilon^2 c \sum_{\nu \in K, \xi \in H} \frac{\delta(k)^\mu_\nu \otimes g(1)^\nu_\xi}{\lambda^\nu} \cdot \nabla Q_i^\xi. \]

This result can be inserted into Equation (3.4),

\[ \frac{\partial Q^\mu}{\partial t} + \nabla \cdot \mathbf{A}^\mu = \sum_{\xi \in H} \nabla \cdot \left( D^\mu_\xi \cdot \nabla Q_i^\xi \right) + S^\mu, \mu \in H. \quad (3.58) \]
The advection coefficients are

\[ \mathcal{A}^\mu (\mathcal{Q}_0^\mu) \equiv \frac{c}{\Delta t} \sum_{\xi H} \left\{ g(1)^\mu_\xi \left( \frac{1}{\epsilon} Q_1^\xi + Q_2^\xi \right) + \sum_{\eta H} \left[ \sum_{\zeta \in H} g(1)^\mu_\zeta \Gamma_\eta^\zeta - \Gamma(1)^\mu_\xi \right] Q_1^\zeta Q_1^\eta \right\}. \]  

(3.59)

The diffusion coefficients and source terms are given by Equations (3.53) and (3.54), respectively, and all quantities are evaluated at \( N^0_0 \). Furthermore, the advection operator has an \( O(1/\epsilon) \) term and an \( O(1) \) term. The former is the dominant term in the equation, if it does not vanish. In this situation, the hydrodynamic equation reduces to the zero-order conservation equation,

\[ \nabla \cdot \left[ \frac{c}{\Delta t} \sum_{\xi H} g(1)^\mu_\xi Q_1^\xi \right] = 0. \]  

(3.60)

Furthermore, it is interesting to note that the form of the conservation laws (which give us the hydrodynamic modes) is sufficient to predict the form of this equation and compute the advection coefficients. The latter in turn enables a prediction of the speed of sound waves in the lattice gas. The kinetic modes determine the viscosity. In Chapter 4, we use the developed theory to determine the transport coefficients for the 2-D 4\( m \rightarrow 1\tau \) lattice gas.
Chapter 4

Lattice Gas Fluids

4.1 Analysis of the $4m \leftrightarrow 1r (s = 1)$ Lattice Gas

In this chapter we use the theory developed in [16] and summarized in Chapter 3 to derive the propagation speed and viscosity for the $4m \leftrightarrow 1r$ lattice gas in two dimensions. In this model, shown below, four moving particles give rise to a rest particle of mass $4m$ if none existed prior to their coming together. In addition, the reverse event might occur, i.e., the creation of four moving particles if a rest state was occupied and there were no moving particles present.

Once again in the LGA paradigm, we assume that the presence of a bit $i$ at a site represents the presence of a particle of unit mass and momentum $c_i/\Delta t$. The
ensemble-averaged mass and momentum densities at a site can be determined from the equilibrium densities $N^\ast$.

\begin{equation}
Q^\rho = \rho = N^1 + N^2 + N^3 + N^4 + 4N^5. \tag{4.1}
\end{equation}

\begin{equation}
Q^u = Q^{ux} + Q^{uy} = u = \frac{1}{\Delta t} \sum_{i=1}^{5} c^i N^i, \tag{4.2}
\end{equation}

where $c^i = ce^i$ and

\begin{equation}
e^j = \hat{x} \cos \frac{\pi}{2}(j - 1) + \hat{y} \sin \frac{\pi}{2}(j - 1), \quad j = 1, 2, 3, 4
\end{equation}

\begin{equation}
= 0, \quad j = 5. \tag{4.3}
\end{equation}

There are 3 conserved quantities in the model under consideration. $Q^\rho$, $Q^{ux}$ and $Q^{uy}$ are the ensemble averages of the mass, $x$ momentum and $y$ momentum, respectively, in the lattice gas. In what follows, we shall use natural lattice units ($c = \Delta t = 1$).

Since from Equation (3.1),

\begin{equation}
Q^\mu = \sum_{i=1}^{5} q^\mu_i N^i(x, t), \quad \mu = 1, \ldots, 3,
\end{equation}

we have,

\begin{align}
q^\rho_i &= 1, \quad i = 1, 2, 3, 4 \\
q^\rho_i &= 4, \quad i = 5. \tag{4.4}
\end{align}

From section 2.5:
For an incompressible fluid, the conserved densities are ordered in the expansion parameter [20].

\[ q_i^1 = 1, \quad i = 1, \ldots, 4 \]
\[ = 4, \quad i = 5 \]
\[ q_i^2 = \dot{x}, \quad i = 1 \]
\[ = -\dot{x}, \quad i = 3 \]
\[ = 0, \quad i = 2, 4, 5 \]
\[ q_i^3 = \dot{y}, \quad i = 2 \]
\[ = -\dot{y}, \quad i = 4 \]
\[ = 0, \quad i = 1, 3, 5. \]

The ordering of the conserved quantities as explained in section 3.7 for this system is then

\[ \rho = \rho_0 + \epsilon^2 \rho_2. \quad (4.5) \]
\[ u = \epsilon u_1. \quad (4.6) \]

\[ Q = Q_0 + \epsilon Q_1 + \epsilon^2 Q_2 \]
\[ = \left( \begin{array}{c} \rho \\ u \end{array} \right) = \left( \begin{array}{c} \rho_0 \\ 0 \end{array} \right) + \epsilon \left( \begin{array}{c} 0 \\ u_1 \end{array} \right) + \epsilon^2 \left( \begin{array}{c} \rho_2 \\ 0 \end{array} \right). \quad (4.7) \]
Thus, the zero-order Fermi-Dirac equilibrium is found by considering only $q^p$ in Equation (2.30). Hence we get

$$N_0^i = \frac{1}{1 + e^{-\alpha}} \equiv f_m, \quad i = 1, 2, 3, 4$$  \hspace{0.5cm} (4.8)

$$= \frac{1}{1 + e^{-4\alpha}} \equiv f_r, \quad i = 5.$$  \hspace{0.5cm} (4.9)

Once again, to be consistent with the notation used in [16], we use $n = N_t$ to represent the total number of particles at any site in the lattice. If the lattice vectors are isotropic to fourth rank, then they must satisfy the following equations, as outlined in [23]:

$$\sum_{i=1}^{n} e^i = 0$$

$$\sum_{i=1}^{n} e^i e^i = \frac{n}{D} I$$

$$\sum_{i=1}^{n} e^i e^i e^i = 0$$

$$\sum_{i=1}^{n} e^i e^i e^i e^i = \frac{nD}{D+2} \Omega,$$ \hspace{0.5cm} (4.10)

where $n$ is the number of particles, $D$, the number of dimensions in the lattice gas and

$$\Omega_{ijkl} = \delta_{ij}\delta_{kl} + \delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}.$$  \hspace{0.5cm} (4.11)

We shall make use of these results for evaluating the generalized Fermi metric and connection. In keeping with the notation presented in [16], we shall interchange the indices $j = p$ and $j = u$ with $j = 1$ and $j = 2$ respectively, for the coefficients $q_j$ of the
conservation equations and also for the elements of the Fermi metric. The next step would be to construct the Fermi metric as outlined in section 3.2. For the $4m \leftrightarrow 1r$ model there are 3 conserved quantities and thus 3 hydrodynamic modes. Hence $g^{\mu\nu}$ from Equation (3.9) could be written as a 3 by 3 matrix.

$$g^{\mu\nu} = N_0^j (1 - N_0^j) q^\mu q^{\nu}. \quad (4.12)$$

$$g^{\rho\rho} = \begin{align*} N_0^j (1 - N_0^j) q_j^\rho q_j^\rho \\ = 4f_m(1 - f_m) + 16f_r(1 - f_r) \\ \equiv g^{11}. \end{align*} \quad (4.13)$$

$$g^{\rho u} \equiv g^{12} = \begin{align*} N_0^j (1 - N_0^j) q^\rho q^u \\ = 0 \\ = g^{1u} \equiv g^{21}. \end{align*} \quad (4.14)$$

$$g^{uu} \equiv g^{22} = \begin{align*} N_0^j (1 - N_0^j) q^u q^u \\ = f_m(1 - f_m) \sum_{i=1}^4 e^i e^i = f_m(1 - f_m) \frac{4}{D} \mathbf{1}. \end{align*} \quad (4.15)$$

Note the 2x2 unity matrix, $\mathbf{1}$ in Equation (4.15). Using Equations (4.12)-(4.15), the tensor $g^{\mu\nu}$ can then be written in matrix form as
where the indices $\mu$ and $\nu$ are used to denote the row and column of the metric, respectively. The Fermi metric could also be written out as a 3x3 matrix in the following manner:

\[
g^{\mu\nu} = \begin{pmatrix}
4f_m(1 - f_m) + 16f_r(1 - f_r) & 0 & 0 \\
0 & 4f_m(1 - f_m)^{1/2} & 0 \\
0 & 0 & 4f_m(1 - f_m)^{1/2}
\end{pmatrix}.
\] (4.17)

Next, we calculate the components of the generalized Fermi metric, described in Equation (3.16),

\[
g(k)^{\mu\nu} \equiv N^{j}_{0}(1 - N^{j}_{0})q^{\mu}_{j}q^{\nu}_{j}\left(\bigotimes^{k} e^{i}\right).
\] (4.18)

\[
g(k)^{11} = f_m(1 - f_m) \sum_{j=1}^{4} \bigotimes^{k} e^{j}
\] (4.19)

\[
g(k)^{12} = f_m(1 - f_m) \sum_{j=1}^{4+k+1} \bigotimes^{k} e^{j} = g(k)^{21}
\] (4.20)

\[
g(k)^{22} = f_m(1 - f_m) \sum_{j=1}^{4+k+2} \bigotimes^{k} e^{j}.
\] (4.21)

The Fermi connection is defined as

\[
\Gamma^{\eta}_{\mu\nu} = -\frac{1}{2}g^{\xi\mu}g^{\nu\zeta}N^{j}_{0}(1 - N^{j}_{0})(1 - 2N^{j}_{0})q^{\eta}_{j}q^{\xi}_{j}q^{\zeta}_{j}.
\] (4.22)

The generalized Fermi connection is
The advection coefficients are

\[ A^\mu(Q_0^*) \equiv \left[ A^\mu(Q_0^*)\right]^I + [A^\mu(Q_0^*)]^{II}, \]  

(4.25)

where,

\[ [A^\mu(\rho_0)]^I = \sum_{\xi \in H} \left\{ g(1)_{\xi}^{\mu} \left( \frac{1}{\xi} Q_1^{\xi} + Q_2^{\xi} \right) \right\}, \]

\[ [A^\mu(Q_0^*)]^{II} = \sum_{\xi \in H} \left[ \sum_{\eta \in H} g(1)^{\mu}_{\xi} \Gamma_{\xi \eta}^{\xi} - \Gamma(1)^{\mu}_{\xi \eta} \right] Q_1^{\xi} Q_1^\eta. \]  

(4.26)

Again we have chosen natural lattice units \( c = \Delta t = 1 \).

Also from Equation (4.7), the only value of the index \( \xi \) for which \( Q_1^{\xi} \) is non-zero is \( \xi = 2 \equiv u \).
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\[ Q_1^\xi = Q_1^u = u_1. \]  

We now evaluate the components of the advection coefficients for \( \mu = \rho = 1 \).

The components of the Fermi metric,

\[ g(1)_1^1 = g(1)^{11}g_{11} + g(1)^{12}g_{21} \]
\[ = 0, \]

since \( N_0^j(1 - N_0^j)q_j^1q_j^2 \left( \otimes_{k=1}^{k=1} e^j \right) = 0 \) and \( g_{21} = 0 \).

\[ g(1)_2^1 = g(1)^{11}g_{12} + g(1)^{12}g_{22} \]
\[ = N_0^j(1 - N_0^j)q_j^1q_j^2 \left( \otimes_{k=1}^{k=1} e^j \right) \frac{1}{N_0^j(1 - N_0^j)q_j^2q_j^2} \]
\[ = 1. \]

Next, we calculate the components of the Fermi connection defined as

\[ \Gamma^\eta_{\mu\nu} = -\frac{1}{2}g_{\xi\mu}g_{\nu\zeta}N_0^j(1 - N_0^j)(1 - 2N_0^j)q_j^\eta\xi q_j^\zeta. \]

\[ \Gamma^2_{22} = -\frac{1}{2}g_{\xi2}g_{2\zeta}N_0^j(1 - N_0^j)(1 - 2N_0^j)q_j^2q_j^\xi q_j^\zeta \]
\[ = -\frac{1}{2}(g_{22})^2N_0^j(1 - N_0^j)(1 - 2N_0^j)q_j^2q_j^2 \]
\[ = -\frac{1}{2}(g_{22})^2N_0^j(1 - N_0^j)(1 - 2N_0^j)q_j^1 \left( \otimes_{k=3}^{k=3} e^j \right) \]
\[ = 0. \]
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Now moving on to the generalized Fermi connection,

\[ \Gamma^{\alpha}(k)_{\mu\nu} \equiv -\frac{1}{2} g_{\xi\mu} g_{\nu\eta} N^\alpha_0 (1 - N^\alpha_0) (1 - 2N^\alpha_0) q_j^\eta q_j^\eta \left( \bigotimes_{k=1}^3 e^j \right). \]  

(4.32)

\[ \Gamma(1)_{22}^{\frac{1}{2}} = -\frac{1}{2} g_{2\xi} g_{2\eta} N^\alpha_0 (1 - N^\alpha_0) (1 - 2N^\alpha_0) q_j^1 q_j^2 \left( \bigotimes_{k=1}^3 e^j \right) \]
\[ = -\frac{1}{2} (g_{22})^2 N^\alpha_0 (1 - N^\alpha_0) (1 - 2N^\alpha_0) q_j^1 q_j^2 \left( \bigotimes_{k=1}^3 e^j \right) \]
\[ = -\frac{1}{2} (g_{22})^2 N^\alpha_0 (1 - N^\alpha_0) (1 - 2N^\alpha_0) q_j^1 \left( \bigotimes_{k=3}^3 e^j \right) \]
\[ = 0. \] 

(4.33)

Thus,

\[ [A^\alpha(Q_0^\alpha)]^{II} = 0. \] 

(4.34)

Then, all we have left is,

\[ A^\mu(Q_0^\alpha) \equiv [A^\mu(Q_0^\alpha)]^I. \] 

(4.35)

Rewriting Equation (3.55), with only the dominant term, \( O(1/\epsilon) \),

\[ 0 = \nabla \cdot [A^\alpha(Q_0^\alpha)]^I \]
\[ = \nabla \cdot [g(1)_2^\xi Q_1^\xi]. \] 

(4.36)

From (4.28) and (4.29), \( g(1)_1^1 = 0 \) and \( g(1)_2^1 = 1 \).

Also, from Equation (4.27), \( Q_1^\xi = Q_1^\eta = u_1 \). Hence, we get
\[ \nabla \cdot \mathbf{u}_1 = 0. \quad (4.37) \]

This then verifies our original assumption; that if the conserved quantities are ordered as in Equations (4.5) and (4.6), the fluid is incompressible (since for an incompressible fluid, \( \nabla \cdot \mathbf{v} = 0 \), where \( \mathbf{v} \) is flow velocity).

Next we evaluate the advection coefficients for \( \mu = \mathbf{u} = 2 \),

\[ [A^u(Q_0^*)]^H = \sum_{\xi \in H} \sum_{\eta \in H} \left[ \sum_{\xi \in H} g(1)_{\xi}^{\mu} \Gamma_{\xi \eta}^\mu - \Gamma(1)_{\xi \eta}^\mu \right] Q_1^\xi Q_1^\eta. \quad (4.38) \]

The components of the generalized Fermi metric are

\[
\begin{align*}
g(1)^2_2 & = g(1)^{21}g_{12} + g(1)^{22}g_{22} \\
& = 0. \quad (4.39)
\end{align*}
\]

Since \( g(1)^{22} = N_0^j (1 - N_0^j) \left( \otimes_{k=3}^e e^j \right) = 0 \) and \( g_{12} = 0 \),

\[
\begin{align*}
g(1)^2_1 & = g(1)^{22}g_{21} + g(1)^{21}g_{11} \\
& = \left[ f_m(1 - f_m) \sum_{j=1}^4 \left( \otimes_{k=2}^e e^j \right) \right] \frac{1}{g_{11}} \\
& = \left[ f_m(1 - f_m) \left( \frac{4}{D} \right) \right] \frac{1}{4f_m(1 - f_m) + 16f_r(1 - f_r)} \\
& = \frac{4f_m(1 - f_m)}{D \left[ 4f_m(1 - f_m) + 16f_r(1 - f_r) \right]} \frac{1}{1}. \quad (4.40)
\end{align*}
\]

\[
\Gamma_{22}^2 = -\frac{1}{2}g_{22}g_{22}N_0^j(1 - N_0^j)(1 - 2N_0^j)q^1_j q^2_j q^2_j.
\]
\[\Gamma(1)_{22}^2 = -\frac{1}{2} g_{2x} g_{2y} N_0 (1 - N_0)(1 - 2N_0) q_j^2 q_k^2 q_l^2 \left( \otimes_{k=1}^4 \epsilon^j \right)\]
\[= -\frac{1}{2} \left( g_{22} \right)^2 N_0 (1 - N_0)(1 - 2N_0) q_j^2 q_j^2 q_j^2 \left( \otimes_{k=1}^4 \epsilon^j \right)\]
\[= -\frac{1}{2} \frac{1}{\left[4 f_m (1 - f_m) \frac{1}{D} \right]^2} f_m (1 - f_m)(1 - 2f_m) \frac{4}{D} 1\]
\[= -\frac{1}{2} \frac{(1 - 2f_m)}{\left[4 f_m (1 - f_m) \right]} D 1.\]  
\[(4.41)\]

\[\left[A^u(\rho_0)\right]^II = \sum_{\xi,\eta \in H} \left[ g(1)^u_{\xi \eta} T_{\xi \eta}^1 - \Gamma(1)_{\xi \eta}^u \right] Q_1^\xi Q_1^\eta\]
\[= \left[ g(1)^u_{\xi \eta} T_{22}^1 - \Gamma(1)_{22}^u \right] Q_1^2 Q_1^2\]
\[= \left\{ -\frac{1}{2} \frac{(1 - 2f_m)}{\left[4 f_m (1 - f_m) + 16 f_r (1 - f_r) \right]} 1 \right.\]
\[\left. + \frac{1}{2} \frac{(1 - 2f_m)}{\left[4 f_m (1 - f_m) \right]} \frac{D}{(D + 2) \Omega} \right\} : u_1 u_1\]
\[= \left[A^u(\rho_0)\right]^II_a + \left[A^u(\rho_0)\right]^II_b.\]
\[(4.43)\]

\[\left[A^u(\rho_0)\right]^II_a = -\frac{1}{2} \frac{(1 - 2f_m) u_1^2}{\left[4 f_m (1 - f_m) + 16 f_r (1 - f_r) \right]} 1.\]  
\[(4.44)\]
\begin{align*}
[A^u(\rho_0)]^I & = \frac{1}{2} \frac{(1-2f_m)}{[4f_m(1-f_m)](D+2)} \left( \delta_{ij}\delta_{kl} + \delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk} \right) : (u_1)_i(u_1)_j \\
& = \frac{1}{2} \frac{(1-2f_m)}{[4f_m(1-f_m)](D+2)} \left( u_1^2I + (u_1)_k(u_1)_l + (u_1)_l(u_1)_k \right) \\
& = \frac{1}{2} \frac{(1-2f_m)}{[4f_m(1-f_m)](D+2)} (u_1^2I + 2u_1u_1). 
\end{align*}
(4.45)

\begin{align*}
[A^u(\rho_0)]^I & = \sum_{\xi \in H} \left\{ g(1)_{\xi}^u \left( \frac{1}{2} Q_{r}^\xi + Q_{s}^\xi \right) \right\} \\
& = g(1)^2 Q_2^1 \\
& = \frac{4f_m(1-f_m)}{D[4f_m(1-f_m) + 16f_r(1-f_r)]} \rho_2 I. 
\end{align*}
(4.46)

And we have

\[ A^u(\rho_0) \equiv [A^u(\rho_0)]^I + [A^u(\rho_0)]^{II} \]
\[ = P1 + g(f)u_1u_1. \]  
(4.47)

where,

\[ g(f) = \frac{(1-2f_m)}{[4f_m(1-f_m)](D+2)}. \]  
(4.48)

The pressure,

\begin{align*}
P & = \frac{4f_m(1-f_m)}{D[4f_m(1-f_m) + 16f_r(1-f_r)]} \rho_2 - \frac{1}{2} \frac{(1-2f_m)u_1^2}{[4f_m(1-f_m) + 16f_r(1-f_r)]} \\
& + \frac{1}{2} \frac{(1-2f_m)}{[4f_m(1-f_m)](D+2)} u_1^2. 
\end{align*}
(4.49)
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The propagation speed for the 2-D $4m \leftrightarrow 1r$ incompressible fluid model (derived in Appendix A) is then given by

$$c_s = \sqrt{\frac{\partial P}{\partial \rho_2}} = \frac{4f_m(1 - f_m)}{D[4f_m(1 - f_m) + 16f_r(1 - f_r)]}. \quad (4.50)$$

In general, for $k$ rest particles of mass $4m$ each,

$$c_s = \sqrt{\frac{4f_m(1 - f_m)}{D[4f_m(1 - f_m) + (16k)f_r(1 - f_r)]}}. \quad (4.51)$$

This could be easily deduced by writing the $g^{11}$ component of the symmetric rank-two tensor. Inserting this into Equation (4.46) would then give us the general form.

We now wish to evaluate the diffusion coefficients (which in turn will enable a prediction of the viscosity of the 2-D $4m \leftrightarrow 1r$ model) given by Equation (3.53),

$$D_i^j(Q^*) = \left[ \frac{c^2}{\Delta t} \left( \sum_{\nu \in K} \frac{\delta(1)_{\nu}^{\mu} \otimes g(1)^{\nu}_{\xi}}{-\lambda^{\mu}} - \frac{1}{2} g(2)^{\xi}_{\eta} \right) \right]. \quad (4.52)$$

In order to evaluate $D_{ij}^u$, we consider the following:

$$\delta(1)^u_{\nu} = q_j^u e^i q_j^u = \sum_{j=1}^n q_j^u e^i e^j.$$

$$g(1)^u_{\nu} = g(1)^{uu} g_{uu} = \sum_{j=1}^n f_m(1 - f_m) q_j^u e^j e^j \frac{D}{4f_m(1 - f_m)} = \frac{D}{4} \sum_{j=1}^n q_j^u e^j e^j.$$
\[ g(2)^u = g(2)^{uu} g_{uu} \]
\[ = \sum_{j=1}^{n} f_m (1 - f_m) e^i e^j e^i e^j \frac{D}{4 f_m (1 - f_m)} \]
\[ = \frac{D}{4} \frac{4}{D(D+2)} \Omega \]
\[ = \frac{\Omega}{D + 2}. \]

Hence, the diffusivity tensor could be written as

\[ (D_{\text{ui}}^u)^j_k = \frac{c^2}{\Delta t} \left\{ \frac{D}{4} e_i^m e_j^n e_k^p e_l^q \left[ \sum_{\nu \in K} q_{\nu}^m q_{\nu}^p \right] - \frac{\Omega}{2} \right\} - \frac{1}{2 D + 2} \]
\[ = \frac{c^2}{(D + 2) \Delta t} \left\{ \frac{D(D+2)}{4} e_i^m e_j^n e_k^p e_l^q \left[ \sum_{\nu \in K} q_{\nu}^m q_{\nu}^p \right] - \frac{1}{2} \right\}. \quad (4.53) \]

\( D_u^u \) is a fourth-rank object and there is an implicit sum over \( m \) and \( p \). Since we have specified that the fourth-rank tensor constructed from the lattice vectors is isotropic (Equation (4.10)), the diffusivity tensor must be isotropic as well. This implies that it must be of the form:

\[ (D_{\text{ui}}^u)^j_k = \nu \delta_{ij} \delta_{jk} + \alpha \delta_{ij} \delta_{lk} + \beta \delta_{ik} \delta_{lj}. \quad (4.54) \]

Hence to derive the diffusive term on the right-hand side of the hydrodynamic equation,

\[ \nabla_j (D_{\text{ui}}^u)^j_k \nabla_k u_l = \nabla_j \nu \delta_{ij} \delta_{jk} \nabla_k u_l + \nabla_j \alpha \delta_{ij} \delta_{lk} \nabla_k u_l + \nabla_j \beta \delta_{ik} \delta_{lj} \nabla_k u_l \]
\[ = \nu \nabla^2 + \nabla_i \alpha \nabla_i u_l + \nabla_i \beta \nabla_i u_l \]
\[ = \nu \nabla^2 + \nabla_i [(\alpha + \beta) \nabla \cdot u]. \quad (4.55) \]
The second term on the right vanishes thanks to the incompressibility condition \((\nabla \cdot \mathbf{v} = 0)\), and we have the following hydrodynamic equation:

\[
\frac{\partial \mathbf{u}_1}{\partial t} + g(f) \mathbf{u}_1 \cdot \nabla \mathbf{u}_1 = -\nabla P + \nu \nabla^2 \mathbf{u}_1. \tag{4.56}
\]

This is the form of the Navier-Stokes equation except for the factor \(g(f)\). \(\nu\) is the shear viscosity. In order to get a closed expression for \(\nu\), we take the following traces of Equation (4.54):

\[
\begin{align*}
(Du_i^u)_j^i &= \nu \delta_{ij} \delta_{jj} + \alpha \delta_{ij} \delta_{ij} + \beta \delta_{ij} \delta_{ij} \\
         &= \nu D^2 + \beta D + \alpha D.
\end{align*}
\]

Similarly,

\[
\begin{align*}
(Du_i^u)_{ij}^j &= \nu D + \beta D^2 + \alpha D^2 \\
(Du_i^u)_{ij}^i &= \nu D + \beta D + \alpha D^2.
\end{align*}
\]

The above equations may be solved for \(\nu\),

\[
\nu = \frac{(D + 1)(Du_i^u)_j^i - (Du_i^u)_i^i - (Du_i^u)_{ij}^i}{D(D - 1)(D + 2)}. \tag{4.57}
\]

From Equation (4.53),

\[
\begin{align*}
(Du_i^u)_j^i &= \frac{c^2}{(D + 2)\Delta t} \left\{ \frac{D(D + 2)}{4} e_i^m e_j^m e_j^p e_i^p \left[ \sum_{\nu \in K} \frac{q_i^m q_p^\nu}{-\lambda^\nu} \right] - \frac{1}{2} \Omega \right\} \\
      &= \frac{c^2}{(D + 2)\Delta t} \left\{ \frac{D(D + 2)}{4} e_i^m e_j^m e_j^p e_i^p \left[ \sum_{\nu \in K} \frac{q_i^m q_p^\nu}{-\lambda^\nu} \right] - \frac{1}{2} \Omega \right\} \\
      &= \frac{c^2}{(D + 2)\Delta t} \left\{ \frac{D(D + 2)}{4} \left[ \sum_{\nu \in K} \frac{q_i^m (e_i^m \cdot e_i^n)^2 q_p^\nu}{-\lambda^\nu} \right] - \frac{1}{2} \Omega \right\},
\end{align*}
\]

where \(\Omega\) is the angular frequency of the fluid.
where,

\[ \Omega = \delta_{ij}\delta_{kl} + \delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk} \]
\[ = \delta_{ij}\delta_{ji} + \delta_{ij}\delta_{ji} + \delta_{il}\delta_{jj} \]
\[ = 2\delta_{ij} + \delta_{il}\delta_{jj} \]
\[ = D(D + 2). \]

Similarly,

\[
\left( \mathcal{D}^{ui}_{uj} \right)_j = \frac{c^2}{(D + 2)\Delta t} \left\{ \frac{D(D + 2)}{4} \left[ \sum_{\nu \in K} q_{\nu}^{m} (e^{m} \cdot e^{n})^2 q_{n}^{\nu} \right] - \frac{1}{2} \Omega \right\}
\]

and

\[
\left( \mathcal{D}^{ui}_{uj} \right)^i = \frac{c^2}{(D + 2)\Delta t} \left\{ \frac{D(D + 2)}{4} \left[ \sum_{\nu \in K} q_{\nu}^{m} (e^{m} \cdot e^{m})(e^{n} \cdot e^{n}) q_{n}^{\nu} \right] - \frac{1}{2} \Omega \right\}
\]

where,

\[ \Omega = D(D + 2). \]

Inserting the above into Equation (4.57),

\[
\nu = \frac{c^2}{(D + 2)\Delta t} \left( \frac{D}{4(D - 1)} \left[ \sum_{\nu \in K} q_{\nu}^{m} (e^{m} \cdot e^{n})^2 q_{n}^{\nu} \right] - \frac{1}{2} \right)
- \frac{c^2}{(D + 2)\Delta t} \left( \frac{1}{4(D - 1)} \left[ \sum_{\nu \in K} q_{\nu}^{m} q_{n}^{\nu} \right] \right). \]
In order to write the Jacobian of the collision operator at equilibrium for the $4m \leftrightarrow 1r$ model we consider the ensemble-averaged collision operator,

\[
C_E = N_E N_N N_W N_S - N_E N_N N_W N_S - N_E N_N N_W N_S N_R + N_E N_N N_W N_S N_R
\]
\[= C_W \]

\[
C_N = N_E N_N N_W N_S - N_E N_N N_W N_S - N_E N_N N_W N_S N_R + N_E N_N N_W N_S N_R
\]
\[= C_S. \]

\[
C_R = N_E N_N N_W N_S N_R - N_E N_N N_W N_S N_R
\]

The Jacobian matrix of the lowest-order collision operator at equilibrium is defined as

\[
J^i_j \equiv \frac{\partial C^i_0}{\partial N^j} \bigg|_{N = N_0}.
\]

Since our lattice gas obeys semi-detailed balance, the equilibrium particle distributions are given by

\[
N_0^j = f_m, \quad j = N, S, E, W
\]
\[
= f_r, \quad j = R,
\]

where, $f_r$ can be expressed in terms of $f_m$.

Hence,
where,

\[ J^i_j = \begin{pmatrix} -u-v & u-v & -u-v & u-v & w \\ u-v & -u-v & u-v & -u-v & w \\ -u-v & u-v & -u-v & u-v & w \\ u-v & -u-v & u-v & -u-v & w \\ v & v & v & v & -w \end{pmatrix} \]

The eigenvalues and eigenvectors were found using MAPLE,

\[ \lambda^1 = 0 \]
\[ \lambda^2 = 0 \]
\[ \lambda^3 = 0 \]
\[ \lambda^4 = -4u \]
\[ \lambda^5 = -4v - w. \]

We have exactly 3 zero eigenvalues and this means that the rule has exactly 3, and no additional conserved quantities. The left eigenvectors are

\[ q_1 = \begin{pmatrix} +1 & +1 & 0 & 0 & +2 \end{pmatrix} \]
$q_2 = \begin{pmatrix} -1 & 0 & +1 & 0 & 0 \end{pmatrix}

$q_3 = \begin{pmatrix} +1 & 0 & 0 & +1 & +2 \end{pmatrix}$

$q_4 = \begin{pmatrix} -1 & +1 & -1 & +1 & 0 \end{pmatrix}$

$q_5 = \begin{pmatrix} -\frac{v}{w} & -\frac{v}{w} & -\frac{v}{w} & -\frac{v}{w} & +1 \end{pmatrix}$.

The right eigenvectors are

$q^1 = \begin{pmatrix} -1 \\ 0 \\ +1 \\ 0 \\ 0 \end{pmatrix}

q^2 = \begin{pmatrix} +1 \\ 0 \\ 0 \\ +\frac{2v}{w} \end{pmatrix}

q^3 = \begin{pmatrix} +1 \\ 0 \\ 0 \\ +\frac{2v}{w} \end{pmatrix}$

$q^4 = \begin{pmatrix} -1 \\ +1 \\ -1 \\ +1 \\ 0 \end{pmatrix}

q^5 = \begin{pmatrix} -1 \\ -1 \\ -1 \\ +1 \end{pmatrix}$.

In two dimensions ($D = 2$), with four moving particles per site ($n = 4$), the lattice vectors are given by
\[ \mathbf{e}^j = \cos\left(\frac{2\pi j}{4}\right)\hat{x} + \sin\left(\frac{2\pi j}{4}\right)\hat{y}, \quad j = 1\ldots4 \]
\[ = 0, \quad j = 5. \]

In the case of the HPP, the 4th rank tensor in Equation (4.10) constructed from the lattice vectors is anisotropic [23]. Hence the viscosity does not obey Equation (4.57). This equation is valid only in the situation in which the tensor is isotropic up to 4th rank. The tensors in the HPP case are isotropic up to third rank and hence we can use the analysis to determine the Fermi-Dirac equilibrium and the advection coefficients (from which we can determine the propagation speed of sound waves). However, in order that we might demonstrate the application of the above general formulae, the viscosity can be calculated as follows:

\[
(e^j \cdot e^k)^2 = \cos^2 \left(\frac{2\pi (j-k)}{4}\right) = \begin{pmatrix}
+1 & 0 & +1 & 0 & 0 \\
0 & +1 & 0 & +1 & 0 \\
+1 & 0 & +1 & 0 & 0 \\
0 & +1 & 0 & +1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}^{jk}
\]

Now plugging the above values into the expression for the viscosity (Equation (4.58)), we obtain

\[
\nu = \frac{c^2}{4\Delta t} \left[ \frac{1}{4w} + \frac{1}{2(4v + w)} + \frac{1}{u} - \frac{1}{2} \right].
\]

(4.59)

4.2 Summary of Results

We shall now summarize some of the results derived using the analysis described in Chapters 3 and 4. In the case of the HPP lattice gas automaton, the propagation
speed of sound waves is a constant value of $\frac{1}{\sqrt{2}}$ and is independent of the background density of moving particles. In the $4m \leftrightarrow 1r$ lattice gas with $k$ rest particles, the equilibrium concentrations of moving ($f_m$) and rest particles ($f_r$) are related in the following manner:

$$f_r = \frac{f_m^4}{f_m^4 + (1 - f_m)^4}.$$  

The propagation speed, $c_s$, of sound waves in this lattice gas with $k$ rest particles of mass $4m$ is given by the following relationship:

$$c_s = \sqrt{\frac{4f_m(1 - f_m)}{D[4f_m(1 - f_m) + (16k)f_r(1 - f_r)]}}.$$  

In the $2m \leftrightarrow 1r$ lattice gas with $k$ rest particles the Fermi-Dirac equilibrium requires that moving and rest particle concentrations, $f_m$ and $f_r$, are related in the following manner:

$$f_r = \frac{f_m^2}{f_m^2 + (1 - f_m^2)}.$$  

The propagation speed $c_s$ in the situation where we have $k$ rest particles could once again be deduced from the mass conservation equation for this model and the $g^{11}$ component of the symmetric rank-two tensor (Equation (4.13)) and is as follows:

$$c_s = \sqrt{\frac{4f_m(1 - f_m)}{D[4f_m(1 - f_m) + (4k)f_r(1 - f_r)]}}.$$  

It can be seen that the value for $c_s$ in both the equations reduces to the HPP case when $f_r = 0$, as expected.
Chapter 5

LGA Experiments for Homogeneous Systems

In this chapter we compare results for experiments conducted on CAM-8 with theoretical results derived in Chapter 4. Results for the Fermi-Dirac equilibria were presented in Chapter 2. We shall now measure the propagation speed of sound waves in homogeneous systems using the HPP, $4m \leftrightarrow 1r$, $2m \leftrightarrow 1r$ and the FHP - $6m \leftrightarrow 1r$ models for different stack lengths. As well, we describe a lattice gas mixture using the $4m \leftrightarrow 1r$ rule which has sites in the lattice with different stack lengths (also known as a lattice gas mixture).

5.1 Measurements for Propagation Speed

The lattice is two dimensional as shown in Figure 5.1, and has dimensions $N_x \Delta x \times N_y \Delta y$, where $\Delta x = \Delta y = \Delta$ is one lattice unit. $N_x$ and $N_y$ are the number of cells in the x and y directions, respectively. The lattice is initialized with a certain background density, $\rho_0$. If the density of moving particles per direction in the lattice
is \( f_m \), then the density of rest particles per site in the lattice is given by Equations (2.37) and (2.41) for rest particles of mass 4m and 2m, respectively. A gaussian-pulsed, x-directed, plane wave is propagated through the lattice. This is done by superimposing particles in the lattice according to the following equation:

\[
\rho_p = \rho_m \exp \left( \frac{(x - x_0)^2}{\tau^2} \right).
\]

The gaussian is thus centred, i.e., has its maximum value \( \rho_m \) at \( x_0 \). A square sampling window counts the number of particles within it at each time step and hence we can monitor the perturbation as it propagates across the lattice. Please see Appendix B for details on the calculation of propagation speed.

![Figure 5.1: The two dimensional lattice.](image)

### 5.1.1 The HPP Model

In this section we use the HPP lattice gas rule with no rest particles. The rectangular lattice was initialized with a uniform density of particles. A plane wave was excited
CHAPTER 5. LGA EXPERIMENTS FOR HOMOGENEOUS SYSTEMS

For homogeneous systems, the background density propagation speed was studied.

<table>
<thead>
<tr>
<th>background density</th>
<th>propagation speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.71986</td>
</tr>
<tr>
<td>0.35</td>
<td>0.70963</td>
</tr>
<tr>
<td>0.55</td>
<td>0.69306</td>
</tr>
</tbody>
</table>

Table 5.1: Propagation speeds in the HPP model

by superimposing a gaussian distribution (centred at $x_0 = 100\Delta$) of particles on top of the existing background. The lattice size in this series of experiments was 2048 x 256. The maximum size of the initial perturbation, $\rho_m$ (peak of the gaussian), was at 20% above the background. The pulse width of the gaussian was $\tau = 50\Delta x$. The square sampling window (size 49 x 49) centred at $x = 575$, $y = 150$, was used to determine the macroscopic quantity $\rho = \rho_0 + \rho_p$. Using Equation (4.50) with $f_r = 0$, $D = 2$, we expect the wave to propagate with a speed of $c_s = \frac{1}{\sqrt{2}}$, irrespective of the background density of particles. The lattice had wrap-around boundaries (please see Appendix B). That is, all particles that exit from the left end of the lattice re-enter from the right and vice-versa.

Numerical experiments with varying background densities (0.15, 0.35, 0.55), yield time-domain waveforms shown in Figure 5.2(a) and experimental results obtained using the method outlined in Appendix B to calculate propagation speed, are summarized in Table 5.1.

From the above table it could be seen that $c_s$ decreases with an increase in background density. This could be because of viscosity (a function of particle density) which causes dispersion due to the higher frequency components in the wave being attenuated more than the lower frequency components.
5.1.2 The 4m ↔ 1r Model

In this experiment, the moving and rest particles in the lattice were initialized using Equation (2.37). The lattice size in this series of experiments was 2048 x 256. The square sampling window (size 49 x 49) was centred at x = 575, y = 150. The maximum size of the initial perturbation, \( \rho_m \) (peak of the gaussian), was at 20% above the background. Varying the background density, the propagation speed was measured. The theoretical speed is

\[
  c_s = \sqrt{\frac{4f_m(1 - f_m)}{2[4f_m(1 - f_m) + 16f_r(1 - f_r)]}}. \tag{5.1}
\]

The time domain waveforms are shown in Figure 5.2(b), and the propagation speed versus density per cell of moving particles is plotted in Figure 5.3(a).

For the stack of length two, explained in section 2.11 (Figure 2.17), Figure 5.3(b) shows the experimental and theoretical values of propagation speed versus density per cell of moving particles. The theoretical values of propagation speed are given by the formula (\( k = 2 \) in Equation (4.51)),

\[
  c_s = \sqrt{\frac{4f_m(1 - f_m)}{2[4f_m(1 - f_m) + 32f_r(1 - f_r)]}}. \tag{5.2}
\]

\( f_m \) and \( f_r \) are related as in Equation (2.37).

5.1.3 The 2m ↔ 1r Model

This model which was described in sections 2.8.2 (stack length = 1) and 2.11 (stack length = 2 and 3). The rules are given in Figures (2.5), (2.16) and (2.20)(a) for stack
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Figure 5.2: Time domain waveforms

(a) HPP

(b) $4m \leftrightarrow 1r$
Figure 5.3: Propagation speeds for the $4m \leftrightarrow 1r$ model
lengths of one, two and three, respectively. A rectangular lattice of dimensions 4096 x 256 was used in the following experiments. The pulsewidth of the gaussian was $\tau = 100$ lattice units and it was centred at $x_0 = 200 \Delta$. The maximum size of the initial perturbation, $\rho_m$, was at 20% above the background. The square sampling window (99 x 99) was centred at $x = 1150, y = 150$. The propagation speed is given by the following equation:

$$c_s = \sqrt{\frac{4f_m(1 - f_m)}{2[4f_m(1 - f_m) + 4kf_r(1 - f_r)]}}.$$  

(5.3)

$k$ is the maximum stack length. Results for $k = 1, 2$ and 3 are shown in Figure 5.4 (a), (b) and (c), respectively.

5.1.4 The FHP 6m $\leftrightarrow$ 1r Model

This automaton uses a triangular lattice with hexagonal symmetry as explained earlier in section 1.2.2. A maximum of seven particles can exist at a site (6 moving + 1 rest) with velocities:

$$e^j = \hat{x} \cos \frac{2\pi}{6}(j - 1) + \hat{y} \sin \frac{2\pi}{6}(j - 1), \quad j = 1, 2, 3, 4, 5, 6.$$  

$$e^j = 0, \quad j = 7.$$  

(5.4)

Collision details for this model are shown in Figure 5.6(a).

From Figure 5.5 it could be seen that the inter-cell spacing in the y and x directions, $\Delta y$ and $\Delta x$ respectively, differ and

$$\frac{\Delta y}{\Delta x} = \frac{\sqrt{3}}{2}.$$
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Figure 5.4: Propagation speeds for the $2m \leftrightarrow 1r$ model

(a) $k = 1$

(b) $k = 2$

(c) $k = 3$
Figure 5.5: The hexagonal lattice.
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Figure 5.6: The FHP $6m \leftrightarrow 1r$ model.
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The speed of sound for this model is

\[
c_s = \sqrt{\frac{6f_m(1 - f_m)}{2[6f_m(1 - f_m) + 36f_r(1 - f_r)]}}. \tag{5.5}
\]

\(f_r\) and \(f_m\) are the densities of the rest and moving particles respectively and are related to each other in the following manner:

\[
f_r = \frac{f_m^6}{f_m^6 + (1 - f_m)^6}. \tag{5.6}
\]

The above formulae could be deduced from the mass conservation equation for the \(6m \leftrightarrow 1r\) model and the \(g^{11}\) component of the symmetric rank-two tensor, Equation (4.13). A rectangular lattice of dimensions 4096 x 256 was used in the following experiments. The pulsewidth of the gaussian was \(\tau = 100\) lattice units and it was centred at \(x_0 = 200\ \Delta\). The maximum size of the initial perturbation, \(\rho_m\), was at 20% above the background. The square sampling window (99 x 99) was centred at \(x = 1150, y = 150\). The solid curve in Figure 5.6(b) shows the theoretical propagation speed, \(c_s\), as a function of the density per cell of moving particles. The experimental values are plotted as well.

### 5.2 Lattice Gas Mixtures

In the previous experiments, lattice rules were considered where the entire lattice consisted of sites which allowed for stack lengths of zero, one, two or three. We shall define a lattice gas mixture as one in which sites with non-uniform stack lengths of rest particles are uniformly distributed at random within the lattice. For instance a lattice might have sites at which no rest particles are created as well as those at which
a maximum of one rest particle is allowed. The properties of such a mixture would depend on the relative proportions of these two different types of sites in the lattice. In a $4m \leftrightarrow 1r$ (s=1) and HPP lattice gas ($4m \leftrightarrow 1r$ (s=0)) mixture one might expect a propagation speed governed by the following equation:

$$c_s = \sqrt[4]{\frac{4f_m (1 - f_m)}{2 [4f_m (1 - f_m) + 16p_f (1 - f_r)]}}. \quad (5.7)$$

$p$ is the ratio of sites in the lattice at which a rest particle may be created. In the situation where all sites within the lattice are allowed to hold one rest particle, $p = 1$. Although a rigorous theoretical proof is not developed for this formula, this could be deduced from the $g^{11}$ component of the isotropic rank-two tensor (Equation (4.13)).

Using mixtures then, it would be possible to achieve any propagation speed between 0.707 (HPP, $p = 0$) and 0.316 (minimum in $4m \leftrightarrow 1r$, with $p = 1$ and $f_m = 0.50$). The lattice size in this series of experiments was 2048 x 256. The square sampling window (size 49 x 49) was centred at $x = 575$, $y = 150$. The maximum size of the initial perturbation, $\rho_m$ (peak of the gaussian), was at 20% above the background. The pulse width of the gaussian was $\tau = 50\Delta x$. The square sampling window (size 49 x 49) was centred at $x = 575$, $y = 150$. With the moving particle density, $f_m$, fixed at 0.50, the results for $c_s$ in the $4m \leftrightarrow 1r$ (s=1) and HPP lattice gas mixture are shown in Figure 5.7(a).

The propagation speed for a $4m \leftrightarrow 1r$ (s=2) and HPP lattice gas mixture could be deduced in a similar manner and would be

$$c_s = \sqrt[4]{\frac{4f_m (1 - f_m)}{2 [4f_m (1 - f_m) + 32p_f (1 - f_r)]}}. \quad (5.8)$$
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Figure 5.7: Propagation speeds for the $4m \leftrightarrow 1\tau$ lattice gas mixture as a function of the density of sites in the lattice which can hold rest particles.

(a) $stack = 1$

(b) $stack = 2$
Results from such a simulation (using the same lattice dimensions, pulse width and window size as in the previous experiment) with the moving particle density, $f_m$, fixed at 0.50, are shown in Figure 5.7(b).

If we were now to create a lattice gas mixture with sites having stack lengths of zero, one and two, we might expect the propagation speed within this mixture to be

$$c_s = \sqrt{\frac{4f_m(1 - f_m)}{2[4f_m(1 - f_m) + 16p_1 f_r(1 - f_r) + 32p_2 f_r(1 - f_r)]}}.$$  

(5.9)

$p_1$ and $p_2$ are the ratios of sites having stack lengths of one and two, respectively. Furthermore, $p_1 + p_2 \leq 1$. If $p_1 = 0.35$ and $p_2 = 0.25$, the theoretical value of $c_s$ is 0.3371. The experimentally determined value is found to be 0.3336.

5.3 Viscosity

The viscosity of the $4m \leftrightarrow 1r$ ($s=1$) lattice gas model derived in Chapter 4 was found to be

$$\nu = \frac{c^2}{4\Delta t} \left[ \frac{1}{4w} + \frac{1}{2(4v + w)} + \frac{1}{u} - \frac{1}{2} \right].$$

where,

$$u = f_m^2(1 - f_m) + (1 - f_m)^2 f_m$$

$$v = f_m^3(1 - f_r) + (1 - f_m)^3 f_r$$

$$w = f_m^4 + (1 - f_m)^4.$$
$f_m$ and $f_r$ are the densities of the moving and rest particles, respectively. It should be noted that this result was derived under the assumption that for this model the tensors constructed from the lattice vectors are isotropic up to 4th rank. This is an incorrect assumption for any HPP based model. However, we shall plot the viscosity as a function of the density per cell of moving particles in Figure 5.8.

![Figure 5.8: Viscosity as a function of moving particle density.](image)
Chapter 6

LGA Experiments for
Heterogeneous Systems

In this chapter we conduct lattice gas experiments with lattices which are divided into regions. These regions differ in the maximum number of rest particles which the sites within them can hold. The first step would be to determine whether such regions can exist in some sort of particle equilibrium which prevents the initial conditions (particle concentrations) from changing with time.

6.1 Boundaries Between Different Media

A two dimensional lattice could be divided into two regions as shown in Figure 6.1. One region (Region II) contains sites which allow for upto one rest particle and the other (Region I) has sites which allow no rest particles at any site.

The lattice is initialized with moving and rest particles such that the moving particle density, $f_m$, is the same in both parts. This is done so that the two regions are in (moving particle) equilibriium. Then Region II is initialized with a rest particle
Figure 6.1: The two-dimensional lattice with two regions.

density, \( f_r \), according to Equation (6.1). This is done in order that there be an equilibrium between moving and rest particles in Region II. Thus, the entire lattice will be in equilibrium and moving and rest particle densities should not change with time.

\[
f_r = \frac{f_m^4}{f_m^4 + (1 - f_m)^4}, \tag{6.1}
\]

We are interested in determining whether there would be any kind of deviation from the initial equilibrium conditions (caused by particle flow across the boundary). The following experiment was carried out: The two-dimensional lattice had dimensions \( N_x \Delta x \times N_y \Delta y \), where \( \Delta x = \Delta y = \Delta \) is one lattice unit. \( N_x = 2048 \) and \( N_y = 512 \) were the number of cells in the x and y directions, respectively. The number of moving and rest particles within both regions is shown in Figure 6.2. In this case, \( f_m = 0.35 \) within both regions and \( f_r = 0.07755 \) in Region II. As expected, Region I has no rest particles and the total number of rest and moving particles within the two regions doesn’t fluctuate significantly with time.

The test was repeated with Region I sites which could hold a maximum of one rest particle and Region II sites which allowed for up to two rest particles at a site.
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6.2 Numerical Experiments

In the last section we determined the necessary criteria for two regions to exist in equilibrium and the propagation speed within each of these two media. The next step would be to test the propagation of a small perturbation in a lattice, across a boundary. The magnitudes of the reflected and transmitted wave are then functions of the propagation speed within the two media. The modelling of two dimensional TM or TE electromagnetic phenomena [24] could be described by the linear scalar wave equation,

\[ \nabla^2 \phi = \frac{1}{c^2} \frac{\partial^2 \phi}{\partial t^2}, \]
with the application of appropriate boundary conditions and sources. For problems independent of the $z$-direction, $\phi = E_z$ or $H_z$ for the TM or TE cases, respectively. Using the analogy between acoustics and electromagnetic fields [25], for TM problems, the macroscopic excess pressure, $p$, (please see Appendix A) can be equated to the electric field $E_z$, and the $x$ and $y$ components of the flow velocity, $\mathbf{u} = (u_x, u_y)$, can be equated to the magnetic field components, $H_y$ and $H_x$, respectively.

### 6.2.1 Wave Propagation Across an Interface Using the $4m \leftrightarrow 1r$ ($s = 1$) Lattice Gas

In this section we shall investigate wave propagation through a lattice which has two regions of different permittivities. These regions are modelled by allowing for $4m \leftrightarrow 1r$ ($s=1$) collisions in one and HPP (no rest) collisions in the other.

The simulation space was a two dimensional lattice as shown in Figure 6.4 with
$x$ and $y$ dimensions of 4096 and 2048 lattice units, respectively. A gaussian-pulsed plane wave of width 100 $\Delta$ was centred at 1200 $\Delta x$. The lattice was equally divided into two regions. As mentioned earlier, Region I did not allow for the creation of rest particles (HPP, no rest) at any site while each site within Region II could hold up to a maximum of one rest particle ($4m \leftrightarrow 1r$ ($s=1$)). The lattice used in this experiment had reflecting boundaries as shown in Figure 6.5. For example, an East moving particle incident at the right boundary turned into a West moving particle and was thus reflected back.

Figure 6.4: The two dimensional lattice with two regions.

Figure 6.5: Reflecting lattice boundaries.
A square sampling window of dimensions 99 $\Delta x \times 99 \Delta y$, was centred at 1700 $\Delta x$, 1024 $\Delta y$. Moving particles within both regions were initialized with a probability of 0.40 ($= f_m$). In accordance with Equation (2.37), rest particles within Region II were then initialized with a probability of 0.1649 ($= f_r$). The propagation speed $c_s$ could be calculated using Equation (4.50).

$$c_s = \sqrt{\frac{4f_m(1-f_m)}{2[4f_m(1-f_m) + 16f_r(1-f_r)]}}.$$  \hspace{1cm} (6.2)

In this experiment, $c_s = 0.3895$. The propagation speed in Region I is $\frac{1}{\sqrt{2}}$. Assuming a relative dielectric constant $\varepsilon_I = 1$ for Region I, the dielectric constant $\varepsilon_{II}$ for Region II is

$$\varepsilon_{II} = \frac{1}{2c_s^2} = 3.2957.$$  

Particles were counted within the sampling window for 3000 time steps and the results are shown in Figure 6.6(a).

A Fourier transform was applied to the time domain waveform of Figure 6.6(a) to obtain the frequency response shown in Figure 6.6(b). The results are compared with those obtained using the Transmission Line Matrix method [26]. The TLM method is a general numerical technique that can be applied to obtain an approximate solution to the time-dependent form of Maxwell's equations. The method belongs to the same class of numerical techniques that include the various Time-Domain Finite-Difference [27], Finite-Volume [28], and Finite-Element [29] methods. An overview of the TLM method can be found in [30], and the application of the method to a variety of electromagnetic radiation and scattering problems is provided in [31]. The
Figure 6.6: The two region interface: HPP and 4m ↔ 1r (s=1), $f_m = 0.40$. 

(a) Time Domain

(b) Frequency Response
standard interpretation of the algorithm is that it follows the interaction of idealized voltage pulses propagating on a transmission line grid. Although this representation is quite different from the standard finite-difference or finite-element methods, the TLM method still requires all the same quantities to analyze a given problem. Appropriate boundary conditions and initial conditions are required to compute a solution.

In order to compare the TLM and LGA methods, results are normalized to their maximum values. In the TLM program, the two dimensional lattice had dimensions 400 x 200 while in our LGA experiments, the lattice had dimensions 4096 x 2048. In order to make a comparison, the LGA inter-nodal spacing ($\Delta x = \Delta y = \Delta$) was taken to be 0.0005m, while the in TLM lattice $\Delta$ was 0.005m. Hence the LGA lattice was about 100 times bigger in area than the TLM lattice. The propagation speed, $c_s$, in the LGA experiments for the HPP (no rest) model was normalized to the speed of light in vacuum, $3 \times 10^8$ m/s.

In the previous experiment, during the lattice initialization process, a random number generator was used to initialize the lattice sites with particles. For example, in Region I, if the random number generated was less than 0.40, the North direction of a site was initialized to 1. In a similar manner, the East, West and South directions of each site in the lattice were initialized. It could be then said that the density of moving particles in the lattice was $f_m = 0.40$. The simulation program utilized an initial seed and each successive random number was the seed for the next. In an attempt to create a more random experiment, the simulation was executed a number of times using different seeds. One would then expect that an ensemble of simulations would give a better representation of the time-domain waveform. As shown in Figure 6.7(a), the time domain waveform becomes less noisy as the number of simulations in the ensemble increases from 10 to 100. The frequency response as shown in Figure 6.7(b), however, does not change by very much.
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Figure 6.7: Ensemble averaging for the two region interface: HPP and 4m ↔ 1r (s=1), \( f_m = 0.40 \).
From transmission line theory, we would expect the magnitude of the reflection coefficient, $\Gamma$, to be

$$\Gamma = \frac{Z_{II} - Z_I}{Z_{II} + Z_I}$$

$$= \frac{\frac{1}{\sqrt{\varepsilon_{II}}} - \frac{1}{\sqrt{\varepsilon_I}}}{\frac{1}{\sqrt{\varepsilon_{II}}} + \frac{1}{\sqrt{\varepsilon_I}}}$$

$$= \frac{\frac{1}{\sqrt{3.2987}} - 1}{\frac{1}{\sqrt{3.2987}} + 1}$$

$$= -0.2896.$$

Using the peak values of the incident and reflected wave, $E_z^{inc}$ and $E_z^{ref}$, respectively, the experimental value of the reflection coefficient is $\Gamma = E_z^{ref}/E_z^{inc} = -0.3258$.

The moving particles were then initialized with a density of $f_m = 0.50$ in both regions. The propagation speed, $c_s$, in Region II is 0.316228 and the resulting relative permittivity is 5.00. The time domain waveform, which results from counting the particles within a sampling window of dimensions 99 x 99, centred at 1700$\Delta x$, 1024$\Delta y$, is shown in Figure 6.8(a). From transmission line theory, we would expect the reflection coefficient, $\Gamma = -0.3820$. The experimental results yield a value of $\Gamma = -0.3628$.

For the same problem with $f_m = 0.50$, the square sampling window was then centred at 2060$\Delta x$, 1024$\Delta y$ and particles counted for 4000 time steps in order to measure the transmitted wave. The resulting time-domain waveform is shown in Figure 6.9. According to theory, the transmission coefficient ($T$) is given by

$$T = 1 + \Gamma$$

$$= 0.61803.$$
Figure 6.8: The two region interface: HPP and 4m ↔ 1r (s=1), \( f_m = 0.50 \).
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Using the peak incident value from Figure 6.8(a) and the peak transmitted value from Figure 6.9, the value calculated from experiment is $\Gamma = 0.5081$.

Figure 6.9: Time domain waveform (in the dielectric region) for $4m \leftrightarrow 1r$ ($s=1$), $f_m = 0.50$.

The frequency response of the reflected wave was also compared with results obtained using the TLM method and is shown in Figure 6.8(b).

6.2.2 Wave Propagation Across an Interface Using the $4m \leftrightarrow 1r$ ($s = 2$) Lattice Gas

In this section, we perform experiments similar to those in the previous section with the exception that Region II contains sites, all of which can hold up to a maximum of...
two rest particles. Sites within Region I do not hold rest particles. The simulation space was a two dimensional lattice with x and y dimensions of 4096 and 2048 lattice units, respectively. A gaussian-pulsed plane wave of width 100 $\Delta x$ was centred at 1200 $\Delta x$. The maximum size of the perturbation was 20% above the background density. The lattice was equally divided into two regions. Region I did not allow for the creation of rest particles at any site while each site within Region II held up to a maximum of two rest particles (of mass $4m$ each). In other words, the maximum stack length in Region II was two. The lattice again had reflecting boundaries. The square sampling window was centred at 1700 $\Delta x$, 1024 $\Delta y$ and was of dimensions 99 $\Delta x$ x 99 $\Delta y$. Moving particles within both regions were initialized with a probability of $f_m = 0.35$. Rest particles within Region II were initialized with a probability of $f_r = 0.0775$, in accordance with Equation (2.37). The propagation speed $c_s$ could be calculated using Equation (4.51) with $k = 2$,

$$c_s = \sqrt{\frac{4f_m(1-f_m)}{2[4f_m(1-f_m) + 32f_r(1-f_r)]}}.$$ 

In this experiment, $c_s = 0.3771$. Assuming the propagation speed in Region I is $\frac{1}{\sqrt{2}}$, the dielectric constant $\epsilon_{II}$ for Region II could be then calculated as,

$$\epsilon_{II} = \frac{1}{2c_s^2} = 3.5155.$$ 

The resulting time domain waveform for 3000 time steps is shown in Figure 6.10.

Comparing the theoretical and experimental reflection coefficients, $\Gamma_{theory} = -0.30434$ and $\Gamma_{exp} = -0.36701$. 
Figure 6.10: Time domain waveform for the two region test; $4m \leftrightarrow 1r \ (s=2), \ f_m = 0.35$.

We applied the Fourier transform to the time domain waveform to obtain the frequency response shown in Figure 6.11. The results are again compared with those obtained using the Transmission Line Matrix method.

In another experiment with two regions, the background moving particle density in each was chosen to be $f_m = 0.50$. The corresponding rest particle density in Region II is $f_r = 0.50$. The propagation speed is $c_s = 0.2357$ and relative permittivity is $\epsilon_{II} = 9.00$ in Region II. The dimensions of the lattice, window position, window size, location of the source and pulse width of the gaussian are the same as in the previous experiment.

Comparing the theoretical and experimental reflection coefficients, $\Gamma_{theory} = -0.50$ and $\Gamma_{exp} = -0.45556$.

The Fourier transformed results are shown in Figure 6.12 and compared with those obtained using the TLM method.
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1.1

Figure 6.11: Frequency response for the reflected wave in Region I; \( 4m \leftrightarrow 1r \) \((s=2)\), \( f_m = 0.35 \).

Figure 6.12: Frequency response for the reflected wave in Region I; \( 4m \leftrightarrow 1r \) \((s=2)\), \( f_m = 0.50 \).
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6.2.3 Wave Propagation Across an Interface Using the $4m \leftrightarrow 1r$ Lattice Gas Mixture

In the previous experiments, Region II consisted of sites, all of which allowed for 1 rest particle. In this experiment, Region II has a mixture of sites which allow for either 0 or 1 rest particle. In other words, Region II is a lattice gas mixture. The propagation speed in this region was previously given by Equation (5.7) as

$$c_s = \frac{4f_m(1 - f_m)}{\sqrt{2[4f_m(1 - f_m) + 16pf_r(1 - f_r)]}}.$$  \hspace{1cm} (6.3)

For $p = 0.40$, $f_m = 0.50$ and $f_r = 0.50$, $c_s = 0.4385$. The relative permittivity of Region II was 2.60. Region I had a relative permittivity of 1. The lattice had dimensions 4096 x 2048 and the source and observation point locations were the same as in the previous experiments. The problem was modelled using the TLM method with a simulation space of dimensions 400 x 200. The Fourier transform was applied to the time domain waveforms from each experiment and results are shown in Figure 6.13.

Comparing the theoretical and experimental reflection coefficients from time domain results, $\Gamma_{theory} = -0.2344$ and $\Gamma_{exp} = -0.1778$.

In another experiment, the Region II mixture consisted of a mixture of zero and two rest particle sites. This time we used $p = 0.35$ with $f_m = 0.50$ and $f_r = 0.50$ in Region II. Using these values to calculate $c_s$ from Equation (5.8),

$$c_s = \sqrt{\frac{4f_m(1 - f_m)}{2[4f_m(1 - f_m) + 32pf_r(1 - f_r)]}},$$  \hspace{1cm} (6.4)

we get $c_s = 0.3627$. The relative permittivity of Region II is subsequently 3.80. The dimensions of the lattice, window position, window size, location of the source and
Figure 6.13: Frequency response for the two region experiment; $4m \leftrightarrow 1r$ ($s=1$) and HPP (no rest) rest mixture.

pulse width of the gaussian were the same as in the previous experiment. The problem was also modelled using the TLM method with a simulation space of dimensions $400 \times 200$. The Fourier transform was applied to the time domain waveforms from both simulations and the results are shown in Figure 6.14.

Comparing the theoretical and experimental reflection coefficients, $\Gamma_{theory} = -0.3219$ and $\Gamma_{exp} = -0.2830$.

6.2.4 Modelling a Dielectric Strip Using the $4m \leftrightarrow 1r$ Model.

In this section we model a dielectric strip using the $4m \leftrightarrow 1r$ ($s=1$) lattice gas. The region surrounding the strip was modelled using the HPP (no rest) model. In this experiment, the lattice as shown in Figure 6.15, had dimensions $4096 \times 2048$. The dielectric strip of $100\Delta$ thickness ($\epsilon_{strip} = 3.2957$) was placed at $2000 < x < 2100$. This was accomplished by using the one rest particle model in the strip region with
Figure 6.14: Frequency response for the two region experiment; \( 4m \leftrightarrow 1r \) \((s=2)\) and HPP (no rest) rest mixture.

\[ f_m = 0.40 \text{ and } f_r = 0.1649. \] The moving particle density in the surrounding region was \( f_m = 0.40. \) A gaussian-pulsed plane wave source was located at \( 1200 \Delta x. \) Its maximum amplitude was 20% above the background density and the pulsewidth \( \tau = 100\Delta. \) A square sampling window was located at \( 1700 \Delta x, 1024 \Delta y. \)

The resulting time domain waveform is shown in Figure 6.16. This waveform is the result of an ensemble average of 100 simulation results using different initial conditions everytime.

The theoretical value of the reflection coefficient is \( \Gamma_{theory} = -0.2896. \) From the experiment however, \( \Gamma_{exp} = -0.3169. \) In Figure 6.17, results from a TLM simulation using a lattice of size 400 x 200 (all other variables such as pulse width, source location, etc. are scaled accordingly) are compared with the lattice gas results obtained by ensemble-averaging 1, 10 and 100 simulations.
Figure 6.15: The two dimensional lattice with dielectric strip; $\varepsilon_{\text{strip}} = 3.2957$.

Figure 6.16: Time domain waveform for dielectric strip.
6.2.5 The Two-Layered Dielectric Cylinder

In this section we create an inhomogeneous dielectric cylinder, made up of two concentric layers as shown in Figure 6.19. The size of the lattice was 4096 x 2048. The gaussian plane wave was generated as before by superimposing additional particles on the lattice with a 20% fill at the maximum of the distribution. The cylinder was centred at \( x = 2000\Delta, y = 1024\Delta \). The inner radius was \( 80\Delta \) with a relative permittivity of 3.31, the outer radius being \( 100\Delta \) with a relative permittivity of 1.96. This was implemented by allowing a maximum of 1 rest particle in the outer region and up to 3 rest particles in the inner region. The rules for this lattice gas are shown in Figure 6.18. The inter-nodal spacing in the lattice was defined to be 0.001m. The system was evolved for 3000 iterations and observations were made at a 40\( \Delta \) x 40\( \Delta \) square window, centred at \( x = 1700\Delta, y = 1024\Delta \). The Fourier transform was applied to the time domain waveform and compared with results from a TLM simulation of the same problem with lattice dimensions 400 x 200. The results are
shown in Figure 6.20.

\[ \begin{align*} 
\text{Figure 6.18: Collision rules for the creation of rest particles.} 
\end{align*} \]

It should be noted that the rule in this experiment violates semi-detailed balance following the arguments presented in section 2.11. Hence, the analysis presented in Chapter 4 does not apply to this model. The relative permittivities for the two regions were calculated using a rectangular lattice, propagating a plane wave across it and then calculating the propagation speed, \( c_s \), using the method described in Appendix B (observing the peaks of the gaussian plane wave).
Figure 6.19: Two dimensional lattice with dielectric cylinder.

Figure 6.20: Two dimensional lattice with dielectric cylinder: results.
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Conclusions

In this thesis, we have demonstrated the validity of the lattice gas automata approach for simulating the scalar wave equation in two dimensions in the presence of inhomogeneous media. Experiments to investigate electromagnetic plane wave interaction with dielectric media have been performed and yield reasonable results. For the HPP and FHP lattice gas models (with and without rest particles), theoretical as well as experimental Boltzmann equilibria are in good agreement with each other. The Fermi-Dirac distribution enables a prediction of the ratio of moving to rest particles in a lattice gas simulation, provided the semi-detailed balance condition is obeyed.

7.1 CA Versus Conventional Numerical Techniques

The differences between cellular automata methods and conventional numerical techniques are numerous and at times quite difficult to quantify. The cellular automata approach to modelling physical systems is a departure from the traditional differential equation based methods which are widely used. It is important to note the difference between cellular automata and partial differential equations and their finite-difference
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counterparts [18]. In partial differential equations, the spatial and temporal coordinates and the dependent variables are continuous quantities. In the corresponding finite-difference approximations, space and time are discretized, while the dependent variables are continuous. In the cellular automata environment however, space, time and the dependent variable are all discrete.

Due to its discrete nature, an invertible CA simulation preserves all the information and can be reversed at any time to yield the initial condition. This, however, is not possible in finite-difference based methods owing to floating-point, round-off errors. Furthermore, since lattice gas operations are bit oriented, they execute more naturally on a computer [32].

While differential equation based algorithms may become unstable, lattice gas methods are obviously quite stable since the process only involves averaging.

7.2 Simulation Time

A comparison of simulation times using different methods was not attempted in this thesis. The reason for this being a lack of a suitable measure of performance. As mentioned in [18] it would indeed be unfair to compare parallel implementations of CA with serial implementations of floating-point methods. Furthermore, it remains to be determined as to what size of simulation space (how many cells, size of sampling window, etc.) is required to produce accurate numerical results. It should be noted that the computational complexity involved in the binary operations of one lattice gas cell is considerably less than the complexity of a finite-difference floating-point operation. However, in our experiments, 10 lattice gas cells represent one finite-difference cell. In addition, the size of the sampling window used to determine the magnitude of the macroscopic variable at one finite-difference node was 40 x 40. Again, these
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are only preliminary estimates and much work remains to be done in order that we
might predict the optimal mesh dimensions to model a particular structure.

7.3 Advantages of the CA Approach

An interesting and oft cited property of CA is the complexity that emerges from a
system which might be very simple at the microscopic level. The CA’s rules must
therefore capture the essence of the phenomenon under investigation and then the
appropriate macroscopic behaviour would hopefully emerge. In addition CA may be
used to model systems which are very difficult to describe using differential equations.

7.4 Modelling Inhomogenieties

With an increase in the number of rest particles (stack length), it is possible to model
materials having higher permittivities. The graph in Figure 7.1 illustrates the manner
in which relative permittivity varies with the maximum number of rest particles in
the $4m \leftrightarrow 1r$ model.

7.5 Special-Purpose Architectures

CA simulations, when run on general-purpose, floating-point processor based serial
machines take very long. As explained earlier, CA operations are bit oriented, sim-
ple logical operations and a floating point processor would indeed be unnecessary.
Thanks to the development of special-purpose architectures like CAM-8 by the Infor-
mation Mechanics Group at MIT, large scale CA simulations are now quite feasible.
Furthermore, the machine has the ability to display generated data (bits at sites in
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Figure 7.1: $\varepsilon_r$ as a function of $k$

the lattice) in real time, on a monitor. This immediate visualization in turn enables a better understanding of the problem under investigation. Only a small degree of parallelism (a factor of 8) is utilized by CAM-8. This means that the simulation space is divided into 8 equal parts and processed simultaneously. Each part on its own is processed serially. For models with 16 bits per site, the 8-module prototype performs 200 million site updates per second on spaces of up to 32 million sites [13]. Furthermore, the architecture consists primarily of SRAM (look-up tables) and DRAM (cells) and is indefinitely scalable in three spatial dimensions. CAM-8 contains effectively the same quality and quantity of digital hardware as a typical workstation (and therefore costs about the same).
7.6 Future Work

The models used in this thesis are used for the scalar wave equation in two dimensions and the extension to three dimensions would require modifications to the rule. Furthermore, we would have to create new rules to model the vector wave equation.

Lattice gas automata could be used as an environment in which we could model electromagnetic interactions with biological systems. This would require arbitrarily shaped regions in the lattice with sites which can hold different numbers of rest particles.

In order that an assessment of the feasibility of the lattice gas approach be made, a detailed analysis of the accuracy of numerical results must be made. As explained in Chapter 4, the HPP model yields an anisotropic viscous term. The viscosity is used to predict damping in the perturbation as it propagates through the lattice. Hence in order that we might accurately predict this quantity, it would be necessary to switch to hexagonal lattice based models such as the FHP.
Appendix A

Acoustic Waves in Fluids

This appendix gives details of the derivation of the wave equation which is derived in [25] from the conservation equations. During the course of this derivation we shall restrict the discussion to one dimension.

A.1 Conservation of Mass

We begin by considering a control volume in space between the planes at $x$ and $x + dx$ as shown in Figure A.1 which has the form of a parallelepiped with the surface normal to the x-axis having unit area.

The mass of fluid per unit time entering the volume through the surface at $x$ at time $t$ is

$$M(x, t) = \rho(x, t)U(x, t).$$

(A.1)

This is called the mass flux. The rate of mass which leaves the volume through the surface at $x + dx$ at the same time $t$ is $M(x + dx, t)$. The net mass influx to the
control volume is then

\[ M(x, t) - M(x + dx, t) = - \left( \frac{\partial M}{\partial x} \right) dx \]  

(A.2)

for small \( dx \).

\( \rho(x, t)dx \) is the total mass inside the control volume at time \( t \). The time rate of change of the mass inside the volume is equal to the influx, or

\[ \frac{\partial \rho}{\partial t} + \frac{\partial M}{\partial x} = 0. \]  

(A.3)

This is often referred to as the continuity equation.

## A.2 Conservation of Momentum

Similarly, the conservation of momentum equation can be expressed in terms of a momentum density and a momentum flux. While the thermal motion does not contribute to the mass flux, it does contribute to the momentum flux, which, by definition is the pressure \( P \) in the fluid.
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As discussed in the previous section, the rate of mass transported through the surface at $x$ is $M = \rho U$. The momentum of this mass, transferred to the control volume from the left, is $MU$. As well, the momentum transfer due to the thermal motion is expressed by the pressure $P(x,t)$, which results from the collisions between the particles on the left with those inside the volume. Hence, the total rate of momentum transferred to the particles in the control volume through the surface at $x$ is

$$G = P + \rho U^2 = \frac{\partial M}{\partial t}. \quad (A.4)$$

### A.3 Acoustic Field Equations

We shall now discuss the equations for acoustic waves in a fluid. The following discussion is presented in [25].

The unperturbed field variables are assumed to be time independent (denoted by the subscript 0). Perturbations of density, velocity, mass flux and pressure are denoted by $\hat{\rho}, \hat{u}, m$ and $p$. The density perturbation is assumed to be small, so that $\hat{\rho} \ll \rho_0$. We obtain the corresponding pressure perturbation by expanding $P(\rho + \hat{\rho})$ in a Taylor series

$$P(\rho + \hat{\rho}) \approx P_0 + \left(\frac{dP}{d\rho}\right) \hat{\rho} + \left(\frac{1}{2}\right) \left(\frac{d^2P}{d\rho^2}\right) \hat{\rho}^2 + \ldots \quad (A.5)$$

$$\approx P_0 + \left(\frac{dP}{d\rho}\right) \hat{\rho}. \quad (A.6)$$

$$P_0 = P(\rho_0). \quad (A.7)$$
The compressibility is defined as

\[ k = \frac{1}{\rho_0} \frac{d\rho}{dP}. \]  

(A.9)

Using this in Equation (A.8),

\[ p = \left( \frac{1}{k\rho_0} \right) \dot{\rho}. \]

(A.10)

The perturbation in the mass flux is \( m_1 = (\rho_0 + \dot{\rho})(U_0 + u) - \rho_0 U_0 \). The unperturbed fluid is assumed to be at rest \((U_0 = 0)\). Thus, \( m_1 \approx \rho_0 u \), where we have assumed that \( \dot{\rho} \ll \rho_0 \). The perturbation in the total momentum flux \( G = \rho U^2 + P \) is \( G_1 \approx p \), since, \( \rho_0 u^2 \) is negligible compared to \( p \) if \( U \) is much smaller than wave speed. The conservation equations then reduce to

\[
\frac{\rho_0}{\partial t} \frac{\partial U}{\partial x} = -\frac{\partial P}{\partial x}, \tag{A.11}
\]

\[
\frac{k}{\partial t} \frac{\partial P}{\partial x} = -\frac{\partial U}{\partial x}. \tag{A.12}
\]

By taking the spatial derivative of the first of these equations and time derivative of the second, we can eliminate \( U \) to obtain the wave equation,

\[
\frac{\partial^2 P}{\partial t^2} = v^2 \frac{\partial^2 P}{\partial x^2}, \tag{A.13}
\]

where \( v = 1/\sqrt{\rho_0 k} \) is the sound speed.
Appendix B

Propagation Speed Measurements

In order to measure the propagation speed (relative permittivity) of a lattice gas having a certain background density of moving and rest particles, we have employed the following method:

Let us consider the $2m \leftrightarrow 1r$ (s=1) model with $f_m = 0.4500$, $f_r = 0.4010$. The lattice dimensions are 4096 x 256.

A gaussian perturbation is created in the lattice and a square sampling window is used to monitor the wave as it propagates. The number of particles within the window are counted at every time step. The lattice has periodic or wrap-around boundaries. This simply means that when the wave reaches one end of the two-dimensional lattice, it wraps around and re-enters at the opposite end. When the gaussian pulse starts out, it splits equally into 2 pulses, one moving to the left and the other to the right (labelled L and R, respectively in Figure B.1).

Figure B.2 shows four pulses. The first pulse is R when it propagates to the sampling window. In the meantime L travels to the West boundary of the lattice and re-enters at the East end. Pulse 2 is this perturbation when it propagates to the sampling window. Pulse 3 is R after it travels to the East boundary wraps around
Figure B.1: Two dimensional lattice.

Figure B.2: Time domain waveforms.
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to the West boundary and propagates to the window. Similarly pulse 4 is L. The number of time steps between pulse 1 and 3 or 2 and 4 is the time the wave takes to propagate across the lattice. The speed \( c_s \) then is simply

\[
c_s = \frac{4096}{14480 - 6424} = 0.5084.
\]

The theoretical speed is given by the formula

\[
c_s = \sqrt{\frac{4f_m(1 - f_m)}{2[4f_m(1 - f_m) + 4f_r(1 - f_r)]}} = 0.5037.
\]

The propagation speed could also be determined by calculating the phase difference between pulses 2 and 4. At a frequency of \( 1.745 \times 10^7 \) Hz this difference is found to be 1.054. This corresponds to a lattice size of 4096 \( \times \) 0.0005 in the \( x \) direction (lattice spacing, \( \Delta = 0.0005 \) m). The propagation speed in the HPP model is \( \frac{1}{\sqrt{2}} \), which corresponds to the speed of light (used when performing the discrete Fourier transform). The propagation speed could then be calculated,

\[
c_s = \frac{1.745 \times 10^7 \times 2\pi \times 4096 \times 0.0005}{1.054 \times 3.0 \times 10^8} \times \frac{1}{\sqrt{2}} = 0.50221.
\]

Since the experimental result using the phase difference method is very close to that obtained using the peak observation method, we have used the latter in the thesis.
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