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ABSTRACT

A solution of the nonlinear electro-thermal problem of the scattering of plane electromagnetic waves normally incident on a poly-conductor slab with a metal substrate is presented. Since the electrical conductivity of the slab is a nonlinear function of the temperature profile, and hence the power absorbed at every point in the slab, the formulation for the electric field and temperature distribution in the slab leads to a pair of coupled nonlinear second order ordinary differential equations which are solved partially analytically by the W.K.B. method and partially numerically by the finite difference method.

The variations of the reflection coefficient, the surface impedance and surface temperature with frequency and incident electric field, as well as the resulting profiles of the electric field, conductivity and temperature inside the slab are presented in graphical form, discussed and analyzed. These results suggest certain practical applications which are also described.
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1. INTRODUCTION

The problem of nonlinear scattering of electromagnetic waves from surfaces whose characteristics are not constant but are functions of the excitation or of the spatial coordinates is of great interest to the electrical engineer. Such a problem frequently occurs in the study of microwave heating processes or in analyzing the propagation of electromagnetic waves through plasma layers or along the surface of the earth where both the electrical parameters (e.g. permittivity, permeability, conductivity, etc.) and the physical parameters (such as temperature, viscosity, density, etc.) are dependent on the energy absorbed and hence on the field excitation. An example illustrating this is the problem of microwave heating of dielectrics where the material permittivity changes with excitation (e.g. moisture evaporation of food in a microwave oven where the real and imaginary parts of the permittivity change [1]) and where such variation is important in optimizing a microwave heating process in real time.

Due to the extreme difficulties encountered in the mathematical analysis of such a class of nonlinear problem, very little is known in this area. Most of the previous works have mainly dealt with the propagation of electromagnetic waves along the surface of the earth or through the layers of the atmosphere where in general the wave number of the medium is considered a function of the coordinates and not of the excitation; hence the interaction between the parameters and the excitation was not taken into account. Several problems where the wave number profiles allow the solutions to be expressed in a closed form have been investigated. The exponentially increasing conductivity with depth has been introduced by Shmoys in an analysis for horizontally polarized waves.
where he obtained a solution of the field in terms of the Hankel functions \cite{2}. Galejs working on the same problem analyzed the case of vertical polarization where he again ended with a solution of the field in terms of the modified Bessel functions \cite{3}. Another profile which leads to a convenient solution for the horizontal polarization is the linear variation of the wave number with depth leading to a solution in terms of the Airy functions \cite{4}. Lahiri and Price analyzed the power law variation of the wave number with depth for the case of normal incidence, and again the resulting solution is in terms of Bessel functions, Hankel functions or power series depending on the assumed parameters \cite{5}. An excellent discussion of these cases and several others has been reported by Wait \cite{4}.

It is seen that these investigations have dealt with special hypothetical profiles of the electrical parameters to allow for known tabulated solutions, yet the problem of the interdependence of these parameters and the excitation has not been investigated. It is the fundamental object of this research to study the nonlinear response of certain materials as their basic electrical and physical parameters change with excitation and the mechanisms of interaction between these parameters. The example singled out in this thesis specifically involves variations of the conductivity rather than the permittivity with excitation. A convenient material for this study is vanadium dioxide whose conductivity versus excitation characteristic has already been employed at D.C. and low A.C. frequencies to construct the so called MOXIE devices \cite{6}.

Vanadium dioxide is from a class of materials known as transition-to-metal polyconductors which at present and since the early work of Morin are the focus of considerable theoretical and experimental
efforts in order to investigate and explain their optical, thermal, electronic, nuclear and acoustic characteristics [7]-[12]. These materials are characterized by an exponential variation of the resistivity with the reciprocal of the absolute temperature [10]. They undergo a sudden transition at a specific temperature within a very small temperature range from a high resistivity semiconductor state at the lower temperatures to a low resistivity metallic behaviour at the higher temperatures due to a sudden change in their crystalline structure [7]-[8]. A polyconductor material experiences such a change by permitting external joule heating either directly through an external voltage source or indirectly by any source of heat in contact with it.

The characteristics of vanadium dioxide when directly heated by D.C., low frequency A.C. or rectangular voltage pulses through a pair of electrodes attached to it are well investigated. These characteristics include the response time (i.e. the time required for the device to switch after power is applied), the recovery time, the necessary conditions for initiation of switching, the switching energy and other several electric and physical properties [13]-[16]. However no attempt has yet been made to analyze these characteristics at microwave frequencies.

In this thesis an attempt is made to characterize this material shaped in the form of a slab deposited on a metal substrate at microwave frequencies where microwave power is used for excitation. This type of assembly is so chosen since usually vanadium dioxide is deposited on a metal backing.

It is obvious that when electromagnetic waves are incident on a vanadium dioxide slab, part of the power may be absorbed in the medium and the remainder reflected back according to the value of the reflection
coefficient at the surface. However the reflection coefficient is
dependent on the interaction between the parameters of the medium and
the excitation, thus in order to clearly define the problem, it is
necessary to classify the various variables as dependent or independent
in the subsequent mathematical analysis. We note from simple physical
reasoning that part of the incident power is absorbed and hence affects
the temperature. Once the temperature rises above room temperature,
the material conductivity appears to increase, at least in the low
frequency case of constant excitation, thus affecting the reflection
coefficient and the amount of power absorbed. As the power absorption
decreases for higher conductivities, the material scatters like a conductor
until it cools to the point where its conductivity decreases and power
is absorbed again, and the cycle repeats. Because of the complex analysis
involved, only that part of this cycle related to increasing conductivity,
where the reflection coefficient approaches unity is presented. The
complete analysis and film behaviour can be derived from the solution
presented here although further analysis of certain effects (e.g.
hysteresis, delay and recovery time, etc.) into the complete cycle is
obviously desirable but will be left for future investigation after the
appropriate mathematical tools are developed and experimental data is
obtained.

According to the previous discussion, mathematical formulation of
the problem in the nonlinear polyconductor medium results in two coupled
nonlinear second order ordinary differential equations in the temperature
and the electric field. To solve a nonlinear ordinary differential
equation, several techniques such as converting it into an integral
equation or using the perturbation technique are available. In both
cases iterative solutions leading to a few terms of a series solution may be found. However, due to the coupling between both equations under consideration, and the nonlinear nature involved, finding a solution, even numerically, may be very difficult since the starting function of one of the variables to initiate the solution (which is very likely far from the correct solution) will directly affect the starting function of the other variable, and hence no guarantee of convergence is at hand. The method adopted here is based on decoupling the two equations using the W.K.B. method which results in one nonlinear ordinary differential equation in only one unknown whose numerical solution is easier than the previous case. The formulation of the nonlinear problem is described in Chapter 2, and the method adopted in the solution for both the electric field and the temperature are presented in Chapter 3. In Chapter 4 the results are discussed and analyzed, and a number of possible improvements and extensions of the theoretical analysis are suggested for future research. Finally some proposals regarding Moxie-like devices which operate at microwave frequencies for various instrumental purposes are suggested in Chapter 5.
2. FORMULATION OF THE NONLINEAR SCATTERING PROBLEM

In this chapter we consider formulating the nonlinear scattering by a polyconductor slab on a metal substrate taking into account heat conduction and the nonlinear nature of the electrical conductivity of the slab with the incident electromagnetic power.

2.1 Statement of the problem and objectives

Consider an infinite polyconductor slab on a metal substrate as shown in Figure (2.1). Let the polyconductor occupy region II (0 < z < h), the substrate occupy region III (h < z < ∞) and free space occupy region I (z < 0). Also assume a plane wave incident from region I at angle θ = θ₀ on the slab with a y-polarized electric field given by

\[ E^i = E_o \exp(-j K_o z \cos \theta_o - j K_o \times \sin \theta_o) \] (2.1)

where e^{jωt} time dependence has been suppressed and \( K_o = \omega \sqrt{\mu_o \varepsilon_o} \) is the free space wave number.

The scattered field in region I is also y-polarized and may be expressed in the form

\[ E^s = R(E_o) E_o \exp(j K_o z \cos \theta_o - j K_o \times \sin \theta_o) \] (2.2)

where the reflection coefficient \( R(E_o) \) is a function of the incident field as well as of the slab thickness.

The Leontovich impedance boundary condition at the interface between the free space and the polyconductor slab requires that the total fields at the boundaries be related as [17]

\[ \hat{E} - (\hat{n} \cdot \hat{E})\hat{n} = Z_s (E_o)(\hat{n} \times \hat{H}) \] (2.3)
Fig. 2.1 Scattering geometry for the polyconductor assembly
where \( Z_s(E_0) \) is the effective surface impedance considered to be a function of the incident electric field, \( \hat{E} \) and \( \hat{H} \) are the total electric and magnetic fields at the interface respectively, and \( \hat{n} \) denotes the unit outward normal as shown in figure (2.1).

Application of (2.3) at the surface \( z = 0 \) leads to:

\[
E_y = -Z_s(E_0) H_x
\]  
(2.4)

The \( x \)-component of Maxwell's equation
\[
\nabla \times \hat{E} = -\frac{\partial \hat{H}}{\partial t}
\]  
(2.5)

gives
\[
\frac{\partial E}{\partial z} = j\omega \mu H_x
\]  
(2.6)

Hence, using (2.6), (2.2) and (2.1) we obtain

\[-j K_o \cos \theta_o [E_o \exp(-j K_o z \cos \theta_o) - R(E_o) E_o \exp(j K_o z \cos \theta_o)]
\cdot \exp(-j K_o x \sin \theta_o) = j\omega \mu_o H_x
\]

and thus

\[
H_x = -\frac{K_o \cos \theta_o}{\omega \mu_o} E_o \exp(-j K_o x \sin \theta_o)[\exp(-j K_o z \cos \theta_o) - R(E_o) \exp[j K_o z \cos \theta_o]]
\]  
(2.7)

Substituting (2.1) and (2.2) in (2.4) gives

\[
E_o \exp(-j K_o x \sin \theta_o)[\exp(-j K_o z \cos \theta_o) + R(E_o) \exp(j K_o z \cos \theta_o)]
\]

\[
= Z_s(E_0) \frac{K_o \cos \theta_o}{\omega \mu_o} \cdot E_o \exp(-j K_o x \sin \theta_o).
\]

\[
[\exp(-j K_o z \cos \theta_o) - R(E_o) \exp(j K_o z \cos \theta_o)]
\]

(2.8)
at the interface $z = 0$. Equation (2.8) hence becomes

$$Z_s(E_o) \cdot \frac{K_0 \cos \theta_o}{\omega \mu_o} \cdot [1 - R(E_o)] = 1 + R(E_o) \tag{2.9}$$

Solving for $R(E_o)$ yields

$$R(E_o) = \frac{Z_s(E_o) - (\eta_0/\cos \theta_o)]/[Z_s(E_o) + (\eta_0/\cos \theta_o)]} \tag{2.10}$$

where $\eta_o = \sqrt{\mu_o/\varepsilon_o}$ is the free space intrinsic impedance.

Thus the problem reduces to finding the surface impedance evaluated at the interface $z = 0$. In other words, the wave equation has to be derived as shown in the next section and solved as shown in a later section.

### 2.2 Wave equation in polyconductor slab

The electric field in region II may be assumed to have an $x$ variation in the form $\exp(-j K_0 x \sin \theta_o)$ in order that the tangential field components be matched for all values of $x$ along the upper interface $z = 0$. Since the field is also a function of $z$, we assume the form

$$E^t = E(z) \exp(-j K_0 x \sin \theta_o) \tag{2.11}$$

where the transmitted field component $E^t$ must satisfy the vector wave equation

$$\nabla^2 \cdot \hat{E} = \mu \sigma \frac{\partial \hat{E}}{\partial t} + \mu \varepsilon \frac{\partial^2 \hat{E}}{\partial t^2} \tag{2.12}$$

Here, $\mu$, $\varepsilon$ and $\sigma$ are the permeability, permittivity and conductivity of the polyconductor medium, respectively.

Substitution of (2.11) into (2.12) gives
\[ \frac{d^2 E(z)}{dz^2} - K_o^2 \sin^2 \theta_o E(z) = (j\omega\sigma - \omega^2\mu\epsilon) E(z) \] (2.13)

Letting \( \epsilon = \epsilon_o \epsilon_r \), where \( \epsilon_o \) is the free space permittivity and \( \epsilon_r \) is the complex relative dielectric constant, i.e.,

\[ \epsilon_r = \epsilon_r' - j\epsilon_r'' \], equation (2.13) takes the form

\[ \frac{d^2 E(z)}{dz^2} + (\omega^2\mu\epsilon \epsilon_r' - K_o^2 \sin^2 \theta_o) E(z) - j\omega\mu(\sigma + \omega\epsilon_o \epsilon_r'') E(z) = 0 \] (2.14)

In the special case of the Vanadium dioxide (VO\(_2\)) polyconductor under consideration, the resistivity is reported to exhibit nearly an approximately exponential dependence on the reciprocal of the absolute temperature over a wide temperature range [10]. Accordingly, the conductivity may be written in the form

\[ \sigma = \sigma_o \exp(-F/T_K) \] (2.15)

where

\[ F = \Delta E/K_p \]

\( \Delta E \) = activation energy of the polyconductor.

\[ K_p = \text{Boltzman's constant} \ (1.3806 \times 10^{-23} \text{ joule/}^\circ\text{K}). \]

\[ T_K = \text{Absolute temperature in degrees Kelvin.} \]

\[ \sigma_o = \text{constant.} \]

It is shown in Appendix A that (2.15) can be rewritten in the form

\[ \sigma = \sigma(T_a) \exp(\beta \cdot T/(1 + T/T_a)) \] (2.16)

where
\[ T_a = \text{reference temperature in } ^\circ\text{K.} \]

\[ T = \text{temperature rise above } T_a \text{ in } ^\circ\text{K.} \]

\[ \beta = F/T_a^2 \]

Equation (2.14) hence takes the form

\[
\frac{d^2E(z)}{dz^2} + [k_o^2 (\varepsilon_\perp' - \sin^2\theta_o) - j\omega\mu\sigma(T_a) \exp[\beta T/(1 + T/T_a)]
+ \omega \varepsilon_0 \varepsilon''_\perp] E(z) = 0
\]

(2.17)

which is a second order ordinary differential equation in two unknowns, the electric field and the temperature. A complete solution of (2.17) requires more information about the temperature distribution inside the slab which in turn requires analysis of the electrothermal balance throughout the polyconductor region.

2.3. Heat conduction

It is shown that to complete the solution of the problem, the thermal balance at every point inside the slab must be analyzed. Since the polyconductor slab is thermally in the solid state condition where heat transfer takes place by conduction, the problem of heat conduction in solids have to be analyzed. In the following section the general problem of heat conduction will be reviewed first, then the special case of the polyconductor slab will be dealt with in the next section.

2.3.1. Heat conduction in solids

Heat transfer by conduction takes place in both solids and fluids provided that temperature differences exist. The mathematical theory of heat conduction treats matter as being continuous and is based
on a generalized macroscopic analysis of energy transfer in a solid.

According to such theory, if heat is produced in a solid so that at a point \( P(x,y,z) \) heat is supplied at rate \( q(x,y,z,t) \) per unit time per unit volume, then [18]

\[
\frac{\partial}{\partial x} (k \frac{\partial T}{\partial x}) + \frac{\partial}{\partial y} (k \frac{\partial T}{\partial y}) + \frac{\partial}{\partial z} (k \frac{\partial T}{\partial z}) + q = C \rho \frac{\partial T}{\partial t} \tag{2.18}
\]

where

\( k = \) thermal conductivity of the solid

\( C = \) specific heat

\( \rho = \) density of the medium.

If \( k \) does not vary with temperature, but the medium is heterogeneous or homogeneous but anisotropic equation (2.18) becomes

\[
k_x \frac{\partial^2 T}{\partial x^2} + k_y \frac{\partial^2 T}{\partial y^2} + k_z \frac{\partial^2 T}{\partial z^2} + q = C \rho \frac{\partial T}{\partial t}
\]

while if \( k \) is constant and the medium is homogeneous equation (2.18) becomes

\[
k \nabla^2 T + q = C \rho \frac{\partial T}{\partial t} \tag{2.19}
\]

The thermal conductivities of solids generally vary slowly with temperature, hence equation (2.19) is frequently used in practice using the average value of \( k \) within the small temperature range of practical interest. This usually leads to reasonably satisfactory results for the required degree of accuracy in practice. The averaging procedure will be one of the assumptions when formulating and solving the problem of heat conduction in a \( \text{VO}_2 \) region as shown in the following section.
2.3.2. Heat conduction in polycrystaline slab

In analyzing the problem of electrothermal balance in the VO$_2$ region, the following assumptions are made:

i) The medium is thermally homogeneous as long as the temperature difference between the upper and the lower surfaces is within a few degrees compared to the temperature of either surface.

ii) For a thermally homogeneous medium the thermal conductivity is assumed constant and equal to its average value across the slab.

We may show that this is justified as long as the variation of $k$ with $T$ is slow [18] such that

$$\frac{1}{k_a} \int_{T_0}^{T+T_0} k \, dT = T$$

(2.20)

where $k_a$ is the average value of the thermal conductivity in the temperature range $T_0$ to $T$. Assume that

$$\theta = \frac{1}{k_a} \int_{T_0}^{T+T_0} k \, dT$$

(2.21)

therefore

$$\frac{\partial \theta}{\partial x} = k_a \frac{\partial T}{\partial x}; \quad \frac{\partial \theta}{\partial y} = k_a \frac{\partial T}{\partial y}; \quad \frac{\partial \theta}{\partial z} = k_a \frac{\partial T}{\partial z}$$

Hence

$$\frac{\partial}{\partial z} (k \frac{\partial T}{\partial z}) = k_a \frac{\partial}{\partial z} \left( \frac{\partial \theta}{\partial z} \right) = k_a \frac{\partial^2 \theta}{\partial z^2}$$

which is also true for the other two derivatives over $x$ and $y$.

Equation (2.18) for steady state condition becomes

$$k_a \nabla^2 \theta + q = 0$$

(2.22)
Since the only source of heat in the slab is the power dissipated at each point of the medium due to the portion of the incident electromagnetic power transmitted through it, the term \( q \) in (2.22) is readily given by [19].

\[
q = \text{Re} \cdot \{\hat{\sigma} \cdot |E|^2\} \tag{2.23}
\]

where

\[
\hat{\sigma} = \sigma + j\omega \varepsilon
= \sigma + j\omega \varepsilon_0 (\varepsilon'_r - j\varepsilon''_r)
= (\sigma + \omega \varepsilon_0 \varepsilon''_r) + j\omega \varepsilon_0 \varepsilon'_r
\]

then (2.23) is rewritten as

\[
q = (\sigma + \omega \varepsilon_0 \varepsilon'_r) |E(z)|^2
\]

and equation (2.22) representing the steady state conduction of heat in the polyconductor slab is expressed as

\[
k_a \nabla^2 \theta + [\sigma(T_a) \exp(\beta T/(1 + T/T_a)) + \omega \varepsilon_0 \varepsilon''_r] \cdot |E(z)|^2 = 0
\tag{2.24}
\]

Using (2.20) and (2.21), we have

\[
\theta \approx T
\]

from which (2.24) becomes

\[
k_a \nabla^2 T + [\sigma(T_a) \exp(\beta T/(1 + T/T_a)) + \omega \varepsilon_0 \varepsilon''_r] \cdot |E(z)|^2 = 0
\tag{2.25}
\]

Since the magnitude of the electric field \( E(z) \) is a function of \( z \) only, the power dissipated at all points on a constant \( z \) plane
is the same. Accordingly there will be no temperature gradient in the lateral directions, and equation (2.22) can hence be further simplified to

\[
k_a \frac{d^2 T}{dz^2} + [\sigma(T_a) \exp{\beta \cdot T/(1 + T/T_a)}] + \omega \epsilon'' \epsilon_1 |E(z)|^2 = 0
\]

Equations (2.17) and (2.26) are two coupled differential equations in \(E(z)\) and \(T(z)\). We seek their solution simultaneously subject to appropriate boundary conditions to be discussed in some detail in the subsequent sections.

2.4. **Boundary conditions**

The boundary conditions involved in this problem are apparently of two distinguished types: the electromagnetic boundary and the thermal boundary conditions.

In spite of the special nature of this problem, the electromagnetic field boundary conditions will still hold in their most general form, that is the tangential component of the electric field and the normal component of the magnetic field are continuous at the boundaries. The Leontovitch boundary conditions in fact introduce a relation between the tangential component of the electric field and the discontinuous tangential component of the magnetic field at surface of discontinuity in case of a imperfectly conducting surface and thus they replace the exact boundary conditions, hence permitting considerable simplification of many scattering and diffraction problems dealing with electromagnetic waves.

Determinination of the electromagnetic boundary conditions will be the subject of the following section. Formulas governing the thermal
boundary conditions will be derived in the next section.

2.4.1. Electromagnetic boundary conditions

Since the magnetic field does not appear in any of the two differential equations (2.17) and (2.26), we will only discuss the boundary conditions imposed on the electric field. It is well known that, the transition of the tangential components of the vector $\vec{E}$ through a surface of discontinuity is continuous. Mathematically this is expressed as

$$\hat{n} \times (E_2 - E_1) = 0$$

(2.27)

where $E_1$ is the field in one medium, $E_2$ is the field in the other medium all evaluated at the surface of discontinuity and $\hat{n}$ is the outward normal pointing from the second medium to the first (i.e. negative $z$ direction in Figure 1).

Applying (2.27) at the interface ($z = 0$) between medium I and medium II immediately gives

$$E^i + E^S = E^t$$

(2.28)

using equations (2.1), (2.2) and (2.11) in (2.28) yields

$$E(0) = E_0[1 + R(E_0)]$$

(2.29)

which determines the relation between the transmitted and incident fields at the surface of discontinuity.

Again applying (2.27) at the interface between medium II and medium III gives

$$E(h) = 0$$

(2.30)
Since the electric field transmitted to medium III is zero due to its assumed infinite conductivity.

Equations (2.29) and (2.30) represent the two boundary conditions to be satisfied by the electric field to complete the solution.

2.4.2. Thermal boundary conditions

The surface conditions usually arising in the mathematical theory of heat are of several types, however we will limit the discussion to only two cases describing the conditions of the surfaces \( z = 0 \) and \( z = h \).

At the interface \( z = 0 \) the slab surface will emit heat to the surrounding through radiation according to the relation [18]

\[
\frac{dT}{dn}\bigg|_{z=0} + \delta \varepsilon [(T_S + T_a)^4 - T_a^4] = 0 \tag{2.31}
\]

where:

\( T_S \) = temperature of upper surface of the slab above \( T_a \)

\( \varepsilon \) = emissivity of the surface

\( \delta \) = Stefan-Boltzman constant

Equation (2.31) can be further simplified to

\[
\frac{dT}{dn}\bigg|_{z=0} + 4\delta \varepsilon T_a^3 T_S = 0 \tag{2.32}
\]

provided that \( T/T_a << 1 \).

At the interface \( z = h \) the slab surface will transmit heat by conduction through the substrate. Hence [18]

\[
\frac{dT}{dn}\bigg|_{z=h} + \frac{K_S}{S} \cdot T_h = 0 \tag{2.33}
\]
where

\[ T_h = \text{temperature of the lower surface of the slab above } T_a \]
\[ S = \text{depth of the substrate} \]
\[ K_S = \text{thermal conductivity of the substrate}. \]

Once the solution for the electric field and temperature is found from equations (2.17) and (2.26) for a given transmitted field, the magnetic field is determined using equation (2.6), and the surface impedance is finally evaluated from equation (2.4). With the aid of equation (2.10) the reflection coefficient can also be determined leading to the incident electric field from (2.29). This is the subject of the following chapter.
3. APPROXIMATE SOLUTION OF THE PROBLEM

Chapter 2 has dealt with the formulation of the nonlinear scattering problem which results in a pair of coupled nonlinear partial differential equations as already shown. Several methods are available for approximating the solution of a nonlinear ordinary differential equation, however they generally follow the same general procedure of assuming a physically reasonable solution for the differential equation then improving it by successive iterations. Here, due to the coupling between the two differential equations, finding simultaneously two convergent series solutions for the electric field and the temperature may be very difficult. Hence it is advantageous to decouple the two differential equations in question and solve for both the unknowns independently. In an attempt to decouple these equations we seek an approximate solution for the electric field [from equation (2.17)] in terms of the temperature using the W.K.B. method, then we proceed to substitute in (2.26) to complete the solution as will be shown in the following sections.

The Jeffreys or Wentzel-Kramers-Brillouin method is a technique for finding an approximate solution to the second order differential equation of the form

\[ \frac{d^2 W}{dz^2} + f(z) \cdot W = 0 \quad (3.1) \]

throughout a region \( R \) in which \( f(z) \) is analytic and contains no zeros, with the restriction that \( f(z) \) varies very slowly \( [20] \).

The W.K.B. approximate solution of (3.1) may be written in the form

\[ W(z) = \frac{1}{4} f'(z) \cdot \{ A \exp[j F(z)] + B \exp[-j F(z)] \} \quad (3.2) \]
where

$$F(z) = \int_{z_0}^{z} \sqrt{f(\xi)} \, d\xi$$

and A and B are constants.

In the following section analysis for the electric field following this line is given while in the next chapters the surface impedance and the solution for the temperature profile are presented.
3.1. Approximate solution for the electric field using the W.K.B. Method - normal incidence

Consider equation (2.17), namely

\[
\frac{\partial^2 E(z)}{\partial z^2} + K_0^2 (\varepsilon_r' - \sin^2 \theta_0) E(z) - j \omega \mu \sigma(T_a) \exp[\beta \cdot T/(1 + T/T_a)] + \omega \varepsilon_{o\,r}'' E(z) = 0
\]  

(2.17)

If we consider the case of normal incidence, then \( \sin \theta_0 \) equals zero and drops out from equation (2.17).

Rewriting (2.17) for the case of normal incidence in the more convenient form

\[
\frac{\partial^2 E(z)}{\partial z^2} + [\alpha - j \eta(T)] E(z) = 0
\]  

(3.3)

where

\[
\alpha = K_0^2 \varepsilon_r'
\]  

(3.4)

\[
\eta(T) = \omega \mu \sigma(T_a) \exp[\beta \cdot T/(1 + T/T_a)] + \omega \varepsilon_{o\,r}''
\]  

(3.5)

We note that since the function \( \eta(T) \) is a very slowly varying function of \( z \), the W.K.B. approximate solution for (3.5) is readily shown to be [Appendix B]

\[
E(z) = [f(T)]^{-\frac{1}{2}} [A \exp(-j \int \sqrt{f(T)} \, dz) + B \exp(j \int \sqrt{f(T)} \, dz)]
\]  

(3.6)

where

\[
f(T) = \alpha - j \eta(T)
\]  

(3.7)

It is simple to show that

\[
f^\frac{1}{2}(T) = \pm \frac{1}{\sqrt{2}} [(\sqrt{\alpha^2 + \eta^2(T)} + \alpha)^{\frac{1}{2}} - j(\sqrt{\alpha^2 + \eta^2(T)} - \alpha)^{\frac{1}{2}}]
\]  

(3.8)
where either sign in (3.8) is acceptable since they both yield the same expression when (3.8) is substituted in (3.6).

In order to evaluate the multiplier in (3.6) we simplify (3.8) in the form

\[ f^k(T) = \gamma(T) - j \lambda(T) \]  

(3.9)

where

\[ \gamma(T) = \frac{1}{\sqrt{2}} \left[ \sqrt{\alpha^2 + \eta^2(T)} + \alpha \right]^k \]  

(3.10)

\[ \lambda(T) = \frac{1}{\sqrt{2}} \left[ \sqrt{\alpha^2 + \eta^2(T)} - \alpha \right]^k \]  

(3.11)

the function \( f^k(T) \) hence becomes

\[ f^k(T) = \left( \frac{\gamma(T) + \lambda(T)}{2} \right)^k - j \left( \frac{\gamma(T) + \lambda(T) - \gamma(T)}{2} \right)^k \]  

(3.12)

which can be further simplified by introducing \( \psi \) defined by

\[ \psi = \arctan \left( \frac{\sqrt{\gamma^2(T) + \lambda^2(T) - \gamma(T)}}{\sqrt{\gamma^2(T) + \lambda^2(T) + \gamma(T)}} \right) \]  

(3.13)

Hence

\[ f^k(T) = [\gamma^2(T) + \lambda^2(T)]^{k/2} \exp[j\psi(T)] \]  

(3.14)

where

\[ \theta(T) = \psi(T), \ \psi(T) + \pi, \ \psi(T) + \pi/4 \quad \text{and} \quad \psi(T) + 5\pi/4 \]

Finally it is simple to show that (3.14) reduces to the form

\[ f^k(T) = [\alpha^2 + \eta^2(T)]^{1/8} \exp[j\theta(T)] \]  

(3.15)
Therefore equation (3.6) becomes

\[
E(z) = \exp[-j\theta(T)] \cdot \{A \exp\left[-j\int_0^z \gamma \, dz - \int_0^z \lambda \, dz\right] \\
+ B \exp\left[j\int_0^z \gamma \, dz + \int_0^z \lambda \, dz\right]\}/\left[\alpha^2 + \eta^2(T)\right]^{1/8}
\]

(3.16)

Letting

\[
m(z) = \int_0^z \gamma \, dz, \quad m' = m(h) = \int_0^h \gamma \, dz
\]

\[
n(z) = \int_0^z \lambda \, dz, \quad n' = n(h) = \int_0^h \lambda \, dz
\]

(3.17)

we obtain

\[
E(z) = \exp[-j\theta(T)] \cdot \{A \exp[-n(z) - jm(z)] + B \exp[n(z) + jm(z)]\}/\left[\alpha^2 + \eta^2(T)\right]^{1/8}
\]

(3.18)

Next we apply the boundary condition given by (2.50) at \( z = h \).

This leads to

\[
0 = A \exp(-n' - jm') + B \exp(n' + jm')
\]

hence

\[
B = -A \exp(-2n' - 2jm')
\]

Substituting again in equation (3.18), we obtain

\[
E(z) = A \exp[-n(z) - jm(z) - j\theta(T)] \cdot \{1 - \exp[2(n(z) - n')] \\
+ 2j(m(z) - m')\}\}/\left[\alpha^2 + \eta^2(T)\right]^{1/8}
\]

(3.19)

or alternatively
\[ E(z) = \frac{A \exp[-n(z)]}{[\alpha^2 + n^2(T)]^{1/8}} \left\{ [1 - \cos 2(m(z) - m')] \cdot \exp 2(n(z) - n')]^2 \right. \\
+ \left. [\sin 2(m(z) - m') \cdot \exp 2(n(z) - n')]^2 \right\}^{1/2} \\
\times \exp[-j\theta(T) - j m(z) + j \xi(z)] \] (3.20)

where

\[ \xi(z) = \arctan \left\{ \frac{-\sin 2(m(z) - m') \cdot \exp 2(n(z) - n')}{1 - \cos(m(z) - m') \cdot \exp 2(n(z) - n')} \right\} \] (3.21)

Equation (3.20) is the solution for the electric field at any point inside the slab given explicitly in terms of the temperature. By doing so, we have decoupled the pair of the differential equations (2.17) and (2.28), hence allowing simultaneous solution of equations (3.20) and (2.26) for \( T \) and \( E(z) \). Some typical numerical results based on this procedure are presented in the next section.

3.1.1. Numerical examples

In order to illustrate the electric field profile inside the slab for different test frequencies and incident fields we choose \( \omega = 10^{10} \) rad./sec., \( \omega = 10^{11} \) rad./sec. and \( \omega = 10^{12} \) rad./sec. and two values of the incident field are considered, merely 1000 volt/m and 500 V/m. The results are limited to the semiconductor state with activation energy \( \Delta E = 0.3 \) ev. After transition the material turns to a metal with a temperature independent conductivity [10], although in some special cases it is reported that the polyconductor film is still in the semiconductor state but with different activation energy equals to 0.09 ev. [14]. In all cases the work involves only the semiconductor state before transition where \( \Delta E = 0.3 \) ev. The other parameters are assigned the following constant values:
\[ T_a = 300 \, ^\circ \text{K} \quad \text{h} = 1 \, \text{cm} \]

\[ \sigma(300) = 10^{-1} \, \text{Mho cm}^{-1} \quad \text{S} = 10 \, \text{cm} \]

\[ \varepsilon'_r = 10 \quad \Delta \varepsilon = 0.3 \, \text{e.v.} \]

\[ \varepsilon''_r = 0.001 \quad k_a = 5 \times 10^{-2} \, \text{W cm}^{-1} \, \text{°K}^{-1} \]

\[ K_S = 11/57.79 \, \text{W cm}^{-1} \, \text{°K}^{-1} \]

\[ \varepsilon = 0.6 \]

\[ \delta = 1.37 \times 4.18 \times 10^{-8} \, \text{Watt/m}^2 \]

where the physical parameters from \( \Delta \varepsilon \) to \( \delta \) are typical [4,18]. The results are presented graphically in Figures (3.1) to (3.6)

3.2. Surface impedance

The surface impedance is the factor that governs the relation between the electric and magnetic fields at the boundary of the medium in question as given previously by equation (2.5). Since by virtue of (2.4)

\[
Z_S(E_0) = - \frac{E_y}{H_x} \bigg|_{z=0}
\]

hence the electric and magnetic fields at the surface \( z = 0 \) must be evaluated in order to evaluate \( Z_S(E_0) \).

Using equations (3.15) and (3.19) the electric field at any point \( z \) can be expressed as

\[
E(z) = A \cdot f^{-b}(T) \cdot \{\exp[-n(z) - jm(z)] - \exp[n(z) - 2n'] + j(m(z) - 2m')\}
\]

(3.22)
which at \( z = 0 \) becomes

\[
E(0) = A \cdot f^{-\frac{5}{4}}(T_S) \cdot \{1 - \exp[-2(n' + jm')]\} \quad (3.23)
\]

Differentiating (3.22) with respect to \( z \) and evaluating at \( z = 0 \), we obtain

\[
\frac{dE}{dz} \bigg|_{z=0} = -\frac{1}{4} f^{-5/4}(T_S) \cdot \frac{df(T)}{dz} \bigg|_{z=0} \cdot A \{1 - \exp[-2(n' + jm')]\}
\]

\[
- f^{-\frac{5}{4}}(T_S) \cdot \lambda(T_S) + j\gamma(T_S) \cdot \{1 + \exp[-2(n' + jm')]\} \quad (3.24)
\]

where the following relations have been used to arrive at (3.24):

\[n(0) = 0\]
\[m(0) = 0\]

\[
\frac{d}{dz} n(z) = \frac{d}{dz} \int_{0}^{z} \lambda(T) \, dz = \lambda(T)
\]

and

\[
\frac{d}{dz} m(z) = \frac{d}{dz} \int_{0}^{z} \gamma(T) \, dz = \gamma(T)
\]

Since the surface impedance is given by the expression (see equations (2.4) and (2.6))

\[
Z_S(E_0) = -\varepsilon_y/\frac{1}{j\omega\mu} \frac{dE_y}{dz}
\]

\[
= - j\omega\mu E(0)/\frac{dE(z)}{dz} \bigg|_{z=0} \quad (3.25)
\]

we proceed to substitute equations (3.23) and (3.24) in (3.25) to obtain
Fig. 3.1 Transmitted electric field versus distance inside the slab for $E^i = 1000 \text{ V/m}$ and $\omega = 10^{10} \text{ rad./sec.}$
Fig. 3.2 Transmitted electric field versus distance inside the slab for

\[ E_i = 1000 \text{ V/m} \quad \text{and} \quad \omega = 10^{11} \text{ rad./sec.} \]
Fig. 3.3 Transmitted electric field versus distance inside the slab for

\[ E^i = 10000 \text{ V/m} \] and \( \omega = 10^{12} \text{ rad./sec.} \).
Fig. 3.4 Transmitted electric field versus distance inside the slab for

\[ E^i = 500 \text{ V/m} \quad \text{and} \quad \omega = 10^{10} \text{ rad./sec.} \]
Fig. 3.5 Transmitted electric field versus distance inside the slab for

\[ E^1 = 500 \text{ V/m} \quad \text{and} \quad \omega = 10^{11} \text{ rad./sec.} \]
Fig. 3.6 Transmitted electric field versus distance inside the slab for

\[ E^1 = 500 \text{ V/m} \text{ and } \omega = 10^{12} \text{ rad./sec.} \]
\[ Z_S(E_0) = j\omega f^{-\frac{1}{2}}(T_S) \cdot \left\{ 1 - \exp[-2(n' + jm')] \right\}/\left\{ \frac{1}{4} f^{-5/4}(T_S) \right\} \cdot \]

\[
\left. \frac{df(T)}{dz} \right|_{z=0} \cdot [1 - \exp[-2(n' + jm')]] + f^{-\frac{5}{4}}(T_S) \cdot \]

\[ \{\lambda(T_S) + j\gamma(T_S)\} \cdot [1 + \exp[-2(n' + jm')]] \]  

(3.26)

or alternatively

\[ Y_S(E_0) = \frac{df(T)/dz}{j\omega \cdot 4f(T_S)} \cdot \frac{\{\lambda(T_S) + j\gamma(T_S)\}}{j\omega} \cdot \frac{\exp(n' + jm') + \exp(-n' - jm')}{\exp(n' + jm') - \exp(-n' - jm')} \]

where \( Y_S(E_0) = 1/Z_S(E_0) \). Since

\[ \coth x = \frac{\exp(x) + \exp(-x)}{\exp(x) - \exp(-x)} \]

therefore

\[ Y_S(E_0) = \frac{df(T)/dz}{j\omega \cdot 4f(T_S)} \cdot \frac{\{\lambda(T_S) + j\gamma(T_S)\}}{j\omega} \cdot \coth(n' + jm') \]  

(3.27)

To evaluate \( \left. \frac{df(T)}{dz} \right|_{z=0} \) we have from equation (3.7)

\[ f(T) = \alpha - j\eta(T) \]

which leads to

\[ \frac{df(T)}{dz} = -j \frac{d\eta(T)}{dz} \]

\[ = -j \frac{d\eta(T)}{dT} \cdot \frac{dT}{dz} \]  

(3.28)

Differentiating equation (3.5) with respect to \( T \) we obtain
\[
\frac{d\eta(T)}{dT} = \omega \sigma(T_a) \cdot \frac{\beta}{(1 + T/T_a)^2} \cdot \exp[\beta T/(1 + T/T_a)]
\] 

(3.29)

at \( z = 0 \) we have \( T = T_S \), so equation (3.28) becomes

\[
\frac{df(T)}{dz}_{z=0} = -j \omega \sigma(T_a) \cdot \frac{\beta}{(1 + T_s/T_a)^2} \cdot \exp[\beta T_s/(1 + T_s/T_a)] \cdot \frac{dT}{dz}_{z=0}
\]

(3.30)

Since from (2.32) we have

\[
\frac{dT}{dz}_{z=0} = 4\delta \varepsilon T_a^3 T_s/k_a
\]

(3.31)

then upon substitution, equation (3.30) becomes

\[
\frac{df(T)}{dz}_{z=0} = -j \omega \sigma(T_a) \cdot \frac{\beta}{(1 + T_s/T_a)^2} \cdot \exp[\beta T_s/(1 + T_s/T_a)] \cdot 4\delta \varepsilon T_a^3 T_s/k_a
\]

(3.32)

where

\[
\frac{dT}{dz}_{z=0} = -\frac{dT}{dn}_{z=0}
\]

Since \( \hat{z} \) and \( \hat{n} \) are in opposite directions.

Equation (3.32) together with (3.27) leads to the final expression for \( Z_s(E_0) \):

\[
Z_s(E_0) = \frac{-\sigma(T_a) \cdot \beta}{4f(T_s) \cdot (1 + T_s/T_a)^2} \cdot \exp[\beta T_s/(1 + T_s/T_a)] \cdot \frac{4\delta \varepsilon T_a^3 T_s}{k_a} + \frac{\lambda(T_s) + j\gamma(T_s)}{j\omega \mu} \coth(n' + jm')
\]

(3.33)

It is seen that the real and imaginary parts of the surface impedance are functions of the surface temperature, which is in turn a
function of the incident field.

3.2.1. Numerical examples

To illustrate the variation of the effective surface impedance with the incident field three test frequencies are chosen, these are $\omega = 10^{10}$ rad./sec., $\omega = 10^{11}$ rad./sec., and $\omega = 10^{12}$ rad./sec.. The results are shown in Figs. (3.7) to (3.9). All other parameters are assigned the values given in section (3.1.1). It should be emphasized that other curves displaying such variations as $Z_S(E_0)$ with $T_S$ etc. can be also obtained by referring to the original equations if necessary or combining graphs already presented.

3.3. Temperature distribution

Consider equation (2.26) which governs the temperature distribution within the slab, namely

$$k_a \frac{d^2 T}{dz^2} + [\sigma(T_a) \cdot \exp(\beta T/(1 + T/T_a)) + \omega \varepsilon_o \varepsilon''_\infty] \cdot |E(z)|^2 = 0$$

(2.26)

where, by virtue of equation (3.20), $|E(z)|$ is given by

$$|E(z)| = \frac{A \cdot \exp[-n(z)]}{[\alpha^2 + \eta^2(T)]^{1/8}} \left \{ [1 - \cos2(m(z) - m')] \cdot \exp2(n(z) - n')]^2 + [\sin2(m(z) - m')] \cdot \exp2(n(z) - n')]^2 \right \}^{1/2}$$

(3.34)

In order to derive an approximate solution for (2.26), a numerical procedure is employed. Since we are dealing with a boundary-value problem, in which the boundary conditions are specified at more than one point within the $z$ range of the function, the finite difference
Fig. 3.7 Surface impedance versus incident field for \( \omega = 10^{10} \) rad./sec.
Surface impedance versus incident field for $\omega = 10^{11}$ rad./sec.
Fig. 3.9 Surface impedance versus incident field for $\omega = 10^{12}$ rad./sec.
method is the most convenient method to use from the point of view of computational time. A description of the numerical procedure is given in some detail in Appendix C. Numerical results are presented in the following section.

3.3.1. Numerical Results

Figs. (3.10) through (3.15) present curves showing the variation of the temperature as well as the conductivity throughout the slab for the three test frequencies $\omega = 10^{10}$ rad./sec., $\omega = 10^{11}$ rad./sec., and $\omega = 10^{12}$ rad./sec.. Also two values of incident fields are considered as shown in figures. All other parameters mentioned previously in section (3.1.1) are kept constant and assigned the same values as before.

A discussion regarding the method used and the accuracy obtained is given in Appendix C.
Fig. 3.10 Conductivity and temperature (above 300°K) versus distance inside the slab for $E^1 = 500 \text{ V/m}$ and $\omega = 10^{10} \text{ rad./sec.}$
Fig. 3.11 Conductivity and temperature (above 300°K) versus distance inside the slab for $E^z = 500 \text{ V/m}$ and $\omega = 10^{11} \text{ rad./sec.}$
Fig. 3.12 Conductivity and temperature (above 300°K) versus distance inside the slab for $E^i = 500 \text{ V/m}$ and $\omega = 10^{12} \text{ rad./sec.}$
Fig. 3.13 Conductivity and temperature (above 300°C) versus distance inside the slab for $E = 1000 \, \text{V/m}$ and $\omega = 10^{10} \, \text{rad./sec.}$
Fig. 5.14 Conductivity and temperature (above 300°K) versus distance inside the slab for $E = 1000 \text{ V/m}$ and $\omega = 10^{11}$ rad./sec.
Fig. 3.15 Conductivity and temperature (above 300°K) versus distance inside the slab for $E = 1000 \text{ V/m}$ and $\omega = 10^{12} \text{ rad./sec.}$
4. DISCUSSION

Because of the nonlinear interaction between the electrical and thermal parameters selected to a polyconductor slab irradiated by microwave power, the mathematical analysis of the problem is reduced to the solution of two coupled second order ordinary differential equations. Since no closed form solution has been found, these equations are solved quasi analytically after physically reasonable assumptions regarding \( T \) versus \( z \) are introduced to simplify the analysis. In the analytic part, the W.K.B. method was used and its validity is justified in Appendix B. As for the numerical part, the finite difference method dictated by the nature of the boundaries encountered and other factors (see section 3.3) has been used. This method has its disadvantages if the system is nonlinear [21] where the generation of the solution may be very difficult. Also the usual computational errors such as the round-off error and the incapability of the computer to retain but finite number of digits adds to the disadvantages of the method. However, in spite of these deficiencies, a stable solution was obtained within only three iterations for each point of the grid. Hence the method leads to a solution which is more accurate than an approximate analytical solution based on an iterative method as discussed in Chapter 1.

As a check on the accuracy of the results, the extreme cases where the slab tends to be a pure dielectric (\( \sigma = 0 \)) or a good conductor (\( \sigma/\omega_0 \varepsilon_0 >> 1 \)) were tested. The results for \( E \) versus \( Z \) (shown for the case of \( \sigma = 0 \) in F.2 p.84) and for the reflection coefficient \( R \) are in both cases in complete agreement with the well known solution given in Appendix F.

In the lights of the results obtained, it is shown that several
factors such as frequency, dielectric constant, field intensity ... etc. affect the power absorbed throughout the material. Analyzing the frequency dependence, it is shown that as the frequency increases the field drops more rapidly inside the slab, but the reflection coefficient decreases, hence allowing higher values of the field to be transmitted through the medium [see Figs. (3.1) to (3.6)]. This results in a higher overall power absorbed through the slab as evident from the higher temperature rise above the initial temperature for higher frequencies as shown in Figs. (3.10) to (3.15).

On the other hand, the power absorbed is also dependent on the real part of the relative dielectric constant $\varepsilon'_r$. At lower frequencies the rate of decay of the electric field inside the slab for higher values of $\varepsilon'_r$ (up to 70) is considerably less than the corresponding case with smaller $\varepsilon'_r$ [see Fig. (4.1)]. This in spite of the lower value of the transmitted field allows higher absorption of power inside the slab. This is clear from Fig. (4.2) where the temperature rise for two different values of $\varepsilon'_r$ are presented, and also from Fig. (4.3) where the surface temperatures for several values of $\varepsilon'_r$ are plotted. On the contrary, at higher frequencies the absorbed power is noticed to decrease considerably with higher values of $\varepsilon'_r$.

Thus the analysis of the dependence of power absorption on both frequency and $\varepsilon'_r$ seems to make it possible to optimize the value of $\varepsilon'_r$ of the VO$_2$ to allow optimum power absorbed, hence temperature rise over a wide frequency band. This suggests a new type of thermal sensor for microwave power measurements. One basic feature of such a thermal sensor is the linear relationship between the power incident and the temperature especially at low and moderate power levels [see Fig. (4.4)].
Fig. 4.1 Decay of the transmitted electric field inside the slab with $\varepsilon_r$ as a parameter

($E^i = 1000\, V/m$ and $\omega = 10^{10}\, \text{rad./sec.}$)
Fig. 4.2 Conductivity and temperature (above 300°K) versus distance inside the slab with $\varepsilon'$ as a parameter (Ei = 1000.0 V/m and $\omega = 10^{10}$ rad./sec.)
Fig. 4.3 Surface temperature (above 300°K) versus incident field with $\varepsilon_r$ as a parameter ($\omega = 10^{10}$ rad./sec.)
Fig. 4.4 Surface temperature (above 300°K) versus incident power with the frequency as a parameter.
This is of fundamental importance in designing microwave power measuring transducers operating on thermal basis [22]. A detailed discussion of applications proposed for such sensor is given in Chapter 5 and in Appendix D.

In order to increase the power absorbed throughout the slab, an increase in the slope of the conductivity temperature curve is specifically investigated. However, the analysis proves that this leads to a reduction in the absorbed power and the temperature rise, as evident from Figs. (4.5) to (4.7). This could be physically explained as a tendency of the material to behave as a conductor with increasing conductivity resulting in a rapid decay of the field inside it [see Fig. (4.8)] and hence smaller absorptivity of the incident microwave energy. Similar behaviour is also noticed when the imaginary part of the dielectric constant is increased. This, in addition to the fact that a higher conductivity or \( \varepsilon'' \) is necessary for higher power dissipation indicates the presence of a countereffect which limits the power absorbed throughout the material. Thus one of our basic objectives to use the \( \text{VO}_2 \) slab as a microwave power density sensor can not be achieved unless some means are found for storing significant energy while the material is in the semiconductor state. One way of achieving this is to use a very thin \( \text{VO}_2 \) film on a substrate of higher thermal capacity. An alternative approach is to dope the polyconductor with an appropriate dielectric material where significant additional energy would be absorbed by and stored in the dielectric such as to affect a large change in the conductivity and hence change the state of the polyconductor. A similar problem was encountered in microwave power drying of oil-based printing ink for the printing industry and was solved by doping the ink with
$\Delta E = 0.338 \text{ eV}.$ (corresponding to 5% higher conductivity at 340$^\circ$K than $\Delta E = 0.3 \text{ eV}$.)

---

$\Delta E = 0.3 \text{ eV}.$

---

Fig. 4.5 Surface temperature (above 300$^\circ$K) versus incident field with the conductivity as a parameter ($\omega = 10^{19} \text{ rad./sec.}$).
Fig. 4.6 Surface temperature (above 300°K) versus incident field with the conductivity as a parameter (ω = 10¹¹ rad./sec.).
Fig. 4.7 Conductivity and temperature (above 300°K) versus distance inside the slab with the conductivity as a parameter ($E_1 = 1000.0$ V/m. and $\omega = 10^{11}$ rad./sec.)

- $\Delta E = 0.3/38$ eV. (corresponding to 5% higher conductivity at 340°K than $\Delta E = 0.3$ eV.)
- $\Delta E = 0.3$ eV.
$\Delta E = 0.3138$ eV. (corresponding to 5% higher conductivity at 340°K than $\Delta E = 0.3$ eV.)

$\Delta E = 0.3$ eV.

**Fig. 4.8** Decay of the transmitted electric field inside the slab with the conductivity as a parameter ($E_1 = 1000.0$ V/m and $\omega = 10^{11}$ rad./sec.).
relatively small amount of barium titanate. In doping VO$_2$ material with such dielectric, one has to worry about two factors: First, the thermal time constant of the composite material before the semiconductor becomes a metal and stops absorption of energy, second factor is the convergence of the subsequent cycle resulting from lesser power absorbed when the VO$_2$ conducts (or switches) which results in cooling leading to a tend to the semiconductor state. . . . etc. The analysis of this process should prove interesting for a future investigation.

The variation of the surface impedance in a predictable manner [Figs. (3.7) to (3.9)] could also be a very efficient tool in numerous control and protection systems by using it as a variable load impedance to control the power flow in certain path in a lumped or printed microwave circuit. A proposal related to this type of application is given in Appendix E.

It is worth mentioning that the study of nonlinear interaction between electric and thermal properties of materials is not only restricted to transition-metal polyconductor, but it arises in several other cases especially where electromagnetic drying process takes place, such as microwave control of insect infestation and moisture content of grain, or the propagation of electromagnetic waves over the surface of wet soil heated by the sun. It is known that humid material lose high percentages of their water content if heated, hence their dielectric constant and conductivity change by a considerable factor. These problems can be dealt with using techniques similar to those developed in this thesis. Voss presented the power penetration depth [defined by the distance away from the surface at which the field drops by 36.8%]
of its surface \((z = 0^+)\) value and the reflection coefficient at microwave frequencies for several values of \(\varepsilon'_r\) and \(\varepsilon''_r\) [23]. However, he varied them in steps and considered their values to be constant at each step and not a function of the power. Thus suggests that Voss's analysis can be repeated more accurately taken the nonlinear nature of this problem into account.
5. SUGGESTED APPLICATIONS FOR FUTURE RESEARCH

A number of interesting applications have arisen during the course of this investigation. Since it was shown that the material changes its characteristics in a predictable manner, according to the frequency and intensity of the incident field, numerous applications and novel techniques in microwaves, especially in the field of instrumentations become apparent.

One problem which is always of constant interest is the measurement of microwave power for applications in microwave oscillators, microwave ovens, radar systems . . . etc. In most cases, measurements are accomplished by the use of a suitable calibrated thermal power detector or thermistor. Of basic importance of thermistors is the linearity between the power impressed and the temperature rise. Non thermal power detectors are also utilized, but they are generally less sensitive than the thermal detectors [22]. The VO₂ polyconductor slab, assuming that its resistivity-temperature exponential relationship holds at microwave frequencies, suggests an efficient and most sensitive thermal device for microwave power measurements, particularly at low power levels and especially if suitably biased so that the operating point lies on the part of the resistivity-temperature curve that has maximum slope. The analysis of a directional coupler proposed along these lines is given in Appendix D.

Another application is to use a VO₂ slab as a switching circuit element where connecting and disconnecting of a load is achieved by the power level impressed on a slab in the feed side of the load. For instance, antenna arrays in a radar system need not be operating except during the presence of a detectable target. Hence, by using the variable
characteristics of the $\text{V}_2\text{O}_3$ polyconductor, switching an array from the
stand by to the active mode and vice versa can be easily controlled.
The analysis of a proposal along this line is given in Appendix E.

It is worth mentioning that throughout this work, steady state
condition is assumed. This is quite reasonable since the period of
the cycle at microwave frequencies is much less than the period of the
thermal cycle (i.e. the period of repetitive heating and cooling).
If the electromagnetic field frequency is low or if the thermal cycle
is rapid (such as the case if the operating point lies on the maximum
slope of the conductivity - temperature curve) so that their periods
are comparable, more complicated analysis where the time factor would
no longer be neglected seems to be necessary.
APPENDIX A

Derivation of Equation (2.16)

It has been shown in section (2.2) that the conductivity may be expressed in the form

\[ \sigma(T) = \sigma_o \exp(-F/T_K) \]  \hspace{1cm} (A.1)

hence, at any reference temperature \( T_a \), equation (A.1) becomes

\[ \sigma(T_a) = \sigma_o \exp(-F/T_a) \]  \hspace{1cm} (A.2)

Therefore

\[ \sigma_o = \sigma(T_a) \exp(F/T_a) \]  \hspace{1cm} (A.3)

Substituting (A.3) in (A.4) we obtain

\[ \sigma(T) = \sigma(T_a) \exp\left(\frac{F}{T_a} - \frac{F}{T_K}\right) \]

\[ = \sigma(T_a) \exp\left\{\frac{F}{T_a} \left(\frac{T_K - T_a}{T_K}\right)\right\} \]  \hspace{1cm} (A.4)

Letting \( T_K = T_a + T \), where \( T \) is the temperature rise above the reference temperature, equation (A.4) becomes

\[ \sigma(T) = \sigma(T_a) \exp\left\{\frac{F}{T_a} \left(\frac{T}{1 + T/T_a}\right)\right\} \]

\[ = \sigma(T_a) \exp\left\{\beta \frac{T}{(1 + T/T_a)}\right\} \]  \hspace{1cm} (A.5)
APPENDIX B

Validity of Derivation of equation (3.6)

It could be shown that the sufficient condition for the second order differential equation (3.1) to have a solution in the form (3.2) is [20]

\[
\frac{d}{dz} \frac{f(z)}{[f(z)]^{3/2}} \ll 1
\]  

hence, for the solution of equation (2.17) to be valid, the necessary condition (B.1) for the appropriate function \( f(z) \) must be satisfied. Using equations (3.7), and (3.29), it is simple to show that this condition turns to be

\[
\left| \frac{d f(z)}{dz} \right| [f(z)]^{3/2} = \left[ \omega \mu \sigma (T_a) \exp\left\{ \beta T/(1 + T/T_a) \right\} \cdot \frac{\beta}{(1 + T/T_a)^2} \cdot \frac{d T}{dz} \right] \\
\frac{[(k_o \varepsilon_r')^2 + \omega^2 \mu^2 \sigma (T_a) \exp\left\{ \beta T/(1 + T/T_a) \right\} + \omega \varepsilon_o \varepsilon_r' \delta T_s]^3}{[\frac{T_a}{k_a} T_s]} \\
\]  

(B.2)

From physical reasoning, a large variation of \( T \) with respect to \( z \) may be considered at the upper surface of the polyconductor where a sharp thermal discontinuity takes place. Hence, by virtue of equation (3.31), equation (B.3) may be written as

\[
\left| \frac{d f(z)}{dz} \right| f^{3/2}(z) = \left[ \omega \mu \sigma (T_a) \exp\left\{ \beta T/(1 + T/T_a) \right\} \cdot \frac{\beta}{(1 + T/T_a)^2} \cdot 4 \delta \varepsilon \frac{T_a^3}{k_a T_s} \right] \\
\frac{[(k_o \varepsilon_r')^2 + \omega^2 \mu^2 \sigma (T_a) \exp\left\{ \beta T/(1 + T/T_a) \right\} + \omega \varepsilon_o \varepsilon_r' \delta T_s]^3}{[\frac{T_a}{k_a} T_s]} \\
\]  

(B.3)
For the parameters used, it may be shown that

\[ \omega \mu \sigma(T_a) \exp\{\beta T/(1 + T/T_a)\} \gg \omega e_o^r \]

therefore, the term \( \omega e_o^r \) can be dropped from the denominator of (B.3). It could be shown also that the L.H.S. of (B.4) is for the parameters used, greater than the quantity \( k_o^2 e_r' \). Hence using the binomial theorem, (B.3) can be expressed as

\[
\left| \frac{df(z)}{dz} \right| / f^{3/2}(z) \approx \left[ \omega \mu \sigma(T_a) \exp\{\beta T/(1 + T/T_a)\} \right] \times \frac{\beta}{(1 + T/T_a)^2} \frac{4 \delta e T^3}{k_o^3} \cdot T_S \]

\[
\left[ \omega \mu \sigma(T_a) \exp\{\beta T/(1 + T/T_a)\} \right]^{3/2} \cdot \left[ 1 + \frac{k_o^2 e_r'}{4 \omega \mu \sigma(T_a) \exp\{\beta T/(1 + T/T_a)\}} \right]^2
\]

\[ + \ldots \]  

(B.5)

From (B.5), it is obvious that \( \left| \frac{df(z)}{dz} / f^{3/2}(z) \right| \) satisfies the inequality

\[
\left| \frac{df(z)}{dz} / f^{3/2}(z) \right| < \left[ \omega \mu \sigma(T_a) \exp\{\beta T/(1 + T/T_a)\} \right] \frac{\beta}{(1 + T/T_a)^2} \cdot \frac{4 \delta e T^3}{k_a} \cdot T_S
\]

\[
\left[ \omega \mu \sigma(T_a) \exp\{\beta T/(1 + T/T_a)\} \right]^{3/2}
\]

\[
\frac{\beta \cdot \frac{4 \delta e T^3}{k_a}}{\sqrt{\omega \mu \sigma(T_a) \exp\{\beta T^2/(1 + T/T_a)\}}} < \frac{4 \delta e T^3}{k_a} \frac{4 \delta e T^3}{k_a} \cdot T_S
\]

(B.6)

Introducing the numerical values of the constants used throughout (section 3.1.1.), it is simple to show the following values:

\[ \beta = 0.0388 \quad \left( ^\circ K \right)^{-1} \]

\[ 4 \delta e T^3 / k_a = 1.24 \quad m^{-1} \]
and for the lowest test frequency $\omega = 10^{10}$ rad./sec. we have

$$\sqrt{\omega \mu \sigma(300)} = 200\sqrt{\pi} \text{ m}^{-1}$$

Hence, by substituting the above numerical values in (8.6) we obtain

$$\left| \frac{df(z)}{dz} / f^{3/2}(z) \right| < 13.52 \times 10^{-5} T_s \ll 1$$

which is obviously much less than unity. Thus condition (8.1) holds, and the validity of the solution given by equation (5.6) is established.
APPENDIX C

Numerical Solution for Equation (2.26)

A network of grid points is first established throughout the region \(0 \leq z \leq h\) as shown in Fig. (C.1). The grid spacing \(H\) is equal to \(h/N\) where \(N\) is any arbitrary integer.

To obtain the same order of accuracy everywhere we make the following approximations [24]:

i) First derivative \((dT/dz)\)

The first derivative is replaced by the approximate expression

\[
\frac{dT}{dz} = \frac{T(Z_i + H) - T(Z_i - H)}{2H} = \frac{(T_{i+1} - T_{i-1})}{2H} \tag{C.1}
\]

where

\(T_i\) = the temperature at point \(z_i\)

\(T_{i+1}\) = the temperature at point \(z_{i+1}\)

\(T_{i-1}\) = the temperature at point \(z_{i-1}\)

This representation introduces two new points exterior to the region of the function. We shall discuss this later in this Appendix.

ii) Second derivative \((d^2T/dz^2)\)

The second derivative is replaced by the approximation

\[
\frac{d^2T}{dz^2} = \frac{(T_{i+1} - 2T_i + T_{i-1})}{H^2} \tag{C.2}
\]

Replacement of the derivatives by equations (C.1) and (C.2) will ensure that the accuracy everywhere is of the order of \(H^2\) [24].
Fig. C.1 Grid points arrangement
Setting up the system of the above equations representing equation (2.26) in $N + 1$ points throughout region II $(0 \leq z \leq h)$, we obtain $N + 1$ simultaneous equations in $N + 1$ unknowns. These are the values of the temperature at each point of the network grid shown in Fig. (C.1).

Equation (2.26) is written for the $i^{th}$ point as

$$
(T_{i+1} - 2T_i + T_{i-1})/H^2 + \frac{1}{k_a} \sum [\sigma(T_a)\exp\{\beta(T_i/(1 + T_i/T_a))\} + \omega \varepsilon_o \varepsilon_r] \cdot
$$

$$
|E_i(z_i)|^2 = 0 \quad i = 2, 3, \ldots, N
$$

(C.3)

where $|E_i(z_i)|$ is the magnitude of the electric field as given by equation (3.34). We notice that the range of 'i' is from '2' to 'N', it does not cover the two boundary points $i = 1$ and $i = N + 1$, since the substitution $i = 1$ and $i = N + 1$ in equation (C.3) results in two exterior points $T_0$ at $z_0$ and $T_{N+2}$ at $z_{N+2}$ respectively, which does not actually exist through the region of the function [See Fig. (C.1)]. To overcome the presence of these two points, use of the boundary conditions restrictions are made through equations (2.32) and (2.33) which govern the spatial rate of temperature variation at the upper and lower surfaces of the slab respectively. Equation (2.32) can be written in the form

$$
\left. \frac{dT}{dz} \right|_{z=0} = 4\delta \varepsilon T_a^3 T_S/k_a
$$

(3.31)

making use of (C.1), (3.31) becomes

$$
(T_2 - T_0)/2H = 4\delta \varepsilon T_a^3 \cdot T_S/k_a
$$

where it is clear that $T_1 = T_S$. This leads to
\[ T_0 = T_2 - \left( \frac{8\delta \varepsilon}{k_a} \cdot H \cdot T_a^3 \right) T_s \]  
\hspace{2cm} (C.4)

Putting \( i = 1 \) in (C.3) and using (C.4) gives

\[
(2 + \frac{8\delta \varepsilon}{k_a} H \cdot T_a^3) T_1 - 2T_2 - \frac{H^2}{k_a} \left[ \sigma(T_a) \exp\left( \beta \cdot T_1/(1 + T_1/T_a) \right) \right] + \\
\omega \varepsilon'' \varepsilon_0 \cdot |E(0)|^2 = 0
\]  
\hspace{2cm} (C.5)

Equation (C.5) is the first equation in the \( N + 1 \) set of equations. The \( N + 1 \)th equation is readily obtained by reconsidering equation (C.3) at the point \( N + 1 \) where the electric field is zero. Hence, equation (C.3) becomes

\[ T_{N+2} - 2T_{N+1} + T_N = 0 \]  
\hspace{2cm} (C.6)

Again equation (2.33) is applicable at the point \( N + 1 \). Hence after making use of (C.6), equation (2.33) is readily shown to be

\[ k_a (T_{N+2} - T_N)/2H + \frac{K_S}{S} T_{N+1} = 0 \]

or alternatively

\[ T_{N+2} = T_N - \frac{2 \cdot H \cdot K_S}{k_a S} \cdot T_{N+1} \]  
\hspace{2cm} (C.7)

where \( T_h \) in equation (2.33) is replaced by \( T_{N+1} \). Substituting (C.7) into (C.6) gives

\[ T_{N+1} = T_N/(1 + H K_s / S K_a) \]  
\hspace{2cm} (C.8)

which is the last of the set of \( N + 1 \) equations.

The complete set of the equations can be written now as

\[
(2 + \frac{8\delta \varepsilon}{k_a} T_1) - 2T_2 - \frac{H^2}{k_a} \left[ \sigma(T_a) \cdot \exp\left( \beta T_1/(1 + T_1/T_a) \right) \right] + \omega \varepsilon'' \varepsilon_0 \cdot |E_1|^2 = 0
\]
\[ 2T_2 - T_3 - T_1 - \frac{n^2}{k_a} [\sigma(T_a) \cdot \exp(\beta \cdot T_2/(1 + T_2/T_a)) + \omega \varepsilon \varepsilon''] |E_2|^2 = 0 \]

... \[ \text{Eq. (C.9)} \]

\[ 2T_N - T_{N+1} - T_{N-1} - \frac{n^2}{k_a} [\sigma(T_a) \cdot \exp(\beta \cdot T_N/(1 + T_N/T_a)) + \omega \varepsilon \varepsilon''] |E_N|^2 = 0 \]

\[ T_{N+1} - \frac{T_N}{(1 + n^2 S/Sk_a)} = 0 \]

An appropriate programme is set up to solve this set of equations simultaneously. The grid spacing \( n \) is taken as 1/10 millimeter, hence (for the case of \( h = 1 \text{cm} \)) the region \( 0 < z < h \) is divided into 101 points (i.e. \( N = 100 \)) leading to a set of 101 simultaneous nonlinear equations in 101 unknowns. These are the values of the temperature at each point of the grid as given by the set (C.9).

Due to the nonlinear nature of these simultaneous equations, an iterative technique is employed, i.e. a solution for the temperature at every point throughout the grid is assumed then improved by successive iterations. To initiate a solution which is as close as possible to the correct one, the same problem is solved analytically but for constant conductivity, and the resulting values of the temperature are used to initiate the solution for the original problem. This method leads to a stable solution after only three iterations.

As a check on the accuracy of the results the solution for several selected cases are substituted back in the set (C.9) where the R.H.S of any of those equations must be zero. In all cases the error (defined as the value of the R.H.S.) is estimated around \( 10^{-4} \). Typical results for the case of \( H = 1000 \text{ V/m} \) and \( \omega = 10^{10} \text{ rad./sec.} \) are presented in table (C.1 - p. 83) where it is shown that the maximum error is \( -1.59 \times 10^{-4} \). Also several cases are tested for smaller grid spacings (down to \( H = 1/50 \text{ mm} \)) i.e. \( N = 500 \), where the same results are obtained.
APPENDIX D

Power Level Meter

It is possible to construct a power level meter by simply using a directional coupler and an impedance bridge to measure the conductance of the polyconductor slab which is connected as a load (thermally and electrically insulated from the walls) to the appropriate terminal of a cross guide directional coupler as shown in the diagramatic sketch (Fig. D.1). A matched generator is connected to terminal (1) while a matched load is connected to terminal (2) with the polyconductor slab loading terminal (3) and a known load connected to terminal (4). With this connection the power output of the generator as well as the power level at the known load [terminal (4)] could be determined.

Analytically the scattering matrix of the directional coupler is given by

\[
[S] = \begin{bmatrix}
0 & A & 0 & jC \\
A & 0 & jC & 0 \\
0 & jC & 0 & A \\
jC & 0 & A & 0
\end{bmatrix}
\]  \hspace{1cm} (D.1)

where \( A \) and \( C \) are known constants.

Introducing the power wave notations defined by [25]

\[
a_i = \frac{1}{2} (V_i + I_i Z_o) \\
b_i = \frac{1}{2} (V_i - I_i Z_o)
\]

where \( V_i \) and \( I_i \) are the voltage across and the current through the load \( Z_i \), leads to the distribution of power wave components at each
terminal as shown in Fig. (D.2).

The relation between \( a_i \) and \( b_i \) is such that

\[
R_i = b_i / a_i
\]

where \( R_i \) is the reflection coefficient at the terminal load \( Z_i \).

Hence for a matched load \( b_i \) equals zero.

Since the power waves are linearly related to each other through the scattering matrix relation

\[
[b] = [S] [a]
\]

then for the connection of Fig. (D.1), using (D.1) equation (D.3) may be explicitly written as

\[
\begin{bmatrix}
  b_1 \\
  b_2 \\
  b_3 \\
  b_4
\end{bmatrix}
= \begin{bmatrix}
  0 & A & 0 & jC \\
  jC & 0 & jC & 0 \\
  0 & jC & 0 & A \\
  jC & 0 & A & 0
\end{bmatrix}
\begin{bmatrix}
  a_1 \\
  0 \\
  R_3 b_3 \\
  -R_4 b_4
\end{bmatrix}
\]

(D.4)

where \( a_3 \) and \( a_4 \) are replaced by \( R_3 b_3 \) and \( -R_4 b_4 \), respectively.

From (D.4) we obtain

\[
b_1 = jC R_4 b_4
\]

\[
b_2 = A a_1 + jC R_3 b_3
\]

(D.5)

\[
b_3 = A R_4 b_4
\]

\[
b_4 = jC a_1 + A R_3 b_3
\]

Hence, by monitoring the conductance of the VO\(_2\) polyconductor load, \( R_3 \) as well as the power incident on it \( (a_i^2/Z_3) \) [25] are determined
from either calibrated curves or from the theoretical analysis given in Chapters 2 and 3. If the load reflection coefficient \( R_4 \) is known, the output power of the generator \( (a_4^2/Z_o) \) as well as the power incident on the load \( (b_4^2/Z_o) \) are completely determined from the set of equations (D.5).

It is important to notice that the waves inside the wave guide corresponding to the fundamental \( TE_{10} \) mode can be resolved into two plane waves propagating in different directions. Hence, the power incident on the \( VO_2 \) polyconductor will be due to two obliquely incident plane waves. Since our previous results are based on a single plane electromagnetic wave normally incident on the polyconductor surface, and since the problem is nonlinear, the effect of two plane waves cannot be deduced from the analysis of a single plane wave. Therefore, if our previous results are to be employed, the \( VO_2 \) slab should be inclined in such a manner as to be normal to the direction of propagation of one plane wave and tangential to the other. Since the electric field is perpendicularly polarized, and the permeability of the polyconductor is the same as that of free space, no surface waves are launched [26].

It is simple to show that if the angle of inclination of the load with respect to the normal position is \( \alpha \), then

\[
\sin \alpha = \frac{\lambda_o}{2a}
\]

where \( \lambda_o \) is the free space wave length at the operating frequency, and \( a \) is the larger dimension of the wave guide cross section [see Fig. (D.3)].

The load inclination angle is obviously fixed at one frequency, however since the variation of \( \sin \alpha \) is negligible for a small change
unknown load

matched generator

polyconductor load

matched load

Fig. D.1 Diagramatic sketch of a power level meter.

Fig. D.2 Power wave distribution at the terminals of the power level meter.

normal position

Fig. D.3 Load inclination in the power level meter.
in $\alpha$, a kit of wave guides each having a fixed $\theta_{0}$ load inclination adjusted to cover successive small frequency bands will serve to cover the whole band desired. To illustrate this assume a set of wave guides required to cover the frequency band 10 to 11 GHz. A typical dimension of such a wave guide is 86 x 43 mm. Choosing the first element to cover the band 10 to 10.2 GHz, the load inclination ranges from

$$\alpha = 2^\circ \text{ at } 10\text{GHz} \text{ to }$$

$$\alpha = 1^\circ \ 58' \text{ at } 10.2 \text{ GHz}, \text{ etc.}$$

i.e., the load inclination can be considered constant over the limited frequency band at 10 to 10.2 GHz.
APPENDIX E*

MOXI CONTROLLED ANTENNA ARRAY

An interesting application of the VO₂ slab on a metal substrate arises in radar systems where, as previously mentioned, switching of the standby array to the active mode is required only during the presence of a detectable target. The proposed connection is shown in Fig. (E.1). It consists of a wave guide directional coupler connected to the feed system of the surveillance antenna and terminated by a high power traveling wave tube (T.W.T.). The T.W.T. feeds a wave guide which acts as a parallel stub tuner to the second antenna and is blocked by a VO₂ film in series. The heater side of the film is on the T.W.T. side while the VO₂ variable impedance film on a very thin metal substrate is at end of the wave guide stub (λ/4 in length) as shown in Fig. (E.1). It is important to notice that the two antennas are electrically isolated (but not thermally) by the metal substrate.

In the normal state where one antenna is on surveillance and the other on standby, the VO₂ slab terminating the λ/4 parallel stub is at ambient temperature, hence, represents a very high input impedance Z_m. At the plane b-b [see Fig. (E.2)] the input impedance looking toward the stub Z_{VO₂} is given by

\[ Z_{VO₂} = \frac{Z_o^2}{Z_m} \]  

(E.1)

where \( Z_o \) is the characteristic impedance of the wave guide for the TE_{10} fundamental mode used.

* This appendix is related to a pending patent by Professor M.A.K. Hamid
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Fig. E.1 Moxi controlled antenna array.

Fig. E.2 The parallel stub connection.
Let $Z_a$ represent the input impedance of the standby antenna at plane C-C [Fig. (E.2)], therefore at plane a-a (same Figure) the equivalent input impedance $Z_{eq}$ of the parallel combination of $Z_a$ and $Z_{iVO_2}$ is simply

$$Z_{eq} = \frac{(Z_a \cdot Z_{iVO_2})}{Z_a + Z_{iVO_2}} \quad (E.2)$$

Substituting (E.1) into (E.2) gives

$$Z_{eq} = \frac{Z_a \cdot Z_0^2}{[Z_{in} (Z_a + Z_0^2 / Z_m)]} \quad (E.3)$$

Therefore, the impedance $Z_{in}$ seen by the generator ($\lambda/4$ far from a-a) becomes

$$Z_{in} = \frac{Z_0^2 / Z_{eq}}{Z_m (Z_a + Z_0^2 / Z_m) / Z_a Z_0^2}$$

$$= \frac{Z_m + Z_0^2 / Z_a} \quad (E.4)$$

This value represents a very high impedance at the generator terminals, thus delivering negligible power to the standby antenna due to the resulting high standing wave ratio.

In the presence of a target, a back scattered signal is received, a sample of which will pass through the directional coupler to the T.W.T. where it is highly amplified, fed to the heater side of the film, thus causing a sudden rise in temperature. Hence heat transfer to the other side of the VO$_2$ film will take place immediately by conduction through the thin metal substrate. If the power transmitted is high enough to switch the VO$_2$, its impedance will drop sharply, and in effect it will turn to a metal which presents a short circuit termination to the quarter wave length parallel stub. Simple analysis will show that in this case $Z_{iVO_2}$
at the plane b-b will be infinite clearing the way for the generator to feed the standby antenna causing a sharper beam from the two antennas operating as an array. Once the target disappears, there will be no reflected signal to feed the T.W.T. and the VO₂ slab temperature will drop back to its normal condition causing the high impedance at the generator terminals to build up again and return the second antenna to the standby mode.
APPENDIX F

Scattering of plane electromagnetic waves from dielectric coated conductor-normal incidence

Consider an infinite dielectric sheet on a metal substrate as shown in Fig. (F.1). Let the dielectric sheet occupy region II \((0 < z < h)\), the metal substrate occupy region III \((h < z < \infty)\) and free space occupy region I \((z < 0)\). Also assume a plane wave incident from region I normally on the slab with a y-polarized electric field given by

\[
E^i = E_0 \exp(-jK_0 z) \quad (F.1)
\]

where \(\exp(j\omega t)\) time dependence has been suppressed.

The scattered field in region I is also a y-polarized and may be expressed in the form

\[
E^s = R E_0 \exp(jK_0 z) \quad (F.2)
\]

where \(R\) is the reflection coefficient at the surface \(z = 0\).

At the interface between free space and the dielectric slab both the electric and magnetic fields are continuous, hence

\[
E^i + E^s = E^t \quad (F.3)
\]

\[
H^i + H^s = H^t \quad (F.4)
\]

where \(E^t\) is the transmitted electric field in medium II, \(H^i\), \(H^s\) and \(H^t\) are the incident, scattered and transmitted magnetic field respectively.

Since from \((2.6)\) we have

\[
\frac{dE_y}{dz} = j\omega \mu H_x
\]

then \((F.3)\) and \((F.4)\) can be written in the form
Fig. F.1 Scattering geometry for a dielectric coated conductor.
\[ E_0(1 + R) = E^t \]  \hspace{2cm} (F.5)

\[ -\frac{jK_o}{j\omega\mu} (1 - R) E_0 = \frac{1}{j\omega\mu} \left. \frac{dE^t}{dz} \right|_{z=0} \]  \hspace{2cm} (F.6)

where \( \mu \) is the permeability of the dielectric slab.

The electric field inside the dielectric must satisfy the wave equation

\[ (\nabla^2 + K_d^2)E^t = 0 \]  \hspace{2cm} (F.7)

where \( K_d = \omega\sqrt{\mu\varepsilon} \) is the dielectric wave number, \( \varepsilon \) is its permittivity.

Since propagation is in \( z \) direction, equation (F.7) becomes

\[ \frac{d^2E^t}{dz^2} + K_d^2 E^t = 0 \]

which has a solution in the form

\[ E^t = A \exp(jK_dz) + B \exp(-jK_dz) \]

applying the electric field boundary condition at \( z = h \) which requires that the total tangential electric field is zero gives

\[ 0 = A \exp(jKdh) + B \exp(-jKdh) \]

hence

\[ E^t = A[\exp(jK_dz) - \exp(2jK_dh - jK_dz)]. \]

\[ = j 2A \exp(jK_dh) \cdot \sin K_d(z - h) \]  \hspace{2cm} (F.8)

Substituting (F.8) in (F.5) and (F.6) yields

\[ E_0(1 + R) = -j 2A \exp(jK_dh) \sin(K_dh) \]  \hspace{2cm} (F.9)
and
\[
-j \frac{K_o \mu}{\mu_o} (1 - R)E_o = j 2AK_d \exp(jK_d h) \cdot \cos(K_d h) \tag{F.10}
\]

Solving (F.9) and (F.10) simultaneously for \( A \) and \( R \) we get
\[
R = \frac{1 - j \frac{K_o \mu}{K_d \mu_o} \cdot \tan(K_d h)}{1 + j \frac{K_o \mu}{K_d \mu_o} \cdot \tan(K_d h)}
\]

and
\[
A = j E_o \exp(-jK_d h) \cdot \frac{\csc K_d h}{1 + j \frac{K_o \mu}{K_d \mu_o} \cdot \tan(K_d h)} \tag{F.11}
\]

Substituting from (F.11) in (F.8) we finally obtain the transmitted electric field in the form
\[
E^t = -2 E_o \frac{\sin K_d (z-h)}{[1 + j \frac{K_o \mu}{K_d \mu_o} \cdot \tan(K_d h)]} \cdot \frac{1}{\sin(K_d h)} \tag{F.12}
\]
<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.162876475093</td>
<td>0.253126321091</td>
<td>0.011629404904</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.192047674567</td>
<td>0.266121625207</td>
<td>0.012167365042</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.157666766745</td>
<td>0.366667667456</td>
<td>0.013116264654</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.145313545435</td>
<td>0.323134545435</td>
<td>0.014077272768</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.132766222567</td>
<td>0.335661222567</td>
<td>0.015231262623</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.151607242256</td>
<td>0.358575853059</td>
<td>0.016377524673</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.140976224765</td>
<td>0.328126623610</td>
<td>0.017409287158</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.142527225679</td>
<td>0.366927263452</td>
<td>0.018703112652</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.140757195693</td>
<td>0.366327234516</td>
<td>0.019136546574</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.139300145039</td>
<td>0.365872252202</td>
<td>0.020119576542</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.132700510285</td>
<td>0.332523516547</td>
<td>0.021250262273</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.135606273840</td>
<td>0.364774785955</td>
<td>0.022129870495</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.133646481019</td>
<td>0.364188858591</td>
<td>0.023134299653</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.132215415619</td>
<td>0.362352123267</td>
<td>0.024138135552</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.130723524765</td>
<td>0.362906121342</td>
<td>0.025141627216</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.129157719656</td>
<td>0.362233352450</td>
<td>0.026144765691</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.127621451803</td>
<td>0.351534526572</td>
<td>0.027147473641</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.126114768903</td>
<td>0.250912622724</td>
<td>0.028149964625</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.112583759653</td>
<td>0.232442509170</td>
<td>0.029159434569</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.110135221503</td>
<td>0.237254335521</td>
<td>0.030155710127</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0.094924156803</td>
<td>0.230424053207</td>
<td>0.031139926299</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.081296566020</td>
<td>0.251467221621</td>
<td>0.032119103012</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>0.069961885703</td>
<td>0.274655257115</td>
<td>0.033181467036</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>0.057306399556</td>
<td>0.220851104407</td>
<td>0.034159045188</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.049674697076</td>
<td>0.231653299777</td>
<td>0.035182456946</td>
<td></td>
</tr>
</tbody>
</table>

Table (C.1). Error for the case of $E^4 = 1000$, $w = 10^{10}$ rad./sec.
Fig. (F.2) Variation of the electric field inside the slab for the core of pure dielectric (both numerically and analytically) $E^e = 100 \, \text{v/m}$
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