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Abstract

We consider a problem of domain adaptation in image classification and crowd counting. Given a pre-trained model learned from a source domain, our goal is to adapt this model to a target domain using unlabeled data. The solution of this problem has a lot of potential applications in computer vision research that require a neural network model adapted to a target dataset. In this thesis, we propose two different approaches for domain adaptation. First, inspired by a source free domain adaptation, we propose a black-box model adaptation and distillation for image classification. The key challenge of this problem setting is that we do not have access to any internal information of the source model, including model architecture, model parameters, or even intermediate feature maps. We can only access the output of the source model, hence the source model is a “black-box” to us. Once the model is adapted to the target domain, we perform knowledge distillation to obtain a compact model for deployment. Second, we apply dynamic transfer for solving domain adaptation problems in crowd counting. The key insight is that adapting the model for the target domain is achieved by adapting the model across the data samples. The experimental results on several benchmark datasets demonstrate the effectiveness of our approaches.
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Chapter 1

Introduction

In this thesis, we explore domain adaptation problem in image classification and crowd counting. We assume that we have a source domain with labeled images and a target domain with unlabeled images. There might exist a domain shift between these two domains due to the different scene, camera position, environmental condition, etc. Current research in computer vision is drawing a surge of interest to solve this domain shift problem to make computer vision problem more realistic. To be precise, recent domain adaptation approaches are making notable attention to solve domain shift problem without using source dataset which makes the domain adaptive application more flexible. Although, these methods are promising, they have some limitations. One main limitation is that these methods use internal information of the source model [33, 37] and it is very possible to recover source dataset [44] using the internal features or parameters of the source model. On the other hand, in crowd counting, existing domain adaptive approaches use static parameters of the model and it also requires to know the definition of the domain or the domain labels. We have analyzed
Figure 1.1: Problem illustration. We consider a new problem called black-box model adaptation and distillation in image classification. Consider a vendor (as source domain) providing image classification services to its clients (as target domain). The vendor trains a model using its own data. A client has some unlabeled data. There is a domain shift between the vendor and the client. Due to privacy concerns, the vendor and the client do not want to share data with each other. In addition, due to risk and liability concerns, the vendor only provides a black-box model. The client cannot access the internal information (e.g. model architecture, parameters, intermediate feature maps) of the black-box model. Our goal is to adapt the black-box model to the target domain and distill the adapted model to a compact white-box model for deployment on the client-side.

these limitations and in this thesis, we consider two different domain application problems, including domain adaptation for black-box model and dynamic transfer for domain adaptation. First, we consider adapting a black-box model to the target domain without accessing any internal information of the model, then we present how dynamic transfer improves the efficiency of adapting a new target domain without having any labeled target data.

For our first problem setup, we assume that we have a black-box model and we
need to adapt this model to the target domain and possibly distill it to a compact target model for deployment. The problem setting is illustrated in Fig. 1.1. This problem setting is motivated by some challenges arising in real-world applications. Let us consider a hypothetical scenario of a vendor that provides image classification services to its clients. The vendor can train the image recognition model on a large-scale dataset it owns. The trained model can then be used by different clients, e.g. by either sending the model to the client or providing the image recognition functionality as a web API. In this scenario, we can consider the vendor as the source domain and the client as the target domain. Due to privacy issues, the vendor and the client do not want to share data with each other, and data on the client side are likely to be unlabeled. Considering this situation, the vendor might want to provide the trained
model as a black-box without revealing any internal information (e.g. architecture, parameters, even intermediate feature maps) of the model. For example, the black-box model might be provided as a web API that outputs class scores given an image. On the other hand, the client may not have the resources to acquire labeled data or train the model, so it is desirable for the client to take advantage of the pre-trained model from the vendor even if the model is only available as a black-box. But instead of directly using the black-box model, the client might want to do some model adaptation and compression to obtain a compact white-box model for deployment.

In this thesis, we propose a two-stage approach to address this black-box adaptation and distillation problem. In the first stage, we use the idea of side-tuning [72] and attach a side network to the black-box base model. We then train this side network using the idea of source hypothesis transfer (SHOT) [37] using unlabeled data in the target domain. Since the base model is a black-box to us, we cannot perform any update on the base model. At the end of the training, the combination of the base model and the side network has been adapted to the target domain. In the second stage, we perform knowledge distillation (KD) to obtain a compact white-box model in the end. Our KD method is designed so that it does not require accessing any internal information of the base model.

In the final part of our thesis, we also present a highly effective domain adaptation approach for crowd counting. The problem setup is illustrated in Fig. 1.2. In this problem, we have crowd images from two different domains namely source and target. Similar to our first problem, images from the source domain are labeled and on the other hand, target domain images are unlabeled. It is very obvious that images from
these two different domains will have domain shift problem due to different camera positions, environmental conditions, and different viewpoints. Our goal is to generate a crowd counting system that will work effectively in the target environment.

Crowd counting problem has a large number of real-world applications such as traffic monitoring, crowd-analysis, urban planning, etc that require scene adaptation to work in a target environment. Most of the research is based on a supervised setting, where training and testing data are from the same domain. But this supervised setting is not always applicable for most real-world applications where training and test images are from different domains. Domain adaptive approach solve this problem by taking advantage of the labeled images from the source domain and unlabeled images from the target domain. This method aims to learn a domain agnostic model by optimizing it’s static parameters. On the other hand, dynamic neural network adapts a domain by learning the model per sample.

In this thesis, we apply a dynamic neural network for domain adaptation in crowd counting. In this setting, the target domain dataset is also unlabeled. In general domain adaptation adapts the model between source and target domain data. On the other hand, dynamic transfer adapts the model based on per sample of data. It does not need the collection of domain labels or any knowledge over the definition of domains.

1.1 Contributions

We have made several contributions in this thesis. First, we introduce the new problem of black-box model adaptation and distillation, especially in the application
of image classification. We propose an approach for this problem based on source hypothesis transfer (SHOT) \cite{37} and side-tuning \cite{72}. Our proposed method is flexible and does not make any specific assumptions about the model architecture. Second, we apply dynamic transfer with domain adaptation for the crowd counting problem. In dynamic transfer, a neural network model learns to adapt the target domain based on sample of data without having any knowledge over the domain. We also illustrate the performance of our approaches for different applications.

1.2 Thesis Organization

We organize this remaining of the thesis as follows. In Chapter 2, we present the related work of our different approaches. More specifically, we discuss various domain adaptation methods, source-free domain adaptation, knowledge distillation, and different approaches of dynamic network. In Chapter 3, we outline our approach for source-free domain adaptation. We design this approach so that it can work for compact models. We show that without using source data and parameters of the source domain, we can adapt the model for the target domain. In Chapter 4, we present dynamic neural network with domain adaptation for crowd counting. Using this approach, a model can adapt by per sample of images instead of the whole domain. Finally, in Chapter 5, we conclude this thesis.
Chapter 2

Related Work

2.1 Domain Adaptation

There has been lots of prior work on domain adaptation in computer vision. Most of them focus on unsupervised domain adaptation (UDA) [55, 57, 39, 61, 62, 59, 5, 22, 25]. In UDA, the source domain contains labeled data, while the target domain only contains unlabeled data. There is a domain shift between the two domains. The goal is to learn a model that performs well in the target domain. Existing DA approaches often use feature matching or adversarial training to learn domain-agnostic features or models. There has also been work on other settings of UDA. In partial-set DA [9], the label set of the source domain subsumes that of the target domain. In the open-set DA [48], the target domain may contain some unknown classes that never appear in the source domain. The model needs to reject samples of those unknown classes in the target domain.
2.2 Source-free domain adaptation

In standard UDA, the learning algorithm in the target domain can directly access the source domain data. This can be impractical since the source domain data are often not available (e.g. due to privacy). In recent years, there has been work on the more challenging problem of source-free domain adaptation. In source-free DA, the adaptation in the target domain can only access a pretrained model from the source domain, with no access to the source domain data. In [37], a source hypothesis transfer (SHOT) framework is proposed for source-free DA. SHOT freezes the classifier of the source model. It then uses information maximization and pseudo-labeling to learn target-specific feature representation. In [32], an instance level weighting mechanism is developed for source-free DA. The method in [31] first performs source-only domain generalization, then source-free target adaptation. Domain impression [33] uses a generative model to generate samples from the source domain for domain adaptation. In addition to image classification, there has also been work [4, 40, 61] on source-free DA in image segmentation.

2.3 Knowledge Distillation

The goal of knowledge distillation (KD) is to use a trained large model (called teacher) to help the learning of a small model (called student). The original KD [21] uses a divergence loss defined on the soft outputs from the teacher and the student. In addition to soft outputs, there have also been KD methods based on various other information, such as intermediate layer features [52], similarity between examples [65],
semantic relations [36], relation knowledge of data sample [49], etc.

Recently, there has been work [42; 47; 19; 70; 12; 45] on data-free knowledge distillation. In data-free KD, we do not have access to the original data used in training the teacher model. Most data-free KD methods try to synthesize training data using the teacher model.

2.4 Dynamic Networks

Some neural network has architectures that depends on blocks [38; 68; 69; 13] or channels [26; 8] that update network parameters based on input samples. [69] increases the size and capacity of the network architecture dynamically based on the input sample by replacing normal convolution with a conditional convolution. [68] presents a technique to execute layers of a deep network based on the input. It reduces the computation time by providing significant prediction accuracy. Changing network architecture dynamically is also applied in [38]. [67; 26] present a feature-based attention module that can update features based on the input samples. In this thesis, we apply dynamic convolution for domain adaptation, that uses a dynamic residual kernel instead of a static kernel.
Chapter 3

Black-Box Model Adaptation and Distillation

In this chapter, we first describe the problem setup for Black-box model adaptation and distillation (Sec. 3.1). We then introduce our proposed approach for $K$-way image classification (Sec. 3.2), and finally, we provide an overview of our experimental illustration (Sec. 3.3).

3.1 Problem Setup

In this problem, vendor provide a black-box model to client without revealing any extra information. There are many reasons why the vendor wants to only provide a black-box model. First of all, the vendor might consider the network architecture of the model to be a proprietary intellectual property and does not want to reveal the details. Second, it is well known that deep learning models have various security
and privacy vulnerabilities. For example, they can suffer from various attacks such as white-box attack \cite{7, 64, 63}, membership inference attack \cite{58}, etc. It is also possible to recover images from feature maps \cite{43}. Due to these possible risks and liabilities, the vendor is usually cautious and does not want to reveal extra information about the model. In this thesis, we propose a two-stage approach to address this challenging problem. In the first stage, we use the idea of side-tuning \cite{72} and attach a side network to the black-box base model. We then train this side network using the idea of source hypothesis transfer (SHOT) \cite{37} using unlabeled data in the target domain. Since the base model is a black-box to us, we cannot perform any update on the base model. At the end of the training, the combination of the base model and the side network has been adapted to the target domain. In the second stage, we perform knowledge distillation (KD) to obtain a compact white-box model in the end. Our KD method is designed so that it does not require accessing any internal information of the base model.

\section{Our Approach}

We focus on $K$-way image classification in this thesis, although our proposed method can also be extended to other problems. We are given a pre-trained black-box model (called base model) parameterized by $\theta_{\text{base}}$ for this classification problem. To simplify the notation, we use the same notation to denote both the function represented by a model and the parameters of the model throughout the thesis. For example, we use $\theta_{\text{base}}$ to denote parameters of the base model. But we also use $\theta_{\text{base}}(\cdot)$ to denote the function represented by the base model. Given an image $x$, 
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Figure 3.1: Overview of our approach. Given a black-box model $\theta_{\text{base}}$ trained from the source domain, we use the idea of side-tuning \[72\] to add a side network $\theta_{\text{side}}$ to $\theta_{\text{base}}$ and obtain a target network $\Theta$. We then learn $\Theta$ on the target domain while keep $\theta_{\text{base}}$ frozen, i.e. we only update $\theta_{\text{side}}$. We then use $\theta_{\text{side}}$ to generate pseudo-labels on the target domain using a clustering technique similar to SHOT \[37\]. Finally, we use the pseudo-labels to distill a compact white-box model $\psi$ from $\Theta$. During the whole process, our approach does not need to access any internal information (e.g. model architecture, parameters, intermediate feature maps) of the black-box model $\theta_{\text{base}}$.

We use $\theta_{\text{base}}(x) \in \mathbb{R}^K$ to denote the predicted class scores before softmax. This base model $\theta_{\text{base}}$ is trained on some source training data. However, we have no access to the source training data during adaptation. In addition, we assume that $\theta_{\text{base}}$ is provided as a black-box model, i.e. we cannot examine any internal information of the model, including model architecture, parameters, intermediate feature maps. Given an image $x$, we only have access to the final prediction $\theta_{\text{base}}(x)$. We also have a target domain $\mathcal{D}$ with unlabeled images from a target domain, i.e. $\mathcal{D} = \{x_i\}_{i=1}^N$ where $x_i$ is an unlabeled image in the target domain. There might be a domain shift between the source data used for learning $\theta_{\text{base}}$ and the target domain. Our goal is to obtain a compact model for the target domain $\mathcal{D}$ by exploiting the black-box base model $\theta_{\text{base}}$.

Our approach consists of an adaptation stage (Sec. 3.2.1) and a distillation stage (Sec. 3.2.2). In the adaptation stage, our goal is to create a new model adapted to the target domain. This adapted model can be quite large. In addition, this model has some
black-box components which make it difficult to deploy in certain applications. In the distillation stage, we distill this adapted model to a more compact model. The final model is a compact white-box model that the end-user can easily deploy. An overview of our approach is shown in Fig. 3.1.

### 3.2.1 Black-Box Adaptation with Side-Tuning

Our adaptation approach is based on the source hypothesis transfer (SHOT) [37] originally proposed for source-free domain adaptation. SHOT has two stages. During the first stage, a target model is initialized from the source model. SHOT then updates the encoder of the target model (while keeping the decoder frozen) by minimizing the information maximization (IM) loss [30; 57; 27] between the source model and the target model using the unlabeled data in the target domain. In the second stage, pseudo-labels are generated on the target data and are used to further fine-tune the target model. Unfortunately, SHOT requires access to the internals of the source model. In SHOT, the target model is initialized by the source model parameters. For the pseudo label generation, SHOT extracts features from the target model which is initialized from the source model. So SHOT cannot be directly used in our setting.

In this section, our goal is to create a target model without accessing the internals of the base model $\theta_{\text{base}}$. An important consideration is that we like the target model to have enough capacity so that it can effectively transfer the knowledge from the base model. Unfortunately, since we do not have access to the model architecture of $\theta_{\text{base}}$, we cannot easily design the architecture of the target model.

Our solution is to use side-tuning [72] for model adaptation. Side-tuning adapts
a pre-trained base network by fusing it with another “side” network (see Fig. 3.1). During re-training, the base network is frozen and only the parameters of the side network are updated. Let \( \theta_{side} \) be the side network. We use \( \Theta = \theta_{base} \oplus \theta_{side} \) to denote the target network where \( \oplus \) denote the fusion of the two networks as shown in Fig. 3.1. Note that since \( \theta_{base} \) is frozen, \( \Theta \) is parameterized by only \( \theta_{side} \). Given an image \( x \), the output of \( \Theta \) is the sum of the base network \( \theta_{base} \) and the side network \( \theta_{side} \), i.e. \( \Theta(x) = \theta_{base}(x) + \theta_{side}(x) \), where \( \Theta(x) \in \mathbb{R}^K \).

We then learn \( \Theta \) on the target domain data by optimizing the same IM loss used in SHOT [37]. The IM loss consists of an entropy loss \( L_{ent} \) and a diversity loss \( L_{div} \):

\[
L_{IM}(\Theta) = L_{ent}(\Theta) + L_{div}(\Theta), \quad \text{where (3.1a)}
\]

\[
L_{ent}(\Theta) = \sum_{i=1}^{N} \sum_{k=1}^{K} \delta_k(\Theta(x_i)) \log \delta_k(\Theta(x_i)) \quad \text{(3.1b)}
\]

\[
L_{div}(\Theta) = \sum_{k=1}^{K} \hat{p}_k \log \hat{p}_k \quad \text{(3.1c)}
\]

where \( \delta_k(\cdot) \) denotes the \( k \)-th element of softmax output of a \( K \)-dimension vector input. Here \( \hat{p} = \frac{1}{N} \sum_{i=1}^{N} \delta(\Theta(x_i)) \) is the mean output vector of the entire target data and \( \hat{p}_k \) is the \( k \)-th element of \( \hat{p} \). The entropy loss \( L_{ent} \) enforces the target outputs to be individually certain. The diversity loss \( L_{div} \) makes the target outputs to be globally diverse. Overall, \( L_{IM} \) makes the target outputs to be similar to one-hot encodings but differ from each other. Readers are referred to [37] for details on why these kinds of target outputs are desirable.

Similar to [37], we also generate pseudo-labels for the target data. In [37], the pseudo-labeling strategy involves k-means clustering that requires access to the intermediate feature representations of the source model. Since we do not have access
to intermediate features of the source model, we directly use the output of the source model for pseudo-labeling. We call them pseudo-labels generated this way as base pseudo-labels. For each sample $x_i \in D$, its base pseudo-label is obtained from the base model $\theta_{base}$ as $\hat{z}_i = \arg \max_k \theta_{base}^k(x_i)$, where $\theta_{base}^k(x_i) \in \mathbb{R}$ is the $k$-th element of $\theta_{base}(x_i)$ and $\hat{z}_i \in \{1, 2, ..., K\}$.

Our final overall objective for the model adaptation is the combination of the IM loss $L_{IM}$ and the cross-entropy loss using the base pseudo-labels on the target domain:

$$L(\Theta) = L_{IM}(\Theta) - \lambda \sum_{i=1}^{N} \sum_{k=1}^{K} 1_{[k=\hat{z}_i]} \log \delta_k(\Theta(x_i))$$ (3.2)

where $1_{[\cdot]}$ is the indicator function and $\lambda$ is a hyperparameter controlling the relative weight of the two terms in Eq. 3.2.

We update $\Theta$ by optimizing $L(\Theta)$ in Eq. 3.2 while fixing the base model $\theta_{base}$. In other words, we only update $\theta_{side}$ during this learning process. In the end, we obtain $\Theta = \theta_{base} \oplus \theta_{side}$ as the adapted model for the target domain.

During the whole process of black-box adaptation, we only need the output of the base model. We do not need to access any internal information of the base model.

### 3.2.2 Distilling Compact White-box Model

The target model $\Theta$ can be difficult to deploy in real world applications for two reasons. First of all, the model size of $\Theta$ can be quite large since it is a fusion of two separate models (base network $\theta_{base}$ and side network $\theta_{side}$). For many real-world applications (e.g. models running on edge devices), we need the deployed model to be small. Second, the base network $\theta_{base}$ is a black-box model. In some cases, the
base network $\theta_{\text{base}}$ is provided as a callable API, and accessing this API might require Internet access. It might be cumbersome for end-users applications to directly call this API. It is desirable to have a compact white-box model for the final deployment. In this section, we use knowledge distillation to obtain a compact white-box model by distilling from $\Theta$.

For knowledge distillation, we need some type of pseudo-labels for the target data. Although we can directly use the base pseudo-labels generated in Sec. 3.2.1, these base pseudo-labels are directly generated from the base model and may not be optimal for the target domain due to domain shift. Instead, we use the technique in [37] to generate refined pseudo-labels (called target pseudo-labels) tailored for the target domain using the adapted model $\Theta$. The pseudo-labeling strategy in [37] performs weighted k-mean clustering on the feature vectors on the target data and uses the cluster centroids as the prototypes of each class. In our case, since we do not have access to the feature vectors of the adapted model $\Theta$, we use the feature vectors of the side network $\theta_{\text{side}}$ as an approximation.

Let $f(\cdot; \theta_{\text{side}})$ be the feature extractor of the side network $\theta_{\text{side}}$. Given an image $x$, $f(x; \theta_{\text{side}})$ is a feature vector extracted by $\theta_{\text{side}}$ corresponding to the last layer before the final classification. We perform weighted k-means clustering of the feature vectors in the target domain, where the centroid of each cluster corresponds to a class.

$$c_k = \frac{\sum_{i=1}^{N} \delta_k(\Theta(x_i)) f(x_i; \theta_{\text{side}})}{\sum_{i=1}^{N} \delta_k(\Theta(x_i))}$$  \hspace{1cm} (3.3)

For each sample $x_i$, its target pseudo-label of a sample $\hat{y}_i$ can be obtained by the nearest centroid classifier:

$$\hat{y}_i = \arg \min_k D(f(x_i; \theta_{\text{side}}), c_k)$$  \hspace{1cm} (3.4)
where $D(\cdot)$ is a measure of distance between two vectors. We can then refine the cluster centroids:

$$c'_k = \frac{\sum_{i=1}^{N} \mathbb{1}_{[\hat{y}_i = k]} f(x_i; \theta_{side})}{\sum_{i=1}^{N} \mathbb{1}_{[\hat{y}_i = k]}}$$  \hspace{1cm} (3.5)

We can then use the new centroids $\{c'_k\}$ to refine the target pseudo-labels $\{\hat{y}_i\}$. This process can be repeated for several rounds.

In the end, we obtain sufficiently good target pseudo-labels $\{\hat{y}_i\}$ in the target domain. We obtain the compact white-box model using the target pseudo-labels and the knowledge provided by the target model $\Theta$. Let $\psi$ be the final small model. We learn $\psi$ from unlabeled target data $D$ by optimizing the following objective:

$$L(\psi) = L_{kd}(\psi) + L_{ent}(\psi), \text{ where}$$

$$L_{kd}(\psi) = \sum_{i=1}^{N} KL(\delta(\psi(x_i)/T), \delta(\Theta(x_i)/T))$$ \hspace{1cm} (3.6b)

$$L_{ent}(\psi) = -\sum_{i=1}^{N} \sum_{k=1}^{K} \mathbb{1}_{[\hat{y}_i = k]} \log \delta_k(\psi(x_i))$$ \hspace{1cm} (3.6c)

where $L_{kd}(\cdot)$ is the knowledge distillation (KD) loss and $L_{ent}$ is the standard cross-entropy loss using the target pseudo-labels. The KD loss $L_{kd}(\cdot)$ transfers knowledge from the adapted model $\Theta$ to the compact student model $\psi$. We use the original KD loss in [21] which minimizes the KL divergence between the softmax output of $\Theta$ and $\psi$. The parameter $T$ in $L_{kd}$ is the temperature for producing softer probability distribution for different classes. The loss $L_{ent}(\cdot)$ is a standard cross-entropy loss between the output generated by final model $\psi$ and target pseudo-labels $\{\hat{y}_i\}$ of the target data $D$.

In the end, we obtain a student model $\psi$. Compared with $\Theta$, the student model $\psi$ has two important properties. First of all, it has a smaller size. Second, while $\Theta$
Table 3.1: **Summarization of various methods used in the comparison.** The 1st column corresponds to the name of each method (see Sec. 3.3.3 and Sec. 3.3.4 for detailed description of each method). The 2nd and 3rd columns indicate whether a method requires accessing the model parameters or any intermediate feature maps of the base model (✗ is desirable). The last column indicates whether the final model of the method is a compact model (✓ is desirable). The last four methods can be seen as “oracle” since they require accessing internal information of the base model. “*” indicates the method has some black-box component and not be deployable as a standalone application (e.g. when the black-box component is provided as web API).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>black-box methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM*</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>NL</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>NL+KD</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Adaptation*</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Ours</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>non-black-box methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHOT</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>SHOT+KD</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SHOT†</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>SHOT†+KD</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

has a black-box component (i.e. the base model $\theta_{base}$), $\psi$ is a white-box model. So $\psi$ can be deployed in applications that do not have access to the black-box $\theta_{base}$.
### Table 3.2: Results of the closed-set setting on the Digits dataset [22]. We use LeNet architecture for the base network, the side network, and the target network on this dataset. Our approach outperforms other black-box methods. We also show results of non-black-box oracle methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>S → M</th>
<th>U → M</th>
<th>M → U</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>black-box methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM</td>
<td>71.4</td>
<td>87.3</td>
<td>72.4</td>
<td>77.0</td>
</tr>
<tr>
<td>NL</td>
<td>77.9</td>
<td>90.7</td>
<td>74.3</td>
<td>81.0</td>
</tr>
<tr>
<td>NL+KD</td>
<td>76.9</td>
<td>90.6</td>
<td>74.4</td>
<td>80.6</td>
</tr>
<tr>
<td>Adaptation</td>
<td>91.1</td>
<td>91.2</td>
<td>80.9</td>
<td>87.7</td>
</tr>
<tr>
<td>Ours</td>
<td>93.5</td>
<td>92.4</td>
<td>82.7</td>
<td>89.5</td>
</tr>
<tr>
<td><strong>non-black-box methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHOT</td>
<td>99.1</td>
<td>97.5</td>
<td>98.0</td>
<td>98.2</td>
</tr>
<tr>
<td>SHOT+KD</td>
<td>99.0</td>
<td>97.6</td>
<td>97.8</td>
<td>98.1</td>
</tr>
<tr>
<td>SHOT†</td>
<td>92.0</td>
<td>94.7</td>
<td>91.9</td>
<td>92.9</td>
</tr>
<tr>
<td>SHOT†+KD</td>
<td>90.8</td>
<td>94.8</td>
<td>92.0</td>
<td>92.5</td>
</tr>
</tbody>
</table>

3.3 Experiments

We evaluate our approach on several benchmark datasets and compare with other alternative methods.

3.3.1 Datasets

We use the following datasets in our experiments. All datasets can be downloaded from the Github repo in [1]. Each dataset consists of multiple domains. On
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### Table 3.3: Results of the close-set setting on the Office dataset [54].
The base model is ResNet101. The side model is ResNet152. The final model is ResNet18.

<table>
<thead>
<tr>
<th>Method</th>
<th>A → D</th>
<th>A → W</th>
<th>D → A</th>
<th>D → W</th>
<th>W → A</th>
<th>W → D</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>black-box methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM</td>
<td>84.7</td>
<td>78.4</td>
<td>62.4</td>
<td>97.2</td>
<td>65.9</td>
<td>99.0</td>
<td>81.3</td>
</tr>
<tr>
<td>NL</td>
<td>91.0</td>
<td>84.4</td>
<td>66.9</td>
<td>98.0</td>
<td>69.8</td>
<td>99.4</td>
<td>84.9</td>
</tr>
<tr>
<td>NL+KD</td>
<td>90.6</td>
<td>83.7</td>
<td>65.7</td>
<td>97.9</td>
<td>68.8</td>
<td>99.8</td>
<td>84.4</td>
</tr>
<tr>
<td>Adaptation</td>
<td>91.0</td>
<td>87.3</td>
<td>70.9</td>
<td><strong>98.4</strong></td>
<td>72.0</td>
<td><strong>99.8</strong></td>
<td>86.6</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>93.0</strong></td>
<td><strong>92.1</strong></td>
<td><strong>72.2</strong></td>
<td>97.9</td>
<td><strong>72.4</strong></td>
<td>99.4</td>
<td><strong>87.8</strong></td>
</tr>
<tr>
<td><strong>non-black-box methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHOT</td>
<td>95.0</td>
<td>92.2</td>
<td>76.8</td>
<td>98.9</td>
<td>76.7</td>
<td>99.8</td>
<td>89.9</td>
</tr>
<tr>
<td>SHOT+KD</td>
<td>95.2</td>
<td>92.1</td>
<td>76.9</td>
<td>98.9</td>
<td>76.5</td>
<td>99.8</td>
<td>89.9</td>
</tr>
<tr>
<td>SHOT†</td>
<td>94.8</td>
<td>92.3</td>
<td>75.4</td>
<td>97.4</td>
<td>75.0</td>
<td>99.6</td>
<td>89.1</td>
</tr>
<tr>
<td>SHOT†+KD</td>
<td>92.4</td>
<td>92.2</td>
<td>74.4</td>
<td>97.1</td>
<td>74.9</td>
<td>99.6</td>
<td>88.4</td>
</tr>
</tbody>
</table>

### Table 3.4: Results of the close-set setting on the Office-Home dataset [66].
The base model is ResNet101. The side model is ResNet152. The final model is ResNet18.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ar → Cl</th>
<th>Ar → Pr</th>
<th>Ar → Re</th>
<th>Cl → Ar</th>
<th>Cl → Pr</th>
<th>Cl → Re</th>
<th>Pr → Ar</th>
<th>Pr → Cl</th>
<th>Pr → Re</th>
<th>Re → Ar</th>
<th>Re → Cl</th>
<th>Re → Pr</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>black-box methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM</td>
<td>52.3</td>
<td>70.9</td>
<td>76.8</td>
<td>58.4</td>
<td>66.7</td>
<td>69.1</td>
<td>56.9</td>
<td>48.6</td>
<td>76.3</td>
<td>70.5</td>
<td>51.9</td>
<td>80.4</td>
<td>64.9</td>
</tr>
<tr>
<td>NL</td>
<td>55.2</td>
<td>74.8</td>
<td>79.1</td>
<td>60.3</td>
<td>71.1</td>
<td>73.3</td>
<td>58.4</td>
<td>51.6</td>
<td>78.6</td>
<td>68.7</td>
<td>53.3</td>
<td>82.7</td>
<td>67.3</td>
</tr>
<tr>
<td>NL+KD</td>
<td>55.1</td>
<td>73.6</td>
<td>78.9</td>
<td>61.4</td>
<td>70.3</td>
<td>72.0</td>
<td>59.4</td>
<td>51.9</td>
<td>78.0</td>
<td>71.9</td>
<td>54.6</td>
<td>82.2</td>
<td>67.4</td>
</tr>
<tr>
<td>Adaptation</td>
<td>57.8</td>
<td>75.6</td>
<td><strong>81.0</strong></td>
<td>65.9</td>
<td>73.7</td>
<td>76.3</td>
<td>64.1</td>
<td>54.7</td>
<td><strong>80.7</strong></td>
<td><strong>74.0</strong></td>
<td>58.4</td>
<td>83.7</td>
<td>78.5</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>59.3</strong></td>
<td><strong>77.6</strong></td>
<td><strong>81.0</strong></td>
<td><strong>68.0</strong></td>
<td><strong>75.1</strong></td>
<td><strong>77.9</strong></td>
<td><strong>65.5</strong></td>
<td><strong>56.3</strong></td>
<td><strong>80.3</strong></td>
<td><strong>74.0</strong></td>
<td><strong>60.0</strong></td>
<td><strong>84.0</strong></td>
<td><strong>71.6</strong></td>
</tr>
<tr>
<td><strong>non-black-box methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHOT</td>
<td>58.8</td>
<td>78.7</td>
<td>81.8</td>
<td>68.5</td>
<td>77.9</td>
<td>77.1</td>
<td>68.2</td>
<td>59.7</td>
<td>81.9</td>
<td>75.2</td>
<td>62.1</td>
<td>85.0</td>
<td>73.0</td>
</tr>
<tr>
<td>SHOT+KD</td>
<td>59.4</td>
<td>78.7</td>
<td>81.9</td>
<td>68.6</td>
<td>78.4</td>
<td>77.6</td>
<td>68.1</td>
<td>58.7</td>
<td>81.9</td>
<td>75.1</td>
<td>62.0</td>
<td>84.9</td>
<td>72.9</td>
</tr>
<tr>
<td>SHOT†</td>
<td>58.1</td>
<td>79.9</td>
<td>81.3</td>
<td>65.9</td>
<td>77.6</td>
<td>78.0</td>
<td>65.2</td>
<td>57.4</td>
<td>81.4</td>
<td>73.4</td>
<td><strong>59.2</strong></td>
<td>84.6</td>
<td>71.8</td>
</tr>
<tr>
<td>SHOT†+KD</td>
<td>57.8</td>
<td>78.4</td>
<td>81.1</td>
<td>64.4</td>
<td>76.1</td>
<td>78.4</td>
<td>63.6</td>
<td>56.9</td>
<td>80.6</td>
<td>73.3</td>
<td>58.3</td>
<td>84.6</td>
<td>71.0</td>
</tr>
</tbody>
</table>
### Table 3.5: Results of the close-set setting on the VisDA-C dataset [50].

The base model is ResNet101. The side model is ResNet152. The target model is ResNet18.

<table>
<thead>
<tr>
<th>Method</th>
<th>plane</th>
<th>bicycle</th>
<th>bus</th>
<th>car</th>
<th>horse</th>
<th>knife</th>
<th>mcycl</th>
<th>person</th>
<th>plant</th>
<th>skthr</th>
<th>train</th>
<th>truck</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>black-box methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM</td>
<td>47.8</td>
<td>21.8</td>
<td>46.6</td>
<td>80.0</td>
<td>65.0</td>
<td>6.4</td>
<td>78.5</td>
<td>31.0</td>
<td>56.8</td>
<td>32.6</td>
<td>82.4</td>
<td>7.6</td>
<td>46.4</td>
</tr>
<tr>
<td>NL</td>
<td>58.1</td>
<td>20.6</td>
<td>55.3</td>
<td>81.9</td>
<td>74.5</td>
<td>0.1</td>
<td><strong>84.6</strong></td>
<td>39.2</td>
<td>67.3</td>
<td>41.7</td>
<td><strong>86.4</strong></td>
<td>4.1</td>
<td>51.2</td>
</tr>
<tr>
<td>NL+KD</td>
<td>52.8</td>
<td>23.9</td>
<td>51.3</td>
<td><strong>82.9</strong></td>
<td>71.3</td>
<td>5.0</td>
<td>84.0</td>
<td>37.5</td>
<td>64.8</td>
<td>42.3</td>
<td>85.4</td>
<td>5.8</td>
<td>50.6</td>
</tr>
<tr>
<td>Adaptation</td>
<td>65.1</td>
<td>64.9</td>
<td>72.3</td>
<td>71.6</td>
<td>84.1</td>
<td>41.5</td>
<td><strong>84.8</strong></td>
<td><strong>66.1</strong></td>
<td><strong>84.8</strong></td>
<td>67.3</td>
<td>85.6</td>
<td>36.1</td>
<td>68.6</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td><strong>71.5</strong></td>
<td><strong>76.2</strong></td>
<td><strong>77.4</strong></td>
<td>59.1</td>
<td><strong>88.7</strong></td>
<td>29.2</td>
<td>83.4</td>
<td>65.3</td>
<td>76.7</td>
<td><strong>71.3</strong></td>
<td>81.4</td>
<td><strong>48.3</strong></td>
<td><strong>69.1</strong></td>
</tr>
<tr>
<td><strong>non-black-box methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHOT</td>
<td>94.6</td>
<td>67.3</td>
<td>80.3</td>
<td>56.9</td>
<td>93.9</td>
<td>94.2</td>
<td>82.3</td>
<td>91.2</td>
<td>90.2</td>
<td>90.1</td>
<td>84.7</td>
<td>58.4</td>
<td>82.8</td>
</tr>
<tr>
<td>SHOT+KD</td>
<td>94.1</td>
<td>84.5</td>
<td>76.7</td>
<td>55.2</td>
<td>94.7</td>
<td>97.9</td>
<td>80.7</td>
<td>89.2</td>
<td>87.6</td>
<td><strong>86.4</strong></td>
<td>56.6</td>
<td><strong>81.5</strong></td>
<td></td>
</tr>
<tr>
<td>SHOT†</td>
<td>63.4</td>
<td>72.6</td>
<td>75.1</td>
<td>58.8</td>
<td>86.5</td>
<td>7.8</td>
<td>85.3</td>
<td>27.4</td>
<td>76.4</td>
<td>59.6</td>
<td>77.1</td>
<td>45.6</td>
<td>61.3</td>
</tr>
<tr>
<td>SHOT†+KD</td>
<td>69.3</td>
<td>76.0</td>
<td>76.1</td>
<td>58.1</td>
<td>87.2</td>
<td>6.3</td>
<td>79.0</td>
<td>30.9</td>
<td>70.6</td>
<td>54.3</td>
<td>77.4</td>
<td>43.5</td>
<td>60.7</td>
</tr>
</tbody>
</table>

### Table 3.6: Results of the partial-set setting on the Office-Home dataset [66].

The base model is ResNet101. The side model is ResNet152. The target model is ResNet18.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ar → Cl</th>
<th>Ar → Pr</th>
<th>Ar → Re</th>
<th>Cl → Ar</th>
<th>Cl → Pr</th>
<th>Cl → Re</th>
<th>Pr → Ar</th>
<th>Pr → Cl</th>
<th>Pr → Re</th>
<th>Re → Ar</th>
<th>Re → Cl</th>
<th>Re → Pr</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>black-box methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM</td>
<td>54.2</td>
<td>71.0</td>
<td>81.8</td>
<td>61.5</td>
<td>64.0</td>
<td>71.7</td>
<td>64.3</td>
<td>47.9</td>
<td>77.6</td>
<td>73.9</td>
<td>51.6</td>
<td>80.0</td>
<td>66.6</td>
</tr>
<tr>
<td>NL</td>
<td>63.6</td>
<td>81.6</td>
<td>89.1</td>
<td>72.4</td>
<td>77.9</td>
<td>83.1</td>
<td>71.8</td>
<td>53.6</td>
<td>85.6</td>
<td>79.4</td>
<td>58.8</td>
<td>85.9</td>
<td>75.2</td>
</tr>
<tr>
<td>NL+KD</td>
<td>62.6</td>
<td>78.8</td>
<td>87.5</td>
<td>67.8</td>
<td>74.6</td>
<td>82.2</td>
<td>68.3</td>
<td>52.2</td>
<td>84.1</td>
<td>77.9</td>
<td>58.1</td>
<td>83.3</td>
<td>73.1</td>
</tr>
<tr>
<td>Adaptation</td>
<td>65.1</td>
<td><strong>91.8</strong></td>
<td><strong>91.8</strong></td>
<td>72.5</td>
<td><strong>80.5</strong></td>
<td><strong>86.3</strong></td>
<td><strong>75.0</strong></td>
<td>55.3</td>
<td>86.8</td>
<td>81.3</td>
<td><strong>62.0</strong></td>
<td>85.4</td>
<td><strong>77.1</strong></td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td>64.7</td>
<td><strong>84.9</strong></td>
<td>91.3</td>
<td><strong>73.6</strong></td>
<td><strong>81.2</strong></td>
<td>86.1</td>
<td>74.8</td>
<td><strong>56.8</strong></td>
<td><strong>87.1</strong></td>
<td><strong>81.7</strong></td>
<td><strong>62.0</strong></td>
<td><strong>86.9</strong></td>
<td><strong>77.6</strong></td>
</tr>
<tr>
<td><strong>non-black-box methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHOT</td>
<td>70.8</td>
<td>84.8</td>
<td>91.9</td>
<td>78.0</td>
<td>74.4</td>
<td>90.2</td>
<td>81.8</td>
<td>64.8</td>
<td>89.7</td>
<td>84.7</td>
<td>66.4</td>
<td>88.7</td>
<td>80.5</td>
</tr>
<tr>
<td>SHOT+KD</td>
<td>70.8</td>
<td>84.8</td>
<td>92.4</td>
<td>77.2</td>
<td>74.3</td>
<td>90.6</td>
<td>81.5</td>
<td>63.9</td>
<td>89.8</td>
<td>84.1</td>
<td>66.2</td>
<td>88.8</td>
<td>80.4</td>
</tr>
<tr>
<td>SHOT†</td>
<td>64.5</td>
<td>82.2</td>
<td>90.7</td>
<td>73.7</td>
<td>73.4</td>
<td>87.7</td>
<td>74.8</td>
<td>61.4</td>
<td>86.5</td>
<td>80.9</td>
<td>60.1</td>
<td>89.2</td>
<td>77.1</td>
</tr>
<tr>
<td>SHOT†+KD</td>
<td>62.2</td>
<td>79.7</td>
<td>89.2</td>
<td>71.3</td>
<td>72.0</td>
<td>85.6</td>
<td>73.9</td>
<td>59.4</td>
<td>85.4</td>
<td>80.2</td>
<td>59.8</td>
<td>85.9</td>
<td>75.4</td>
</tr>
</tbody>
</table>

Each dataset, we pick one source domain to train the base model \( \theta_{base} \), then perform adaptation and distillation on another target domain without using any internal information of the base model.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Ar → Cl</th>
<th>Ar → Pr</th>
<th>Ar → Re</th>
<th>Cl → Ar</th>
<th>Cl → Pr</th>
<th>Cl → Re</th>
<th>Pr → Ar</th>
<th>Pr → Cl</th>
<th>Pr → Re</th>
<th>Re → Ar</th>
<th>Re → Cl</th>
<th>Re → Pr</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>black-box methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM</td>
<td>40.0</td>
<td>57.7</td>
<td>67.4</td>
<td>39.0</td>
<td>45.8</td>
<td>54.4</td>
<td>39.5</td>
<td>31.5</td>
<td>61.1</td>
<td>52.2</td>
<td>39.0</td>
<td>64.3</td>
<td>49.3</td>
</tr>
<tr>
<td>NL</td>
<td>57.3</td>
<td>75.1</td>
<td>82.6</td>
<td>55.5</td>
<td>67.9</td>
<td>73.8</td>
<td>59.3</td>
<td>49.8</td>
<td>77.5</td>
<td>69.6</td>
<td>54.4</td>
<td>78.4</td>
<td>66.8</td>
</tr>
<tr>
<td>NL+KD</td>
<td>58.6</td>
<td>76.3</td>
<td>83.3</td>
<td>58.7</td>
<td>68.0</td>
<td>74.8</td>
<td>62.1</td>
<td>49.9</td>
<td>78.7</td>
<td>72.0</td>
<td>55.6</td>
<td>79.4</td>
<td>68.1</td>
</tr>
<tr>
<td>Adaptation</td>
<td>63.7</td>
<td>78.8</td>
<td>85.9</td>
<td>65.1</td>
<td>72.0</td>
<td>79.4</td>
<td>68.6</td>
<td>57.1</td>
<td>82.5</td>
<td>77.6</td>
<td>62.2</td>
<td>83.1</td>
<td>73.0</td>
</tr>
<tr>
<td>Ours</td>
<td>65.5</td>
<td>80.3</td>
<td>86.5</td>
<td>66.7</td>
<td>74.1</td>
<td>80.7</td>
<td>69.9</td>
<td>57.9</td>
<td>82.9</td>
<td>77.0</td>
<td>63.5</td>
<td>83.6</td>
<td>74.1</td>
</tr>
<tr>
<td>non-black-box methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHOT</td>
<td>66.1</td>
<td>81.3</td>
<td>86.0</td>
<td>67.4</td>
<td>78.4</td>
<td>83.5</td>
<td>67.7</td>
<td>61.1</td>
<td>84.0</td>
<td>74.1</td>
<td>67.4</td>
<td>83.6</td>
<td>75.1</td>
</tr>
<tr>
<td>SHOT+KD</td>
<td>65.1</td>
<td>81.2</td>
<td>85.1</td>
<td>67.5</td>
<td>78.1</td>
<td>83.3</td>
<td>67.6</td>
<td>60.7</td>
<td>83.3</td>
<td>74.5</td>
<td>66.5</td>
<td>83.6</td>
<td>74.7</td>
</tr>
<tr>
<td>SHOT†</td>
<td>57.7</td>
<td>78.2</td>
<td>85.2</td>
<td>58.9</td>
<td>72.8</td>
<td>80.6</td>
<td>59.7</td>
<td>53.6</td>
<td>81.2</td>
<td>69.2</td>
<td>56.5</td>
<td>80.3</td>
<td>69.5</td>
</tr>
<tr>
<td>SHOT†+KD</td>
<td>58.9</td>
<td>78.2</td>
<td>84.0</td>
<td>61.9</td>
<td>72.7</td>
<td>79.3</td>
<td>60.8</td>
<td>53.1</td>
<td>80.8</td>
<td>69.9</td>
<td>58.5</td>
<td>81.6</td>
<td>70.0</td>
</tr>
</tbody>
</table>

Table 3.7: Results of the open-set setting on the Office-Home dataset [66]. The base model is ResNet101. The side model is ResNet152. The target model is ResNet18.

<table>
<thead>
<tr>
<th>Model</th>
<th>VGG16</th>
<th>MobileNetV2</th>
<th>ResNet152</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL+KD</td>
<td>67.4</td>
<td>67.4</td>
<td>67.4</td>
</tr>
<tr>
<td>Adaptation</td>
<td>69.6</td>
<td>69.3</td>
<td>70.5</td>
</tr>
<tr>
<td>Ours</td>
<td>69.3</td>
<td>69.7</td>
<td>71.6</td>
</tr>
</tbody>
</table>

Table 3.8: Ablation study on the effect of side model architecture on Office-Home dataset [66]. Results show our approach is robust to the choice of the side network architecture.

- **Digits** [22] is a standard digit recognition DA benchmark. For our method, we utilize three domains: SVHN (S), MNIST (M), and USPS (U). Following [41; 37] we consider one domain for training our model and use another domain for testing and evaluation.

- **Office** [54] is a standard DA benchmark. It consists of three different domains, Amazon (A), DSLR(D), and Webcam(W). Each domain contains 31 classes of objects.
• Office-Home \cite{46} is another challenging DA benchmark. It consists of several domains: Artistic Images(Ar), Clip Art(CI), Product Images(Pr), Real-world Images(Rw). Each domain contains 65 object classes.

• VisDA-C \cite{50} is the most challenging large scale benchmark for DA task which contains 12 classes of synthetic and real objects. This dataset consists of two domains. The source domain has ~152,000 synthetic images formed by rendering 3d models. The target domain contains ~55,000 real images.

3.3.2 Implementation Details

Network architecture. For the Digits dataset, we use LeNet \cite{34} for base, side, and final networks. For other datasets, we use ResNet101 \cite{20} as the base model $\theta_{base}$ and ResNet152 as the side network $\theta_{side}$. However, we also report the results with other network architectures in the ablation study. We intentionally choose different architectures for the $\theta_{base}$ and $\theta_{side}$ because in practice, we do not know architecture of $\theta_{base}$. Therefore, $\theta_{side}$ could have different architecture from $\theta_{base}$. We use ResNet18 as the student model $\psi$. Following \cite{17} and \cite{37} we remove the last FC layer and add a bottleneck layer with 256 units. We also append a task specific FC layer after the bottleneck layer \cite{37}. In addition, a BN layer is added inside the bottleneck layer and also we utilize a weight normalization layer in the last FC layer \cite{37}. On each dataset, we train a base model by minimizing cross-entropy loss with label smoothing technique \cite{46} by following \cite{37}. The parameters of the side network $\theta_{side}$ and the target small model $\psi$ are initialized by pre-trained ImageNet models \cite{53}.

Network hyper-parameters. We follow the setting in \cite{37} to train our network.
We use mini-batch SGD with momentum of 0.9, weight decay of 1e-3. Following [37], learning rate scheduler is used similar to [17; 41]. For KD, we set temperature hyperparameter $T = 1$. We implement our approach in PyTorch based on several open-source projects [1; 2; 3]. We will release our code upon publication.

### 3.3.3 Baseline Methods

Since this thesis addresses a new problem, there is no previous work that we can directly compare with. Nevertheless, we define several baseline methods for comparison.

**Base model (BM).** In this baseline, we directly use the base model $\theta_{base}$ as the final model without any adaptation. This baseline technically does not require accessing any internal information of $\theta_{base}$. The disadvantage is that the model itself is not compact (e.g. $\theta_{base}$ can be ResNet101 in our case). In addition, if the base model is provided via a web API, this baseline requires Internet access and cannot be deployed as a standalone application.

**Naive labeling (NL).** In this baseline, we directly use the base model $\theta_{base}$ (black-box ResNet101) to make predictions on the target dataset and treat those predictions as the ground-truth labels. We then directly learn the small model $\psi$ from the target dataset using these generated “ground-truth” labels as the final model. The standard cross-entropy loss is used for learning $\psi$.

**Naive labeling with knowledge distillation (NL+KD).** This baseline is similar to the previous baseline (NL). The difference is that in addition to the cross-entropy loss, we also add a knowledge distillation loss between the base model (e.g. black-box
ResNet101) and the target small model (e.g. ResNet18).

**Adaptation.** This is our proposed approach without the KD stage, i.e. it only performs the black-box domain adaptation with side-tuning.

Similar to our method, these fours baselines only need the predicted class scores of $\theta_{\text{base}}$ and do not require access to an internal information of $\theta_{\text{base}}$. For “NL” and “NL+KD”, the final target model is compact (e.g. ResNet18). But for “Adaptation”, the final model is large (e.g. ResNet101 for $\theta_{\text{base}}$ and ResNet152 for $\theta_{\text{side}}$).

### 3.3.4 Non-Black-Box Methods

We also consider the following non-black-box methods. These methods have access to various internal information (e.g. model architecture and parameters, feature maps, etc) of the base model. Since these approaches use extra information, they can be seen as “oracle” and provide upper bounds of our method.

**SHOT.** This method is the source hypothesis transfer (SHOT) in [37] for unlabeled domain adaptation. This approach requires access to all the internal information of the base model $\theta_{\text{base}}$ including the model parameters. From the privacy viewpoint, this is the least desirable approach. In addition, the final model of this approach is not compact since the same architecture as the base model (e.g. ResNet101).

**SHOT with knowledge distillation (SHOT+KD).** This approach is similar to SHOT. The difference is that after adapting the base model (ResNet101) to the target domain, we perform an additional step of knowledge distillation to get a compact model (ResNet18). Similar to SHOT, this approach requires access to the parameters of the base model, so it is not desirable from the privacy point of view.
SHOT with ImageNet pre-initialization (SHOT†). The reason that “SHOT” requires access to the model parameters of \( \theta_{\text{base}} \) is that it uses the base model to initialize the parameters of the target model. In this baseline, we initialize the target model using a public pre-trained model (e.g., ImageNet pre-trained). This baseline removes the requirement on the model parameters on the base model \( \theta_{\text{base}} \) in SHOT. Nevertheless, “SHOT+IM” still requires access to the feature vectors of the base model for generating pseudo-labels in the k-means clustering. The final model of this approach has the same architecture of \( \theta_{\text{base}} \) (ResNet101) and is not compact.

SHOT† with knowledge distillation (SHOT†+KD). This is similar to “SHOT†”. But it adds a knowledge distillation in the end to get a compact model (ResNet18).

Table 3.1 summarizes the various approaches in terms of the information of \( \theta_{\text{base}} \) they need to access and whether the final model is compact.

In Table 3.2 3.3 3.4 3.5 3.6 3.7 in the first column, we present the methods that we used in our experiments. In all other column except the last column, we record the accuracy for all methods in different dataset setup. For example, in the office dataset, we have images from three different domains, Amazon (A), DSLR(D), and Webcam(W). So for Table 3.3 in the 2nd, and 3rd columns, we record the accuracy of different methods by considering Amazon(A) as the source domain and DSLR(D), and Webcam(W) as the target domain. Again, in the 4th and 5th columns, we record the accuracy by taking DSLR(D) as the source domain and Amazon (A), and Webcam(W) as the target domain. Then, in the 6th and 7th columns, we present the results for all methods by Webcam(W) as the source domain and DSLR(D), and Amazon (A) as the target domain dataset. Finally, in the last column, we provide the
average accuracy of all methods. Following the same setup, we present the accuracy for digit and office-home dataset in Table 3.2 3.3 3.4 3.6 3.7. For the Visda-C dataset, we consider the synthetic dataset as the source domain and the real object as the target domain and we present the accuracy for different methods in Table 3.5.

3.3.5 Results

Following [37], we consider experimental results on several different settings.

Closed-set setting. First, we consider the closed-set setting. This is the most popular setting in domain adaptation. In this setting, the source domain and the target domain have the same label space. We present our results on four benchmark datasets, including Digits (Table 3.2), Office (Table 3.3), Office-Home (Table 3.4) and VisDA-C (Table 3.5). On each dataset, we compare our method with other black-box method baselines. We also compare with some non-black-box methods.

We can make several observations from the results. First of all, directly using the base model (i.e. “BM”) gives the worse performance. Second, non-black-box methods generally perform better than black-box ones. This is natural since non-black-box methods have access to more information (e.g. model parameters, intermediate features, etc) about the base model. Finally, among all black-box methods, our proposed method (“Ours”) consistently performs the best on all datasets. In particular, it even performs better than “Adaptation” which is a non-compact model. We believe this is because the pseudo-labeling in our KD stage is obtained from the model adapted to the target domain, so the pseudo-labels have higher qualities than the ones used in the black-box adaptation stage.
Partial-set setting. Following [37], we also consider a partial-set setting. In this setting, the label space of the source domain subsumes that of the target domain. Similar to [37], we drop $L_{div}$ from Eq. 3.1 for this setting.

For the pseudo labeling technique, we usually take $K$ number of centroids. For the partial-set setting, there are some centroids which make $k$-means clustering empty. Similar to [37], we remove a centroid if the corresponding cluster size is less than 10.

Table 3.6 shows the results of this partial-set setting on the Office-Home dataset. We observe a similar trend as the closed-set setting. Our proposed method achieves the best performance among black-box methods.

Open-set setting. In the open-set setting, the target domain consists of some known classes seen in the source domain and some unknown classes. We utilize confidence thresholding technique to remove unknown classes [37] in the learning process for our adaptation and KD stages. Using K-means, we cluster unknown classes with higher mean uncertainty and reject them in the learning process. For measuring the performance of our model, we calculate accuracy for the known and unknown classes.

Table 3.7 shows the results of the open-set setting on the Office-Home dataset. Again, our proposed method outperforms other black-box baselines.

Ablation study. So far, we have used ResNet152 as the side network. An interesting question is whether our proposed approach can work with other network architectures. In Table 3.8, we show the results of using different architectures for the side network, such as VGG16 [60], MobileNetV2 [56]. We observe that different side network architectures give slightly different final results. But overall, our approach outperforms the black-box baseline (“NL+KD”) regardless of the side net-
work architecture. This demonstrates that our method is fairly robust to the choice of the side network architecture.
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Dynamic Transfer for Domain Adaptation in Crowd Counting

In this chapter, we provide the problem setup (Sec. 4.1) for the crowd counting problem. Then we provide our domain adaptive approaches (Sec. 4.2) and lastly we present our experimental setup for crowd counting (Sec. 4.3).

4.1 Problem Setup

We consider to apply dynamic transfer for crowd counting problem. Crowd counting is a technique to count or estimate the number of people in an image. The popularity of this technique is growing significantly because of its usage in real-life applications such as urban planning, traffic monitoring, public safety, etc. There are a lot of approaches are available to solve the crowd counting problem. We apply a CNN-based density estimation method to solve this problem. This method works
Chapter 4: Dynamic Transfer for Domain Adaptation in Crowd Counting

by learning a linear mapping between features from images and their corresponding density maps. In this approach, the input is an image containing crowd heads and the output is a density map. This density map is also an image label that can estimate the number of people by processing the coordinate value of heads through a Gaussian Convolution. Particularly we extract the image features with the dimension of \( \frac{H}{8} \times \frac{W}{8} \times 1024 \) using Resnet-101 [20] as a backbone architecture. After that, we generate density map from the image features using a second sub-network which is comprised of dilated convolutional layers.

We assume that we have a source domain \( D_s \) and a target domain \( D_t \) for the crowd counting problem. Images from these two domains might have many differences such as viewing angles, illumination conditions, scene objects, etc. Due to this domain shift problem, a crowd-counting system trained in the source domain may not work in the target domain. There is a lot of existing work has been explored to solve this problem by utilizing different domain adaptation algorithms. In this thesis, we apply dynamic transfer [35] with domain adaptation to solve domain shift problems in crowd-counting. Dynamic transfer adapts the model per sample and each domain consists of a distribution of multiple image samples. In general, domain adaptation works for static network and it defines losses that pull all domains into shared latent space. In dynamic transfer, it is not necessary to pull all domains into a shared space. Model adaptation with dynamic transfer can be easily adapted for the target domain if the target domain is shifted to space formed by the entire source domain. Domain adaptation with static model has a fixed parameter for adapting the target domain, on the other hand dynamic transfer with dynamic model adapts model parameters
4.2 Our Approach

Figure 4.1: **Overview of our approach.** We generate density map of source domain image and calculate supervised loss. Then we extract features from (1x1) convolution layer for both source, and target domain and we compute the mmd loss. Throughout the process, we update the model for combined loss of supervised and mmd loss.

Figure 4.2: **Architecture of the dynamic crowd counting network.** Static part of the network is replaced by a combination of static kernel matrix and a dynamic residual matrix.
4.2.1 Network Architecture

Although this problem is fit to any backbone architecture, we use Resnet-101 [20] as the backbone of our network. For the dynamic transfer, we added the dynamic residual on the $3 \times 3$ kernel of each bottleneck block. We use $\theta$ to denote model parameter. For example, for an input image $x$, we denote $\delta_\theta(x)$ to extract features and $\phi(\delta_\theta(x))$ to get the final density map of the image. We update the parameter of $\delta_\theta(x)$ based on supervised loss for source domain and domain adaptation loss. The overview of our approach is shown in Fig. 4.1.

4.2.2 Supervised Loss:

This loss function calculates the performance of the model on the labeled source domain $D_s$. We denotes this loss as follows:

$$L_{source} = \frac{1}{N_s} \sum_{i=1}^{N_s} \| \delta_\theta(x^s_i) - y^s_i \|^2_F$$

(4.1)

Here, $y^s_i$ denotes the ground truth of $x_i$ image and $\|\cdot\|_F$ refers the Frobenius norm.

4.2.3 Domain Adaptation Loss

We optimize our network parameter based on the domain adaptation loss that measures the distance of the feature space between the source and target domain. We use MMD [18] as the domain adaptation algorithm following the implementation of [24]. The loss function is represented as below:

$$L_{UDA} = L_{source} + \alpha L_{mmd}$$

(4.2)
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Here, $L_{source}$ is the supervised loss defined in Eq. 4.1. The last term $L_{mmd}$ is for calculating domain adaptation loss. The main objective of this loss function is to build an embedding bringing the feature of source and target data to a Reproducing Kernel Hilbert Space (RKHS). After that, it computes the distance between the mean embeddings. The equation for calculating MMD loss is represented by the following:

$$L_{mmd}(\theta) = \left| \sum_{i=1}^{N_s} \frac{\Pi(\delta_i)}{N_s} - \sum_{k=1}^{N_t} \frac{\Pi(\delta_k)}{N_t} \right|^2$$  \hfill (4.3)

Where $\Pi(.)$ refers the mapping between each data point and RKHS.

4.2.4 Dynamic Transfer

Previous domain adaptation learns a static model by setting a fixed mapping across the domains. On the other hand, dynamic transfer with domain adaptation adapts model per sample basis which increases the effectiveness of the model. For this reason, inspired by [35], we use a model composed of a static model and dynamic residual blocks as follows:

$$\delta_{\theta}(x) = \delta_0 + \Delta \delta_{\theta}(x)$$  \hfill (4.4)

where $\delta_0$ is a static part of the network and $\Delta \delta_{\theta}(x)$ is a dynamic residual component of the network. Dynamic transfer is implemented by applying Eq. 4.4 to each convolutional kernel of the crowd counting network. Network convolution is represented as follows:

$$K(x) = K_0 + \Delta K(x)$$  \hfill (4.5)

Where, $K_0$ is a static network kernel matrix and $\Delta K(x)$ is dynamic residual kernel matrix. The dynamic residual component is implemented by adding residual blocks to
Method | City MAE | City MSE | PETS MAE | PETS MSE | Mall MAE | Mall MSE
---|---|---|---|---|---|---
No Adapt | 26.6 | 36.8 | 19.3 | 22.2 | 8.5 | 9.2
DA | 20.5 | 27.8 | 14.7 | 17.3 | 3.2 | 4.0
**DA + DRT** | 16.3 | 23.5 | 11.1 | 13.8 | 3.1 | 3.9

Table 4.1: The performance of no adaptation (NoAdapt), domain adaptation (DA) and domain adaptation with dynamic neural network (DRT). We use WorldExpo10 as the source domain dataset and City, PETS, Mall as target domain datasets.

the different network layers and this part is directly dependent on the input sample $x$. Dynamic transfer helps to train the model according to the sample of images instead of the domain. As every domain is a group of image samples, so adapting a dynamic model to a domain is achieved by adapting the model per sample. As long as the target domain is related to the distribution of source domain, the model can easily learn the target domain. The architecture of the dynamic neural network is illustrated in Fig. 4.2

### 4.3 Experiment

We evaluate our approach on several crowd-counting datasets and compare the results with some baseline methods.
Chapter 4: Dynamic Transfer for Domain Adaptation in Crowd Counting

<table>
<thead>
<tr>
<th>Method</th>
<th>Source</th>
<th>Target</th>
<th>MAE</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Adapt</td>
<td>Mall</td>
<td>ShanghaiTechPartA</td>
<td>214.4</td>
<td>336.7</td>
</tr>
<tr>
<td>DA</td>
<td>Mall</td>
<td>ShanghaiTechPartA</td>
<td>189.9</td>
<td>336.2</td>
</tr>
<tr>
<td><strong>DA + DRT</strong></td>
<td>Mall</td>
<td>ShanghaiTechPartA</td>
<td>186.1</td>
<td>329.8</td>
</tr>
<tr>
<td>No Adapt</td>
<td>UCSD</td>
<td>ShanghaiTechPartA</td>
<td>217.8</td>
<td>313.6</td>
</tr>
<tr>
<td>DA</td>
<td>UCSD</td>
<td>ShanghaiTechPartA</td>
<td>207.0</td>
<td>287.8</td>
</tr>
<tr>
<td><strong>DA + DRT</strong></td>
<td>UCSD</td>
<td>ShanghaiTechPartA</td>
<td>195.1</td>
<td>281.4</td>
</tr>
<tr>
<td>No Adapt</td>
<td>Mall</td>
<td>ShanghaiTechPartB</td>
<td>73.9</td>
<td>88.5</td>
</tr>
<tr>
<td>DA</td>
<td>Mall</td>
<td>ShanghaiTechPartB</td>
<td>64.1</td>
<td>69.7</td>
</tr>
<tr>
<td><strong>DA + DRT</strong></td>
<td>Mall</td>
<td>ShanghaiTechPartB</td>
<td>57.2</td>
<td>65.8</td>
</tr>
</tbody>
</table>

Table 4.2: The performance of no adaptation (NoAdapt), domain adaptation (DA) and domain adaptation with dynamic neural network (DRT) for different source and target dataset. First we consider Mall as the source domain and ShanghaiTechPartA, ShanghaiTechPartB as the target domain datasets. Then we use UCSD for the source domain and ShanghaiTechPartA as the target domain data.

4.3.1 Datasets

We use different crowd-counting datasets for evaluating the performance of our approach. For the simplicity of our problem, we consider one dataset as the source domain and another dataset as the target domain.

**WorldExpo’10 [71]:** At first we use WorldExpo’10 as a source domain data. It is a diverse dataset with multiple scenes. Particularly this dataset consists of 3980 labeled images from 108 different scenes. We keep the resolution of the images at 576 × 720.
Mall [11]: We also use Mall dataset which consists of 800 training images and 1200 test images. Image resolution is fixed at 640 × 480.

ShanghaiTech Part A [73]: This dataset consists of dense crowd images with a standard split of 300 training images and 182 test images.

UCSD [10]: This dataset has relatively sparse crowd with ranging from 11 to 46 persons in an image. It has a total of 2000 images from one surveillance camera.

PETS [16]: Crowd images of this dataset is collected from multiple views. We consider each view as one scene. The training set of this dataset contains 1105 images and the test set has 794 images. The image resolution is set at 288 × 384.

FDST [15]: This dataset has 13 different camera scenes. The training set contains 9000 image frames from 60 videos and the test set has 6000 frames from 40 videos. We use the resolution of the images as 1920 × 1080.

City [28]: This dataset is comprised of images from 55 different camera scenes. We consider 43 scenes as the training set and 12 scenes as the test set.

4.3.2 Implementation Details

We implement this crowd-counting problem considering Resnet-101 [20] as a backbone network. This network is initialized with ImageNet [14] pre-trained weights. At first, we train the network with only the source domain dataset by optimizing \( L_{source} \) defined in Eq. 4.1. After that, we fix the parameter of the backbone network except for the density map estimator network and a conv layer. Then, we extract features from the conv layer and calculate mmd loss for these features. We use Adam [29] optimizer with an initial learning rate 1e-5 to train the network and the learning rate
is decayed by .995 after every 5 epochs. We train the network for total 210 epochs and a batch size of 1 for all datasets.

4.3.3 Evaluation Metrics

We use the standard evaluation metric namely Mean Absolute Error (MAE) and Mean Square Error (MSE) for evaluating the performance of our method. We define the metrics as follows:

\[ MAE = \frac{1}{N} \sum_{i=1}^{N} |\hat{y}_i - y_i|, \quad MSE = \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2 \] (4.6)

Where, \( \hat{y}_i \) is predicted density map and \( y_i \) denotes the provided ground truth of the i-th image.

4.3.4 Experimental Results

In this thesis, we present how a dynamic neural network with domain adaptation improves the performance of a crowd-counting model. A crowd-counting model works well when the training and test images are from the same domain. But when we train a model for one domain and test it using images from a different domain, there is a significant performance drop because of the domain shift between training and test data. To solve this problem, we apply domain adaptation with the dynamic neural network. Table 4.1 shows the better performance of the dynamic neural network with domain adaptation over two other benchmark methods. In the 1st column, we present the different methods that we use in our experiments. Then, in other columns, we consider a target domain dataset and record the scores for evaluation metrics MAE
and MSE. We consider WorldExpo’10 as the source domain and City, PETS, and Mall as the target domain dataset. At first, we experiment without any adaptation named as NoAdapt. For this method, we train the crowd-counting method using a dataset and directly test it using a different dataset. Then, we use the domain adaptation (DA) algorithm with labeled images from the source domain and some unlabeled data from the target domain. Finally, we apply dynamic neural network with domain adaptation mentioned in Table 4.1 and Table 4.2 as DA + DRT. We also present the results in Table 4.2. Where we consider Mall and UCSD as the source domain datasets and we use ShanghaiTech Part A and ShanghaiTech Part B as the target domain datasets. From the observations of the results from Table 4.1 and Table 4.2, domain adaptation performs better than without adaptation. This is because we are using the target domain dataset to adapt the model for both the source and target domain. Finally, our proposed approach dynamic neural network with domain adaptation outperforms all other methods.
Chapter 5

Conclusion and Future Work

In this thesis, we present effective domain adaptation approaches for image categorization and crowd-counting problem. First, we address the problem of black-box model adaptation for a compact model. In this problem, we assume that a black-box model is provided by the client. We can not access any internal information of the model. We provide an approach that can adapt data from a new target domain without using source data or any internal information of the base model. Our final target model is also a compact model that can be easily deployed to lightweight devices.

Second, we apply dynamic transfer for domain adaptation in the crowd counting problem. Our goal is to produce a crowd counting model that can effectively work on the target domain data. In dynamic transfer, a crowd counting model adapts the model parameters according to per sample of the data. For this reason, this adaptation algorithm increases the efficacy of the crowd counting method.

In terms of future direction, we would like to explore dynamic transfer between synthetic to real world scene adaptation. In addition to this, in this thesis, it is
assumed that the black-box model provides the predicted class scores. An even more challenging setting is where the black box only provides the predicted class label. We plan to address this more challenging case as future work.
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