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ABSTIIACT

Behaviorir Maintained by Mixed.-Concurrent Schedules of Reinforcement

by

lfil-l-ian Stevens

Previous research has ind.icated. that matching of rerative

performance measures and relative frequency of reinforcement is ob-

tained under several different conditions when separate stumuli or

separate operanda are correlated with each concurrent schedul_e of

reinforcement. The purpose of this experj-nent was to d.eterrnine whether

or not the above situation was necessary for matching to be obtained..

Four rats , aL 8o% normar body weight were erçosed to ascending

and descending sequences of a range of concurrent variable-lnterval

schedules with separate stimuli corcelated with each schedule. Match-

ing was obtained. Then three of the four subjects were exposed. to the

saJne sequences with no separate stjmuli correlated with each schedule.

Matchj-ng was not obtained, although it was approached when one of the

subjects hras exposed to concurrent schedules harring a high freq.uency of

reinforce¡nent. The data appears to suggest that matching can be ob-

tained i-n the absence of separate stimuli as rong as the frequency of

reinforcement is high enough in at l-east one schedule for the subject

to discrinrinate between the two schedules"



CHAPTER I

INTROOUCTION

Ferster and Skinner (t957, p. I24) have d.efi-ned. concurrent

operants as: rtT'vro or more responses, of different topography at

least with respect to locus, capable of being executed with tittle

mutual interference at the same time or in rapid alternation, under

the control of separate prograrmning devices.rl

A great deal of research has been performed to investigate the

exact nature of the interactions between concurrent operants and their

schedules of reinforcement. In order to isolate the relevant factors

pertaining to these interacti-ons, it has been necessary fo:: investi-

gators to develop different methods for programming concurrent schedules

of reinforcement. Most, j-f not all, of the methods developed are vari-a-

tions of two standard procedures.

In the two-key procedure, the organism has access to two or more

operanda, each having a separate schedule of rei,nforcement assigned to

it, The organism switches from one schedule to another by moving from

one operandum to another (u.g,, Herrnstein, 1!6I).

In the changeover (CO) key procedure, all of the schedules of

rej-nforcement are assigned to one operandum. Each schedule is correl-

ated with a different stjmulus, which the organism changes by responding

on a second operandum (FindJ-ey, f958)"

Catania (L966) points out that the two procedures are equivalent

when the concurrent responses can occur only successively and not



simultaneously since j-n both procedures each of the concurrent schedules

of reinforcement operates continuously" The only difference between the

procedures is in the type of response required to switch from one

schedule to the other, Howeveru the CO-key procedure has the advantage

of making the behaviour of switching from one schedule to the other

explicit. As a result, it, is possible to record the tin,e spent in the

presence of each schedule, even if the subject switches from one to the

other and back to the first without respondi-ng in the presence of the

second schedule. A record of the time spent in the presence of each

schedule enables Nhe investj-gator to calculate the relative amounts of

time and responses occurring in the presence of each schedule"

Much of the research that has been performed to j-nvestigate con-

current operants has dealt with the manner in which organisms (parti-

cularly pigeons) ¿istri¡ute their responses between or among the con-

current schedules of reinforcement. The dependent variables which have

aLtracted the most attention are:

(I) Relative overafl response rate, which is the response rate

in the presence of one sti:nul-us or schedule rel-ative to the overall

rate and is calcul¿ted as follows:

R
a

where R, and \ are response rates for operants a and b respectively;

(Z) Relative time, which is the time spent in the presence of

one stimulus or schedule relative to total session time and is calculated

R+Râb



as follows:

Tt
---m_-r*T-ab

where T- and T,, are the amounts of time spent respond.ing in the presenceab
of sti¡rufus a and stjmulus b respectively;

3) Rel-ative local response rate, which is calculated as follows;

R/Ta'a
Ru/T" + Rb/Tb

The above measure is a comparison of one l-ocal response rate

(in tn:-s case, response a is divided by the time spent in stimulus a)

to the total of both l-ocal response rates (tnat is, the totar of the

rate for response a and the rate for response b) " This measure differs

from the rel-ative overal-l response rate described earl-ier (see Equation

1) in that lhe relative local response rate takes into account the times

spent in the presence of each schedule,

Equations (Z) and (3) apply only to instances where the CO-key

procedu::e is used, since it is impossible to measure the time spent

responding in the presence of each schedule when the two-key procedure

is used"

under certain conditions, whi-ch wilt be discussed. berow, it has

been found that a |tmatching relationshiprr exists between rel-ative res-

ponse rate, refative time, and rel-ative reinforcement rate. Thal is,

the relative rate of responding and the relative tjme approximate the

rel-ative rate of reinforcement for the schedule of reinforcement being

considered" The relative rate of reinforcement is calculated. as foll-ows:

r
a

(t*)

ab
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where r" and rb are the number of reinforcements produced by operants

a and b respectively,

An example will serve to demonstrate the matching relationship:

Let us assume a pigeon pecks a key in the presence of a red light

(stimulus a) and a green light (stimutus b) for grain reinforcement"

Any pecks occurring on a second key alternate the stimuli. I¡rIe can

record the numbers of responses occurring in the presence of each

stimulus, the reinforcements in the presence of each sti-rnulus, and the

time spent in the presence of each stimulus" After one hour, we night

obtain the following data:

Responses in the presence of stimulus a: 75O

Responses in the presence of sti¡rulus b: 25O

Ti:ne spent in the presence of sti-rnulus a: 2700 seconds

Time spent in the presence of stimulus b: t00 seconds

Reinforcements during stimulus a: 75

Reinforcements during stimul-us b: 25

From the above data, we can. calculate our relative measures"

Relative overall response rate equals:

R
a

R+Rab

Relative time

T
a

r+1,
AD

q Er\t)v
75o-+-3

equals:

: 75O : 
"75

1000

: 
"752700 :

27oo + 90O

Relative local response

R/T
ad

rate equals:

75o / 27oo : 2"78 : 
"5OTWWRu/T^ + Rb/Tb



Rel-ative reinforcement rate equals:

75
75 + 25

: 75
ro0

: 
"75T+ r.

f)

The example shovrs the matching relationship existing between

refatj-ve response rate, relative time, and refative reinforcement rate, all

of which are equal to .75"

lnlhen the matching relationships between (1) relative response rate

and refative reinforcement rate and (2) retative t,jme and relati-ve re-

i¡forcement rate do exist, the relative l-ocal response rate necessarily

appro:rimales 0"50, which is the case in the above example,

The above dependent variabl-es have been investiSlated with a number

of independent variables, such as (f) presence ancl duration of a change-

over delay; (2) reinforcement progranmed independ.ent of the subjectsl

behaviour, (3) magnitud.e of reinforcement; (4) delay of reinforcement;

and (l) force requirement of the operandu¡r.

Before a statement of the current problem of investigation, some

of the results obtained with coneurrent variable-interval schedul-es of

reinforcement i^rill be, briefly reviewed,



CHAPTER II

REVIE.I¡iI OF THE LITERATURd

Hercnstein (196I), using pigeons as subjects and the two-key

procedure, found that the matching function between rel-ative overall

response rate and rel-ative reinforcement rate is obtained only when

a changeover delay (COO) is employed. The COD was I.5 seconds in

Herrnstein ¡ s experiment.

The COD speci-fies the nrinjmum time during which reinforcement

is unavairable after a changeover from responding on one key to res-

ponding on the other. For example, if a pigeon is pecking the reft of

two keys and a reinforcement becomes avail-abre on the right key, the

pigeon would have to peck the right key once to initiate the COD

interval and again at the end of the interval to obtain reinforcement,

If any interveni-ng responses had been made on the left key before re-

inforcement had been obtained on the right one, the COD interval would

have to be reinitiated on the right key"

hihen the CO-key procedure is used, the COD interval- i-s tjmed from

a response on the Co key, Responses on the main key røill not produce

reinforcement until the COD intervar has e>çired.. Each co response

reinitiates the coD interval-. rn both proced.ures, the coD prevents

one schedule of rei-nforcement from exerting accidental control- over the

changeover-key pecking and the responses maintained. by the other schedule.

catania (L963ra) confirmed the rel-ationship reported by Herunstei-n



(I96f), using pigeons as subjects and a COD of 2 second.s with lhe C0-

key procedure. The two-key and the CO-key procedures thus appear to be

functionally equivalent, at least with respect to matching of the re-

lative rates of responding and reinforcement.

Schroede:: and Hollan¿ (f969) have also shov¡n the necessity of

the COD for matching in a study in which hu¡¡an eye movement was rein-

forced with concurrent schedules" I¡lhen CODrs of I and 2 seconds were

used, matching was obtained, but not in the absence of a COD.

There have been a number of erçeriments which have been performed

for the purpose of investigaling the effects of the COD itself" The

matching refation is not affected by vari-ations in the length of the

COD, at l-east in the range that has thus far been investigated"

Shull and Pl-iskoff (L967) investigated the effects of COD dura-

tion on relative resìoonse rate. Using rats as subjects and brain stimu-

lation as the reinforcer with the CO-key procedure, they found that the

relative response r:ate depended on the duration of the COD when the con-

current schedul-es were variable-intervat (VI) l-nrinute and VI J-minutes,

but that the relati-ve response rate was independent of COD duration when

the VI schedul-es were both 1.5 minutes" However, as Allison and Lloyd

(197I) pointed out, the correspondence between relative rej-nforcement

rate and relati-ve performance measures was essentially maintained 1n

the Shull and Pliskoff study, since the proportion of reinforcement

actually increased as the COD increased,

Silberberg and. Fantino (f970) found thal the proportion of

pigeonst responses to one of two keys matched the proportions of



.J

reinforcements obtained on lhaL key when the cOil was varied, although

responses during the COD and after the COD deviated from matching in

opposite directions" ldhen considered together, as in other e>çeri:nents,

however, the responses did match the relative reinforcement raLe, tì€-

Iative time matched t,he relative reinforcement rate throughout the experi-

ment.

Allison and Lloyd (197f) found that the proportion of pigeonsr

responses and time approximated the actual- rel-ative rate of reinforcement

when COD interval-s of 2"O, 5"O, 7.5, and 12"5 seconds were programmed.

The two-key procedure was used with VI l-nin and VI 3-ln-in schedules of

reinforcement.

It is possible to prograrn concurrent ìII VI schedules so that the

actual relative rate of reinforcement is fixed by the e>çerimenter"

stubbs and Priskont (1969) have developed. such a procedure. They found

that rel-aùive response rate and relative ti:ne tended to match the rela-

tive rei-nforcement rate as in more standard eoncurrent UIVI schedul-es.

Pear and Stevens (1971) obtained si¡allar results using rats instead of

pi-geons as subjects and a slight vay'iati-on in procedure.

The matching of relative time and rel-ative reinforcement rate has

received attention, both on its own and along wlth other measures since

Catania (L966), using pigeons as subjecls and the CO-key procedure,

showed that the rel-alive time spent j¡r the presence of a given schedule

and iùs stimulus approximated the relatj-ve rate of reinforcement provid.ed.

by that schedule" Once again, the relative rate of responding was found

to match the rel-ative rate of reinforcement.
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Brownstein and Pliskoff (I9ó8) showed that in the CO-key situation

the niatching of refative time spent in a component to relative rate of

reinforcement occurs in the absence of pecking for reinforcement, The

subjects (pigeons) pecked a C0-key to change the colour of a stj¡rulus

1ight, but the reinforcers in each component were delivered i-ndependent

of the birdstbehaviour, aL a rate determined by the VI schedules"

Baum and Eachlin (L969) replicated the above experiment, using a

method analogous to the two-key procedure" Pigeons were reinforced for

standing on one or the other side of a chamber according to two variable-

interval schedules, A biased matching relation was obtained which was

comparable to the matching relation obtained with concurrent reinforce-

ment of key pecks, the difference being that the pigeons showed a con-

stant proportional preference for the right side over the left"

Relative response rate and rel-ative time are not linúted to

matching relative reinforcement rate only; the matching relation holds

with other índependent variables as welf, ûne of these is rel¿tive

magnitude of reinforcement" Catania (L963rb), usi-ng pigeons as subjects

and the tvro-key procedure, found that relative rates of respondi-ng

matched refative rnagnitudes of reinforcement, whi-ch were varied by means

of changes j-n the duration of feeder operation. Essentially the same

results were reporled. by Baum (19óó), who used. r'ats as subjects and

varied sucrose concentration to change the relative magnitude of rein-

forcement"

Delay of reinforcement is another i-ndependent variable which is

associated w-ith matching. Chuag (l.}e5rø), using pigeons as subjects and

the two-key procedure, found that delays of reinforcement for pecks at

one key reduced the rel-ative frequency of pecking e>çonentially as a
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function of the delay interval. Chung and Herrnstein (L967) followed,

this up by investig"tins the effects of setting delays of various d.ura-

tions for both of the response alternatives. They found that the relative

frequency of responding matched the relative immediacy of reinforcement

in a two-response situation, immediacy defined as the reciprocal of the

delay of reinforcement. Relati-ve immediacy of rej-nforcement was cal-

culated as follows:

(5)

ã

where i is the reciprocal of the delays

standard (s) t<eys.

the e>çerimental- (e) and

Shimp (f9ó9) replicated. the Chung and Herrnstein (L967) study

with one change; when a reinforcer was assigned for a peck on a key,

one response on that key initiated a blackout and the next response on

that key (after the blackout) was irnmediateJ-y reinforced. Once again,

it was found that rel-ative frequency of responding on a key matched the

rel-ative immediacy of rei¡forcement on that ltey,

Herbert (fçZO) found that matching r,,ras obtained when each re-

sponse initiated a blackout and reinforcement following blackouts was

response-independent (Experiment I) " In E:çeriment II, a rough approxi-

mation to matching was obtained when each response initiated a blackout

and reinforcement following blackouts uras response-independent. I4atching

was not obtained in E>periment IIf, when response-reinforcement dependencies

were different between keys.

StiII another independent variable associated with matching is

the force requirement of the operanda, Chung (L965ra), using pi-geons

l-+
S

on
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as subiects, varied the key-peck force required for reinforcemenL in a

single-key situation" using the data thus obtained, he was able to

predict the distribution of responses in a two-key concurrenl vr \ll
situation by means of the formula:

D,rff
Rrt + Rrz

where R* and R* are the total responses en-itted at the two given

forces in the first erçeriment, I¡vhen he varied. the vr schedules, he

found that the decrement in response rate due to the increased force

requirement was proportionally higher for the key with the lower rate of
scheduled reinforcement.

The investigation of matching relationships has not been confined

to concurrenL VI VI studies. There also exlsts a body of research con-

cerned with behav-iour maintained by concuruent-chain schedules of re-
i-nforcement, or concurrent schedules of conditioned reinforcement" In

the concurrent-chain procedure, responses to either of two keys occasion-

ally produce a stimul-us correlated with a schedule of primary reinforce-
ment. I¡ihen this schedule is in effect on one key, the other key is dark and

inoperative 
"

Several ex¡:eriments designed to i-nvestigate the matching relation
have been performed using the concurrent-chain procedure; si-nce they are

not vital to the understanding of the present e>rperiment, they will not

be rev-iewed here" The concerned read.er nay consurt the foJ-rowing:

Autor (19ó0), Reynold.s (f963), Herunsùein (I9ó4arb), Fantino (tg67),

Fanùino (1968), Fantino and Herrnstei.n (r9ó8), Kil}een (1968), Davison

(L969), Fantino (196Ð, schwartz (196Ð, Duncan and Fantino (t97o),

(ó)
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KiILeen (f970), Ten Eyck (L97O), and Squires and Fantino (t97t),

As can be seen by this literature review, much of the research

that has been performed to investigate concument operants has dealt

with the manner in which organisms distribute thei-r responses between the

concurrent schedules of reinforcement" Several investigators (e"g.,

Catania, L966; Shull and Pl-iskoff, L967; Brornrnstein and Pliskoff, L968;

Stubbs and Pliskoff, L969) have found that rel-ative response rate and

rel¿tive time on each operant approximate, or match, the relative re-

inforcement rate for that operant" In all such studies, the concurrent

schedul-es of reinforcement have been correlated with either different

manipulanda or different stimuli, However, it is not known what sort of

relation would exist between (l-) relative response rate and relative

reinforcement rate, and (2) relative time and relative reinforcement

rate if this were not the case" That is, if neither different manipu-

l-anda nor different sti-¡nuli were correlated with the concurrent sche-

dules, what would the effeet be on the matching relation? The purpose

of this e>çeriment was to answer the above question.

Sj-nce a concument schedul-e is much l-ike a multiple schedule in

that each component has a distinct stirnulus associated vrith it, i-t was

necessary to develop a schedule which, although retailing some of the

characteristics of the standard concurrent schedule, would be sjmil-ar

to a mixed schedule, in which different stimul-i are not assocj-ated with

the components. The schedule used in the present e>çeriment was termed

a ttrnixed-concurrent schedule" by the author, since it resembl-ed'both a

mixed and a concurrent schedule" By erçosing the subjects to both the



l?

standard concurrent schedule of reinforcement as wel-l as the nrixed-

concurrent schedule of reinforcement, it would be possibl-e to evaluate

the effect of the different stimuli associated with the components of

the concurrent schedule.



. CHAPTER III

STATE}T]¡NT OF TI{E PROBII]M

The preceding literature survey indicates that natching of

rel-ative performance measures and rel-ative fr.equency of reinforcement

is obtailed under severar different conditions. There is, however, an

element which is common to all the above e>çeriments - the correlation

of a separate stinmlus or separate operandum with each concurrent

schedule of reinforcement" The e:çeriment in this thesis sought to

determine whether or not this condition üras necessary for natching to

be obtained, That is, would anything like a roatching relation be ob-

tained when separate stimuU- were not used? It was hoped that the study

would exbend the present knowl-edge of the matchJ-ng phenomenon"

u



CHAPTER IV

METHOD

Subj ects

Four Holtzman male albino rats (M-3, T-I, T-3s T-/¡) se:'ved

as subjects, M-3 and T-I io.¡ere ll8 days of age at the beginning of

the experiment, T-3 and T-4 were 6O days of age. AII subjects were

experimentally nai-ve. The subjects were given free access to food

and wate:: until- a food deprivation schedule was initiated and continued

until the subjects reached BO'fr normal bod.y weight, defined. as the mean

body weight over the l-ast five days of ad lib food and water" The sub-

jects were maintained aL 8O% norrnal bod,y weight for the remainder of

the investigation by food reinforcement reeej-ved during the e>çeri-

mental session and by supple.rnents of Purina rat food.

Apparêtus

The expe::imental space consisted of a dual lever Lehigh Valley

Electronics operant conditioning chambero Model 13L6, mounted in a

Model L3I6C cubicle" The lnside dimensions of the chamber were 7.5 in

high by l2 in Ìong by I in wide (t9 cm N30.6 cm X 20,1 cm)" The two

levers were mounted I 3/16 tn (Z"B cm) above the grid floor" Both

levers were on the same 8-in wide wall and each was 7/S tn (Z"Z crr-)

from one of the two adjoining i2-in walls" A force of apÞroximately

24 grans was required to operate each lever, A 7-irratt house light was

used as a stimulus" Food reinforcement, consisting of .01- ml" of a

I:l rnixture of Bordenrs sweetened condensed nilk and tap water, was

deli-vered by a dipper used in the normally up position" Dipper operation

L5
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by a solenoid produced an imnediate audibl-e conditioned reinforcer;

food reinforcement was delayed by approximately 0"1 see., the tjme

required for the delivery cycle" An exhaust fan in the cubicle provided

a masking noise. Standard state prograrnming and recording equipment

and a Gerbrands cumulative recorder were l-oeated in a nearby room"

Procedure

Before the e>qperjment began, subjects were pretz'ained for three

days " ùring the pretraining pe:riod the }ever'-pressing response was

established and the animals wer"e exposed to CR!-.on both levers" They

were then transferred directly to the concurrent VI VI schedules"

During the first ascending and descending sequences, when con-

current VI \II schedules were in effect, responses on the right-hand lever

(main lever) were rei-nforced. on a variable-interval (VI) óO-sec sched.ule

when the house light hras on. liihen the house light was off, the conti¡r-

gency in effect hras one of a range discussed shortly. Each response on

the left-hand lever (changeover lever) alternated the stj¡rulus from

light on to light off or vice-versa" After each changeover response

there hras a changeover delay (COn¡ durJ-ng which reinforcement was un-

availabl-e. If a reinforcer had been set up during this detay, it re-

maj¡red set up until delivered" The COD was of two seconds duration for

Subjects M-3 and T-I, and of four seconds duration for Subjects T-J and

T-4. These durations remained constant throughout the entire exper.iment.

The l-onger COD was used for two subjects to provide information as to

whether or not two seconds was too short an interval"

The contingency in effect when the house light was off was
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varied through the sequences described below:

First ascending and descending sequences. A two-channer tape

programner (nRS Foringer), wi-th a drive mechanism that operated every

second, was used to assign reinforcements, When a photo-sensor mecha-

nism detected a punched hole in the tape in one channel, a reinforcer

was assigned to the light-on cond.ition (condition l-); when it detected

a hole in the other channel, a reinforcer hras assj-gned to the light-off
condition (condition 2) " The tape hal-ted when a hole was detected in
either channel- and restarted when a response occurred. in the presence

of the required stimulus condition" The proportion of reinforcements in
each of the stimulus conditions thus depended. on the propo::tion of hol-es

in each channel of the VI tape" This procedure is simi-lar to that used

by stubbs and Pliskoff (1969). The number of holes in the channel_

associated urith condition I, relative to the total number of holes, was

varied through a se::ies which first ascend.ed and then d.escended,

Sessions l-asted for one hour. The concurrent schedules in effecL were

varied as shown in Tabl-es l- and 2.

Each subject was maintai-ned on a given concìJrrent schedule for

a minimum of 5 sessions and until its response pattern r¡¡as stable for

4 consecutive sessions" The stabillty criterion stipulated that the

proportj-on of responses made in Condition l- to the total number of res-

ponses, during each of Ùhe last { consecutive sessions had to be within

J/å of the mean proportion for a}l 4 sessions! æd: that the proportj-on

of ti:ne spent in condition r to the total session time, durj_ng each of

the last 4 sessions had to be within 37" of the mean proportion for. all

4 sessions, Thi-s was the same stability cri-terion utilized by pear
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Table 1" Summary of e>çerimental procedure d.uring first ascend.ing
and descending sequences with a separate stimulus correl-
ated with each concurrent schedule for Subjects M-3 and
T-4, The III values are in seconds,

Schedule

Condition I Condition 2

Light 0N Light OFF

Relative Rei¡-
forcement Rate

(Condition l)

i$umber of
Sessions

Subject M-3

First ascending sequence

First descending sequence

Subject T-4

First ascending sequence

First descending sequence

VI 60
w60
VI 60
WóO

9
6

t_t
7

16
Ã

10

25
t0

Ã

L5

WóO VI20
vr 60 \ru 60
VI ó0 vr ]-80
VI 60 Ext

B
)?

5

"75
,50
"25

VI I8O
\rIóo
VI 20

w60
VI óO

w60

\,-r 20
ru60
VT 180
Ext

VI 180
w60
VI 20

"25
"50
"75

L"00

"75
"50)1

"25
"50
"75r"00

VI 60
m60
WóO
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Table 2" Summary of expe::imental procedure during first ascending
and descending sequences with a separate stimulus correl-
ated with each concurrent schedule for Subjects T-I and
T-3, The VI values are in seconds.

Schedule

Condition I Condition 2

Light ON Light OFF

Iielative Rein-
forcement R¿te/^
( Uondrtr-on I)

Number of
Sessions

Subject T-l

First

First

Subject T-J

First

First

Unstable

ascending sequence

VI 20
VI óO
V] I8O
Ð(b

descending sequence

ascending sequence

VI 20
w60
iru r80
ftrt

descending sequence

after 48 sessions

VI 60
WóO
WóO
w60

VI TBO
vr 60
vT. 20

w60
lII60
VI 60

22
I

2L
(

w60
VI 60
WóO
w60

"75
"50
"25

VI I8O
w60
VI 20

VI 60
VIó0
VI óO

"25
"50
,75

1"00

"75
"50
,25

"25
"50
.75

1"00

L5
9
5

5

IL.,
1"8,,

48

6
B

7
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and Stevens (f971) " The number of sessions requ-ired to meet this

criterion for each concurrent schedule is shown in Tables l- and 2.

If the stabilíty criteríon was not met within d8 sessions, the subject

was switched to the nexb concurrent schedule"

Second ascending and descending sequences. The procedure for

these sequences was essentially identical to that described above,

except that responses on the changeover lever did not alternate the

stimulus" Responses on the changeover l-ever did, however, alternate

the reinforcement schedule as in the first ascending and descending

sequences. The tape drive hras halted whenever a hole was detected in

either channel and did not restart until- a response occurred in the

appropriate condition. Conditions I and 2 were no longer correl-ated with

Iight on and light off" The house light remained on throughout al-l

sessions for Subjects M-3 and T-4 and off throughout all sessions for

Subject T-3, The mixed concurrent schedules in effect were varied as

in the first ascending and descending sequences except for Subject I{-3

who was exposed to two additional nixed concurrent schedules after the

regular sequenceo The number of sessions required to meet the stability

criterion for each ndxed concurrent schedule are shor¡rn in Tables 3 and

4, Data for Subject T-I are not shown as he succr:mbed to i]-lness early

in the second ascending sequence,
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Table 3" $ummary of etçerìmental procedui:e during second ascending
and descending sequences with no separ:ate stimulus correl-
ated with each concurrent schedure for subjects Mr-3 and
T-4. The Il-I values are i_n seconds"

Schedule Relative Rein- Number of
forcement Rate Sessions

Condition ] Condition 2 (Condition I)

Light 0N Light 0N

Subject M-3

Second ascending sequence

VI 60 VI 20
VIóO W60
VI ó0 vr 180
VI 60 E)rt

Second descending sequence

VI 60 VI 160
vr60 IrI60
vr 60 vr 20
vr 60 vr 6"67
irrl óO VT 3 "16

Subject T-d

Second ascending seq.uence

W60 VI20
w60 w60
w 60 vr 180
W 60 Ext

Second descending sequence

)'F

Unstable after 48 sessions

)q

"50
.75

1,00

rytr

"50
.25
"10
.o5

)4

"50
"75I,00

,75
"50)q

9
I
o

l+5"

O

It
6

28

ö

5
6

11
6

IO
ll

q

VT 60 VT 18O
lrl60 !T60
vI 60 vT 20
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Table 4" Summary of e>çerimental procedure during second ascending
and descending sequences with no separate stimul-us corref-
ated with each concuruent schedule for SubjecL T-3. The
VI values are in seconds.

Schedule Relative Rein- Number of
forcement Rate Sessions

Condition I Condition 2 (Condition 1)

Light OFF Light OFF

Subject T-3

Second ascending sequence

VI óO VI 20 "25w60 11160 "50w 60 \/I r8o ,75
!T 60 ftrb I"00

Second descending sequence

vr 60 \IJ ]-80 .75wóo w6o "5ovr 60 vr 20 "25

Unstable after 48 sessions

10
)2.,x
4ó

1I
42
L3



CHAPTER V

RESULTS AND DISCUSSION

The relative overall response rates approximate the relative

rates of reinforcement in the first ascending and descending sequences,

but the slope is l-ess than l-.0 in all cases, as indi-cated by Figures

1 through !, The arrows (f) sfro* where points coincide for both the

ascending and descending sequences. The best fit lines, calculated by

means of the method of least squares, are also indicated, These data

are sirni-lar to the data obtained by Pear and Stevens (fgZf). The

relative overall response rates do not approximate the relative rein-

forcement rate in the second ascending and descending sequences, but

are equal to appz'oxi:nately .50 in most cases, as shown in Figures 5t 6¡

and 7. Perfect natching is represented by the diagonal- l-ine with a

slope of I"0 in the above figures. In Figure 5 Lhe best fit line does

not take into account the two extra points where the relative reinforce-

ment rale is equal to .05 and .I0 since the points are not equally spaced

as is the case with all of the other points" At these two points the

relalive response rate tends toward natching. This is not the case at

the upper end of the range of values, however. At the lower end, it

seemed as though the subject was able to discriminate between Condition

I and Condition 2 in such a nanner as to come close to matching" At the

upper end of the range, however, the subject distributed his responses

almost evenly between the two condi-tions er/en though all reinforcements

were del-ivered in one conditíon" The reason for the apparent contra-

diction possibly lies in the different frequencies of reinforcement.

23
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In one case, when the relative reinfoycement rale was equal to l"O, the

subject i,rras exposed to VI 60 seconds in one condition and Extinction in

lhe other" In the other case, the subject was exposed to VI ó0 in one

condj-tion and VI 3"L6 in the other, The rel-ative reinforcement rale was

"O5 " The subject probably came to discriminate between the two condi-

tions in the latter case on the basis of frequency of reinforcement while

in the VI 6o-Extinction situation, there was not enough difference be-

tween the two conditions fo¡: the subject to discrimi-nate.

The relati-ve times approxi:nated the relative rates of reinforce-

ment in the first ascending and descending sequencese as shoüm in Figures

I through tl. Once again, the arrows (f) show where points coincide

for both the ascending and descending sequences, The slope is less

than one again in a}l cases. Figures J2, 13, and l-4 show that the re-

lative tlmes more closely approximate .50 in the second ascending and

descending sequences" Perfect matching is represented by the diagonal

Iine with a slope of l.O in the above figures. Once again, in Figure 9

the best fit l-ine does not take jnto account the two lowest points.

These are sjmilar to the correspondi-ng points in Figure 2 in that they

tend toward matching" Tt is possibJ-y for the reason postulated above:

the subject can discri¡r-inate between the two conditions on the basis of

reinforcement frequency while it is not as readily possible when the

reinforcements are more sparse. When the relative rej-nforcement rate is

equal to l-.O the relative tjme does tend slightly toward matching, but

not to the exbent that ùhe lowest points do.

The rel-ative local response rate appr.oximated "J0, whi-ch is
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indicated by the horizontal Line with zero slope in Figures t5 through 21,

The best fit lines, caleulated by means of the method of least squares,

are also indicated" There appears to be no consistent di-fference between

the first sequences, shoi,,m in Figures 15 through 20, and the second

sequences, shown in Figure" I9r 20, and 2L"

There appears to be no obvious effect of the different changeover

delays used (2 second.s for M-3 and T-l; 4 seconds for T-3 and T-4), nor

of the different stimuli used in the final sequences (fight on for M-3

and T-4 and light off for T-3"

Considering the changeover rate as a function of relative rein-

forcement rale, in the second descending sequence for M-3 (Figure 22),

the changeover rate decreased as rel-ative reinforcement rate diverged

from .25" This is probably only a consequence of the two exLra points.

Otherwise, it would have followed the first of the two following patterns,

which describe the rest of the data: (1) the changeover rate decreased

as relative reinforcement rate increased from .25 to t,O (e"S., Figure

2), second ascending and deseending sequences); (2) the changeover rate

decreased as relative reinforcement rate diverged from "50 (e.g", Figure

22, first' ascendi-ng sequence)" Similar results were found by Stubbs and.

Pliskoff (L969) and Pear and. Stevens (f9?f). There are two exceptions

to the above. rn both Figures 23 and 2la, the changeover r.ate is }owest

when the relative reinforcement rate is equal to "75 ín the first

ascending sequence. There appears to be a difference between the subjects

with the 2-second COD and the 4-second COD in Figures 2l through 25. At

afmost a'll corresponding poj-nts, the changeover rate is higher for M-3

and T-1, the subjects e>ryosed to the 2-second COll" There appears to be
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no effect of the stj-rnul-us (light on or light off) used. in the second

sequences. The CoD data supporrts that obtained by Brov¡nstein and

Pliskoff (196s), Herrnstein (19óI), Shull and ptiskotf (L967) and

stubbs and Pliskoff (19ó9), all of whom found changeover rate to de-

crease as a function of increases in the coD. (The above studies

investì-gated effects of the COD duration within subjects rather than

across subjects, as in the present e>çerinent.)



CHAPTER VI

SU![{ARY ANI] CONCLUSIONS

The najor finding of this e>peri-nent was lhat the separate

schedules of reinforcement must be correlated '¡i-ith separate stimuli

of some sort for matching to take place unless the reinforcement

density is high. lühen no separate stimuli were used., the relative
measures approximated 

" J0, except when there w'as an exbremely high

rate of reinforcement in one of the concur"rent sched"ules and a l_ow

rate of reinforcement in the other" under these cond.itions, it is
possible that the reinforcement rates woul-d serve as sti¡ruli in a

sirnilar nanner as the right did in the first sequences. rt remains

to be seen whether or not reinforcement rate could be used to gener-

ate a matching functi-on throughout the entire range of rel_ative re-

inforcement rates.
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