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Picture-narning behavior of two retarded children was

reinforced according to two schedules of reinforcernent. In one

experirnental condition a fixed-ratio schedule of reinforcernent

was in effect in which reinforcernent occurred after a fixed nrrrnber

of correct responses. In a second experirnental condition an inter-

locking schedule of reinforcernent was in effect, The interlocking

schedule was identical to the fixed-ratio schedule except that the

nurnber of correct responses required for reinforcernent increased

with the passage of tirne since the previous reinforcernent. Both

subjects spent less tirne engaging in inattentive behavior, ernitted

rrrore correct responses, and learned rnore words in the condition

in which the interlocking schedule of reinforcernent was in effect.

In addition, one of the subjects rnade fewer errors in this condition.

This difference in perforrnance rnight have been due to the fact that

reinforcernent occurred rnore frequently in the fixed-ratio condition

than in the j¡rterlocking condition. Thus, the requirernent of the

fixed-ratio schedule of reinforcernent was increased so that the

subjects ernitted approxirnately the sarne nurnber of responses per

reinforcernent under both schedules of reinforcernent. W'ith respect

to the above rnentioned variables, the perforrnance of both subjects

rernained generally superior in the interlocking condition.
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When the requirernent of the interlocking schedule

was increased, the picture-narning behavior of one

enhanced while the picture-narning behavior of the

deteriorated.

of reinforcernent
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Events or

behaviors which

Skinner , 1957), "

CHAPTER I

INTRODUC TION

of a response results in an increased probability that the response

will reoccur in the future, the stirnulus is called a positive rein-

forcer. tf the disappearance of a stirnulus as a concequence of a

response results in an increased probability that the response will

reoccrlÍ in the future, the stirnulus is called a negative reinforcer.

Many events which function as reinfoïcers are related to biological

stirnuli which increase the future probability

they follow are called reinforcers (Ferster

lf the appearance of a stirnulus as a consequence

processes irnportant to the survival of the organisrn (e. g. food,

water)" In addition to such prirnary reinforcers, previously

neutral events can acquire the status of reinforcers by being paired

with the presentation of reinforcers. These types of reinforcers alie

called. conditioned reinforceïs. A generalízed reinforcer (e. g.

attention, rnoney) is a conditioned reinforcer which has been associated

with rnore than one type of prirnary reinforcer. An extensive body

of literature exists describing the application of prirnary and conditioned

reinforcers to produce and rnaintain a wide variety of behaviors ín

both anirnals and hurnans.

of
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Much research on reinforcernent principles has been conducted

with children, both norrnal and retarded, and rnost cornrnonly has

involved the presentation of positive reinforcers. Bijou and Baer

\I966) have described a nurnber of positive and negative reinforcers

suitable for research with children. Since the present research

involved the presentation of positive reinforcers, only those studies

in which positive reinforcernent was used will be referred to. One

type of positive reinforcer has been classified as consurnable" (Bijou

and Sturges, 1958). Consurnables include all varieties of candies

(M & Mts, Srnarties) other types of food (rneats, raisins, nuts), and

sorne types of liquids" There are a nurnber of studies in which

consurnables have been used as reinforcers. For exarnple, Treffry,

Martin, Sarnels and \{atson (1970) used candies as reinforcers to

shape groorning behaviors in 1l severely retarded girls" The

groorning tasks ui ere broken into a nrrrnber of successive steps.

Initially a candy $/as presented upon cornpletion of only the first step.

Gradually the requirernent was increased until a candy u/as presented

only after a1l the steps had been conrpleted" Another class of frequently

used reinforcers ffiay be classified as rnanipulables. Such reinforcers

include trinkets, toys, pictures etc. Lovaas (1961) used trinkets as

reinforcers to produce and rnaintain both verbal and non-verbal be-

haviors in young children, The trinket \ zas kept in a transparent box
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during the task and the bo*was opened after an appropriate nu-rnber

of responses. A third type of reinforcer frequently used is social

reinforcernent (e" g. approval, attention). Brackbill (1958) reinforced

srniling in a 4 rnonth o1d infant with attention. Contingent on srniling

the experirnenter picked up the child and srniled and talked to hirn

for 30 seconds" The frequency of srniling was shown to be under

the control of the experirnenterrs attention.

,A.s aspect

over e stirnated,

delivered. A schedule of reinforcernent is a prescription for initíating

and terrninating reinforcing stirnuli in relation to sorne behavior

(Morse, 1966). More generally, a schedule of reinforcernent specifies

which instance of a behavior will be reinforced. Schedules of reinfor-

cernent have orderly and profound effects on the frequency of occurrence

of behavior. Each diff erent schedule of reinforcernent produces a

characteristic perforrnance. The regularity, stability and rate of

occuïrence of behavior depend in large part on the schedule of rein-

forcernent in effect. Schedules of reinforcernent can be divided into

two basic types: those that reinforce a response on the basis of tirne

(interval schedules), and those that reinforce a response on the basis

of nurnber of responses (ratio schedules)" Interval and ratio schedules

of

is

reinforcernent, the irnportance of which cannot be

the schedule according to which reinforcers are



rnay also be subdivided into two basic types, fixed and variable.

On a fixed-interval (FI) schedule of reinforcernent, the first

response after a fixed period of tirne is reinforced. On a variable-

interval (VI) schedule of reinforcernent, the first response after a

varying period of tirne is reinforced. On a fixed-ratio (FR)

schedule of reinforcernent, reinforcernent is delivered after a fixed

nurnber of responses have been ernitted. On a variable-ratio (VR)

schedule of reinforcernent, reinforcernent is delivered after a

varying nurnber of responses have been ernitted. These four schedules

cornprise the sirnplest interrnittent schedules of reinforcernent.

Each of these schedules generates a characteristic type of perforrn-

ance. For exarnple, a fixed-ratio schedule of reinforcernent dnaracter-

istically generates a high rate of responding with a pause in responding

irnrnediately after reinforcernent. A variable interval schedule of

reinforcernent typically generates an interrnediate rate of responding

with infrequent pauses. Ferster and Skinner (1957 ) have described

in detail the typical perforrnance or rats and pigeons under different

values of these four schedules and under a number of other schedules

of reinforceffrent which are essentially variations and cornbinations of

these sirnple schedules.

4"



There is a considerable body of evidence that suggests that

the typical behaviors generated by schedules of reinforcernent in

other organisrns are al so generated in hurnans. Long, Harnrnond,

May, and carnpbell (1958) reinforced lever pressing behavior of a

group of. Z0O children ranging in age frorn 4 to B years. Lever

pïessing was reinforced alternately according to a variable-

interval schedule of reinforcernent, a fixed-interval schedule of

reinforcernent, and a fixed- ratio schedule of reinforcernent. The

value of the interval of the VI schedule was varied frorn arì. average

of "5 rninutes to l rninute. The interval of the FI schedule was

varied frorn .5 rninutes to 3 rninutes and the value of the ratio of

the FR schedule was varied frorn 5 responses to 150 responses"

They found that the behavior typically generated in the children by

these schedules of reinforcernent closely resernbled the behavior

generated in lower organisrns by sirnilar schedules of reinforcernent"

The only exceptions noted \Ã/ere with respect to the fixed-interval

schedule of reinforcernent. Typically in lower organisms FI

schedules produce "scallopedtr rates of responding; a low rate irnrne-

diately subsequent to reinforcernent with a gradually increasing rate

of respondilg as the tirne for the next reinforcernent approaches.

Long, Harnrnond, May, and Carnpbell (1958) observed such scallops

only infrequently and a few subjects never did de.¡elop an orderly

pattern of behavior r:nder the FI schedule of reinforcernent.

4
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rn a sirnilar study Ellis, Barnett, and Pryer (1960) exarnined the

rate of lever pressing of. rz adult and 26 teenage retardates.

M & Mrs and cigarettes \Mere used as reinforceïs and. were presented-

accordingtoa variable-interval , a fixed-interval , and a fixed.-ratio

schedule of reinforcernent. They also found that the typical behaviors

generated by the schedules of reinforcernent were very sirnilar to the

behavior generated by these schedules in lower organisrns" Orland.o

and Bijou (1960) exarnined the effects of six schedules of reinforcernent

on the lever pressing behavior of 46 retard.ed children ranging in age

frorn 1 to 16 years. They also found. that the effects of the schedules

of reinforcernent on humans resernbled closely the effects of the

schedules on lower organisrns. For exarnple they found that variable-

ratio schedules of reinforcernent generated high rates of response with

infrequent pauses, fi:<ed-ratio schedules produced high rates of response

with po st - r einfor c ern ent pau s e s, and variable - interval sched.ule s

produced steady interrnediate rates of response. These schedule

effects are all typical of those observed in lower organisrns. with

respect to fixed-interval schedules, they found that scallops occurred.

only rarely and that generally a low rate of response was produced.

In addition they brought lever pressing under the control of two rnultiple

schedules of reinforcernent and again found that the behavior generated,

in hurnans by these schedules was sirnilar to the behavior generated in

anirnals.



In general then, it would seern that the rate of occurrence

of hrrrnanbehavior is largely a function of the kind and value of

the schedule of reinforcernent in effect at any given tirne. Thus

in rnany situations where tirne is of the essence, such as in the

education of retarded children, it would seern that certain schedules

or reinforcernent are preferable to others as a result of the rates

of response they typically generate. For exarnple, in a situation

where picture-narning behavior is to be reinforced, a schedule of

reinforcernent which typically generates high rates of response with

infrequent pauses would be preferable to a schedule of reinforcernent

which typically generates low rates of response with frequent pauses.

Although the characteristic perforrnance generated by sirnple

schedules of reinforcernent is well docrrrnented in hurnan subjects,

there are a nurnber of cornplex schedules of reinforcernent which have

not been exarnined. Two interesting schedules rnentioned by Ferster

and Skinner (19571 are adjusting and interlocking schedules of

reinforcernent. The schedules are sirnilar in that the nurnber of

responses required for reinforcernent varies as a function of tirne

or sorne aspect of the organisrnrs perforrrLance. An interlocking

schedule is one in which the organisrn is reinforced upon cornpletion

of a nrrrnber of responses, but this nurnber changes during the interval

which follows the previous reinforcernent. For exarnple, this nurnber

rnight be 100 irnrnediately after a reinforcernent but it decreases with

tirne so that 5 rninutes after the reinforcerrrent only I0 responses are requ.ired.



An adjusting schedule is one in which the value of the ratio is

changed in sorne systernatic way after reinforcernent as a function

of the irnrnediately preceding perforrnance. For exarnple a fixed-

ratio rnight be increased or decreased by a srnall arnount after

each reinforcernent depending uPon the length of the previous post-

rej¡rÍorcernent pause" The distinction between the two schedules

is that in an adjusting schedule the change in value of the ratio

occltïs at reinforcernent whereas in an interlocking schedule the

change in value of the ratio occurs between

If the frequency of occurrence of hurnan behavior is largely

a function of the schedule of reinforcernent in effect, then it would

be desirable to know the effects of all possible schedules of rein-

forcernent on hurnan behavior. However, the effects of sorne cornplex

schedules of reinforcernent, such as interlocking schedules, have not

been deterrnined with hurnan subjects, although sorne data with non-

hrrrnan subjects exists. The effects of one type of interlocking

B.

schedule on the lever pressing or rats have been reported. Berryrnan

and Nevin (1962) ernployed interlocking schedules in which the nurnber

of responses required for reinforcernent decreased with the passage

of tirne since the previous reinforcernent" They varied both the response

base (FR) and the tirne base (FI) of this interlocking schedule. Fo¡:

exarnple, orÌe value of the interlocking schedule was designated as

Interlocking 2136" This rneans that irnrnediately after a reinforcernent

r einf orc ern ent s.



36 responses are required in order to produce the next reinforce-

rnent (FR36). But after the passage of Z rninutes tirne, only I

response is required to produce reinforcernent (FI Z)" They found

that as the tirne base (the ar,nount of tirne before only I response was

required for reinforcernent) was lengthened, the response rate

increased. As the response base (nurnber of responses required)

increased, the response rate decreased. Powers (1968) exarnined

the sarne type of interlocking schedules and cofiLpared their effects

to the effects of conjunctive schedules of reinforcernent. (A con-

junctive schedule is one in which the requirernents of rnore than

one schedule rnust be rnet before a response is reinforced. ). With

respect to interlocking schedules his results were identical to those

of Berryrnan and Nevin (1962\.

An interlocking schedule of reinforcernent; however, does not

necessarily specify that the nurnber of responses required decreases

with the passage of tjrne. Another type of interlocking schedule ffi.en-

tioned by Reynolds (1968) is one in which the nurnber of responses re-

quired increases as the tirne since the previous reinforcernent increases"

For exarnple an FR50 schedule of reinforcernent rnight be in effect

irnrnediately after reinforcernent, but this ratio increases with tjrne

so that 2 rninutes after the reinforcerrl.ent an FRl00 schedule is in effect"

o



zelLer (1970) reinforced key-pecking of pigeons according

to a fixed-ratio schedule of reinforcernent with tirne lirnits irn-

posed on respond.ing" The pigeons were reinforced provided they

cornpleted. the ratio within a specified tirne since the previous

reinforcernent, or Provided they took longer than a specified tirne

to cornplete the ratio. Failures to rneet the tirne requirernents

resulted. in a brief tirneout (a period in which responding had no

scheduled effects) and a resetting of the requirernent for reinforce-

rnent. He found that shorter tirne criteria resulted in the ratio

being cornpleted faster and longer tirne criteria resulted in the

ratio being cornpleted slower. This schedule is different frorn the

interlocking schedule rnentioned by Reynolds because the ratio

schedule used by ZelLer was reset after each corrrpletion of the ratio,

whether or not reinforcernent had occurred, (Reinforcernent followed

the cornpletion of the ratio, only if the tirne requirernent had been rnet).

The interlocking schedule rnentioned by Reynolds is reset only aftet

the appropriate nurnber of responses have been ernitted and reinforce-

rnent has occurred. Reynolds rnentions that this interlocking schedule

would be dangerous in the sense tlnat if the organisrn did not begin

respond.ing at a high enough rate, its behavior rnight sirnply extinguish

befor e a reinforcernent ever occurred. But it would seern that such a

schedule of reinforcernent rnight prove valuable if it could be introduced

grad.ually and the behavior could be closely rnonitored to ensure that

IO



extinction did not occur. lf the subject

with the contingencies of reinforcernent

schedule, a reliably high rate with few pauses rnight occur.

The purpose of this research then, was to compare the

effects of an interlocking schedule of reinforcernent with the

effects of a fixed-ratio schedule of reinforcernent on the picture-

naming behavior of retarded children. The fixed-ratío schedule

of reinforcernent prescribed that reinforcement occurs after a

fixed nurnber of correct responses. The interlocking schedule of

reinforcerrrent was identícal to the fixed-ratío schedule of reinfor-

cement except that the nrrmber of correct responses required for

rei'nforcernent increased with the passage of tirne since the previous

r einf or c ern ent .

could be kept in contact

prescribed by such a

11



Subj ect s

The subjects were two severely retarded boys at tlne

St, ,{rnant Ward of the St. Vital Hospital, Winnipeg, Canada.

The particular children used in this research \Ã/ere chosen for

the following reasons:

CHAP TER II

METHOD

(1) If prornpted they would irnitate the verbal responses

the experirnenter. For exarnple, if the experirnenter pointed

a picture of a ball and said I'Whatts that? Aball,rrthe child

of

to

would ernit the response rrballtr.

(Z) Both children had lirnited verbal repertoires in the

sense that they could not narne rrrany objects. Their lirnited

object-narning repertoires in cornbination with their abitity to

irnitate verbal responses rnade these children suitable subjects

IZ"

for a picture-narning task..

Sidney was four years old and had been hospitalized f.or

aknost two years at the tirne this research was initiated. He

displayed aknost no unprornpted verbal behawicr other than

screarning or laughing. He was generally lethargic except for

infrequent intervals when he played with other children. Sidney

had a long history of refusing to eat his rneals. At rneal tirne he



would throw such violent tantrurns that it took three people to

feed hirn. As a result of this behavior, the child was introduced

into an operant conditioning program. approxirnately four rnonths

prior to this experirnent. Undesirable behaviors incornpatible

with eating were extinguished and desirable eating behaviors were

shaped through the use of differential reinforcernent. The proce-

dure \Ã/as terfiì-inated after 1j rnonths at which tirne the child was

consistently eating on his o\Ã/n. In addition to the above procedure

approxirnately forty 20-rninute sessions \Ã/ere spent training Sidney

to sit attentively and to irnitate verbal responses.

Bobby was eight years old and had been hospitaLized f.or alrnost

four years. He also displayed very little unprornpted verbal behavior

although his verbal repertoire was rrrore extensive than that of Sidney"

Bobby was extriernely active. He continually rnoved about and stopped

only rarely to play with toys or with other children. He had previously

been a subject in an experirnent investigating the effects of electrical

shock as a punisher in a picture-narning task (Kircher, Pear, and

Martin, I97I\. As a result he was farniliar with sorne aspects of the

present procedure.

13.



Apparatus

This research was conducted in a specially constructed

operant conditioning research area in the St" Vital Hospital.

The cubicle used in this research was approxirnately B feet x 10

f eet and contained a low counter along one wall , a low child- sized

tab1e, three chairs, and a Lehigh Valley Electronics Modular

Hurnan Intelligence Systern (# SZO-02). A one-way rnirror and a

srnall hole through which power cables could be passed were located

in the wall between the experirnental roorn and an adjacent equiprnent

roorrì.. A subject was seated behind the table opposite the experi-

rnenter. The table was placed with one edge adjacent to the counter

such that when the subject was seated the counter was positioned

to his irnrnediate left. The Hurnan Intelligence Systern was situated

on this counter within easy reach of the subject.

The Hurnan Intelligence Systern consisted of six snap-on panels

of which only three were operative during experirnental sessions"

The three operative panels were.a candy dispenser panel , a stirnulus

aTray panel and a lever panel. These panels were joined by cables to

a connection panel in the adjacent equiprnent roorn in which the pro-

grarnrning equiprnent was housed. Initially Lehigh Valley Electronics

electrornechanical prografiÌrning equiprnent was used but this was

Later replaced with a prograrnrnable digital logic systern built to

specification by DRT Associates (Winnipeg, Canada). The operation

14"



of this equiprnent was silent except for a series of electro-

rnechanical counters, Two srnall silent switches which could

be held in one hand \Ã/ere connected to two inputs of the prograrn-

rning equiprnent.

The picture cards used in the picture-narning task were

constructed by the e><perirnenter. Colored pictures were taken

frorn rnagazines and glued on stiff 7 inch x 5 inch cardboard

backings. Each experirnental conditíon \Mas associated with a

discrirninative stirnulus. In one condition a ro\M of six red lights

was lit while in the other experirnental condition no lights were lit.

Prirnary reinforcernent was delivered according to the schedule of

reinforcernent in effect in each experirnental condition" The

prirnary reinforcers used were srnall sugar coated chocolate

candies (Srnarties) and either orange or apple juice" The first candy

received each session and subsequently every fifth candy was

accolrLpanied by a srnall sip of juice.

r5.

Pr eljrninary Pr ocedures

Prior to conducting the research it was necessar y to establish

nurnber of behaviors not already in the subjects repertoires. These

behaviors and the training procedures used are described below.



It should be rnentioned that Bobby had previously learned to rnake

eye-contact and to narne pictures. Thus the procedures appro-

priate to these behaviors.were followed with Bobby not to esta-

blish the behaviors, but to ensure that they existed in high strength

and to bring thern under the stirnulus control of the present

exp erirn ental situation 
"

Shaping of Eye-Contact

Frequently in research of this type, attending has been defined

as eye-contact (Kircher, Pear, and Martin, 1971; Martin, Moir, and

Skinner, 1969) and the tirne spent attending has been an irnportant

dependent variable. Although eye-contact was not directly related_

to any dependent variable in this study, it was felt that previous

shaping of eye-contact wouLd facilitate subsequent procedures.

Ey"-contact was shaped in the following rnanner:

The subject was seated behind the table in the experirnental

roorn. Initially the requirernent for reinforcernent was 1 second. of

eye-contact. In other words a reinforcer was delivered each tirne

the child stared continuously at the experirnenterts eyes for 1 second."

The length of eye-contact tirne necessaïy for reinforcernent was gra-

dually increased throughout sessions until both subjects consistently

rnade eye-contacts of five secondst duration with the experirnenter.

This required two sessions with Sidney and four sessions with Bobby.

16.



Shaping of Lever-Pressing

In this research an attending response was defined as each

depression of a lever great enough to close a rnicro-switch. The

experirnenter held up a picture card with the blank side of the card

facing the subject. In order to have the side of the card with the

picture turned towards hirn, the subject was required to ernit one

lever press. Inattentive behavior was recorded as the arnount of

tirne in which the blank side of the card was held towards the sub-

ject, before a lever press occurred. Reinforcernent was contingent

on narning or irnitating the name of the picture presented.

In order to ensure that the subject would be reinforced during

the shaping of lever-pressing it was essential that the pictures to

be presented were pictures whose narnes the subject could at least

irnitate. A few such pictures were obtained as follows, prior to the

shaping of lever-pressing. The experirnenter selected a few pictures

at randorn and presented each to the subject with a verbal prornpt.

17"

A prornpt consisted of the experjrnenter asking the narne of the picture

and then saying the narne; i. e. I'Whatts that? A (narne of

picture).'r lf the subject irnitated the picture narne correctly, the

experirnenter said "Good boy" and delivered a reinforcer. lf the child

did not correctly irnitate the picture narn.e the experirnenter said rrNorr

and ignored the child for five seconds. This was continued until two

pictures had been found whose narnes the subject could irnitate.



These two pictures were used during the reinforcernent of

lever-pressing. The experirnenter held up a picture close to the

lever with the blank side of the picture towards the subject. He

then told the subject to press the 1ever. Vy'hen the subject did so,

the experjrnenter turned the card around so that the picture \Mas

towards the subject and said t|What's that? A (narne of

object).rr lf the subject irnitated the narne correctly he was re-

inforced. l[ he did not irnitate the picture narne correctly, the

experirnenter said rrNorr, ignored the child for 5 seconds, then

repeated the process. The verbal prornpts for lever pressing were

rapidly elirninated. Also the pictures were rnoved a\May frorn the

lever until the experirnenter was holding the pictures directly in

front of hirnself . The two pictures were presented repeatedly in

a randorn fashion. It should be rnentioned that during these pre-

lirninary procedures and during the experirnent proper, the experi-

rnenter did not attend to the subject while the subject was engaging

in inattentive behaviors. The experirnenter gazed directly down at

the table until the child pressed the lever. Then the experirnenter

turned the card around, looked at the child and delivered the appro-

priate prornpt or question. The procedure for shaping lever pressing

was continued until both subjects would consistently press the lever

in order to have the picture presented. This required 3 sessions

with Bobby and 19 sessions with Sidney,

18.



Pictur e-Narning B ehavior

Although the subjects would. irnitate the narnes of pictures ít

was necessary to establish picture-narning behavior as well , prior

to carrying out the experirnent. This was accornplished in the

following rnanner. The sarne two pictures that had been used in

shaping lever pressing were now presented to the subject according

to the se step s:

(a) Contingent on a lever press, the

presented and the experirnenter said "W-hat

(narne of picture). "

(b) If the subject irnitated the narne, he was reinforced.

If he did not irnitate the narne correctly within 5 seconds the

experirnenter saíd rrNorr and returned to (a).

(c) The experirnenter next presented the sarne picture

and saidrrWhatrs that?'r" If the subject narned it correctly he

was reinforced. lf the subject did not narne it correctly within

5 seconds the experirnenter said rrNorr and returned to (a).

(d) Steps (a) to (c) were repeated with the second picture.

(e) Steps (a) to (d) were repeated until the subject narned

the pictures at least 50 per cent of the tirne.

19.
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As well as establishing picture-rørning beiravior, tlne schedule

of reinforcernent was gradually increased during the above procedure

frorn a continuous schedule of reinforcernent (i" e" every correct

ïesponse was followed by prirnary reinforcernent) to a fixed-ratio

schedule of reinforcernent in which 5 correct responses were required

for prirnary reinforcernent. The experirnenter said "Good boy" after

each correct response but the candy dispenser eventually operated

only after each fifth correct response. This procedure required 20

sessions with Sidney and 7 sessions with Bobby.

Misbehavior

Typically in research of this type a nurnber of behaviors have

been classified as rnisbehavior either because they compete with

attending responses or because they are extrernely disruptive.

Punishrnent is then usually rnade contingent on these behaviors (e. g.

Kircher, Pear, and Martin, I97I). This experirnenter felt however,

that it would not be appropriate to study the effects of schedules of

reinforcernent against a background of punishrnent. The adrninistration

of punishrnent on parts of the class of behavior called inattentiveness

rnight confound the effects of the schedules of reinforcernent on this

class of behavior. Thus during the prelirninary procedures and the

experirnent itself , the following rules \Ã/'ere strictly adhered to.

(1) No punistrment was rnade contingent on inattentive behaviors

20.

or disruptive behaviors" The subjects could turn in their seats,
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bang on the table or equiprnent, play with the curtains behind thern

etc. In general they could do aknost anything as long as they re-

rnained seated in the chair.

(Z) The physical environrnent was arranged such that there was

little opportunity for the subject to grab destructible iterns or

apparatus crucial to the conduct of the experirnent; thereby forcing

the experirnenter to attend to hirn. The stopwatch and rnicrophone

\Ãi'ere kept on the counter to the experirnenterrs right, out of the

reach of the subject. The only objects on the table were the picture

being worked on and the sheet for recording data. The subject was

seated with the back of his chair against the wall and the table was

pushed within an inch or two of his chest. This restricted the reach

of the subject to the length of his arryr. As a result the only objects

within the subjectrs reach \Ã/ere the objects on the table. The experi-

rnenter held the data sheet on the table by resting one arrn on it. The

picture being used was held in the other hand" rf the subject grabbed

for these the experirnenter sirnply kept a firrn grip and did not attend

to the subject. Any atternpts to grab the objects not on the table soon

extinguished, sirnply because the subject was never successful in

reaching thern" Grabbing for the two iterns on the table al so decreased

in frequency during the conduct of the experirnent.
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(3) The only behaviors punished were those which would rernove

the subject from the contingencies of reinforcernent ín effect during

the sessions. The only two behaviors which fitted this criterion

were sleeping and leaving the chair. If the subject stood. up or closed

his eyes for rrì.ore than a few seconds the experirnenter said 'rNo,

and slapped the childts hand sharply. Both these behaviors were

very infrequent.

(4) Because the presentation of pictures always occurred just prior

to reinforcernent it is possible that the presentation of pictures ac-

quired the status of

that pictures should

quietly so as not to

rnight be occurring

possible validity of

presented pictures

a conditioned reínforcer. lf so it could be argued

be presented only while the subject was sitting

super stitíously reinforce'rrnisbehavior s" which

other behavior of the subject. It was felt that differential presenta-

tion of pictures could confound the effects of the schedules of rein-

forcernent; e. g. one reinforcernent schedule rnight produce rnore

rrernotionaltr behaviors than another, and if the experirnenter did. not

present pictures to the subject while he was engaging in these be-

haviors, the dependent variables could be affected. These effects

along with lever pressing. 'Without denying the

this argurnent the experirnenter nevertheless

contingent on lever pressing regardless of the

would not be a result of the independent variables, but rather a

result of the differential presentation of pictures.



(5) While waiting for the subject to press the lever, the experi*

rnenter did not attend to hirn. The experirnenter looked down at

the table. This was to ensure that the experirnenterts attention

would not act as a reinforcer to rnaintain 'rundesirableil behavior

on the part of the subject.

V/ord Baseline

Since the e><perirnent was to involve a cofiLparison of the effects

of two different schedules of reinforcernent on picture-narning behavior,

it was necessary to deterrnine beforehand, the words that each subject

could pronounce and the pictures they could or could not identify. If

this was not done, arLy differences in picture-narning behavior ratlner

than being a result of the schedule of reinforcernent in effect, in either

condition, rnight be a result of the pictures in one condition being known

prior to the experirnent or the picture-narnes in one condition not being

pronounceable. In order to ensure that all pictures to be taught were

r.rnknown and pronounceable the following steps were taken:

z3

(1) The experirrrenter presented a picture and said rrWhatt s tÍ:'at?tl

(Z) If the child correctly narned the picture the experirnenter said

"Good boy" and proceeded to the next picture. If the child did not

correctly narne the picture the experirnenter said rrWhatrs that" A

(narne of picture).rr If the child correctly irnitated the picture narne

the experirnenter said "Good boy" and proceeded to the next picture.



If the picture narrre \Ã/as not correctly irnitated, that picture \¡/as

discarded frorn the experjrnent.

(3) A large set of pictures was presented as above three tirnes

on three consecutive days. Pictures that were correctly narned

without prornpts all three tirnes were called known pictures.

Pictures that were not correctly narned but whose narnes were

correctly irnitated all three tirnes were called unknown pictures.

All other pictures were elirninated frorn the experirnent. (See

Table 1). During these procedures every fifth 'rGood boy'r was

accornpanied by the operation of the candy dispenser and the delivery

of a candy.

Pictures categorized as known and unknorvrr were then randornly

divided into two pools. One pool of unknown words was taught accord-

ing to one schedule of reinforcernent and the other pool according to

the other schedule of reinforcernent. The pools of unknown and known

words are shown in Tables 2 and 3. A second wordbaseline was taken

after session 20 with Bobby to obtain additional unknown words. The

sarne procedures as above were followed for selecting known and

unknown words and for dividing thern into pools. The pools of unknown

and known words resulting frorn this baseline procedure are also shown

in Table 3.

1/1



Subj ect

Syrnb ol s :

Table I

Sarnple Baseline Table

Picture

Narne

ball

caÍ

house

do11

tree

baby

tent

correctly irnitated

correctly narned

incorrectly irnitated

Trial
T2

-z

i1

)?

LZ

Zx

Dates

-1

z5

-x

2

XX

11

11

Final Picture
Category

known

unknown

discarded

di scarded

di scarded

discarded

discarded

z

z

x

z



Condition I

Unknown Known

Experimental

bed ':'
ÐoY -"'
SouP >k

cornb ti.

boat 'i'
cookie ti'

DlKe ?¡ini

clrtlna n'n-

coÏn
nuf Se "'n'
pipe
stair s

knif e

wagon
candy
hat
brush
Pea s

bottle
pants
toa st
sweater
tr ee
tir e

Table Z

Word Pools for Sidney

bird
chair

Unknown

Condition II

cat )l<

Dtl S 1'1-

shirt 'l'
cake tl'

baby 'i'
pot >i<

puppy n'1

d1'eSS ti.ti.

house 'l'
boat :i'

D ear '""'
I1e 1-

sock
pie >i<

-bb
blanket
airplane
gun
T-V
bread
train
soap
watch
book

26"

Known

Words learned

ball
caT
pants

l,Vords elirninated after
lirnits described in the

not being learned within the tirne
pictur e -narning proc edur e.



Condition I
Unknown

Baseline I

rrteat >l'

bear tl'

tie,k
bride 'i'
di sh 'i'
shiP >i'

train ti'

peas )i<

bottle'i'
deer ti'

teapot >i<

snake >:<

Tazor Å'

stove tl'

carrot s

ice crearn'i'
pillow 'l'

rnixer
sword 'i'

Experirnental

Baseline Z

sheet tl'

dri11
bow
rain )l'

glove
do11
saddle
battery
children
sink
sweater
rnattr e s s

Table 3

Word Pools for Bobby

Known

ball
bed
cat
rnitt
house
boat
bird
p encil
boy
PlrPPY
cookie
juic e

Baseline l

Condition II
Unknown

boot tl'

stair s ti'

brush tl'

shorts tl'

pari.t s >i<

lion tl'

fi sh 'k
candle ti'

bread'l'
sofa'j'
basket'l'
drurn tk

corn tÌ'

hot dog 'l'
knife '1.

pancakes
PuI Se >l<

cradle:i<
j ello 'l'

27.

Baseline 2

rug >l<

thread 'l'
rna sk tl'

busti'
tent ti'

sawtl'
nail
grape s

perfurne
c o\¡/'

brush
nailpoli sh
chee se
toa ster
rocket

>l< Words learned.

Known

apple
soup
sock
car
Nl.lT SC

clock
baby
book
tr ee
cake
candy
hor se
gurrl



Experirnental Proc edur e s

The purpose of this research was to corïLpare the effects of

two different schedules of reinforcernent on the picture-narning

behavior of retarded children. sessions were cond.ucted in the

rnorning, five days a week except during illnesses. In Cond.ition r,

a 20 rninute session \Ã/as run under aFixed-Ratio sched.ule of rein-

forcernent; then following a 10 rninute break, a second z0 rninute

session \Mas ru.n under an Interlocking sched.ule of reinforcernent

in Condition II. The sequence of the conditions was alternated each

subsequent session.

Phase I.

A fixed-ratio schedule in which five responses were required

for reinforcernent (FR 5) was in effect in condition r. A candy was

delivered after every fifth correct response, in cornbination with the

experirnenterrs response rrGood boy". The first candy of each session

was accornpanied by juice and subsequently every fifth candy \Mas ac-

cornpanied by a drink of juice. The reinforcernent interval lasted

15 seconds, after which tirne the experirnenter held up the next pic-

ture card with its back facing the subject. The picture card was not

held up until 15 seconds after the delivery of the reinforcer even if the

reinforcer was consurned before the end of the 15 second interval .

zB.



No scheduled consequences occrlrred if the subject pressed the

lever during the 15 second interval. At the end of the interval

the picture carC was held up even if the reinforcer had not yet

been consu-rned. After each incorrect response the experirnenter

said 'rNorr and ignored the subject for 5 seconds. This procedure

of ignoring the subject was stopped in both conditions after session

10 with Bobby and session 15 with Sidney as a result of other re-

search which indicated that it was not an effective procedure for

elirninating errors (Martin, Hardy, and McDonald, 1970). The

experirnenter then said 'rNo'r after incorrect responses and irn-

rnediately proceeded with the task. Incorrect responses included

irnproperly pronounced responses, instances on which no response

occurred within 5 seconds, and responses which did not correctly

name the picture" The experirnenter held two srnall pushbutton

20

switches in one hand. He closed one switch each tirne the subject

ernitted a correct response. Each fifth buttorì. press autornatically

operated the candy dispenser. The second switch was used to start

the tirner which recorded tirne spent in inattentive behavior.

In Condition II the red stirnulus lights were lit. Correct

Tesponses and errors \Ãiere treated the sarne as in Condition I except

that correct responses rv'ere reinforced according to an interlocking

schedule of reinforcernent" The interlocking schedule of reinforcernent



\Mas prografiLrrLed such that the nurnber of responses required for

reinforcernent increased with the passage of tirne since the pre-

vious reinforcernent" Specifically, reinforcernent would occur

after the fifth correct response, provided that the fifth ïesponse

occurred within a certain tirne (t) since the previous reinforcernent.

If the fifth correct response did not occur within this tirne lirnit the

response requirernent autornatically increased by two responses;

i. e. to seven. lf this new requirernent was not rnet within an

additional tirne period t, the response requirernent increased by

two additional responses. The response requirernent continued to

increase by two responses each tirne period t, to a rnaxirnurn of l5

responses. In general then, the interlocking schedule of reinforce-

rnent was an FR 5 schedule of reinforcernent which increasedby z

responses after each tirne period t since the previous reinforcernent,

to a rnaxirnurn of 15 responses (FR t5). Each reinforcernent reset

the schedule to its initial vaIue. In order to ensure that the subject

encountered the contingencies specified by the interlocking schedule

it was necessary to avoid extrerne values of t. rf t was extrernely

long the subjects would in effect be under the control of an FR 5 schedule

of reinforcernent. Sirnilarly if t was extrernely short the subjects

30.

would in effect be under the control of an FR 15 schedule of reinfor-

cement. To avoid either of these possibilities, t was initially set at
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a high value ( Z rninutes) and was gradually reduced until the subject

was being reinforced on the average for every B to l0 correct res-

ponses. This general requirernent was rnet after session 19 with

Sidney and session 6 with Bobby. For both subjects the final tirne

period of the interlocking schedule was t: 60 sec. This interlocking

schedule is presented diagrarnrnatically (Reynolds, t96B) in Figure l,

and cornpared to a fixed-ratio schedule of reinforcernent.

The interlocking schedule v/as prograrnrned autornatically as

-was the fixed-ratio schedule. Each tirne a correct response occurred

the experirnenter sirnultaneously said I'Good boy" and pressed a push-

button. The programrning equiprnent activated the candy dispenser

when the requirernent was rrlet" Phase I la sted 24 sessions for Sidney

and ZI sessions for Bobby.

Pictur e-Narning Proc edure.

The procedure used for teaching the children to narne pictures

was sirnilar to that described by Martin (1969). Refer to Table 4

when following the description of this procedure,

(1) The experjrnenter presented a randornly chosen unknown

picture and said 'r1Mhatrs that? ,{ (narne of object). " This

was ca1led a prornpt tria1. If the

the experjrnenter said "Good boy"

to step (Z). If the subject did not

5 seconds, the experirnenter said

subject correctly irnitated the narne,

, put the card down, and proceeded

correctly irnitate the narne within

rrNorr, put the card down, and then
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Daily Session Sheet for

Sidney

Date January 10
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Picture-Narning Proc edure.
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Te-presented it with another prornpt. He continued to do thís r:ntil

the subject correctly irnitated the narne"

(,2) The experirnenter presented the sarne unknown picture and

said rrWhatts thati"r. This was called a question trial" If the subject

correctly narned the picture the experirnenter said "Good boy" and

proceeded to step (3). lf the subject rnade an error the experirnenter

said rrNo'r and returned to step (1)"

(3) When step (2) was successfully cornpleted the procedures

in steps (t) and (2) were carried out on a randornly selected known

pictur e .

(4) Four rnore question trials were given, two question trials

for the known word and two for the unknown word" The order of these

four question trials changed in each column of the session sheets to

prevent the subjects frorn learning the order of presentation of pictures.

See Table 5 for a schernatic represeniation of steps l-4.

(5) Steps 1-4 were repeated with sarne unknown picture and

a second known picture, and then again with the sarne unknown picture

and a third known picture.

(6) Steps 1-5 were carried out for each r:nknown picture.

'When Steps 1-5 had been successfully cornpleted for an unknown

word, that word was said to have'rreached criterionrt" It was then

tested at the beginning of the next 3 consecutive sessions" If the

subject correctly identified the picture on these three occasions, it

acquired the status of a learned word. If it was incorrectly recalled



' Table 5

Schernatic Representation of Step s 1-4 of Picture-Narning Procedure
1\ ew Word-
Prornpt

X
I

I

1\ ew W orcf
Que stion

X

__t

t/

t-
I

llnown Wor
Prornot

l---'
I

I

l---

I
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I

t/
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Que stion

I

Step 2

X

I

New Word
Questi on

I

l
-ep 4

I

x
I

t/

nnown Wd
Que stion

X V

S

New Woiã-
Oue sfi n-

X t/



on any of these sessions

was repeated. Unknown

and a new unknowrr word

rrrents were rnet.

(1) If at the end of the sixth session with a particular gnknown

word, it had not reached criterion, it was discarded.

(z) lf an unknown word was not learned after the sixth tirne

it reached criterion, it was discarded.

According to these requirernents, five words were elirninated.

frorn the word pool in the Interlocking condition and four word.s frornthe

Fixed-Ratio condition with Sidney. No words were elirninated frorn the

word pools of either condition with Bobby.

Phase II

it was returned to step (1) and the procedure

words were elirninated frorn the experirnent

presented if either of the following require-

Any diff erence in the effects of the fixed-ratio schedule of

reinforcernent and the interlocking schedule of reinforcernent in Phase I

rnight sirnply have occuÍred because of the average rrrore correct

responses were ernitted per reinforcernent under the interlocking

schedule than under the fixed-ratio schedule. Thus any differences in

the effects of the two schedules rnight be elirninated sirnply by increasing

the requirernent of the fixed-ratio schedule to equal the rnean nurnber of

correct responses reinforced on the interlocking schedule. The average

36.
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nurnber of responses per reinforcernent over all sessions in the

interlocking condition was calculated. The value obtained was 8

responses per reinforcernent for both subjects. Figure 2 shows

the rnean number of responses per reinforcernent for all sessions.

(It should be noted that the rnean nurnber of responses per rein-

forcernent in the I'ixed-Ratio condition doesntt always equal the

schedule requirernent). This is because sessions did not always

end irnrnediately after a reinforced response. Sessions ended

after exactly 20 rninutes without regard to the ntrrnber of correct

Tesponses that had been rnade. The requirernent for reinforcernent

under the fixed-ratio schedule was then increased frorn 5 responses

to B responses. The interlocking schedule of reinforcernent rernained

at the sarne value as in Phase I. Phase II lasted 7 sessions for

Bobby and 9 sessions for Sidney.

Phase III

Phase III was carried out to deterrnine if any differences in the

results of Phases I and II were a result of the experirnental manipu-

lation in Phase II. If any differences in the results of Phases I and II

were a result of increasing the requirernent of the fixed-ratio schedule,

then the differences should disappear if the value of the fixed-ratio

schedule was changed back to the Phase I value of that schedule.
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The requirernent for reinforcernent under the fixed-ratio schedule

\Ã/as reversed frorn eight responses to the original 5 responses.

The interlocking schedule of reinforcernent rernained the sarne as

previously. Phase III lasted 7 sessions for Bobby and 9 sessions

for Sidney"

Phase IV

Phase IV was carried out to deterrnine if any differences in

the effects of the fixed-ratio and interlocking schedules of reinfor-

cernent in the previous three phases could be accentuated by de-

creasing the tirne requirernent of the interlocking schedule. The

tirne requirernent of the interlocking schedule of reinforcernent was

changed frorn t:60 sec. to t:30 sec. Every fifth response was

reinforced provided the fifth response occurred within 30 seconds

of the previous reinforcernent. If the fifth response had not occurred

after 30 seconds, the requirernent increasedby Z responses. It

39.

continued to increase by two responses each subsequent 30 seconds

up to a rnaxirnurn of 15 responses. The fixed-ratio schedule of

reinforcernent rernained the sarne as in Phase Il[.

5 sessions for Bobby and B sessions for Sidney.

Dependent Variables

The following dependent variables rvere used

This phase lasted

in this research:
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(1) The nurnber of correct responses. Thís rneasure

included those instances on which pictures were correctly

narned and those instances on which picture narnes were correctly

irnitated. correct responses were recorded on the data sheet

(Table 4l by the experirnenter. Also, as rnentioned. previously,

the experirnenter operated a hand switch sirnultaneously with saying

"Good boy" after each correct response. Each operation of the

hand switch operated on electrornechanical counter so that correct

responses were also recorded by the prografiÌming equiprnent.

(Z) The nurnber of errors. This rneasure included all instances

in which a correct response did not occur within five seconds of the

prornpt or question. Errors were recorded only on the data sheet

by the experirnenter"

(3) A ratio of incorrect responses to total response opportunities

per session. Total response opportunities included all instances of

correct and incorrect (including no response) responses.

(41 The cumulative nurnber of words learned.. A learned word

'\Ã/as a picture narne which had been correctly identified within steps

1-5 of the picture-naming procedure and which had been correctly

identified on three successive sessions.

(5) Tirne spent engaging in inattentive behavior. This variable

was recorded curnulatively for each session" This was the tirne



between the presentation of a blank side of a card and the lever

press of the subject" sirnultaneously with holding up the blank

side of a card, the experirnenter operated a handswitch. A

digital courrter operated once every second frorn the tirne the

handswitch was operated until the subject pressed. the lever.

This interval of tirne was tirne spent engaging in inattentive be-

havior. rt should be rnentioned that each operation of the digital

counter during the tirne spent in inattentive behavior could be

heard by the subject" The operation of the counter after each

correct response was likely not heard because the experirnenter

said rrGood boy' sirnultaneously with the operation of the counter.

Inter - Ob s erver Reliability

decide whether the subjectsrresponses were corïect or incorrect.

The consistency of these decisions was checked by cornputing an

inter-ob server reliability coefficient. sixteen experirnental

sessions were recorded on tape. An independ.ent observer listened.

to 453 verbal responses frorn these tapes. since the purpose of the

observer was to check the consistency of the experirnenterrs decisíons,

he was allowed to hear the subject pronounce each word to be scored,

two or three tirnes, and to hear the experirnenterrs decision" once

acquainted with the experirnenterts criteria for coïrect and incorrect

The picture-narning task required that the experirnenter

4L.
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responses, he listened to the tapes. The tape was stopped after

each response and the observer was required to score the response

as correct or incorrect prior to hearing the experirnenterrs decision.

A disagreernent was recorded between the observerrs decision and.

the experirnenterts decision if either of the following events occurred..

(1) If in the opinion of the observer the subject díd not respond

at arr (this was included in the calculation because the rnajority of

the subjectst errors were of this type), or d.id not respond correctly

within 5 seconds and the experirnenter did- not say rNor, a disagree-

rnent was recorded. (lf the experirnenter did say rNelr an agreement

was recorded. )

(z) If in the opinion of the observer the subject d.id respond

correctly within five seconds and the experirnenter said" rNor, a

disagreernent was recorded. (If the experirnenter said "Good boy"

an agreernent was recorded) .

Two inter-observer reliability percentages \Ã/ere calculated.

(a) The nurnber of agreeryLents on responses that the experirnenter

called correct divided by the nrrrnber of agreelnents plus disagreernents

on responses that the experirnenter called correct.

(b) The number of agreerr.ents on responses that the experirnenter

called incorrect divided by the nurnber of agreernents plus d.isagreernents

on the responses that the experirnenter called incorrect.



The resultíng inter-obeerver reliability coefficients were

as follows: For Sidney the reliabilíty coefficient for correct

responses was 94To and for incorrect responses was 79To. For

Bobby the reliability coefficient for correct ïesponses wa s 97To

and for incorrect responses \Ã/as BBYI.

43.



Inattentive Tirne

Figure 3 shows that for both subjects there was a general

increase in inattentive tirne peï session in both conditions d.uring

the first 10 to 15 sessions. Frorn session 5 to the end of phase r,

sidney spent less tirne engaging in inattentive behavior during the

interlocking condition than during the fixed-ratio condition. This

was also true for Bobby after session 14. During phase II the

arnount of tirne sidney and Bobby spent engaging in inattentive

behavior increased in both the fixed-ratio and. interlocking conditions

as corrrpared to Phase I" Flowever both subjects continued to spend

rnore tirne engaging in inattentive behavior in the fixed.-ratio condi-

tion than in the interlocking condition. The arnount of tírne both

subjects spent engaging in inattentive behavior decreased in both

conditions during Phase rlr as colrr.païed to phase rI. As before,

both subjects spent rnore tirne engaging in inattentive behavior in the

fixed-ratio condition. During Phase rv the arnount of tirne Sidney

spent in inattentive behavior increased in both conditions as corrrpared

to the previous phase. Bobby, on the other hand, spent less tirne

engaging in inattentive behavior in both condition, than in the previous

phase" The results of each subject also d,iffered in that Bobby continued

to spend less tirne engaging in inattentive behavior in the interlocking

CHAPTER III

RESUL TS

44"
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condition, while Sidney spent as rnuch or rnore tirne engaging in

inattentive behavior in the interlocking condition than in the fixed-

ratio condition.

Figure 4 shows the rnean arnount of inattentive tirne over

the last three-fifths (3/5) of the sessions in each phase. It should

be rnentioned that the rnean of each variable was calculated only

for the last three-fifths of the sessions in each phase in order to

elirninate the early sessions during which the behavior was adjusting

to the new condition. In all cases the nurnber obtained was rounded

to the nearest whole nurnber (e.g. the last 14 sessions would be

used to represent the last three-fifths of the sessions in a phase

containing 24 sessions). Note in figure 4 tlnat for both subjects, in

both conditions, the rnean arnount of inattentive tirne over the last

three fifths sessions of Phase III was lower than during Phase IIbut

not as low as during Phase I.

Correct Responses

46.

Figure 5 shows that both Sidney and Bobby very consistently

ernitted rrrore correct responses in the interlocking condition than

in the fixed-ratio condition during Phases I, II and III. This was

also the case during Phase IV except that with Sidney the difference

in the nurnber o{ correct responses per session in each condition was
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rÌot nearly as large or consistent as in the previous three phases.

In general Sid.ney ernitted. fewer correct responses in both condi-

tions in Phase IV than in any previous phase" Bobby however'

ernitted rnore correct ïesponses in both conditions in Phase IV

than in any Previous Phase.

Note in figure 6 that ttrere was a slight decrease in the rnean

nurnber of correct responses ernitted by both subjects in both

conditions during Phase II as cornpared to Phase I. During Phase

Il[ there was little d.ifference in the rnean nurnber of correct res-

ponses Sidney ernitted. over the last three-fifths of the sessions in

both conditions, as cornpared to the rnean nrrrnber of correct res-

ponses he ernitted over the last three-fifths of the sessions of

Phase II" Bobby on the other hand ernitted a slightly greater rnean

mr-mber of correct responses in both conditions over the last three-

fifths of the sessions of Phase III as colïr.pared to Phase II.

Error s

Although the interlocking schedule had desirable effects with

respect to d.ecreasing the arnoi:.nt of inattentive tirne and increasing

the number of correct resporÌses, it did not consistently decrease

the nurnber of errors rnade by both subjects.
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tr'igure 7 shows that neither Sid.ney nor Bobby rnad.e consistently

fewer errors in one condition than in another during Phase I. This

was also the case for Sidney during Phase II. Bobby however,

generally rnade fewer errors in the interlocking condition than in the

fixed-ratio condition during Phase II. During Phases III and IV,

Sidney generally rnade rrrore eTrors per. session in the interlocking

condition. Bobby did not consistently rnake fewer errors in either

condition during Phase Ilt but he did rnake consistently fewer errors

in the interlocking condition during Phase IV.

Although figure 7 shows that Sidney did not consistently rnade

rnore errors in one condition than in another during Phases I and I[;

figure B shows that the rnean nurnber of eÍrors Sidney rnade over the

last three-fifths of the sessions in each phase was higher in the inter-

locking condition than in the fixed-ratio condition. The rnean nurnber

of errors Bobby rnade over the last three-fifths of the sessions in

each phase was lower in the interlocking condition than in the fixed-

ratio condition.

Ratio of Incorrect Responses to Response Opportunities

Figure 9 shows tLtat, with Sidney, there was no consistent difference

in the ratio of incorrect responses to response opportunities between

the interlocking and fixed-ratio conditions during all four phases"

This was also generally the case with Bobby during Phase I. However,
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during Phases II-IV with Bobby, the ratio of incorrect responses to

response opportunities was consistently lower in the interlocking :

condition than in the fixed-ratio condition.

Figure 10 shows that with Sidney, the rnean of the ratio over

the last three-fifths of the sessions was aknost the sarne in both the

interlocking and fixed-ratio conditions during the first three phases"

In Phase IV there was an increase in the ratio of incorrect responses

to response opportr.rnities in both conditions as cornpared to pþ¿ss ÏTT.

Figure 10 shows that frorn Phase I to Phase III with Bobby, the rnean

of the ratio of incorrect responses to response opportunities over the

last three-fifths of the sessions increased in both conditions. In

Phase IV the ratio decreased in both conditions as cornpared to Phase Il["

Words Learned

Figure 11 shows that during Phase I Sidney learned to narne the

sarne nrrrnber of pictures in each condition while Bobby learned to narne

rnoïe pictures in the interlocking condition" During Phase II both

subjects learned rnore words in the interlocking condition than in the

fixed-ratio condition. During Phase III Sidney again learned rnore

words in the interlocking condition while Bobby learned the sarne

nurnber of words in both conditions. During Phase IV, figure 11 shows

that for the first time, Sidney learned rnore words in the fixed-ratio

condition than in the interlocking condition" Bobby learned rnore words

in the interlocking condition during Phase IV.
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Figure 12 shows that the rate of learning dropped in both

conditions for both subjects during Phase If as cornpared to Phase

I. During Phase III Bobbyrs rate of learning increased in the

fixed-ratio condition, and Sidneyts rate increased in the inter-

locking condition, as cornpared to the previous phase. During

Phase IV Bobbyrs rate of learning increased in both conditions

while Sidneyts rate of learning increased in the fixed-ratio condition

and decreased in the interlocking condition.
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In general the interlocking schedule seerned to prod.uce a

higher rate of picture-narning behavior than did the fixed-ratio

schedule of reinforcernent. over all sessions sidney learned

11 words in the interlocking condition and 6 word.s in the fixed-

ratio condition. Bobby learned 28 words in the interlocking

condition and 19 words in the fixed-ratio condition. The variables

which were influenced rnost favorably by the interlocking sched.ule

'were inattentive tirne (Fig" 3), correct responses (Fig. 5), and.

words learned (Fig. 11). The interlocking schedule decreased

the nurnber of errors rnade with only one subject.

CHAP TER IV

DISCUSSION
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Throughout the experirnent both subjects consistently ernitted

rnore correct responses in the interlocking condition than in the

fixed-ratio condition (Fig.5)" Berryrnan and Nevin (r962) and

Powers (1968) examined the effects of interlocking schedules of

reinforcernent in which the nurnber of responses required for re-

inforcernent decreased with the passage of tirne since the previous

reinforcernent. In this type of interlocking schedule the tirne base

and the response base can be rnanipulated. They found t]r,at as the

tirne base was lengthened, the response rate increased and as the

response base was lengthened, the response rate decreased.



In the present research however it was found that as the tirne

requirernent was shortened, the nrrrnber of correct responses

ernitted increased with Bobby (tr.ig.5) and decreased with Sidney"

An exarnination of this difference as a result of decreasing the

tirne requirernent, will illustrate the differences in the type of

interlocking schedule of reinforcernentused by Berrlrrnan and

Nevin, and that used in this research. The interlocking schedule

used by Berryfiran and Nevin was a cornbination of a fixed-

interval (FI) schedule of reinforcernent and a fixed-ratio (FR)

schedule of reinforcernent" As the tirne base is lengthened to

infinity the schedule resernbles a sirnple tr'R schedule and the

highest rates of response were produced. As the response base

is lengthened to in-finity the schedule resernbles a sirnple FI

schedule and the lowest response rates were produced. At

interrnediate values between these extrernes, interrnediate rates

of response were produced which were higher than those produced

by the corresponding FI schedule and lower than those produced

by the corresponding FR schedule. In the present research,

however, the type of interlocking schedule used varies frorn a

sirnple FR schedule to an extinction schedule (a schedule of re-

inforcernent in which no responses are reinforced). As the tirne

requirernent is lengthened, the schedule resernbled a sìrnple FR

schedule" As the tirne requirernent is shortened, the schedule

6L,



Tesernbles an extinction schedule. In the present research,

interrnediate values of this schedule seerned to produce response

rates higher than those generated by a fixed-ratio schedule without

the added ternporal contingency. These results correspond with

those found by Zeller (1970). He added tirne lirnits lo FR

schedules of reinforcernent such that pigeons \Ã/ere reinforced for

key-pecking only if they gook longer, or less than, a specified

tirne to cornplete the ratio. He found, as was found with Bobby

in the research, tlnat shorter tirne criteria resulted in the ratio

being cornpleted faster (a higher response rate) than if there was

no tirne criteria. This is only true within certain lirnits however,

as verified by the decrease in the nurnber of correct responses

ernitted by Sidney during Phase IV. It rnust be kept in rnind then,

tlnat as the tirne reguirernent is shortened, the interlocking schedule

resernbles an extinction schedule rrì.ore and rnore closely and at solrre

point the behavior rnaintained by the interlocking schedule can be

expected to deteriorate.

Although both subjects ernitted rnore correct responses in the

interlocking condition during Phase I, it was not possible to deterrnine

if this \Ãias a result of effects peculiar to the interlocking schedule of

reinforcernent. It could have sirnply been a result of rnore responses

6z
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being ernitted per reinforcernent during the interlocking condition

than during the fixed-ratio condition. If this was the case, then

the nurnber of correct responses per session in the fixed-ratio

condition should increase if the ratio was irìcreased. AIso,

because the subjects typically received fewer reinforcernents in

the interlocking condition than in the fixed-ratio condition it could

be argued that the greater nurnber of correct responses per session

in the interlocking condition was sirnply a result of rnore tirne being

available to emit correct Tesponses" Both of these possibilities

were elirninated in Phase lt by raising the response requirernent

of the fixed-ratio schedule of reinforcernent" This resulted in

aknost the sarne number of reinforcernents per session in each

condition. As a result of this rnanipulation there was a decrease

in the nurnber of correct responses per session in both conditions for

both subjects. 'When the response requirernent was changed back to

its Phase I value in Phase III, the nurnber of correct responses

increased in both conditions for Bobby and stayed about the sarne for

Sidney. This would seern to indicate that the greater nurnber of

correct responses in the interlocking condition was not a result of

rrrore tirne being available or rnore responses being required for

reinforcernent. Shortening the tirne requirernent of the interlocking

schedule in Phase IV resulted in an increase in the number of correct

responses Bobby ernitted per session. This further ernphasizes the

fact tlnat the greater nrrrnber of correct responses in the interlocking



condition was due to effects peculiar to interlocking schedules.

It could be rnentioned at this point that the f.act tlnat changes in

one schedule of reinforcernent affected behawior in both conditions

throughout the experirnent suggests that the behavior in each

condition rnay not have been under stirnulus control .

Another variable which was favorably affected by the inter-

locking schedule was inattentive tjrne (Fig" 3). Both subjects

consistently spent less tirne engaging in inattentive hehavior in

the interlocking condition than in the fixed-ratio condition. Generally

inattentive tirne seerns to be a direct function of correct responses.

If the number of correct responses increases, inattentive tirne

rnust eventually decrease. Thus in rnost cases an increase in the

number of correct responses was accornpanied by a decrease in

inattentive tirne. It is interesting to note however that both subjects

spent Iess tjrne engaging in inattentive behavior during Phases I,II,

and IV in the interlocking condition, even though they were being

reinforced less frequently in that condition and thus had rnore

opportunities to engage in inattentive behavior in that condition than

in the fixed-ratio condition.
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This research indicated that the nrmber of errors rnade was

not as favorably affected by the interlocking schedule as was the

nurnber of correct responses (Fig. 7). Although Bobby generally rnade
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fewer errors in the interlocking condition than in the fixed-ratio

condition, Sidney usually rnade rnore errors jn the interlocking

condition. The ratio of errors to response opportunities was

nearly the sarne in both conditions for Sidney throughout the

experirnent. Generally then it would seern that interlocking schedules

can act selectively to increase correct responses and decrease errors

but this isnrt necessarily so. The interlocking schedule did not

decrease the nurnber of errors with Sidney, but proportionately

it did not increase thern either. Thus at worst, the interlocking

schedule has no effects with respect to errors"

The difference in the effect of the interlocking schedule of

reinforcernent on errors and correct responses raises an irnportarrt

point" Part of the purpose of research such as this is to deterrnine

which variables should be ernployed in order to rnost efficiently esta-

blish certain behaviors, in this case picture-narning. But for rnany

subjects such as Sidney, the rnost irnportant variable, words learned,

is not a very sensitive variable because over short periods of tirne

not rnany words are learned. Thus differences in words learned

often don?t reliably indicate the superiority of one experirnental

condition as corrLpared to another. This rri.eans tlnat it is essential

that we deterrnine how other rnore sensitive variables are related to



words learned, so that we can deterrnine the effectiveness of

experirnental rnanipulations with respect to relevant sensitive

variables. This research indicates sorne interesting relationships

between words learned, errors, and correct responses. It seems

that correct responses are directly related to words learned.

Both subjects learned fiLore words in those conditions in which

they ernitted the rnost correct responses. On the other hand,

incorrect responses \Ã/as not consistently related to words learned"

Sidney rnade rrrore errors in the interlocking condition but learned

rrrore words in this condition. (f igs. 7 and 11)" ,A. learned word

was defined as one which had reached criterion and been recalled

on three successive sessions" It seerns that the strength of the

response on those occasíons is directly related to the nurnber of

correct responses ernitted previously. Both subjects were rnore

]ikely to recall the narnes of pictures in those conditions in which

they had ernitted the rnost correct responses. tf this is the case

it would seern to indicate tlnat we would rnore profitably spend our

tirne looking for ways to increase correct response rate than looking

for ways to suppress errors.

66"

More research is needed to clarify the precise aspects of

behavior affected by this type of interlocking schedule of reinforce-

rnent. More correct responses were ernitted per session in the



in the interlocking condition than in the fixed-ratio condition even

on occasions when inattentive tirne and nurnber of reinforcernents

were nearly equal. This could be a result of a higher rate of

response, a shorter post-reinforcernent pause or a shorter

latency between the presentation of a prornpt or question and the

subjectrs response. In order to clarify this a curnulative record

of behavior would have to be kept and the latency of responses

recorded.

The effects of fixed-ratio schedules of reinforcernent in such

procedures also need to be exarnined. Figure 5 indicates that even

a srnall increase in the ratio of a fixed-ratio schedule can result in

deterioration of the behavior" The behavior generated by ratio

schedules in such tasks, frorn low fixed-ratios to high fixed-ratios,

should be described. In a sirnilar rnanner the behavior generated

by this type of interlocking schedule should also be described for a

nurnber of values of the schedule and should be related to the effects

of sirnple fixed-ratio schedules.

With regard to the use of such interlocking schedules in practical

situations, sorrre problems arise. One problern is that the automatic

prografiLrning of such schedules requires the use of expensive and

sophisticated equiprnent. This can be overcorne however by sirnply

having the experirnenter rnake fiLany of the decisions which were rnade

o/"
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by the equiprnent in this experirnent. The experirnenter sirnply

has to know the nurnber of responses ernitted and the arnount of

tirne that has passed in order to deterrnine which response should

be reinforced. This inforrnation could be provided with a rninirnurn

of equiprnent. The second problern is one which is cornrnon to all

schedules of reinforcernent; narnely, what value of the schedule

will be the rnost effective" At present this can only be deterrnined

by exarnining the effects of a nurnber of different values on the

behavior of interest. As rnore research is done it should be possible

to rnake general staternents as to those values which are likely to be

rnost effective.



The results of this study indicate that perforrnance on a

picture-narning task is generally superior under an interlocking

schedule of reinforcernent than under a fixed-ratio schedule of

reinforcernent. The variables rnost favorably affected by the

interlocking schedule were inattentive tirne, correct responses,

and words learned. The effects of the interlocking schedule

could not be duplicated by increasing the requirernent of the

fixed-ratio schedule. It seerns that within certaj¡r lirnits, de-

creasing the tirne requirernent of the interlocking schedule re-

sults in an increased rate of response.

CHAPTER V

SUMMARY

69.
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