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ABSTRACT:

Positron annihilation cxperiments which combine lifetime and doppler broadening
measurements were performed using 10 MeV clectron-irradiated Float-zone (F2) and
Czochralski silicon (Cz).

In the case of irradiated float-zone Si, a lifetime of 305 ps is observed at 300 K decreasing
from 290 ps at 30 K, and the positron trapping rate decreases strongly with increasing
temperature. The Doppler measurements vield, when coupled with lifetime data, a S-value
6.7% larger than that for the bulk which is nearly twice the value hitherto claimed for
divacancies. Isochronal annealing of the 1.8 um infrared absorption band is accompanied
by a significant change in the defect S-value to 3.8% larger than for the bulk. Surprisingly,
the trapping rate at 50 K decreases only by 30% during the annealing-out of the 1.8 um
infrared absorption, and the positron lifetime stays essentially constant. Loose vacancy
complexes (a “sponge” defect) consisting of discernible monovacancies are suggested to be
formed upon annealing as an intermediate step in clustering of divacancies.

For the Cz-silicon, a set of rectangular wafers of n-type (P, Sb doped) and p-type (B
doped) at various concentration levels and irradiated to a fluence of 1.2x10'*¢7/cm® were
investigated as a function of temperaturc and position dependence. The low dopant
concentration samples of p-type or n-type present a dominance of negative divacancy
defects, due to a lifetime of ~300 ps, a strong temperature dependence of the trapping rate
and a Sp/Sg value 1.07. For the middle concentration materials, we proposed that the
formation of neutral PV,, BV; and SbV; type defects would explain the strong temperature
dependence of the lifetime while maintaining constant trapping rate. In the highly doped n-
or-p-type samples (both with 5x10'%cm®), the n-type (P-doped) shows a dominance of VP
pairs, which are stable at room temperature, while for the p-type (B doped) we suggest the
BV, are present given that VB is unstable at room temperature.
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L1 INTRODUCTION:

We like to admire the real thing, thus we commonly prefer pure wool, sugar, gold etc.
There are instances where because of cost, availability or properties its more desirable to
ha\;cimpmiﬁespresent.l-‘orexample, sterling silver contains 7.5% copper and 92.5% silver
or in the case of zinc which when added to copper produces brass, at a lower cost than
pure copper but stronger, harder, and more ductile than pure copper. On the other hand
brass has lower electrical conductivity than copper. A similar situation happens with iron
where carbon, nickel, chromium, vanadium etc. can be added so to improve the mechani-
cal properties of pure iron. Therefore, it can be seen that by adding impurities to some ma-
terials their mechanical and electrical propertics can be changed beneficially.

The addition of impurities to semiconducting materials such as silicon (Si) or germanium
(Ge) has produced results that have revolutionized today's world of technology. The phys-
ics behind why this happens is the main reason why many scientists have devoted a great
deal of time and industry financial resources, to find out in as much detail as possible,
about this phenomenon. In this pursuit many branches and fields of research have been de-
veloped, and because this research is at the atomic level, many sophisticated methods have
been designed to accomplish this work. One of these methods of research is the positron

annihilation technique on which I will concentrate in this work.
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1.2 HISTORICAL INTRODUCTION TO POSITRON ANNIHILATION;

In 1926 Gordon and Klein [1] had formulated the relativistic quantum mechanical theory,
from which emerged the possibility of negative energies for the electron. Also in 1926,
P.A.MD&ac[Z]remowdd:cdependmemﬁmeoftheGmdonmeinequaﬁomina
non-linear way, but the problem of negative energies for electrons still existed in Dirac's
equation. Dirac tried to explain them by associating them with the properties of the proton,
the only positive clementary particle known at that time. But he realized that the solution
had to be connected with particles with a mass like that of an electron. In 1930 Dirac pub-
lished "Theory of Electrons and Protons" (3] where he postulated his famous "Holes" the-
ory, predicting the existence of a positive clectron. In his theory, the positron was viewed
as a missing electron in a sea of electrons all with negative energy. In the years around
1930, investigations were carricd out using the Wilson chambers in order to study the dif-
ferent reactions which high-cnergy cosmic radiation might undergo with matter. In the
presence of strong magnetic fields, trajectories of particles are curved oppositely depending
on the charge of the particles. In 1932, after a careful analysis of a photographic plate,
Anderson [4,5] came to the conclusion that the tracks observed must originate from posi-
tive particles, the mass of which is closer to that of an electron than to that of a proton.
These observations were purely experimental, and Anderson did not know about the the-

ory of Dirac. Not until 1933, in a paper published by Blackett and Occhialini [6], was it
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demonstrated that the experimentally observed properties of the new particle were those

predicted by Dirac's theory.

As shown in Dirac's theory when positrons and clectrons are in near proximity, for even a

very short period of time, they annihilate cach other emitting as y-quanta the energy:
E=2mc'+E, +E_ (1.1)

where m.¢? is the rest mass energy of an clectron or positron and E, and E_ are the kinetic

encrgies of the electron and positron.

In 1934, Thibaud {7] showed that the positron annihilates predominantly by the emission

of 2 y-quanta, each with an energy of 0.511 MeV, corresponding to the rest-mass energy

of ¢ or ¢' and also that certain radioactive sources emitted positrons. (In rare cases,1:372,

3y-rays could be emitted). Later Klemperer [8] demonstrated that the 2 y-quanta were

emitted in coincidence and in almost opposite directions in order to conserve momentum.

The deviation ,0, from the angle of 180° is determined by:

O0=p/mc 1.2)
where p is the total momentum of the annihilating pair perpendicular to the direction of
photon emission, ¢ the speed of light and m, the electron rest mass.

1.3 ANNIHIL ATION OF POSITRONS:

When the positron enters the material from a radioactive source, the kinetic energy is rather

high (several hundreds of keV depending on the source), and this energy is lost by colli-



sions with the atoms of the material. This slow-down process normally takes about 10 to
10" seconds in solids, whueahmﬁmyukewmﬂmds.mlyammn
fraction of the positrons annihilates during the slow-down time due to its shortness as com-
WmmeﬁeMe of the positrons. Thus, effectively first when the positron is thermal-
ized, annihilation can take place with clectrons. It may annihilate as a free (delocalized)
particle or as a defect in a solid, or it may annihilate from a state where it is bound to one
electron only; this bound state is called positronium.

It is this very diversity in the annihilation processes of the positron which make them a use-
ful tool in, for example, defect detection.

1.3.1 POSITRO

The positronium atom (Ps) is a bound state of an electron and a positron. It is an analogue
of the hydrogen atom, only that the proton is replaced by the positron. This means that it is
treated in lowest order as a hydrogen atom with a reduced mass of m./2. The binding en-
ergy in the ground state will be half of that of a hydrogen atom, i.e. E;=6.8 ¢V. The radius
in the relative movement of the clectron and positron is double of the Bohr radius, resulting
in a diameter of the positronium atom like that of a hydrogen atom, 1.06 A. The posi-
tronium ground state splits into two different states, the singlet ( 'S,) or para state (p-Ps),
where the spins of the electron and positron are antiparallel. This gives for the angular mo-

mentum the quantum numbers J=0 and m=0. The second state is the triplet ( °S,), or ortho



state (0-Ps), where the spins of the clectron and positron arc parallel; this state has J=1 and
is divided into three degencrate substates with m=-1,0,+1.

Having zero spin, p-Ps undergoes mainly 2y-annhihilation. For free p-Ps, the lifetime is
1.25x10° sec (125 ps) [9]. The free o-Ps on the other hand can only undergo 3
y-annihilation (in order to conserve spin) with a lifetime of about 1.4x107 sec (140 ns) [9].
The energy difference between the two states is only 8x10~eV. For this reason, one quarter
of the formed positronium is in the singlet state and the other three quarters are in the trip-
let state as dictated by occupation statistics.

The subject dealt with in this section is treated in more detail in references [10] and [11].
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CHAPTER TWO
INTRODUCTION TO EXPERIMENTAL

TECHNIQUES
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2.1 INTRODUCTION TQ EXPERIMENTAL TECHNIQUES:
At this point a general overview is given of the three methods normally used to extract the

mfomnoncamed by the annihilation quanta as shown in figure 2.1 [8] .

r
[}
'
]
’
)
)
’
k.

DOPPLER BROADENING e’ LIFETIME
(ELECTRON MOMENTUM) , * (ELECTRON DENSITY)

coe d

' .
DEATH =+~~~ SPECIMEN |~-X — pEATH -

ANGULAR CORRELATION
(ELECTRON MOMENTUM)

Figure 2.1. Representation of methods used to extract the information obtained
by the annihilation quanta.

Measurement of positron lifetime gives information about electron density, while measure-
ment of angular correlation between the two annihilation quanta or measurements of the
Doppler shift of one of the quanta, gives information about electron momenta.

In all experimental techniques described here, a radioactive material emitting positrons is
used as a positron source. The most commonly used is *Na (in the form of 2*NaCl), which

has a half life of 2.6 years; its decay scheme is shown in figure 2.2.



2ya

10 % EC e¢
B'!'
'Y 128 MeV

22 e
Figure 2.2. Decay scheme of NaZ.

2.2. SLOW-DOWN AND THERMALIZATION:
In positron annihilation studies, positrons are implanted into the sample with kinetic

energies according to a B energy spectrum whose end point energy is about 0.54 keV and
thus exceeds considerably the thermal energy k,T. After impiantation, the positron loses its
energy due to electron and phonon excitation.

The stopping profile of energetic positrons from a radioactive source is exponential, and is
given by:

P(x) = ae™ with a=(16p(g/cm®)VE2“(Mev) (2.1)

where p is the density of the solid and E,, the maximum energy of the emitted positrons.
The most common isotope for positron lifetime and Doppler broadening experiments is
2Na with E_=0.54 MeV. For this isotope the average penetration depth, 1/c, is 0.11 mm
in silicon for which reason positrons emitted from a radioactive source probe the bulk of

the solid.
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In a solid, energetic positrons rapidly loose their encrgy via ionization and core electrons
excitations. The encrgy-loss rate in the range of 1 McV >E,>100 keV is about 1 MeV/ps,
and from 100 keV to 100 eV it is 100 keV/ps. Below 1 ¢V, phonon excitation starts to be
noﬁuable. The thermalization time at 300 K is 1-3 ps, which is much less than a typical
positron lifetime of more than 100 ps. Even at 10 K, calculated thermalization times are
much [ess than positron lifetimes .

In semiconductors, clectron excitations are not possible when the kinetic energy of the
positrons is less than the band gap energy E,. Howewer, encrgy loss to phonons is quite

cffective at E.~1 ¢V.

In conclusion, positrons from a radioactive source probe the bulk of a sample. The
thermalization time for positrons in metals and semiconductors is short, compared to
positron lifetime, and is not of experimental concern

2.3. ANG C N

A schematic set up for an angular correlation equipment is shown in figure 2.3. The
angular correlation between 2y annihilation quanta is measured. The distance from the
sample to the two detectors is usually about 2 meters. One detector is fixed while the other
can be tumed by a small (<20 mrad.) angle, 6, and the number of incident photons is

measurcd as a function of 6. After amplification of the detector pulses, they are analyzed

for the correct energy (0.51 MeV) and then fed into a coincidence circuit, giving an output
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Figure 2.3 Principle of typical angular correlation equipment

if the time difference is smaller than 100 ns. As already noticed, momentum conservation
of the annihilation pair with center-of-mass momentum Kk, requires a deviation from 180°
between the two quanta, a deviation largely due to electron momentum as the positron is
thermalized. By the long slit geometry this deviation is measured only in the direction of
the movement of the one detector, the z direction and by the movement of the detector in
stepwise way, the rate of coincidence pulses is measured as a function of 9, giving as a

result the angular correlation curved shown schematically in figure 2.4.

N®

- - 4

0 o 0 0
Angle (mrad)

Figure 2.4 Typical angular correlation curve
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Angular correlation measurements provide information on the momentum distribution of
electrons and can thus be used for Fermi-surface studies. In cases of Ps formation, the
angular correlation measurements will show a very narrow peak due to the low momentum
wofmmﬁudpm.

2.4 DOPPLER BROADENING:

In Doppler broadening measurement the energy spread of the anmihilation quanta is
determined. In principle Doppler measurements and angular correlation measurements
provide identical information, but the resolution power of Doppler broadening is about S
times less than that of angular correlation. The speed of the data aquisition for Doppler
brodening is on the other hand at least 10 times faster than for angular correlation, which

takes at least 24 hours per spectrum.

The velocity component Vp x (center of mass) of the annihilating electron-positron pair,
as projected onto the direction of the emitted y-quanta, leads to a Doppler shift of the
energy of the y quantum. The energies E, and E,, depend on wheather Vo, « is directed
opposite to the direction of the emitted y-ray, or along the direction according to:

E, =mc*{(11V 4, /cY(1-V ' /c*)**} (2.4)

which for V 4, ,<<c simplifies to
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E,,~m,* £ p,c/2 (2.5)
or expressed in relative energy difference

AEE =tV /c where Voy=Vearm /2 (2.6)
Those small energy changes (of the order of a few keV) are measurable with an energy
sensitive Ge detector system, for which a schematic is shown in figure 2.5 (14]. The
resolution of a Ge detector is rather poor in comparison with an angular correlation
equipment. The best detectors have a resolution function of approximately 1.2 keV (=5
mrad.) which is rather inferior to what can be achieved by angular correlation (less than 1

mrad). The system has, however, the advantage of a high counting rate and good statistics.

3’——!-'\:10:““ rreae |—fnaw we ;:-l—-l el

Figure 2.5. Typical equipment used in measuring the doppler shifts of the annihilation
quanta.

2.4.1 WP S:

Analysis of the Doppler broadening data is normaily restricted to rather simple approaches

because of the wide resolution. The width of the 511 keV peak is characterized by a so-
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called S parameter as introduced by MacKenzie et al [15]. This S parameter is defined as
the ratio between the amount of counts in the central region of the annihilation line,
nommally within the energy range 511+0.7 keV, to the total number in the peak within
511:;4.8 keV, as shown in figure 2.6. This "window" of energy is usually chosen so that
$20.5 [16]. In the same way, the wing parameter W, shown in figure 2.6, is the relative

fraction of the counts in the wing regions of the annihilation line.

onp
N o
s P
6} f
E 6 s
:
R 0.7 Kev
g J ==\
2k 1
16Kev J o 18KV
'6w—$4‘ s T
| !
OM L L i)
isoe 510 l 512 Ste;
507.7 511 514.3
ENERGY (KaV)

Figure 2.6 Typical Doppler broadening spectra, showing the S and W parameters.
Due to the low momentum of valence electrons, the annihilations fail predominantly inside
the region of the S parameter. On the other-hand, core electrons have momentum values
high enough to contribute significantly to the W parameter. Therefore, the S and W
parameters weight the contributions for valence and core annihilation parameters

differently.
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The absolute values of the above parameters are meaningiess because they depend on the
position of the windows so only changes of the parameters are of importance. To facilitate
comparisons between cxperiments, it is convenient to report on relative values such as
SD;SBandWD/W,,whereS,xcfeutotheSpanmeterfortlwbnlkandSDtotheoneforthe
defects. These relative values are practically independent of the energy windows and of the
small variations in the energy resolution of the Ge detectors.

The line shape parameters have values characteristic for cach material, reflecting the
electron-momentum distribution. When positrons are trapped, the lineshape is characteristic
of the trapping defect. In a vacancy-type defect, the density of the valence clectrons is
reduced, which leads to a narrowing of their momentum distribution which is observed as
an increase in S. As well, the localized positron in a vacancy type defect has less overlap
with core clectrons than a free positron, Ieading to a further decrease in S. The W
parameter behaves roughly opposite to S. If only a fraction of positrons is trapped, then

the parameters can be expressed as a superposition:

S=(-0p)Ss +a,Sp (2.8)
and W=(1 - ap)W; + ap Wy, (2.9)
where ap = K/(Ap + x) (2.10)

The subscript B refers to the bulk state and D to the defect state and o, is the fraction of
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positrons annihilating from the defect and is a function of the trapping rate, «, and the
annihilation rate in the bulk state, A,. This will be explained in more detail in the next
section. As stated before it is only important to report relative values, and using equations
2.8 and 2.9, the following relations can be found:

Sy/Sg = {(S/Sy) + ap - 1}/ay @1

Wp/Ws = {(W/Wp) + ap - 1}/a,, 2.12)

2.5 LIFETIME MEASUREMENTS:

SAMPLE + SOURCE

SCA

CFD & -l DEIAY |e——oi gg“ e

TAC | MCA —=Ji=1 COMPUTER

Figure 2.7. Schematic diagram of a typical equipment for measuring positron lifetimes.
Legend:

HVS : High voltage supply. MCA : Multi-channel analyzer.
PM : Photomultipliers.

CFD : Constant fraction discriminators.

SCA : Single channel analyzer.

TAC : Time to amplitude converter.
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In the positron laboratory at the physics department of the University of Winnipeg positron
lifetime measurements are performed by means of a fast-fast time coincidence system as
shown in figure 2.7. When a positron lifetime spectrum is measured, the situation is the
follc_r-wing: simultancously with the emission of a positron from the source a y-photon of
1.28 MeV is emitted. The positron is introduced in the sample where it finds an electron
and annihilates emitting two photons each of energy 0.511 MeV. The task then is to detect
one photon of 1.28 MeV and one of 0.511 MeV and determine the time difference
between the two emissions, which then will determine the length of time a particular
positron lived. The system shown in figure 2.7 does this by means of a start branch

connected to detector #1 (1.28 MeV) and the stop branch connected to detector #2 (0.511

MeV).

14~

12

10k

o8-

06 -

Count Rate (arb. Units)

1 { { L.L 1 1 ] 1
00 02 04 06 08 10 12 14 16 18

Figure 2.8 Gamma energy spectrum.
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The signal from detector #1 is fed into a discriminator circuit (CFD), which gives an output
provided the input signal falls within a preselected window of pulses hights from the
detector. Choosing detector #1 as the start detector simply means to place the energy
wﬁ;dowasshowninﬁgmczs. The output is then fed into a time-to-amplitude converter
(TAC). The stop branch is quite similar to the start branch except that the output from the
CFD is first delayed (by ~5 ns) before feeding it into the TAC solely for the purpose of
proper operation of the TAC. The output of the TAC is a pulse whose amplitude is
proportional to the time difference between the two signals, This amplitude is digitized and
stored in 2 multichannel analyzer (MCA). In this way the channel number in the MCA
becomes proportional to the time difference between the two photons (1.28 MeV and
0.51 MeV), and the number stored in each of the channels is the number of events
recorded with a certain time difference. Experiments carried out in this laboratory were
done using CFD Ortec 583 for both the start and the stop branch.

2.5.2 SCINTILI ATOR AND PHOTOMUILTIPLIER:

The detection of the gamma quanta is accomplished by a plastic scintillator mounted to a
photomultiplier tube [17].

The incident photon enters the scintillator and suffers a large number of interactions which
result in exciting the molecules. The excited states rapidly emit visible (or near visible) light;

the material is said to fluorescence. The light strikes the photosensitive surface of the
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photomultiplier tube, releasing several photoclectrons per photon. These clectrons are then
multiplied (typically by a factor of 10°), accelerated, and formed into the output of the
photomultiplier tube.
MMMMeMﬁMmmmmmm“m, depending on the
application in which they will be used. Some of the properties which are usuaily considered
in making the choice includes light output (the fraction of incident energy that appears as
light), efficiency (the probability for the radiation to be absorbed), timing and energy
resolution. In our case we used Hamamatsu Photonic tubes coupled to a Pilot-U piastic
scintillators manufactured by Nuclear Enterprises (decay rate ~0.7 ns) and conically shaped
to obtain good timing characteristics. The rather poor energy resolution (see figure 2.8) is a
consequence of the fast decay rate, but the fast decay rate is important in obtaining a
narrow time resolution of the lifetime spectometer.

253 ON SO

The source of positrons used for all the experiments carried out in this work, was the “Na
isotope. The preparation of the positron is done by evaporating a few drops of aqueous
solution of ¥?NaCl deposited on a very thin aluminum foil (0.8um) of size 5x5 mm?, for
encapsulation. The strength of the sources used in the experiments was between 10 to 12

uCi. For the source preparation a new technique was used, which removes the usual

ring-like build-up of source material. In this technique the original aqueous ?NaCl solution
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is first dried out completely in the supplied vial having a conical shaped bottom. Then,
using a micro-pipet, five microliters of water is added to form a highly concentrated
solution which is then deposited on the source envelope material. Usually two drops
(~0.5uliters) are sufficient to produce a 10uCi source which drics forming an evenly
distributed layer of *NaCl with a diameter of about 1 mm. 80% of active material in the
vial can be retricved in this manner. In the cxperiments done in this laboratory the source
was placed between two identical samples of silicon (Si).

2.54 CONST CTION

A time pick-off element is essential in all timing systems. An ideal one produces a logic
pulse at its output which apparence time-wise is precisely related to the event which caused
the pulse. Three sources of error can occur: walk (somctimes called slewing), drift and
jitter [18].

Walk is the time movement of the output pulses from the CFD device, relative to its input
pulse, due to the variation in the shape and the amplitude of the input pulse. Drift is the
long-term timing error introduced by component aging and in particular by temperature
variations in the CFD. Jifter is the timing uncertainty of the CFD that is caused by noise in
the system and by statistical fluctuations of the signal from the detector.

The following techniques are the most commonly used: Leading edge, where the output

logic pulse is produced when the input signal crosses a fixed threshold level. The main
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disadvantage of this technique is that the time of occurrence of the output is a function of
the amplitude and rise time of the amplitude signal. When the leading edge technique is
restricted to applications which involve a very narrow amplitude range of signals, excellent
ﬁzn;xgmnlucmbeobuhed.llndathuecmdiﬁomﬁnhgmsakeduemchﬂge
sensitivity and to jitter. To avoid the serious amplitude sensitivity of the timing signals a
new circuit was designed, known as the constant fraction discrimination. In the
constant-fraction method the input signal to the circuit is delayed and a fraction of the
delayed pulse is subtracted from the original pulse. A bipolar pulse is generated and its zero

crossing is detected and used to produce an output logic pulse. Both methods are illustrated

in figure 2.9.
9 1A
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Threshold
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Figure 2.9. Uncertainty in time determination due to different pulse heights by :
a) leading edge and b) constant fraction.

As mentioned earlier the CFD generates the timing information and determines also the
energy range of interest by means of a single channel analyzer (SCA) build into the CFD

unit. If the two detected events fall within the selected energy ranges set by lower level and



upper level controls in the CFD unit, an output is generated.

The proper setting values are extracted from the gamma energy spectrum shown in figure
2.8, defining the start branch as the one that accepts the pulses which arise from the 1.28
MeV y-quanta and the stop branch which accepts only the 0.511 MeV y-quanta. Therefore
one detector is devoted to the start pulse of 1.28 MeV quanta and the other to the stop of
the 0.511 MeV provided they are coincident within the resolving time sclected by the time
to amplitude converter (TAC) (see below) to within 50 ns of each other.

This ensures nearly completly that a start and stop pulse originate from the same positron.
However, in a few cases a start and stop pulse can be detected from two different positrons
and because these pulses are randomly correlated they give rise to the random background
in the lifetime spectra. Background increases with source strength, preventing the use
sources of large strength (=30 pCi).

2.3.5 O C):

The Ortec 556 Time-to-amplitude-converter (TAC) [19] is a module that measures the
time interval between a start and a stop pulse and generates an analog output pulse whose
amplitude is proportional to the time interval. As explained already above, if the detected
events are coincident within the resolving time, the TAC is gated to accept the information.
The output of the TAC is fed into the multichanel analyzer (MCA) where a histogram of

timing signal differences are accumulated to produce the so called lifetime spectrum as



shown in fig. 2.10.

108 B
o wl
c Ny
: [ ]
8 oo | oe—30%
S |
5 100 ld
a 103 p
€ f
3 0
< w02 Background (56)

101 [N L 1 1

30 60 20 120
Channel Number

Figure 2.10 Typical positron lifetime spectrum
2.5.6 RESOLUTION FUNCTION:..
Optimization of a lifetime equipment is very complicated and is often a compromise be-
tween efficiency and time resolution of the system. The latter is defined as the full-width—
at-half-maximum (FWHM), of the so called prompt curve, which is obtained by a source
emitting two y-quanta simultancously such as “Co, which emits 1.17 MeV and 1.33 MeV

y-quanta. Such a spectrum is shown in figure 2.11; at normal measuring conditions the
FWHM of our equipment is 200 ps. Several theoretical and experimental investigations
have been carried out to clarify the different parameters necessary in the quantification of
the resolution function. The most important factors are the width of the light pulse gener-

ated by the scintillator and, the time spread in the collection of this light on the photo-



cathode of the photomultiplier, a8 caused by a geometrical size of the scintillator, and fi-
nally the transit time spread of pulses traveling from the photocathode to the anode of the
photomuitiplier. The time spread in the rest of the electronic system is of minor importance
whe-r.xushgagoodCFD.Aconﬁnnmdevclopmentoffamrscﬁlﬁnam their geometri-
cal shapes, photomultiplier-tubes and better discriminators units gradually has reduced the
width of the prompt curve. Twenty years ago a FWHM value of 350 ps was considered
good, while today its not dificult to obtain 170 ps; and this value is only 30 ps larger than
the theoretically minimun resolution value.

In the data analysis the prompt curve is approximated by a sum of Gaussian curves, or, as
proposed by W. Puff [12] by summing together gaussians with a single width but with ex-

ponentially decaying amplitudes from the centre of the resolution function.
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Figure 2.11. Shape of a typical prompt curve, (*Co).
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The description of the instrumental resolution curve is an important point, but practical ex-
perience shows that the two descriptions mentioned above lead only to small differences in
the extracted shape of the curve. Either description is an approximation, and various life-
ﬁm;eqﬁpmmmmlybeexpubdmbehawdiﬂ‘mdy. For this type of reason we
have adopted a procedure as described in the next chapter.

The time calibration is basically the determination of the time difference between two adja-
cent channels in the MCA. This is done by splitting the output signal from one of the
CFDs, one is directly conected to the start input of the TAC and the other is attached to a
calibrated delay unit, where the output of this unit is connected to the stop input of the
TAC. One of the signals is delayed with respect to the other simply by changing the
amount of delay in the delay unit. The data is plotted in a delay-time versus channel--
number graph, and the slope of the line obtained determines the calibration of the system.

The values obtained vary between 24 and 26 ps/channel, depending on the TAC and MCA

used for a given system. The uncertainty for a given system is +0.1 ps.
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3,1 INTRODUCTION;
mamemmofmmﬂcﬁnﬂmmdmedmaﬁamkobtainedwhich
generally is assumed to be composed of a number of exponential terms and a background.
A widely used computer program by Kirkegaard and Eldrup [21], named POSITRONFIT,
was developed to perform a least-squares analysis for extraction of lifetimes and their rela-
tive intensities from the experimentally obtained spectra. This program fits a2 model func-
tion to the distribution (spectrum) of experimental data points y, which denotes the num-
ber of counts recorded in cach channel, i, Poisson statistics is assumed to apply. The best
model parameters b,......... b, arc determined by minimizing the value %’ defined by the
expression.

Xz = wi(yi - fi(b, b)) | (3.1)

i=l

where n is the number of data points. Here f(b,,...b,) is the model value for point number i
and w, the statistical weight attached to this point given by:

w;, = 1/0';z , 3.2)
which in the case of the Poisson distribution, equals (y,)™'. For a perfect fit x> will equal one

with an uncertainty of one divided by the number of degrees of freedom in the fit. The

number of degrees of freedom equal the number of channels incorporated in the fit (511
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channels) less the number of fitted parameters (<10).

3.2. POSITRONFIT:

In this program, the model function consists of exponentiaily decaying components convo-
Mwﬁﬂuﬂnemohnﬁoufumﬁonofthelifeﬁme spectrometer plus a constant background.
Let k, be the number of lifetime components, a, the decay rate for component number j, R

the resolution function and B the background. The model spectrum is given by the follow-

ing convolution:
ka
£(t)= Y, (a;® R)(t)+B ¢
j=1
a(t) = (Iy/v)exp(-t/t;) for t>0 and (34
a(t)=0 for t<0 (3.5)

where [, is the intensity and 1, is the lifetime of the j component. It is assumed that R is
given by a sum of k; Gaussians which may be displaced with respect to each other, accord-
ing to:

ke
R(t) - prGp (t) where 3.6)
p=1

G,={ 1/(2n)"%c,}exp{(t -T,-At,)/2G6,’} and (3.7

k
Z W, = 1 (3.8)

p=1

(]
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The gaussian in equation 3.7 is centered around time T +At, where T, is a reference time
called time-zero (corresponding to time position of the “°Co spectrum, see 2.5.6) and At, a

displacement. The standard deviation o, is related to FWHM by:

FWHM =2(2In2)"c, (3.9)
The curve given by equation 3.3 is a continuous curve, while the spectra is recorded in
channels of the MCA. For proper comparation curve (3.3) must therefore be transformed
into a histogram by integration over the width of one channel, with:

Liey (3.10)
£, = jf(t)dt

t;

where t. is the value of t at common limit of channel number i-1 and i. as a final result we

obtain a model for the least-square analysis of the form:

K
f, =) F,+B @.11)
=1

where j represent the value for each component and i the channel number as shown in fig-
ure 3.1.

The fitting parameters are the lifetimes <, their relative intensities I, time-zero T,, resolu-
tion function parameters and background, B; each of these parameters may be fixed to

chosen value.
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Figure 3.1. Schematic showing the parameters present in equation 3.11.
A least-square technique is applied to fit the spectrum by the mathematical curve given by

equation 3.11. POSITRONFIT uses an iterative method called the Marquard's iterative
technique. For more detailed information consult references [21-24]. As a final result the
following parameters are obtained: lifetimes, relative intensities, background and time—
zero-channel and resolution function parameters and all are evaluated with their standard
deviations and correlation matrix between the various free parameters. Also the variance of
the fit (%) is evaluated. A value of 1.00+0.06 indicates that the chosen model is in perfect
statistical agreement with the experimental data.

33E S ONFIT:

In order to resolve lifetime components and their intensitics its necessary that the statistical
accuracy of the data is adequate. For the work presented in this thesis about 6x10° counts
in each spectrum was found to be a good compromise when taking into account the dura-
tion of time necessary to accumulate a spectrum. Under favorable circumstances a count

rate of 500 counts/sec could be achieved (room temperature measurements) while only
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~100 counts/sec were possible for low temperature measurements, due to the large detector
separation.

The reader will notice that the number of lifetime components must be supplied by the user
of the Positronfit program. To determine that number, %’ is a good tool. If too few compo-
nents are assumed a good fit cannot be obtained. However, this only determines the mini-
mum number of components and does not preclude the existence of further components.

By increasing the number of counts it is sometimes possible to resolve further components.

3.4. ANNIHITL ATION CHARACTERISTICS:

The positron annihilation rate (inverse of positron lifetime) is proportional to the electron

density at the site of the positron and is given by:

A= nr,’c,fdr [w.(r)l n(r)y[n(r)] (3.12)
where r, is the classical radius of the electron, ¢ the velocity of the light, n(r) the ¢lectron
density and y(n) the enhancement factor of the electron density at the positron site. There
are various interpolation formulas for y(n) base on many-body calculations, but all yield
values of y(n) which are substantial (+3). Of course, the clectron-positron correlations lead-
ing to the enhancement are differents in metals, semiconductors and insulators. In the bulk
positron state, the positron probes the bulk electron densities, leading to a characteristic
lifetime. In a vacancy type defect the electron density is locally reduced and thus the posi-

tron lifetime is increased compared to free positrons in the bulk state.
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3.5 TRAPPING BY DEFECTS:

As discussed earfier in non-perfect materials, lattice defects can trap positrons. The binding
energy to the defect is of the order of 1 ¢V and arises mainly as the balance between 2ero
ﬁtmmof%WMWMMdmethmmm«m-
lap of the positron wavefunction with the positive ion cores. Such traps are so deep that
thermal escape is neglible so afier trapping the positron annihilates in the defect. There are
also the so called shallow traps with binding energy of a few tens of meV, (in metal dislo-
cation lines and in semiconductors the Rydberg states around negative ions) from where
detrapping may occur. This complicates greatly the experimental situation [25].

3.6. TRAPPING MODELS:

There are two differents model for describing the trapping modes of positrons: The statisti-
cal model and trapping model.

3.6.1. STATISTICAIL MODEL:

The statistical model assumes that an ensemble of positrons during or at the end of the
thermalization process have become trapped at various defects or reside in the bulk. In
other words, at t=0 (disregarding the slow-down time) the positrons reside in the state from

which they annihilate.
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3.6.2. THE TRAPPING MODEL:

The trapping model on the other hand assumes that all positrons are in one state at time
zero. This state is a delocalized (Bloch) state, and is directly observed in samples which ex-
hibit no trapping of positrons. When defects are present the positrons are assumed to be

transferred from the bulk state with a certain rate, x;, to the defect. This rate is called the

trapping rate. which is assumed to be proportional to the concentration of the i* type of de-
fect according to:
x; = Rg; (3.14)

Where ¢, is the number of defects of type "i" per unit volume, v, the thermal velocity of the
positrons and o, the trapping cross section of the i* defect. R is called the specific trapping

rate.
Experimentally obtained lifetime-spectra is, as already explained, analyzed in terms of ex-

ponentially decaying terms according to the general form:

Sexp (V) = Z AiI; exp(=A;t) (3.15)

Where A, is the annihilation rate and [, the relative intensity. If we denote the probability of

the positron to be in a free state as n, and the probability to be in a defect as n,, a set of
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linear differential equations can be obtained:
dng/dt = —Agng —x ny (3.16)

dny/dt = xng - Apng G.17)
The first term of equation 3.16 is the disappearance of positrons from the bulk state by an-
nihilations. The second term is the transfer to trapped states (it is assumed here that detrap-
ping from trapped states into the bulk state does not take place, i.c. they are consider to be
deep traps). The second differential equation (3.17) represents the occupation probability
for the defect. With the basic assumption that at =0 all positrons are in the bulk state, the
boundary conditions for solving the coupled set of differential equations are:
ng(t=0) =1 and n(t=0)=0 (3.18)
By solving these equations we obtain the total occupation probability, n(t), of the positrons
according to:
n(t) = {1 — x/(Ag — Ap+ x)}exp[- (A + K)t] +

{/(Ag — Ap + x)}exp[— Apt] (3.19)
The basic assumption in the trapping model is that at time t=0 gi/ positrons occupy the buik
state. From the bulk state the positrons can be transferred at a rate k (the trapping rate) to a
vacancy. Thus positrons will disappear from the bulk by both annihilations as well as trans-

fer to vacancies.
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Differentiating n(t) gives the rate by which the positrons disappear, and since they disap-

pear by annihilation only, dn(t)/dt equals S_(t) from equation 3.15. Thus we find by com-

paring terms that:
I=1-1, (3.20)
[[=1-x/(Ag—Ap+x) (3.21)
L=x/(A -2y +x) (3-22)
=l/t,=2 + x (3.23)
M=l,=A4, (G.2%

It is inherent to the trapping model that Ag = 2] A, (with i ranging from i=1 to n) regard-
less of the number of components, which follows from the assumption that all positrons
ocupy the bulk state at t=0. The model can be expanded to involve, for example, two

types of defects, D1 and D2 in which case we obtain:

L=1-L-1 (3.25)
L= x/(Ag ~ Ap1 + K, +K;) (3.26)
Ly =x(Ag — Ap; + %, +%;) (3.27)
M=LA+ LA, + A, (3.28)

}-1 = lB + Kl + Kz (3'29)
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A= Apy
A=A,

Where «, and x, are the trapping rates for defects 1 and 2.

(3.30)

(3.31)
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CHAPTER FOUR

BASIC CONCEPTS OF DEFECTS AND

SEMICONDUCTORS
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4.1 INTRODUCTION:

In this chapter we will introduce the main concepts of defects in crystals caused mainly by
high energy radiation which produces defect complexes in a semiconductor. The nature of
the. radiation damage process involves the creation of Frenkel defects (vacancy-interstitial
pairs) caused by collision of incident particles such as electrons, neutrons, protons etc, with
atoms and by collisions of the recoil primary atom with other atoms in the lattice. A very
considerable amount of work on radiation damage in semiconductors has been reported, in
part because the clectrical and optical properties of the semiconductors are known to be
sensitive to crystal lattice defects. Most of the work on radiation defects in silicon is cen-
tered around the positioning of the energy levels in the forbidden band which we will ex-
plain in more detailed in this chapter. It is also of interest to study annealing of radiation de-
fects in silicon. These radiation-induced defects have been observed to anneal at a number
of different temperatures and we will deal with this theme later in this chapter.

4.2 BASICS OF SEMICONDUCTORS:

4.2.1 INTRODUCTION:

With the development of quantum mechanics, many complex phenomenon in many fields
of physics were clarified . One of these ficlds is solid state physics, which concentrates on
the study of solids. But what defines a solid to act as an insulator, conductor or semicon-

ductor?. The answer is given by the band theory of solids.
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4.2.2 BAND THEORY:
The atoms in almost every crystalline solid, semiconductor or not, are so close together that

their valence electrons constitute a single system of clectrons common to the entire crystal.

Figure 4.1 Schematic showing the band principle.

a) Energy levels for an isolated Na atom.

b) First approximation of the energy levels of a chain of Na atoms.

¢) Energy levels of a chain of Na atoms spread over a range of energy bands.

The exclusion principle is obeyed by such an electron system because the energy state of
the outer electron shell of the atom are all altered somewhat by their mutual interactions. In
place of a precise energy level of an individual atom, the entire crystal posseses an energy

band composed of separate levels very close together. Since there are as many separate lev-



SreeE gt e e g e

e et L

els as there are atoms in the crystal, the band cannot practically be distinguished from a
continuous spread of permitted energies.

In figure 4.1 [26] is shown a rough sketch of the energy levels of an isolated atom, which
intl;isexampleissodium(Na), There we can see in (a) the occupancy of the different
atomic energy levels, and in (b) a chain of one dimensional lattice is formed. In (¢) it can
be seen that when the atoms are brought together the sharpeness of the energy levels is lost
and the result is a continuous set of states known as a BAND. The spaces or gaps between
the bands contain no electrons and are called FORBIDDEN BANDS. These gaps consti-
tute the difference in energy between the lowest point of the conduction band and the high-
est of the valence band.

4.2.3 INTRINSIC SEMICONDUCTORS:

Semiconductors and insulators arc differentiated on the basis of their energy gaps. In a
semiconductor, the energy gap is small enough that a small but measurable number of elec-
trons are able to jump from the filled valence band to the nearly empty conduction band.
Those electrons can now gain momentum in an electric ficld and Iead to electrical conduc-
tivity. Furthermore, the corresponding holes in the valence band become now available for
conduction because clectrons deeper in the band can move up into those levels as they gain
momentum. Contrasting this with diamond, the gap is too large to provide a "usable” num-

ber of charge carriers, so diamond is classified as an insulator even though not being mate-
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rially different from a semiconductor such as Si or Ge. The number of charge carriers in-
creases as we move down through group four of the periodic table to silicon. This conduc-
tivity is an inherent property of these materials and does not arise from impurities for which
reason they are called intrinsic semiconductors.

4.2.4 EXTRINSIC SEMICONDUCTORS:

Certain impurities and imperfections drastically affect the electrical properties of a semi-
conductor. For example the addition of boron (B) to silicon (Si) increases the conductivity
of silicon by many orders of magnitude. The deliberate addition of impurities to a semicon-
ductor is called doping.

4.2.4.1 N-TYPE SEMICONDUCTORS:

Impurities alter the semiconducting characteristics of semiconductors by introducing excess
electron or holes. Consider for example the addition of phosphorous to silicon. Phos-
phorous has five valence electrons rather than four as for silicon. As seen in figure 4.2(a)
the extra electron is present independently of the clectron pairs which serve in the bonds
between neighboring atoms The extra electron cannot reside in the valence band because it
is already full, and so will be located near the top of the energy gap. From this position,
called the donor level the electron is easily activated into the conduction band, thus leading

to n-type conductivity of the semiconductor.
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42.42 P-TYPE SEMICONDUCTORS:

In this case elements of group III of the periodic table such as boron:(B), aluminum (Al),
gallium (Ga) or indium (In), are incorporated in the silicon. They have only three valence
ele;trons, for which reason electrons are extracted from the valence band, causing forma-
tion of holes in the valence band as can be seen in figure 4.2(b) in the case of gallium in

silicon. Each gallium atom can accept an electron. The holes remaining in the valence

Figure 4.2 Extrinsic semiconductors. (a) n-type impurity and the band model.
(b) p-type impurity and the band model.

band are available as positive carriers for p-type conductivity. The electrons in the n-type

and the holes in the p-type materials are bound at low temperatures in shallow states. i.c. in
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hydrogenic energy levels which are only a few tens of a meV separated from the energy
bands. These bound states are diffuse (large orbitals) and contrast with the highly localized
states for electron/holes associated with defects giving rise to deep level in the band gap.
43 DEFECTS IN MATERIALS:

Defects in crystals arise from deviations of the atoms from their ideal lattice arrangements,
and can be classified as follows:

a) Point Defects: Impurity atoms, either inserted into interstitial positions in the crystal or
replacing normal atoms. Vacancies constitute the case of the missing atoms and can be
monovacancies, divacancies, and larger clusters.

b)Linear Defects: Also known as dislocation lines. They can be characterized by, in one
extreme, as an edge dislocation amounting to inserting an extra lattice plane in a part of the
crystal. The other extreme is a screw dislocation where an extra plane of atoms is intro-
duced in a stairwell manner. One important aspect of dislocation is that they are potential
traps for point defects.

¢) Planar Defects: These are imperfections which extend into two dimensions. They can
delineate the boundary between different crystallographic direction (twin-boundaries, grain

boundaries), but the most scvere type is the external surface of the crystal.
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4.3.1. POINT DEFECTS:

A point defect is a defect type whose typical size is in the order of atomic sizes. They typi-
cally involve:

l)A;atomdisplacedﬁ'omitsregularlatﬁcesite(vacancy).

2)An atom located at a different site from a regular lattice structure (interstitial). An inter-
stitial can be of either the same nature as the atoms present in the lattice (self interstitial) or
one of a different type.

3) An impurity substituting a normal atom.
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Figure 4.3 Schematic representation of simple point defects: a) Vacancy; b) Self intersti-
tial; c¢) Interstitial impurity; d) divacancy; ¢) subtitutional impurity; f) vacancy substitutional
impurity complex.

Figure 4.3 [27] shows a simple representation of the point defects, we will explain them in

more detail in the coming sections.
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4.4. GEOMETRICAL CONFIGURATIONS OF POINT DEFECTS:

44.1. VAC

When an atom is removed from its regular lattice site a vacancy is ;reateilhiscteates
fom:danglingbonds which rearrange, and these new bonds can provide localized electrons
energy states different from those in the bulk and in some cases these states are situated in-

side the band gap. Figure 4.4 {27] shows the structure of a vacancy in diamond.

® (b)

Figure 4.4 The monovacancy in diamond lattice

In (a) the four broken orbitals. (b) rearrangement of the bonds for the case of a vacancy in
its neutral charge state (V°). (¢) When an electron is missing, in one of these two orbital a
positively charged vacancy is formed (V*). The distortion created in the V™ is thus different
from that of V°. The monovacancy has five charged states (V™, V-, V°, V* and V™) inside

the band gap.
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4.4.2 THE DIVACANCY:

The divacancy is created when two adjacent atoms are removed as shown in figure 4.5.
Thedivacancyismcofthemaindefmmedeﬂherd&ecﬂyhyira&iaﬁmmthemeﬂ-
ing;fmonmcanciuthataremobileatmomwmpm. The divacancies themselves
start to anneal at temperatures of about 150 °C. Also in this case new localized electrons

states are formed within the band gap, corresponding to V,*, V,°, V,” and V,".
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Figure 4.5 The divacancy configuration and its schematic two dimension-representation.
4.4.3 S
When an atom is removed from its regular lattice site, this atom is transfered into an inter-
stitial position, and this introduces distortion of the lattice. Its also known that after irradia-
tion damage, many of the monovacancies recombine with the interstitials restoring the lat-
tice to its regular structure. In the case of silicon, interstitials are mobile in p-type material

at very low temperatures, while in n~type material they appear to be less mobile, but the ac-
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tual mechanism of interstitials migration and the eventual fate of them is still far from un-
derstood.

4.4.4 COMPLEX DEFECTS:

Siméle defects migrate due to temperature until they are able to reach more stable complex
structures. For example, in Cz-Silicon (characteristic for having a large concentration
(~30ppm) of oxygen due to its manufacturing process) vacancies start to migrate at tem-
peratures of about 70 K (depending on their charge state), and as a vacancy moves it can
be trapped by the oxygen to form VO pairs (vacancy-oxygen pairs), known as the A cen-
ter. There are other impurities in doped silicon that can trap vacancies such as phosphorous
to form VP pairs (vacancy-phosphorous pairs), known as the E center. Also the vacancy
can capture another vacancy to form divacancies. For example, in Fz-Silicon (characteristic
for having a small concentration of oxygen) the creation of divacancics is the dominant
process. Fig 4.6 [27] shows the gecometrical configuration of the A center in which oxygen

(filled circle) is in a nearly substitutional site.
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Figure 4.6 The A center configuration (Vacancy + Oxygen complex)
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4.4.5 AGGREGATES:

When the temperature increases in a material with high concentration of vacancies these
defects form aggregates. As already stated the divacancies start to migrate at temperatures
abm're 150 °C and can form vacancy aggregates such as trivacancies, quadrivacancies, pen-
tavacancies, ctc. Little is known about these aggregates because of the large number of
possible configurations and also due to their complexity.

4.5 RADIATION EFFECTS IN SEMICONDUCTORS:

The study of damage to solid materials as caused by energetic radiation was prompted by
the growth of nuclear technology during the Second World War. In fact a great deal of
work on the structure of solids has been done since the discovery of X-rays but these
works were concentrated on the structural investigations and little notice was taken of ma-
terials which had suffered radiation and gave only slight deviation in the X-ray spectra
compared to un-irradiated materials. Since then this ficld has been ever increasing in im-
portance in the study of many types of materials. Radiation damage represents a way of
studying the solids themselves. In particular, radiation provides in many cases a very con-
venient means of introducing defects in a controlled manner into solids, so that their effects
on observed propertics can be studied. In the particular case of semiconductors, radiation
effects were first observed in 1947 by Lark-Horovitz, Johnson and co-workers [28], in

which work they exposed germanium samples to particles such as 10 MeV deuterons and
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fast neutrons.

4.5.1. THE CTION OF RADIATION WITH CRYST. SOLIDS:
Radiation damage in solids has been treated extensively. Inthcnextseétions we cover only
the i:asic principles but many excellent review articles, books and conference proceedings
are available in the literature[29-31]. The fundamental problem of the interaction of a par-
ticle with the crystal is the energy lost by a particle when moving inside matter. In this inter-
action with the solid, a particle loses its energy by a variety of different processes depend-
ing on the type of particle and on its energy. The interaction of the incident particle with
the solid can induce the following:

a) Collisions with atoms resulting in excited states.
b) Collisions with electrons of the atomic shells resuiting in ionization of atoms.

¢) Collisions with conduction electrons resulting in the excitation of an electron gas.

d) Collisions with atomic nuclei resulting in nuclear transformation and nuclear excited
states.

The interacting particle can create transient and permanent changes, these are the two basic
effects which can be induced in a solid. In the case of transient changes, the effect is non--
permanent only as long as the effect of irradiation continues and does not produce any per-
manent disturbance to the regular crystal structure. In the second case, permanent change

means that the displacement of atoms from their normal lattice sites results in a permanent
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disturbance of the crystal structure. In this case of crystalline solid bombarded by nuclear
particles with sufficiently high energy, enough to break the bond of this atom with the lat-
tice and shift the atom to an interstitial position. This interaction between the nuclear parti-
cle ;ttd the atom creates a vacancy and interstitial atoms which together form a pair (the
Frenkel pair).
The basic damage described above is not a static one and is influenced by the temperature
of the solid. As such the defects become mobile, so by increasing the temperature the
vacancy-interstitial pairs and impurity atoms start to migrate, producing a varicty of differ-
ent processes of recombination, trapping, replacement, association and disassociation. Let
us consider the combination of the processes that can be induced using the three types of
point defects generally found in a solid: vacancies (V), interstitial atoms (I) and impurity at-
oms (D). According to Corbett [32] we shall assume that the energy needed by an intersti-
tial to migrate is much less than that of a vacancy. Then a number of transformations may
occur induced by an interstitial.
a) Simple transformations by an interstitial:
1) Recombination between an interstitial and its associated vacancy to

form a perfect lattice site. I+ V=0
2) Trapping by a sink(s) such as a surface or dislocations I +s8s =0

3) Interaction with other interstitials to form aggregates [+[....+I=nl
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4) Replacement with a substitutional impurity atom :I + D, =D;
5) Trapping by a substitutional impurity atom I+ D,=(D)

6) Trapping by an interstitial impurity atom I +D;, =(D)

7) Trapping by a sink V+s=0

8) Interaction with other vacancies to form aggregates :V, +V,.. +V,=nV

9) Interaction with aggregates of interstitials :V+al=m-1I
10) Interaction with an interstitial impurity atom :V +D, =D,
11) Interaction with a substitutional impurity atom :V+D,=(VD)
12) Interaction with a complex (ID;) :V+@D,) =D,

13) Interaction with a complex (ID)) :V+{D,)=D,

Thus, having only three types of point defects in the lattice we can expect to observe a
large number of transformations processes taking part during thermal annealing.

4.5.2 BASICS OF ANNEALING:

The change of the properties of a defect under the influence of heat, is usually called an-
nealing. An important feature of anncaling studies consists of establishing information
about the kinetics of defect removal. A commonly encountered situation is migration of

defects. Suppose we have an initial concentration of vacancies C,, then the defect concen-
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tration would show a time~change due to migration of vacancies at temperature T accord-
ing to:
dC/dt = ~ACexp(-E/kT) 4.1)

Where A is a constant and E,, is the migration energy.
4.5.2.1 ISOTHERMAL ANNEALING:
Here the time dependence of the defect concentration for constant temperature (T) is stud-
ied. The sample is maintained at a fixed temperature for a certain duration of time after
which the sample is cooled down to a reference temperature, at which no changes with
time take place. The measurement then reveals the change in defect concentration upon the
preceding annealing step. Then the sample is again heated to the annealing temperature T.
and the process is repeated. The annealing is continued until no changes are observed, i.c.
until a steady state is reached. This type of measurement gives a quantitative measure for
the activation energy associated with the annealing.

4.5.2.2 ISOCHRONAL ANNEALING:

Here the sample is subjected to a series of annealings where the temperature is raised step-
wise, but each step lasts for a certain time interval (measurements are being made for each
isothermal step at a low reference temperature). This procedure identifies the temperature

at which annealing occurs and identify thus the temperature for isothermal annealing,
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Figure 4.9 Vacancy-Phosphorus pair and its energy level
One of the main objectives of radiation damage studies is defect identification. The defects
main characteristics include a structural model, annealing temperatures, migration energies
and electronic energy levels.
A great amount of information has been obtained for silicon by the use of several research

techniques, being electron paramagnetic resonance (EPR) one of the most important in the
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field of defect studies. The isolated vacancy has been observed by Watkins [33] using EPR
both in the single positive (V*) and negative (V") charge states. From the dependence of the
mtensityofthespecmond:epoaiﬁonofmc&unilml.MWIMW
shon;zinﬁm 4.7 [29] is deduced. The vacancy has four charge states (V*, V°, V-, V™)
in the band gap. For the even charge states (V° and V™), the defect is diamagnetic (5=0)
and not observed in EPR. The energy levels for even charge states have also been deter-

mined using EPR, giving values of 0.18+0.02 ¢V below the conduction band for V- and

0.33+0.03 eV above the valence band for V° as shown in figure 4.7. The vacancy-oxygen
pair and corresponding electronic encrgy levels are shown in figure 4.8. and ocurrs as a
main defect in Cz-silicon. The vacancy-phosphorus pair (group V impurity) is shown in

figure 4.9.

Figure 4.10 The divacancy and electron energy level.

The divacancy and its electronic energy levels are presented in figure 4.10. Finally a sum-

mary of electronic energy levels and the deduced (approximate) charge states for various

defects in silicon is shown in figure 4.11 [34].
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Figure 4.11 Electron energy level positions and deduce charge states defects for
various defects in silicon (arrows indicate EPR active charge state).

4.6 OXYGEN IN SILICON:
In this section we will focus on the basics of oxygen-related defects created by electron ir-

radiation and subsequent thermal treatments. The study of oxygen in silicon is a important
research field, including electrical, structural and mechanical properties of the crystal and is
of large technological importance. A substantial percentage (90%) of silicon crystals used
in the semiconductor industry are prepared by the so called Czochralski (Cz) method,
pulled from molten silicon in quartz, and contains about 10'® oxygen atoms per cm’ due to
the dissolution of silica crucibles (SiO,).

Isolated oxygen exist in silicon in puckered Si,O configuration as such oxygen is an electric
inactive bonded interstitial. At room temperature oxygen can be detected by finding the
9um infrared absorption band (stretching mode). Several studies of the strength of this

band have produced a correlation with the content of oxygen in silicon materials{35-38].
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The 9um band moves to higher frequencies at low temperatures and splits up into several
bands, some ofthelﬁgherﬁequencybandsmduetoaslﬁﬁinﬁ'qqucncyofthe $i,0
molecules with different combination of silicon isotopes.

The oxygen solubility in silicon has been found to decrease exponentially with temperature,
meaning that at temperatures slightly below the melting point (1450 °C) the oxygen con-
centration on Cz-silicon is supersaturated and the oxygen precipitates. These precipitates
can be electrically active and are therefore a major concern in devices.

A number of experimental measurements on the diffusivity of interstitial oxygen in silicon
has given excellent agreement for the diffusion coefficient D in the temperature range of

300-1200 °C and can be expressed by:

D=0.17exp(-2.54/kT) (cm?¥sec)

4.6.1 VACANCY-OXYGEN RELATED DEFECTS:

In the following we discuss the defects developing from the vacancy-oxygen (VO) pair
(which is essentially a substitutional oxygen atom) to multi-vacancy-oxygen defects during
the annealing process. The mechanism by which the VO center is created in Cz silicon ex-
posed to electron irradiation includes interaction between, interstitial oxygen (O,), vacancies
(V) and silicon interstitials (I). The most important reactions are:

V +1 - annihilation

V +0O; - VO (vacancy-oxygen pair)
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VO+I - O, (interstitial oxygen)

where vacancies and silicon interstitials are highly mobile at room temperature. The pro-
duction rate of VO as a function of O; has shown roughly a lincar dependence, as we
would expect.

4.6.1.1. THE VO CENTER:

The vacancy-oxygen (VO) center has long been known to be onc of the most important
defects produced by high energy clectron radiation [39,40). It exists in both a neutral (VO°)
and negative (VQO") charge state and gives rise to an acceptor level in the band gap at about
0.18 eV below the conduction band. Localized vibrations of the center show infrared (IR)
absortion bands at 830 and 877 cm at room temperature and 835 and 885 cm™ at low
temperatures (<70 K), for the VO° and VO™ states respectively. The VO~ center only exists
in materials with the Fermi level above its acceptor energy level. The oxygen atom in the
VO configuration is near the substitutional position and bonds to two silicon atoms, as

shown in figure 4.6 (p.47).

4.6.1.2 ANNEALING OF THE VO CENTER:

The 830 cm™ absortion band anneals at about 300 °C. This process can be divided into two

stages: one fast and the other one slow.
a) The fast process is carbon related (another common impurity in Si at a level of ~1 ppm)

and may account for more than 50% of the loss of VO in samples.
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b) The slow process normally dominates in cases of low carbon impurity concentration and
a new band at 889 cm™ at room temperature appears. The VO complex is assumed to mi-
grate as a whole unit until it is trapped by an interstitial oxygen atom, to form a VO, com-

plex.
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CHAPTER FIVE

POSITRON ANNIHILATION

AND SILICON



S.1 L

In previous chapters we have presented the established models for different defects in
M.Moﬂofﬂwrmhdmemdefecﬂhmmhandﬁmﬂy
been Electron Paramagnetic Resonance (EPR) and also by other methods such as Infrared
spectroscopy (IR), Deep Level Transient Spectroscopy (DLTS), Photoluminescence and
Hall effect. The question to ask is why we need to use positron annihilation spectroscopy
(PAS), when we have all these other methods that have provided a wealth of information
on silicon in particular, although for other semiconductors the information is much more
scarce. Despite this arsenal of techniques there is also a place for positron annihilation,
because this technique provides information on vacancies. To establish this technique we
should, however, first look for overlap with other methods mainly EPR seeking
confirmation of interpretation arrived at by means of positron experimental data. Having
first established this, positrons can then significantly extend the "allowed” range of sample
characteristics such as temperature and doping among some, and using slow positrons, thin
films may also be investigated. As such, positron annihilation gained interest only about
fificen years ago. Before then this technique was used to investigatc metals. Significant
developments have been made both experimentally and theoretically which without doubt

are and will be of value for the study of semiconductors.
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5.2 LIFETIME RESULTS:

Before trying to analyze the different defects using the positron annihilation technique, it is
necessary to establish basic lifetime values as well as possible, the bulk lifetime being of
w@wwmmmmmmwmﬁfeﬁmjaﬁﬁm
the bulk lifetime has been measured several times with a tendency for ever decreasing
values. Presently the value is close to 218 ps as established both on Fz-silicon and
Cz-silicon at room temperature and increasing slightly at a rate of only 4x10°ps°C in the
20 °C to 1200 °C range [41]. This makes the bulk lifetime practicaily constant. The more
interesting question is if doping affects the bulk lifetime. Early measurements [42,43] were
inconclusive and even though recent measurements on very heavily P-doped Cz-5i [41] do
show a lowering of about 4 ps. this is not sufficient to conclude that conduction electrons
arising from shallow donors are the reason for the slight changes in the bulk lifetime.

Early lifetime measurements in silicon and germanium showed that the mean lifetime
changed upon radiation. Most of the lifetime values are based on irradiated samples and
using already established annealing temperatures for defects identified by EPR, the
association of a lifetime value with a specific defect was made. This type of procedure of
course assumes that EPR data signify defects which are also observed by positrons.

The general trend is that the positron lifetime increases with the size of the vacancy

aggregate which is expected according to equation 3.12 (p.31). However, as the aggregate



o -

g

62

grows the increment in lifetime diminishes and approaches a theoretical value of 500 ps for
large aggregates or voids. Dannefaer et al [44] were the first who succeeded in separating
the butk and defect specific lifetimes in neutron bombarded silicon crystals and
den;osiratedalso a strange temperature dependent trapping rate due to negatively charged
divacancies. These authors concluded that positrons annihilate with a lifetime of 325 ps. at
divacancies and attributed a much higher value of 435 ps. to interaction with
quadrivacancies. Fush ¢t al [45] combined Doppler broadening experiments on electron
irradiated silicon and gave evidence that at low temperatures (20 K) positrons annihilate at
monovacancies and divacancies with lifetimu-of 266 and 318 ps. respectively. During
annealing the 266 ps lifetime disappear at 150 K, which is consistent with the temperature
where vacancies are known to migrate. Dannefaer et al [46] measured the same lifetime,
271 ps, in thermal equilibrium at above 1450 K and assigned it to monovacancies. Positron
lifetimes have been calculated by Puska et al [47) and they predicted a lifetime for the
silicon vacancy between 254-260 ps. Shimotomai et al [48] have reported lifetimes of
318-327 ps. after 2 MeV electron irradiation at 300 K which they also attributed to
divacancies. All of these measurements mentioned above provided the first basis for
identifying lifetimes with specific defects. Another interesting lifetime was found by Kelly
et al [49] who detected a very short lived component of about 60 ps. in Czochralski grown

silicon (Cz-Si), i.e. silicon which is "contaminated" with oxygen to a typical concentration
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of 10'%cm’. Such a short lifctime has not been observed in float zone refined silicon (Fz)
where the oxygen concentration is only about 10'%cm’ or less, thysindicaﬁngthatthe
growth process of silicon itself is of importance in silicon experiments. A summary of most
oft;eknowndefecumdmcirmociatedﬁfeﬁnumdwmpmmmmmgu
of are shown in table L

TABLEI
Defects and associated lifetimes.

#1: Ref[45]. #2: Ref[46). #3: Ref[50]. #4: Ref{51). #5: Ref[52]

5.3 G:
Research has indicated that the positron trapping cross section may be strongly temperature
dependent by virtue of negative defect charges [44]. According to several measurements

the positron trapping rate in semiconductors may in some cases strongly depend on



temperature. When the temperature decreases the trapping rate increases rapidly. For
example Makinen et al [50] calculated that the trapping rate into vacancies in silicon
increases by a factor of 10 when the temperature decreases from 120 to 20 K. On the
otht;.rhandhthecase of heavily P-doped silicon Makinen at al [50] found that trapping is
temperature independent as in metals. In the case of the strongly temperature dependent
trapping into vacancies in silicon, Makinen at al [50] estimated that the trapping coefficient
at low temperatures reaches gigantic values of 10"’ to 10'® s*. Shimotamai et al [48]
observed the negative temperature dependence of positron trapping, using Doppler
broadening, for electron irradiated p-type (B-doped) and n-type (undoped) silicon
speciments. Positron trapping has been much less studied in semiconductors that in metals
where the subject is well documented both theoretically and experimentally. The process of
positron trapping in metals is more or less well understood but this knowledge of positron
trapping in metals cannot be directly transfered from metals into semiconductors.

5.4 IMPORT REMARKS:

a) The above lifetime measurements have probably identificd some of the most important
lifetimes in silicon. We must, of course, expect much more complex systems, largely due to
the fact that defects may have net charge. To ilustrate this, a monovacancy can exist in five
different charge states +, ++,0, -, --, so that positrons may miss entirely the presence of

monovacancies if they are positively charged, i.e. when the Fermi level is below E,+0.1 eV.
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For Fermi levels above this value we would expect to observe monovacancies in the neutral
or negatively charge states, and we would expect that, when in a negative charge state, the
positron trapping section would decrease strongly with increasing temperature, something
like'T*', n=2 to 3 [53]. It should be emphasized that this temperature dependence also
constitutes a very simple check as to the net charge state of any observable defect, not only
the monovacancy, which is very valuable information for defect identification. One pitfall
in such experiments is that they can be obscured due to the fact that the Fermi level moves
with temperature so that the relative population of two charge states may change
significantly bringing about a strong deviation from the T dependency of the trapping rate.
Of course, the very fact that monovacancies can exist in various charge states and that they
migrate at low temperatures [54] makes possible strong interactions with common
impurities such as shallow donors/acceptors, oxygen and carbon in Cz-Si. Prominent
examples are phosphorous-vacancy pairs (E center, stable to at least 150 °C [55]),
boron-vacancy pairs (stable only up to 260 K[56]) and oxygen-vacancy pairs, the A-center,
stable up to 300 °C [57]. Apart from the vacancy type defect it must also be that
acceptor-like defects are positron traps at least at low temperatures i.e. they are shailow
traps. As an example let us consider the A-center. Positrons could be trapped around the
negatively charge state of the A-center (just like a hole around an acceptor) yielding a

lifetime close to the bulk lifetime, thus complicating any type of analysis significantly. At
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low temperatures such cffects may well be overwhelming Icading to complete trapping in
shallow states, a situation which resembles carrier freeze-out in semiconductors. The
binding energy would be like shallow acceptor levels i.c. less than 20 meV.

b)ifthcrewerempo@nm only one lifetime apart from source correction and an
always present ~1.3 ns. weak lifetime would be found. This lifetime, t,, corresponds to the
bulk lifetime, t,, whose value, as explained before, is characteristic of the bulk clectron
density. When vacancics arc present they may trap the positrons resulting in a lifetime , <,
whose value is larger than T, becauscs the electron density in the vacancy is less than in the
bulk. When trapping occurs, however, the 1, lifetime is reduced below the value of t,. This
decrease is explained within the framework of the trapping model, because positrons
disappear from the bulk state both by annihilation as well by being trapped by the vacancies

(see 3.6.2 p.34).
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CHAPTER SIX

EXPERIMENTAL RESULTS AND

DISCUSSIONS
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6.1 INTRODUCTION:

In this chapter we present the results of the experiments performed at the Positron
laboratory of the Physics Departament of the University of Winnipeg.
As.akudyexplnined,ﬂ\:posiummhﬂaﬁontechniquhasbeenmedbyvuious
experimental groups to study simple defects in silicon crystals produced by irradiation.
These reseachers have tried to identify in addition to positron lifetime in defect free silicon,
the lifetime of positrons trapped at vacancy-type defects such as monovacancics,
divacancies, quadrivacancies, vacancy-oxygen pairs and vacancy-phosphorus pairs. We can
use these specific lifetimes as input parameters in the analysis of complex positron lifetime
data where two or more lattice defects are produced by a high fluence of electron
irradiation as is our case. Over the last ten years considerable progress has been made in
identifying the defects especially in electron irradiated silicon and in modeling the process
by which they are formed. The primary effect of electron bombardement at room
temperature is the creation of Frenkel pairs i.e. vacancy and Si interstitials. These intrinsic
defects being mobile during room temperature irradiation can subsequentely be selectively
trapped next to certain impuritites originally present in the crystal, or else aglomerate to
form more stable complexes. Defect complexes are divided into two categories: i) defects
created by the interaction among intrinsic defects, such as di-interstitiais and the divacancy

(V.). However there is experimental evidence that divacancies can be directly created by a
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collision cascade when two adjacent atoms are knocked out of the lattice. ii) defects created
by interaction between intrinsic defects and an impurity atom, such as the VO complex. In
irradiated phosphorus-doped C2-Si, vacancics combine primarily with substitutional
pht;sphoms to produce PV pairs or with oxygen to produce VO pairs, since in oxygen-rich
silicon (Cz) irradiated by high energy electrons, oxygen is a good trap for mobile singie
vacancies. This center gives rise to an acceptor level of 0.18 eV. below the conduction
band and two IR bands at 830 cm™* (VO°) and 877 cm™ (VO").

In this work we use lifetime and Doppler broadening mesurements to investigate irradiation
damage on undoped Fz silicon (oxygen free) and also on Cz silicon doped with
phosphorous, boron and antimony at different concentration levels. In the rest of this
chapter we present data as follows: first, radiation damage on Fz-Si is analyzed; second,
we present an overview on the effects of radiation on a set of bars of Cz-Si, irradiated
with high energy eclectrons along their long axis, where lifetime, Doppler and optical
measurements were obtained as a function of location on the bar, and finally the same set
of samples were used to study lifetimes and Doppler broadening as a function of

temperature between from 25 K to 300 K.
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(The work presented in this section, 6.2, was also published in reference [74])

6.2.1 INTRODUCTION:

Th;pwposeofdiswod:istwo-fold. First we ecstablish the characteristic Doppler
broadening line shape parameter S for divacancies in silicon. Secondly, and perhaps more
importantly, we wish to correlate the positron response with that of the 1.8um infrared
absorption band which is linked to the presence of divacancics. This turns out to be a
complicated matter.

Three estimates have been reported for the divacancy Doppler broadening S-parameter all
based on low-energy positron beam investigations. Makinen et al [58] found saturation of
the lineshape parameter corresponding to a 3.8% increase relative to the bulk value for an
ion dose above 10'°Si/cm? while Nielsen et al [59] in a similar experiment found a value of
4.6%. The first authors ascribe this increase to divacancies. More recently, Goldberg et al.
[60] estimated 3.3% based on a proton irradiation experiment. Although the three sets of
data agree fairly well, none of these experiments does, in fact, prove that the response
originates from divacancics.

Here we have combined Doppler broadening and lifetime measurements to investigate 10
MeV electron irradiated Fz-Si, creating defects concentrations much less than necessary

for saturating the Doppler parameter. Our experimental situation is therefore much
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different from those in the low-energy posifron experiments.

6.2.2 AL :

The samples were float-zone refined silicon, undoped with a resistivity of 2000 Qcm, and
with an interstitial oxygen concentration below the infrared detection kimit of a few times
10"*/cm’. Irradiation was done using a 10 MeV pulse electron beam (3us pulses and 240

pulses/s and an average current density of 2 nA/cm®) to total dose of 1.2x10'%clectrons/cm*
accumulated over a period of 12 hrs. The sample block, of size 10x10x25 mm’, was
irradiated along its long axis and cooled by immersion in running water at 8 °C. Five
samples wafers were cut perpendicular to the long axis of the block and then etched in CP4
removing 0.2 mm of material. The experimental details regarding apparatus, resolution
function and source preparation are given in Chapter two of this work.

6.2.3 RESULTS:

The values of the S-parameter are shown in figure 6.1 for both the unirradiated and the
as-irradiated sample as a function of sample temperature. The unirradiated sample shows a
weak temperature dependence (due to thermal expansion) which contrasts with the strong
temperature dependence for the irradiated sample.

Experiments using the low-cnergy positron beam (operated at 30 keV) at the University of
Western Ontario, Canada, on the same irradiated samples showed the same temperature

dependency. This demonstrates that the response from our conventional positron source is



the same as that obtained from slow (30 keV) positrons, which only probe a ~3um deep

layer as compared to our average 100um deep layer.
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Figure 6.1 Doppler S-parameter for unirradiated (W) an as-irradiated (®) Fz-Si as a
function of sample temperature.

The lifetime spectra for the same sampies as used in the Doppler experiments could be
resolved in two lifetime components in the case of the unirradiated sample. These
components had the values of 220 ps and 1.3 as at 300 K with intensities of 99.9% and
0.1%, respectively The value of the dominating component is close to the bulk lifetime in
silicon, albeit slightly larger by 2 ps. [41]. This indicates that some small amount of
grown-in vacancies is present but their contribution cannot be resolved. The 1.3 ns lifetime
component is rather weak which makes a physical interpretation difficuit. It should be
mentioned, however, that its value changes systematically from 1.3 ns. at 300 K to 0.65 ns

at 30 K. This was found for both the unirradiated as well as for the as-irradiated samples.



For the irradiated sample it was nccessary to do three-lifetime decompositions to fit
adequately the lifetime spectra. Values of the additional lifetime are shown in figure 6.2,
top panel Its value is close to 305 ps at 300 K decreasing to 290 ps at 30 K and its
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Figure 6.2: Irradiation-produced positron lifetime (a), its intensity
(b) and calculated trapping rate (c) as function of sample temperature

The two other lifetime components were the 0.65 ns-1.3 ns component unaltered from the
unirradiated case, and a shorter-lived component ranging between 100 and 200 ps.This

latter lifetime component was consistent with the simple trapping model [61], (see p33)
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thus allowing the calculation of the positron trapping rate for the defects which give rise to
the new lifetime component. This trapping rate is shown in the bottom panel of figure 6.2.

TABLEI

Trapped fraction, o, as calculated from the lifetime data and S;/S, values
for various temperatures of the irradiated sample. Average value of S;/S;
is 1.067 = 0.002 when omitting data for the two highest sample tempera-
tures because of the low  values which could be influenced by the pre-
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existing defects.
“Sample | Irapped
Temperatun{ Fraction Su/Sg
K a
25 0.54 1.067
50 0.53 1.072
75 0.52 1.061
115 0.40 1.069
132 0.37 1.063
150 0.28 1.063
175 0.21 1.066
200 0.15 1.073
225 0.16 1.067
250 0.12 1.079
300 0.12 1.088
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From the lifetime data one can determine the trapped fraction of positrons a as given by
equation 2.10. This allows calculation of S,/S; (according to eq. 2.11 p15), the parameter
characteristic of the defect responsible for the 305 ps lifetime component. Because the
experimentaily obtained values of S are arbitrary by virtue of the arbitrary definition of S
within the energy spectrum, only changes relative to S, (the parameter characteristic of the
bulk) are of physical importance. All parameters on the right-hand side of equation 2.11
are known in the present work in contrast to the solitary Doppler experiments mentioned
earlier [S8-60] where o was assumed (quite reasonably) to be 1 for high doses. Table I lists
S1/Sg values which prove essentially constant for large changes in the trapped fraction. This
suggests, together with the near-constancy of the defect lifetime, that a single type of defect
is responsible for the trapping. This is most likely the divacancy in its singly negative state
as will be argued later in the discussion.

The irradiated sample was then isochronally annealed for 25 minutes at cach temperature,

following which lifetime and Doppler measurements were performed at 50 K. Figure 6.3
shows positron data as well as the integrated absorption of the 1.8um infrared absorption
band (obtained at 300 K). This absorption band arises, according to earlier works, [62-63]
from divacancies in any of the charge states +, 0, —, but not from the 2- charge state.
Annealing of the positron trapping rate at 50 K deviates substantially from that of the

infrared absorption, and the positron lifetime maintains a level close to 290 ps up to 515°C,
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well beyond the temperature at which the infrared absorption has disappeared (one further
annealing at 600°C was conducted and gave a lifetime of 365 + 20 ps). The corresponding
Doppler broadening parameters S,/S; as calculated from equation 2.I~l are shown in figure
6.4i S,/Sy decreases in the same temperature range as did the infrared absorption, attaining
a nearly constant level of 1.038 above 300°C. At temperatures above 500°C the calculation

of S,/Sg becomes quite uncertain due to small values of the trapping rate.
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Figure 6.3: Isochronal annealing data of an irradiated sample. In panel (a) is
shown the radiation produced positron lifetime and in (b) the trapping rate both
for a sample temperature of 50 K. In panel (c) the normalized integrated
(between 1.63 and 1.98 um) infrared absorption is shown as measured at 300 K
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Figure 6.4: Defect specific S,/S, as measured at 50 K for the isochronally
annealed irradiated sample.

A temperature scan of the samples after annealing at 400°C was done in order to compare
with that for the as-irradiated sample. As shown in figure 6.5 the defect lifetime increases
much more strongly with temperature than in the as-irradiated case. The trapping rate is
still strongly temperature dependent and Sp/S, shows some (but not a dramatic)
temperature dependence. It is clear that annealing indeed has modified the structure of the
defects.
4 DISCUSSION:
The most likely defect type detected by the positrons in the as-irradiated sample is the

divacancy. Monovacancies can be ruled out because 1) they are mobile below room



temperature and 2) impurities which could trap monovacancies are too low in

concentration to cause detection by the the positrons.
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Figure 6.5: Temperature scan of the irradiated sample isochronally
annealed to 400°C. In panel (a) the trapping rate is shown. In panel
(b) the lifetimes after annealing (®) and before annealing (A) are
shown to facilitate direct comparation. In panel (c) Sp/Sg data are
shown for this sample.

The positron lifetime of 305 ps (at 300 K) is indicative of trapping by divacancies, [52,64]
and the concentration resulting from the dose of 1.2x10'%¢/cm? agrees qualitatively with

that estimated from the introduction rate of divacancies according to Corbett et al. [65] The
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current results together with the specific trapping rate for singly negative charge divacancics
suggested by Mascher et al [S1] yiclds a concentration of about 1.5x10""/cm® while a more
recent estimate of the specific trapping rate by Kawasuso et al. [66] results in a smaller
cor-lcentration of 0.6x10"/cm’®. For comparation, the introduction rate of Corbett et al [65]
(albeit for positively charge divacancies) suggests a concentration of 0.4x10"/cm’.
Kawasuso ct al. [67] have futhermore found from isothermal annealing of their ~300 ps
lifetime an activation energy of 1.3 ¢V in good agreement with the divacancy interpretation
based on earlier infrared [63] and electron paramagnetic resonance measurements [65].

The next point to consider is the charge state of the divacancies. The strongly temperature
dependent trapping rate ( Fig. 6.2 and 6.5) is commonly taken as evidence for a negatively
charged defect [51,68], but recently Kawasuso et al [64] have suggested a similar behavior
for neutral divacancies. From a theoretical point of view it is difficult to understand how a
neutral defect can behave as a negatively charged defect because the former lack the
attractive long-range coulomb potential. We also point out that Kawasuso et al [64]
assessed the charge state of the divacancy using the electronic level deduced from
deep-level-transient spectroscopy [69] which places the 0/~ level at E.- 0.4 ¢V, wherc E.
is the bottom of the conduction band. Had the lower level of E. — 0.54 eV instead been
used as deduced by Young and Corelli [70), this would have led to the conclusion of a

negative charge. In view of the above reservations we maintained that the strong
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temperature dependence of the trapping rate indicates negatively charged divacancies.
Since the 2- charged divacancy does not give rise to the 1.8um absorption band [62] it is
most likely that the divacancies observed in this work are singly negative.

In summary, the above discussion strongly suggests that in our samples 10 MeV eclectron
irradiation introduced divacancies. The positron lifetime of 300 ps and the 1.8um
absorption band arc the main indicators therefore and, according to Table 6.1, the
lineshape parameter is 6.6% larger than that for the bulk. This value is nearly twice the
value hitherto estimated from the solitary Doppler experiments [58-60]. A possible
explanation for this discrepancy will be offered after discussing the implications of our
annealing data.

These data exhibit three unexpected features. 1) By associating the 300 ps lifetime

component with divacancies one would expect that the trapping rate should anneal in the

same manner as the 1.8um infrared absorption band, but this is clearly not the case (see
fig. 6.3). 2) Upon annealing above 150 °C one would expect vacancy agglomeration arising
from migration of divacancies and hence an increase in lifetime. There is no Mdicaﬁon for
this according to figure 6.3 at least up to an annealing temperature of 515°C. 3) Vacancy
agglomeration would be expected to increases the value of Si/S;, but a decrease is in fact
observed (see Fig. 6.4).

We suggest the following model to explain these observations: Upon annealing above ~
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150°C migration of divacancics forms clusters, but they are initially "loose” in the sense that
the individual vacancies have not coalesced completely. Only at sufficient high temperature
final coalescence takes place to form a continuous multi-vacancy complex. The
disappearance of the 1.8um absorption band we then suggest is a consequence of a
significant distortion of the divacancy when becoming part of the loose cluster, perhaps to
the degree that in such a cluster vacancies should rather be viewed as an assembly of
individual monovacancies. The S,/S; data in figurc 6.4 lend support to this suggestion
because a change from isolated divacancies to a loose cluster of monovacancies would
decrease rather than increase S,/S,. This interpretation implics that the value of 1.038 for
S,/S; might be comparable to that for monovacancies. The idea of a loose cluster of
monovacancies (a "sponge” defect) was originally proposed by Homstra [71] and discussed
by Corbett and Bourgoin [72] although at the time there was no experimental support for
such a structure.

For such a loose vacancy cluster one would expect that sample temperature would be a
stronger influence on positron parameters than for a divacancy. This is observed (see
Figure 6.5). The positron lifetime and S./S; increasc substantially with temperature in
contrast to the case of the divacancy. It should be noted that judged from the trend of
lifetime with temperature, a lower sample temperature than 50 K would have produced a

lifetime less than that for the divacancy which supports the idea of a monovacancy
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constituent of the cluster. Whether the change in lifetime is a result of a temperature
dependent configuration of the clusters or arises from a change in the localization of the
positron within the cluster is not clear although we do hold the latter possibility more likely
@ the former. Fmally, we note that annealing at 550°C results in lifetime of 315 ps at 50
K (at 600°C the lifetime was 365 ps and independent of measurement temperature). This
suggests that above ~ 500°C final coalescing of the loose vacancy cluster takes place.

Above has been presented a model which can explain the experimental results, but one
item has not been discussed so far, namely the mechanism(s) by which the trapping rate
decreases over the very wide temperature range of 150-550°C. We have argued that the
disappearance in the 150-300°C range of the infrared absorption band is due to coalescing
of vacancies. This could well account for the rather small decrease in the trapping rate of
20%. But when the coalescing has been completed long-range migration of vacancies
seems unlikely which then raises the question why the trapping rate continues to decrease.
Three possibilities present themselves. The first invokes release of the irradiation-produced
interstitials from (unspecified) traps whereupon the overall vacancy concentration would
decrease. The second possibility is a gradual change in the charge states of the clusters. The
third possibility is that even without a change in the charge state a small binding energy for
the positrons could change slightly. This latter possibility presupposes that the clusters are

negatively charged, for which there is a definite indication by virtue of the strong
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temperaturc dependent trapping rate shown in fig. 6.5. Any of these possibilitics could be
invoked to explain the decrease in trapping rate.
In closing this discussion, we retumn to the discrepancy between the here advocated S,/Sy
vd#efmdivacmciaofl.%?mdmatmggmedﬁommemmayDopplerbmaduﬁng
experiments of 1.033-1.046 [58-60]. This wec suggest to arise from ecxperimental
conditions, because in the solitary Doppler experiments the defects were created by ion (or
proton) irradiation to a concentration at least 100 times that utilized in our work. This could
create many vacancy clusters clusters of the type proposed here so that the results from the
Doppler experiments should rather be compared with our values obtained after annealing
above 300°C in which case we obtain a remarkably good numerical agreement.
6.2.5 CONCLUSJON:
This work has reaffirmed the lifetime value of 305 ps at 300 K (290 ps at 30 K) for
isolated singly negative divacancies in silicon. The Doppler parameter S/S; was found to
have a value of 1.067 £0.002. Annealing between 150 - 300°C is proposed to create loose

multivacancy complexes in which the positron can be localized at low temperatures in the
monovacancy part. Upon anncaling the 1.8um infrared absorption vanishes and the value

of S./S; decreases to 1.038 + 0.003. Annealing above =~ 515°C is necessary for the

formation of actual vacancy clusters.
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Nex.t we present an overview of the defects created in Cz-Silicon by irradiation with high
energy electrons. A set (see table I) of rectangular wafers (30x4x0.5 mm’) were irradiated
along the long axis of the bars. The set consisted of cight pairs of Cz-Si doped with
phosphorous, boron and antimony in different concentration levels. In this work we use
only lifetime and Doppler broadening techniques. The focus of this work is directed toward
examining the types of defects induced in the material, as influenced by the dopant fluence
levels and the distribution of defects along the wafers.

6.3.2 EXPERIMENTAL:

The characteristics of the samples used in these experiments are shown in Table II. These
wafers typically contain interstitial oxygen at a concentration of about 10'/cm’. Two sets of
the cight different pairs of Cz-Si were cut from the wafers. One of the sets was left
unirradiated for reference measurements. The second set was installed in a specially
designed device to hold the eight pairs in the direction along the long axis of the bars
relative to the irradiation beam. The bars had a scparation of 0.5 mm to allow the 8 °C
running water to flow between them as coolant. The irradiation was done using a 10 MeV

pulsed electron beam to a fluence of 1.2x10'® e/cm? accumulated over a period of 12 hrs.
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TABLE I
Samples c} . .
Code Dopant & Concentration | Resistivity
Type atoms/em’ Q-cm

P-4 P(n) x10 001
P-3 Pm) sx10"7 0.1-02
P-2 P(n) Sx10 -2
P-1 Pm) 210 3

Sb-4 Sbn) 1x10"* 0.01
B4 B®) sx10"* 0.01
B-3 B() sx10"” 0.l
B-0 B(p) ax]0* 100

The details of equipment and procedure have been presented in Chapter 2 of this work.
The unirradiated samples were measured at three different positions along the bars. No

difference could be detected for the different positions and an average bulk lifetime of

218+2 ps, was found, which agrees well with that obtained from the Fz-Si just described.
The irradiated samples were first investigated by lifetime measurements as a function of
location along the bars; these were taken about 5 mm apart starting at the end which
received the highest amount of radiation to the other end of the bar (a total of seven
positions were measured). Doppler broadening was also done on these bars as a function
of position, but in this case only three positions were measured, one at each end plus one at
the center. Temperature dependent measurements were done on the irradiated samples but

only at the end that received the highest amount on radiation.



6.3.3 RESULTS FOR TEMPERATURE EXPERIMENTS:

6.3.3.1 N- S

The results for n-type samples are presented in figure 6.6, where the irradiation-produced
lifeti-me is shown in panel (3). The high-concentration phosphorous doped P-4 sample has
a constant lifetime of 260 ps between 20 and 300 K and an intensity of 100%, which
shows that in this case complete trapping was reached, indicating that positrons were

trapped by a high concentration of VP pairs.
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Figure 6.6. Irradiated n-type sample. Panel (a) lifetime, (b) intensity and
(c) trapping rate as function of sample temperature.



L auinginid Ladhane, GESLILE &S SR RTEENEY

Rl

87

Because of complete trapping, its not possible to calculate trapping rates. The medium
concentration of 5x10'/cm’ (labeled P-3) has a strong temperature dependence of the
lifetime ranging between 295 ps at 300 K to 265 ps at 25 K. The trapping rate shown in
ﬁgu;e 6.6 panel (¢) is 2 ns™’ and temperature independent. The samples labeled P-1 and P-2
had dopant concentration of 2x10'*/cm’ and 5x10'*/cm’, respectively. They show a slight
temperature dependence of the lifetime from 290 ps at 25 K to 305 ps at 300 K and the
trapping rate for both materials shows a strong temperature dependence, whose behaviour

is similar to the case of Fz-Si discussed carlier in section 6.2.
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Figure 6.7 (a) Doppler S parameter for P-3 and P-4 samples. Panel (b) Defect
specific S,/S; as a function of sample temperature.
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The antimony doped, Sb-4, n-type sampic presents a slight change in lifetime with
temperature from 25 K to 300 K of only 5 ps, and the trapping rate of about 3 ns” is
nearly temperature independent.

I-‘or.samplesl’-3 and P-4 the doppler broadening results are shown in figure 6.7. P-4 shows
an S parameter which can be consider as constant at 0.53 while P-3 has an S parameter
that can be considered nearly constant in this temperature range but at a lower value of
0.514. S;/S; values were calculated and plotted in figure 6.7 panel (b) as ﬁlnction of the
sample temperature and yield cssentially the same values. This shows that the defect types
were the same but ocurred at different concentrations in the P-3 and P-4 samples (high in
the case of P-4 and lower in P-3, hence the difference in S-parameter values).

6.3.3.2 P-TYPE SAMPLES:

The resuits for the p-type samples, all boron doped, are shown in figure 6.8. The high
concentration boron doped samples labeled B-4 with 5x10'%/cm’, presents a small variation
with temperature of the lifetime from 320ps at 25 K to 300 ps at 300 K and a strong
temperature dependence in the trapping rate with an increase of about 2 ns”' in the range of
20 to 300 K. The medium concentration B-3 with 5x10'/cm’ shows a behavior similar
to that for P-3 except that the lifetime is about 15 ps lower than P-3. The trapping rate is
quite small and practically temperature independent at 0.5 ns'. Finally for the low

concentration boron doped sample, B-0 with 4x10'/cm’, a small increase of § ps in the



range of 20 to 300 K was found, and a strong temperature dependence in the trapping rate

similar to that of samples P-1 and P-2 as well as for the Fz-Si.
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Figure 6.8 Irradiated p-type samples. Panel (a) Lifetime, (b) Intensity and (c) Trapping
rate as a function of sample temperature.

6.3.4 DISCUSSION:
6.3.4.1. N-TYPE SAMPLES:

After irradiation at room temperature and high fluence, in this case 1.2x10'® e/cm?, many

monovacancies are created. At room temperature monovacancies are highly mobile, most
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of them recombine with the interstitials, while others can be captured by the oxygen
present in Cz-Si. Another portion of the monovacancies are trapped by the phosphorus to
form VP pairs which are stable at room temperature. In the case of P-1 and P-2 samples as
sho;vn in figure 6.6 panel (a) the concentration of phosphorus is low and the amount of
VP created is below the detection limit by the positron annihilation technique. In this case
there is a large amount of monovacancies which form divacancies (V,) which are stable at
room temperature. For P-1, P-2 an almost constant lifetime at about 300 ps and a strong
temperature dependence of the trapping rate suggest that in these Cz-Si samples the
situation is the same as what found for the FZ-Si in section 6.2 of this work, i.e. the
presence of oxygen has little effect.

For the P-doped material the Fermi level is initially high, so the formed divacancies could
conceivably be double negatively charged even after irradiation. To check f V,”~ are
present IR measurements were done, because V,”~ does not give rise to the 1.8pm band.

However this absorption band was found in the P-1, P-2 which implies that the divacancies
are singly charged (V,").
We also noted that for P-1, P-2 the trapping rate is ~1.8 - 2.0 ns” in contrast to ~0.8 ns"

for Fz-Si (at room temperature). Excess V,” are thus formed in Cz-Si by a factor of =2.
This we ascribe to the presence of O, which we suggest to be active in trapping silicon

interstitials so to increase the retained amount of V,.
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The P-3 sample is quite different; here t, varies strongly with temperature while the
trapping rate is virtually constant. In this case the concentration level of 5x10" /cm® would
suggest that the effect of phosphorus is dominant to form VP but also that the production
of monovacancies is high enough that the phosphorus-vacancy complex can capture a
second vacancy to form V,P (phosphorus divacancy complex). This complex seems to be
stable at room temperature, and this 3-body defect may have a complex structure which
resemblmat300K,mordimrydivac;ancy,butatlowtempmmremorcsoa
monovacancy VP pair. The positron may sample both vacancies at room temperature but
only one at low temperaturc. The temperature independent trapping rate suggests this
defect type to be neutral.

P-4 is a highly doped sample with a concentration of 5x10'® /cra’. The monovacancies
created by the irradiation are primarily trapped by the numerous impurities to create VP,
and few, if any, V,P complexes are formed. The concentration of VP complexes is so high
that is not possible to resolve the short-lived T, component for which reason the trapping
rate cannot be calculated. This suggestion is reinforced by the Doppler broadening data
shown in figure 6.7 panel (b) because the S,/S, parameter presents a constant value of
1.04 from 20-300 K.

The Sb-4 (figure 6.6) material (doped to a concentration of 1x10'® /em’) has a

concentration about 2 times higher than P-3, and since the Sb atom is larger than the P
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atom antimony is an effective trap for monovacancics. The temperature independent defect
lifetime in Sb-4 is 290 ps. which contrasts with the temperature dependent 265-300 ps for
P-3, but in both cases the trapping rate is nearly temperature independent. This seems to
suég%t that Sb has also formed neutral divacancy, but that the V,Sb complex has only one
configuration of the 3-body complex, and mainly of divacancy character.

6.3.4.2 P-TYPE SAMPLES:

Results for sample B-0 with a very low concentration of 4x10' /cm’® behaves (see figure
6.8) in all respects as P-1, but with a slightly lower trapping rate, 2ns” for P-1 and 1.5 ns™
for B-0. Like before we suggest the presence of singly negative divacancies.

The B-3 sample with a concentration level of 5x10' /cm® shows (figure 6.8) a behavior
similar to P-3. A lower but constant trapping rate of 0.8 ns' compared to 2 ns™ for P-3, can
be understood by noticing that BV complexes are not stable at room temperature [73], thus
it is more difficult to form BV, complexes. The lifetime is slightly lower than for P-3 (by
20 ps) which would suggest that the detailed 3-body configuration in BV. is slightly
different from PV,

For B-4 (figure 6.8) with 5x10'® /cm’ close to a divacancy character is observed
independent of temperature in contrast to the P-4 sample which showed a monovacancy
character. The BV complex is not expected to be thermally stable unlike PV, so in the

boron doped sample V, is still the end product despite the high B concentration in contrast
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to the case for high P-doping. The much higher trapping rate reflects the high B
concentration. Thetemperamrevaﬁaﬁonoftheu'apphgmefm34i§singularbecansc <,
increases with temperature and it appears that in the highly boron doped sample the
divacancy dominates the 3-body complex rather than the mix in B-3, which is dominated
by monovacancies. Further, the trapping rate for B-4 decrcases with decreasing
temperature, reaching approximately that of B-3 at T<100 K. We suggest that in the highly
doped B-4 sample the low Fermi level renders the defects predominatly positive charged at
low temperatures so few are observed. At higher temperatures holes are detrapped from
the defect so more defects become neutral. This will result in an increase in the trapping
rate with temperature.

6.3.5 POSITION D ENCIES ALON:H S:

6.3.4.1 N-TYPE SAMPLES:

We calculated that the energy of the electrons at the end of the bar was about 1 MeV. This
together with the fact that the amount of fluence decreases along the bar would indicate
that the amount of defects created decreases along the bar. For the samples P-1 and P-2 we
found mainly negative charged divacancies at the front end which received the highest
radiation amount. At the other end of the bar the lifetime is slightly higher (see fig. 6.9),
and the trapping rate decreases along the bar. This suggest that the fluence at the back end

is still high enough to create divacancies. This is corroborated by the value of the S/S,



parameter as shown in figure 6.10 which is the same as for the Fz-Si.
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Figure 6.9 Irradiated n-type samples as a function of position.
Panel (a) lifetime, (b) Intensity and (c) Trapping rate.

In the P-3 sample, T, decreases slightly with position along the bar. This is in accordance
with what we discussed before, namely that lower fluence at back end of the bar will
produce more PV's relative to PV, because of fewer monovacancies are produced in the

first place, so that <, will sense a larger contribution from the monovacancies trapped by

the phosphorous. The x, at the end of the bar is reduced to a very small amount of 0.15
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ns’ reflecting a lower production of defects. In qualitative agreement with the lifetime data,
the S,/S, parameter (figure 6.10) shows a value of 1.038 for front end of the wafer and

decreases to 1.02 at the other end of the bar.
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Figure 6.10 Panel (a) Doppler broadening S parameter for n-type samples
Panel (b) Defect specific S,/S, as function of position.

So/Se
? \

For the P-4 sample <, is independent on position. Here we found a dominant presence of
VP's at the front of the bar, and this is the case throughout the length of the bar. Saturation
trapping was found also at the end of the bar, and S,/S; was close to 1.04 (sec figure

6.10).
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For Sb-4, there is 2 small decrease in T, from 290 at the front end to 280 ps at the back end
of bar compared with the 310 ps to 300 ps found in P-3. For the front end we suggested
before SbV, complexes. The S;/S, parameter gave a value of 1.10 at the front end and
decreased to 1.08 at the back end of the wafer. These would suggest that a lower fluence at
the back end would produced more SbV's relative to the SbV,'s. The trapping rate as
function of position dropped by about 50%, which is the same amount as for the P-1 to
P-3 samples. For the P-associated divacancies we note that the lifetime is essentially the
same as for the free divacancies (about 300 ps). Nevertheless, the S./S; values for the P-3
sample is only 1.04 whereas for the free divacancies it is 1.07. This suggest that the
momentum distribution has been modified by the presence of P's. A similar effect is
cvident for the Sb-doped sample.

6.3.4.2. P-TYPE SAMPIES:

The results for the p-type samples are shown in figure 6.11. For the B-0 sample
(4x10"/cm’) we found the presence of V, at the front end of the bar. As a function of
position, figure 6.11 panel (a) shows a slight decrease in the lifetime indicating the
dominance of the V.~ at all positions. This suggestion is reinforced by the S./S; defect
specific value as shown in figure 6.12 panel (b) which shows an increase from 1.06 to 1.07
for the front end of the bar, respectively, which is the same value we found for divacancies

in section 6.2 of this work. The trapping rate in figure 6.11 panel (c) presents a drop from
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1.5 to 0.5 ns™ which reflects less defects being produced as a result of less fluence reaching

the end of the bar just as in the case of the P-doped materials.
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Figure 6.11. Irradiated p-type samplies as function of position.
Panel (a) lifetime, (b) Intensity and (c) Trapping rate.

For sample B-3 (5x10""/cm’) we found BV ,-type of defects at the front end of the bar at
room temperature. A constant value of 295 ps is found along the bar, suggesting that BV,
still dominates at the back end of the bar. The defect specific value, S,/S, see figure 6.12
panel (b), shows an increase from 1.035 at the front end to 1.05 at the back end. The

trapping rate, like before, only represents a consequence of a drop of the fluence and
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therefore less production of defects.
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Figure 6.12. Panel (a) Doppler broadening S parameter for p-type
samples. Panel (b) Defect specific S/S, as function of position.

Finally for sample B-4 (5x10'°/cm’) we conciuded that V, is the end product despite the
high B concentration (unlike the situation for the P-4 sample). The lifetime is constant at
295 ps. Based on this, we suggest that V, is still the dominant defect at the end of the bar,
and find a high defect specific value S;/S, of about 1.07 to 1.08. The trapping rate like in
all cases before reflects a lower fluence at end of the wafer with a less production of

defects.

In the cases of the B-doped materials the positron lifetimes were all relatively closed
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(295-310 ps). One would therefore have cxpected that S/S;, values also would have been

closed, but this is not the case, and we suggest this to arise from the influence of the

B-impurity.
6.3.6 CONCLUSION:

As a conclusion of this work, we have been able to explain most of the experimentally
obtained data for the different samples. We suggested the existence of PV,'s, BV,'s and
SbV,'s as possible defects present in the sampies, dominating in particular at a dopant
concentration of ~5x10"/cm’ for the dose employed in this work (1.2x10'® e/cm?). Further
experimental work is necessary to confirm in more detail the defect structure, electronic
level in the band gap, etc,. From the position dependencies we can conclude that the types
of defects produced changed only little along the bars. The amount of defects decreased
due to energy degradation and decrease in fluence by about 50%. The presence of
impurities significantly modifies the Doppler S-parameter, positron lifetimes, and amount
of vacancies retained after irradiation. In particular, high dopant concentrations increase

significantly the amount of vacancies trapped.
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