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## ABSTRACT

The propagation of transient waves in linear, elastic, isotropic and homogeneous plates and shells of revolution is treated in this thesis. The analysis is based on the concept of a wave as a carrier of discontinuities in the field variable and/or its derivatives. The one to one relationship that exists between a particular transient problem and the corresponding time harmonic problem is first established and then exploited. This relationship makes it possible to deal with transient problems in terms of asymptotic series expansions, thereby making the analysis very much simpler than the usual method of discontinuity analysis.

The transient problems considered are due to impulsive loads acting at the boundaries of structures and specified in the form of strain, velocity or acceleration boundary conditions. Several numerical examples are solved to illustrate the method of solution as well as to establish its validity. The results are compared with existing solutions, wherever possible, and we obtain excellent agreement. A numerical superposition technique is developed which makes it possible to treat transient problems due to boundary loads of longer duration. This technique is applied to solve the problems of transient wave propagation in cylindrical shell structures subjected to ground excitation.
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## INTRODUCTION

The problems of the propagation of transient waves in linear, elastic, isotropic and homogeneous plates and shells are treated in this dissertation. In the case of shells, consideration is restricted to shells of revolution with straight line generators. The transient waves that we consider are due to time dependent loads acting at the boundaries of the structure and specified in the form of strain, velocity or acceleration boundary conditions. Though the treatment stems from the concept of the propagation of discontinuities, the method of solution is somewhat different from the usual method of discontinuity analysis.

The equations of Naghdi [1] are employed in this thesis and we obtain a set of coupled displacement equations of motion for each case considered. Naghdi's equations are based on the Cosserat theory and include the effects of transverse shear, transverse normal stress and strain and rotatory inertia. Due to the presence of lower order derivatives, the governing displacement equations of motion are dispersive [2] causing the distortion of transient waves and the phase velocities of time harmonic waves to be frequency dependent. However, finite wave front speeds are assured due to the hyperbolic nature of these equations [3]. This is a primary
requirement for solution by the method of discontinuity analysis.

The method of discontinuity analysis is well known and described in detail in [4], [5] and [6]. According to this method a wave is considered as a carrier of discontinuities in the field variable and/or its derivatives. The order of a wave is defined as the order of the lowest derivative of the field variable that is discontinuous across the wavefront. The discontinuities satisfy certain conditions across the wavefront from which it is possible to obtain a set of recursive relations known as transport-induction equations [5], [7]. These equations which govern the propagation of discontinuities, can be solved together with the specified timedependent boundary condition to determine the discontinuities of all order at the wavefront. The transient solution is then represented in terms of a Taylor series expansion behind the wavefront, where the coefficients involved are the very discontinuities discussed above. Such expansions are suggested in the monographs of Achenbach [4] and Friedlander [8]. This method of solution will be known as the direct method.

Certain transient problems that we consider involve boundary loads that act for a finite time. For such cases the direct method if possible, will be tedious and it is preferable to adapt the Green's function concept. We define the unit pulse solution as the transient solution to the problem
with a boundary condition involving the Heaviside unit function. This solution is easy to determine by the direct method and upon differentiation with respect to time gives the Green's function for the problem concerned [9]. The Green's function, together with the Duhamel integral, will yield the required transient solution [8].

The corresponding time harmonic problem can be solved by the Karal-Keller technique [10], where we formally assume asymptotic time harmonic series solutions to the equations of motion. The equations governing the variation of the coefficients in these series turn out to be exactly the trans-port-induction equations for the unit pulse problem. There is thus a one to one correspondence between the unit pulse problem and the corresponding time harmonic problem. For a given set of equations of motion it is much simpler to generate the transport-induction equations by the Karal-Keller technique than by the method of discontinuity analysis. This fact is first established and then exploited in this thesis.

In Chapter II the aim is twofold; viz to obtain the solutions to all the possible wave types in a plate and to establish the relationship between the unit pulse solution and the corresponding time harmonic solution. Earlier in this chapter the method of discontinuity analysis is described and applied to obtain the transport-induction equations necessary for a transient solution. To this end the field equations are cast into integral form in space-time allowing us to extract the form of the field equations when derivatives of the displacement are discontinuous [5]. The analysis yields a class-
ification of the possible wave types in a plate together with their speeds and propagation conditions. For each wave type the transport-induction equations governing the propagation of an arbitrary order displacement discontinuity are obtained. These results are an extension to those presented by Cohen [ll] who dealt with the geometric acoustics case, which is the value of the disturbance at the wavefront.

Later on in the same chapter, the Karal-Keller technique is used to obtain general steady state time-harmonic solutions to the plate equations. The coefficients in these series expansions are found to satisfy a set of recurrence relations from which we obtain the very same classification of the wave types. It is here that we establish the definite relationship that exists between the unit pulse solution and the corresponding time harmonic solution. The results obtained turn out to be in complete agreement with those of Kline and Kay [5] who considered the analogous problem for the electromagnetic field equations by a somewhat different approach.

In general the waves of the various types become coupled together in a fashion governed by the induction equations. We consider certain special types of wave motion in which there is no coupling between wave types and refer to these as pure wave motions. Some of these motions require constraining body forces or couples in order to be maintained. Finally in this chapter we consider the wave propagation
problems corresponding to (i) a shear stress applied to a circular cavity in an unbounded plate, and (ii) a bending moment applied to a straight edge in an unbounded plate whose faces are constrained between two rigid plates. The results obtained are compared with existing closed form solutions [12], [13].

In Chapter $I I I$ the propagation of axi-symmetric transients in shells of revolution with straight line generators is considered. The Karal-Keller technique is used, firstly to obtain the classification of the possible wave types together with their speeds and propagation conditions. The results so obtained are in agreement with those of Cohen [14] who proceeded along somewhat different lines. The transportinduction equations for the various wave types are then obtained. The prescribed boundary conditions together with the appropriate transport-induction equations can be used to obtain the solution to the given problem.

The series solutions obtained by our method are found to converge slowly, especially at large values of $T$, the time elapsed after the wavefront. The problem is similar as in the evaluation of the exponential of negative $T$ using its Taylor series expansion, when $T$ is large. Mainardi and Turchetti [15] used Pade approximants to accelerate the convergence of these series solutions. We present a simple numerical superposition technique as an alternative means of overcoming the same difficulty. The results obtained by using this technique
agree with those of Mainardi and Turchetti who used Pade approximants.

Later on in the chapter we solve several numerical examples and discuss the results. The first example deals with the longitudinal impact of a conical shell. Herein we not only illustrate our technique of solution, but also verify them by comparing the results obtained with those obtained by using Laplace transforms [16]. The next two examples treat the propagation of axi-symmetric transients in a cylindrical shell due to velocity and acceleration boundary conditions. We also demonstrate how the response due to certain ground motions resulting from earthquake and blast loading may be obtained by incorporating the superposition technique. The effect of shell location and the effect of the thickness of a cylindrical shell on the response are next studied. Finally, in this chapter we discuss the approximate rod theories available for treating longitudinal transients in a cylinder.

The problem of general transient waves in cylindrical shells is treated in Chapter IV. The various displacement components are expressed in the form of Fourier series in $\theta$ (the circumferential coordinate) and the displacement equations of motion are written for each harmonic. The KaralKeller technique is used as before to obtain the classification, speeds and propagation conditions of the possible wave types. Once again the results are in agreement with those obtained by Cohen [14]. Two of the possible wave types are coupled and as a result we obtain a coupled transport equation
for these two waves and coupled induction equations for the other wave types. The prescribed boundary conditions, together with the transport-induction equations, can be used to obtain the solution to the given transient problem.

The approximate rod and beam theories available for treating transients in a cylinder are next discussed. This is followed by three numerical examples. In the first example the lateral impact of a cylinder is treated and the results obtained are compared with those obtained by using Laplace transforms [17]. The other two examples deal with the flexural and torsional problems pertaining to a cylindrical tank whose base is subjected to horizontal ground excitation. In the flexural problem we compare the solutions obtained by using the shell and beam theories. The effects of higher order waves induced due to homogeneous boundary conditions are illustrated and discussed in the first two examples.

## TRANSIENT AND TIME HARMONIC WAVES IN PLATES

### 2.1 Equations of Motion

We consider the propagation of waves in linear, isotropic and homogeneous elastic plates. The plate equations that we utilize are those of linearised Cosserat plate theory as developed by Naghdi [1]. These equations developed from a direct two-dimensional approach are based on a director model and are equivalent to those developed from three-dimensional considerations, and include the effects of transverse shear deformation, transverse normal stress and strain and rotatory inertia. The displacement equations of motion separate into two sets governing the extensional and bending motions, respectively [ll]. These are

$$
\begin{gather*}
\mu \nabla^{2} \underset{\sim}{u}+(\lambda+\mu) \nabla(\nabla \cdot \underset{\sim}{u})+\lambda \nabla \delta^{3}+\frac{\rho}{h} \underset{\sim}{p}=\frac{\rho}{h} \underset{\sim}{\ddot{u}},  \tag{2.1}\\
\alpha_{\theta} \nabla^{2} \delta^{3}-(\lambda+2 \mu) h \delta^{3}-\lambda(\nabla \cdot \underset{\sim}{u}) h+\rho L^{3}=\rho \alpha \ddot{\delta}^{3}, \tag{2.2}
\end{gather*}
$$

for the extensional theory, and

$$
\begin{gather*}
\nabla^{2} \underset{\sim}{\delta}+\frac{(3 \lambda+2 \mu)}{(\lambda+2 \mu)} \nabla(\nabla \cdot \underset{\sim}{\delta})-\frac{\alpha_{3}}{\mu h \alpha}\left(\underset{\sim}{\delta}+\nabla u^{3}\right)+\frac{\rho}{\mu h \alpha} \underset{\sim}{L}=\frac{\rho}{\mu h} \underset{\sim}{\underset{\sigma}{r}},  \tag{2.3}\\
\nabla \cdot \underset{\sim}{\delta}+\nabla^{2} u^{3}+\frac{\rho}{\alpha_{3}} F^{3}=\frac{\rho}{\alpha_{3}} \ddot{u}^{3}, \tag{2.4}
\end{gather*}
$$

for the bending theory.

In the above equations the displacement of the cosserat plane is given by $\underset{\sim}{u}{ }_{\sim}^{*}=\left(\underset{\sim}{u}, u^{3}\right)$ and the displacement of the director by $\underset{\sim}{\delta}{ }^{*}=\left(\underset{\sim}{\delta}, \delta^{3}\right)$. The vectors $\underset{\sim}{u}, \underset{\sim}{\delta}$ represent the displacements parallel to the plane of the plate, while $u^{3}, \delta^{3}$ represent the displacement normal to the plate. From the three-dimensional point of view, the assumed displacement $\underset{\sim}{U *}$ across the plate space is given by [ll],[l]

$$
\begin{equation*}
{\underset{\sim}{U}}^{*}={\underset{\sim}{u}}^{*}+\underset{\sim}{\delta}{ }^{*} \tag{2.5}
\end{equation*}
$$

where $z$ is the co-ordinate along the normal to the plate midsurface. $\nabla$ is the two-dimensional gradient operator in the plane of the plate. Also $\lambda, \mu$ are Lame's constants, $\underset{\sim}{F}, F^{3}$ are body forces, $\underset{\sim}{L}, L^{3}$ are body couples, $\alpha=\frac{h^{2}}{12}$, while the constitutive coefficients $\alpha_{3}$ and $\alpha_{8}$ are taken as constants and could take on values depending on the problem at hand [11],[1]. The mass per unit area is $\rho$ while $h$ is the plate thickness. The plate equations (2.1) - (2.4) being hyperbolic, ensure finite wave front velocities for the propagation of disturbances [2]. In this respect they are similar to the equations of motion in three-dimensional elasticity and are suitable for studying the dynamic response in plates. However due to the presence of terms of lower order differentiation, these plate equations are dispersive [3]. Thus a pulse will suffer distortion and the phase velocity of a harmonic wavetrain will depend on the frequency $\omega$.

Introducing the notations

$$
\begin{align*}
& \underset{\sim}{W}{ }_{1}=\left(\underset{\sim}{u}, \delta^{3}\right), \underset{\sim}{W}=\left(\underset{\sim}{\delta}, u^{3}\right), \underset{\sim}{f} 1=-\left(\underset{\sim}{F}, L^{3}\right), \underset{\sim}{f} \underset{2}{ }=-\left(\underset{\sim}{L}, F^{3}\right),  \tag{2.6}\\
& \text { equations (2.1) - (2.4) can be conveniently written as } \\
& \underset{\sim}{I}{\underset{\sim}{W}}_{\underset{\sim}{W}}=\rho_{\sim}^{f} \underset{\alpha}{ }, \alpha=1,2 \quad . \tag{2.7}
\end{align*}
$$

where ${\underset{\sim}{\sim}}$ is a suitably defined linear second order differential operator.

### 2.2 Transient Waves and Discontinuities

Consider a source of disturbance acting over some curve in a homogeneous isotropic elastic plate as shown in Figure la. ${ }^{1}$ If the source begins to act at time $t=0$, then for $t>0$ this disturbance will spread into the plate with a constant wave front velocity $G$. The wave front will constitute a family of parallel curves $\psi(x, y)=G t$ in the $x, y$ plane of the plate while sweeping out a hypercone $\phi(x, y, t)=0$ in space-time. The value of the field at a point $P_{0}\left(x_{0}, y_{0}, t_{0}\right)$ on the wave front is called the geometrical acoustic field by analogy to the geometrical optics situation arising in [5].

[^0]The value of this field at any point $P\left(x_{0}, y_{0}, t\right), t>t_{0}$, behind the wave front will constitute the so-called transient or pulse solution to the disturbance problem.

We assume a transient solution to equation (2.7) in the form of a Taylor's series expansion [4],[8] at the wave front into the region behind it. Thus we write

$$
\begin{equation*}
{\underset{\sim}{w}}_{\alpha}=\sum_{n=0}^{\infty}\left[\frac{\partial^{n} \underset{\sim}{w}}{\partial t^{n}}\right]_{\sim} t=t_{0} \frac{\left\langle t-t_{0}\right\rangle^{n}}{n!}, \tag{2.8}
\end{equation*}
$$

where $\langle\rangle=$,0 if the argument is negative while $\underset{\sim}{[ } \underset{\sim}{]}$ indicates the discontinuity or jump of the argument across the wave front. These discontinuities occur at the wave front since the region ahead of the wave is undisturbed. The wave is thus naturally a carrier of discontinuities. The lowest order derivative of $\underset{\sim}{w}$ having a discontinuity defines the order of the wave. A first order wave is called a shock or strain wave and waves of this type will constitute the subject matter dealt with herein. Higher order waves yield results which are completely analogous to those for first order waves. For first order waves, a knowledge of the first order discontinuities on the wave front will constitute the geometric acoustics solution, while a knowledge of the higher order discontinuities will allow calculation of the transient solution from equation (2.8).

Associated with the geometry of the wave front at any point are its unit tangent $\underset{\sim}{\lambda}$ and unit normal $\underset{\sim}{v}$. We use $\ell$ and $s$ to denote arc lengths along the wave curve, and perpendicular
to it, respectively. Thus s measures distance along the rays defined as the orthogonal trajectories to the wave curves, which for homogeneous isotropic plates are straight lines. We find it convenient to define the vector differential operator $\nabla_{D}$ by

$$
\begin{equation*}
\nabla_{D}=\nabla+\frac{v}{G} \frac{\partial}{\partial t} \tag{2.9}
\end{equation*}
$$

This operator allows calculation of all one-sided directional derivatives along the wave surface $\phi(x, y, t)=0$. In particular the operator $\frac{D}{D t}$ is defined by

$$
\begin{equation*}
\frac{D}{D t}=G \underset{\sim}{v} \cdot \nabla_{D}=\frac{\partial}{\partial t}+G \underset{\sim}{v} \cdot \nabla . \tag{2.10}
\end{equation*}
$$

This is the so-called displacement derivative [7] and calculates rate of change as seen by an observer moving along the rays with the wave speed $G$, i.e. moving with the wave front. Applying equation (2.10) to the wave surface equation $\phi(x, y, t)=$ $\psi(x, y)-G t=0$, we compute that

$$
\begin{equation*}
\underset{\sim}{v}=\nabla \phi=\nabla \psi, \kappa=-\nabla^{2} \psi, \tag{2.11}
\end{equation*}
$$

where $k$ is the curvature of the wave front.
In terms of the operator $\nabla_{D}$ the so-called Hadamard's
Lemma [7] takes the form

$$
\begin{equation*}
\underset{\sim}{\left[\nabla_{D}\right.} \underset{\sim}{W} \underset{\sim}{]}=\nabla_{D}[\underset{\sim}{W} \alpha \underset{\sim}{w}] \tag{2.12}
\end{equation*}
$$

In what is to follow it is convenient to represent vector quantities in terms of components tangent and normal to the wave front. Thus we write

$$
\begin{equation*}
\underset{\sim}{w}=w_{\alpha}^{\lambda} \underset{\sim}{\lambda}+w_{\alpha}^{\nu} \underset{\sim}{\nu}, \tag{2.13}
\end{equation*}
$$

and moreover define the directional derivatives

$$
\begin{equation*}
\frac{d}{d \ell}=\underset{\sim}{\lambda} \cdot \nabla, \quad \frac{d}{d s}=\underset{\sim}{v} \cdot \nabla . \tag{2.14}
\end{equation*}
$$

In particular we obtain from equations (2.12), (2.9) and (2.14) the compatibility relations

$$
\begin{equation*}
\underset{\sim}{[w} \alpha, n+1 \underset{\sim}{w}=-G[\underset{\sim}{\sim} \underset{\sim}{d}, n]+\frac{D}{D t}[\underset{\sim}{w} \underset{\sim}{w}, n \sim, n \geq 0, \tag{2.15}
\end{equation*}
$$

where the comma followed by the subscript $n$ indicates an $n^{\text {th }}$ order time derivative.

In order to determine the possible types of discontinuities and their behaviour at the wave front we must utilize the field equations (2.7) to obtain the appropriate governing discontinuity equations. Since we are dealing with first order waves we shall require discontinuity equations of a lower order than can be obtained by taking the jumps of an nth order ( $n \geq 0$ ) time derivative of equation (2.7). These lower order equations are obtained by following the procedure utilised in [5] to deal with Maxwell's equations. We .
introduce a testing function $\Omega$, which possesses derivatives of all order. The testing function and its derivatives vanish on and outside the boundary $\partial R$ of a domain $R$ in space-time. Multiplying the extensional field equation (2.1) and (2.2) by $\Omega$, integrating over $R$ and utilising integration by parts we obtain

$$
\begin{align*}
& \int_{R}\left\{\mu(\nabla \Omega \cdot \nabla) \underset{\sim}{u}+(\lambda+\mu) \nabla \Omega(\nabla \cdot \underset{\sim}{u})+\lambda \nabla \Omega \delta^{3}-\frac{\rho}{h} \underset{\sim}{\dot{\sim}} \underset{\sim}{\underset{\sim}{u}}-\Omega \frac{\rho}{h} \underset{\sim}{F}\right\}=0  \tag{2.16}\\
& \int_{R}\left\{\alpha_{8}(\nabla \Omega \cdot \nabla) \delta^{3}+(\lambda+2 \mu) h \Omega \delta^{3}-\lambda(\nabla \Omega \cdot \underset{\sim}{u}) h-p \alpha \dot{\Omega} \dot{\delta}^{3}-\Omega \rho L^{3}\right\}=0 . \tag{2.17}
\end{align*}
$$

Equations (2.16) and (2.17) are integral forms of the field equations (2.1) and (2.2) respectively, and these are mathematically equivalent to one another in regions where the derivatives involved are continuous. We also define $\dot{u}=u_{1}$ etc. We now assume the surface of discontinuity $\phi(x, y, t)=0$ to pass through the region $R$, dividing it into regions $R_{1}$ and $R_{2}$ as in Figure $1 b$. Reversing the procedure used to obtain equations (2.16) and (2.17) with appropriate integration by parts over the domains $R_{1}$ and $R_{2}$, inside of which the necessary derivatives are continuous, we find ${ }^{2}$

$$
\begin{equation*}
\mu \underset{\sim}{[ }(\nabla \phi . \nabla) \underset{\sim}{u}]+(\lambda+\mu) \nabla \phi \underset{\sim}{]} \nabla \cdot \underset{\sim}{u}]+\lambda \nabla \phi \underset{\sim}{[ } \delta^{3} \underset{\sim}{]}+\frac{P}{h} G \underset{\sim}{[\dot{\sim}} \underset{\sim}{]}=0 \tag{2.18}
\end{equation*}
$$

[^1]\[

$$
\begin{equation*}
\alpha_{B}\left[(\nabla \phi \cdot \nabla) \delta^{3} \underset{\sim}{]}-\lambda h \underset{\sim}{[\nabla \phi} \cdot \underset{\sim}{u}\right]+\rho \alpha G\left[\dot{\sim}^{\dot{u}} \underset{\sim}{]}=0 .\right. \tag{2.19}
\end{equation*}
$$

\]

Equations (2.18) and (2.19) are the required discontinuity equations and are a consequence of the field equations (2.1) and (2.2) at a surface of discontinuity. In an analogous fashion, the plate bending equations (2.3) and (2.4) lead to the discontinuity equations.

$$
\begin{gather*}
{\left[(\nabla \phi \cdot \nabla) \underset{\sim}{\delta]}+\frac{(3 \lambda+2 \mu)}{(\lambda+2 \mu)} \nabla \phi \underset{\sim}{[\nabla \cdot \underset{\sim}{\delta}]}-\frac{\alpha_{3}}{\mu h \alpha} \nabla \phi\left[u^{3} \underset{\sim}{]}+\frac{\rho}{\mu h} \underset{\sim}{G}[\underset{\sim}{\delta}]=0,\right.\right.}  \tag{2.20}\\
\underset{\sim}{[ } \nabla \phi \cdot \underset{\sim}{\delta}]+\underset{\sim}{[ }(\nabla \phi \cdot \nabla) u^{3} \underset{\sim}{]}+\frac{\rho}{\alpha_{3}} G\left[\dot{\sim}^{3}\right]=0 . \tag{2.21}
\end{gather*}
$$

In order to obtain discontinuity equations of higher order, i.e. governing jumps in higher order derivatives, we need only take the jumps of any $n^{\text {th }}$ order ( $n \geq 0$ ) time derivative of equation (2.7). This leads to
for the extensional theory, and
for the bending theory. We note that in writing equations (2.22) - (2.25) we have modified their forms by use of equation (2.9).

## I Extensional Waves

We now turn our attention to the consequences of the above discontinuity equations for the case of extensional waves. Equations (2.18) and (2.19) determine the propagation conditions for extensional waves. These conditions determine the possible types of waves which can propagate, as well as their associated speeds of propagation. If we take the scalar product of equation (2.18) with $\underset{\sim}{\lambda}$ and $\underset{\sim}{v}$, utilise equation (2.13) as well as the appropriate first order compatibility relation obtained from equation (2.15) by putting $n=0$ and $\underset{\sim}{[\underset{\sim}{w}} \underset{\sim}{]}]=0$, we find from equations (2.18) and (2.19) that

$$
\left(G_{T}^{2}-G^{2}\right)\left[u_{r}^{\lambda} 1_{\sim}^{]}=0,\left(G_{L}^{2}-G^{2}\right)\left[u_{1}^{\nu}\right]_{\sim}^{]}=0,\left(G_{S}^{2}-G^{2}\right) \underset{\sim}{\left[\delta_{1}^{3}\right.} \underset{\sim}{]}\right]=0,(2.26)
$$

where

$$
\begin{equation*}
G_{T}^{2}=\frac{\mu h}{\rho}, \quad G_{L}^{2}=\frac{(\lambda+2 \mu) h}{\rho}, G_{S}^{2}=\frac{\alpha}{\rho \alpha}, \tag{2.27}
\end{equation*}
$$

Equations (2.26) will define the three types of waves. For each of these, if the values of the possible jumps are given on an initial curve, their variations as they move with the wave front will be governed by equations (2.22) and (2.23).

If we take the scalar product of equation (2.22) with $\underset{\sim}{\lambda}$ and $\underset{\sim}{v}$, use equations (2.12)-(2.15), we obtain as a consequence of equations (2.22) and (2.23), a system of three first order differential equations which involve jumps of order $n,(n-1)$ and ( $n-2$ ) in the field quantities. These equations determine the transport-induction equations for each type of wave by substitution of the appropriate solution to equations (2.26) into them. We now proceed to give a classification of the wave types along with their transport-induction equations.
(i) Longitudinal Wave

$$
\begin{align*}
& G_{L} G_{S}^{2}\left(2 \frac{d}{d s}\left[\delta^{3}{ }_{n-1}\right]-K\left[\delta_{\sim}^{3}{ }_{n-1}\right]\right)+G_{L}^{2} G_{S}^{2} \nabla^{2}\left[\delta^{3}{ }_{n-1}^{3}\right]-\frac{G_{L}^{4}}{\alpha}\left[\delta_{\sim}^{3}{ }_{n-2}^{]}\right. \text {. } \tag{2.31}
\end{align*}
$$

(ii) Shear wave

$$
\begin{equation*}
\left.\left[u_{r}^{\lambda}\right]_{\sim}^{\lambda} \neq 0,{\underset{\sim}{r}}_{\left[u_{1}\right.}^{V}\right]=\underset{\sim}{\left[\delta_{r_{1}}^{3}\right]}=0, G^{2}=G_{T}^{2}, \tag{2.32}
\end{equation*}
$$

$$
\begin{align*}
& \left.\left(G_{T}^{2}-G_{S}^{2}\right)\left[\delta_{\sim}^{3}{ }_{n}^{3}\right]=\frac{2 V}{(1-2 V)} \frac{G^{3}}{\alpha}\left(\left[u_{\sim}^{\nu}{ }_{n-1}\right]-G_{T} \nabla \cdot \underset{\sim}{[u}{ }_{n-2}\right]_{\sim}\right)-G_{T} G_{S}^{2}\left(2 \frac{d}{d s}\left[\delta^{3}{ }_{n-1}\right]\right. \\
& \left.-K\left[\delta_{I_{n-1}^{3}}^{3}\right]\right)+G_{T}^{2} G_{S}^{2} \nabla^{2}\left[\delta^{3}{ }_{n-2}\right]-\frac{G_{T}^{2} G_{L}^{2}}{\alpha}\left[\delta^{3}{ }_{n-2}\right]_{\sim} . \tag{2.35}
\end{align*}
$$

(iii) Squeeze-gradient wave

$$
\begin{align*}
& {\left[\delta_{\sim}^{3}{ }_{1}\right] \neq 0, \underset{\sim}{[u}{ }_{\sim}^{\prime} \underset{\sim}{]}=0, G^{2}=G_{S}^{2},}  \tag{2.36}\\
& \left.2 \frac{d}{d s}\left[\delta r_{n}^{3}\right]-K\left[\delta{\underset{\sim}{n}}_{n}^{3}\right]=\frac{2 v}{(1-2 v)} \frac{G_{T}^{2}}{\alpha G_{S}^{2}}\left(\left[u_{\sim}^{v}\right]_{\sim}\right]-G_{S} \nabla \cdot\left[\sim_{\sim}^{\prime}{ }_{n-1}\right]\right) \\
& +G_{S} \nabla^{2}\left[\delta^{3} \frac{1}{n-1}\right]-\frac{G_{L}^{2}}{\alpha G_{S}^{2}}\left[\delta^{3}{ }_{n-1}\right] \quad, \tag{2.37}
\end{align*}
$$

We have written the above equations in terms of the Poisson's ratio $v$ and we note that $n \geq 1$ in them. Moreover we add that in obtaining the above equations we have used $t=\psi(x, y) G^{-1}$ to eliminate explicit dependence on time at the wave front. Equations (2.29), (2.33) and (2.37) are the transport or decay equations and determine the variation in the quantities
 waves, provided these are specified on an initial wave curve. The role played by the pairs of equations following the decay equation in each case is to determine the higher order discontinuities induced by those of lower order. Moreover, they bring into play the coupling of wave types that will occur for the discontinuities of order greater than one.

## II Bending waves

For the case of bending waves, the analysis is entirely analogous to that of extensional waves. In this case we utilise equations (2.20), (2.21) to obtain the propagation conditions and equations (2.24), (2.25) to obtain the transport-induction equations. We now present the classification and transportinduction equations for the three types of bending waves.
(i) Bending wave

$$
\begin{equation*}
+G_{B}^{2} G_{K}^{2}\left(\nabla \cdot[\underset{\sim}{[ }, n-2]+\nabla^{2}\left[u_{n}^{3}{ }_{n-2}\right]\right) \tag{2.43}
\end{equation*}
$$

(ii) Twisting wave

$$
\begin{align*}
& \left.-\frac{G_{K}^{2}}{\alpha G_{B}^{2}} \sim_{\sim} u_{n}^{3}\right]_{\sim}+\frac{G_{T}^{2}}{G_{B}} \underset{\sim}{v} \cdot \nabla^{2}\left[\delta_{\sim}{ }_{n-1}\right]-\frac{G_{\sim}^{2}}{\alpha G_{B}}\left(\left[\delta{\underset{\sim}{n-1}}_{\nu}\right]+\frac{d}{d s}\left[u_{\sim}^{3}{ }_{n-1}\right]\right), \tag{2.41}
\end{align*}
$$

$$
\begin{align*}
& \left(G_{B}^{2}-G_{T}^{2}\right)\left[\delta_{\sim}^{\nu}{ }_{n \sim}^{]}=G_{B}^{2} G_{T}\left(2 \frac{d}{d s}\left[\delta_{\sim}^{\nu}{ }_{n-1}\right]-K\left(\delta_{\sim}^{\nu}{ }_{n-1}\right]\right)+\frac{G_{T} G_{K}^{2}}{\alpha}\left[u_{\sim}^{3}{ }_{n-1}\right]\right. \tag{2.46}
\end{align*}
$$

$$
\begin{aligned}
& +\frac{G_{T}^{2} G_{K}^{2}}{\alpha}\left(\left[\delta \cup_{n-2}^{\nu}\right]+\frac{d}{d s}\left[u_{\sim}^{3} \prime_{n-2}\right]\right) \quad,
\end{aligned}
$$

$$
\begin{align*}
& \left.+G_{T}^{2} G_{K}^{2}\left(\nabla \cdot \underset{\sim}{[ } \delta_{n-2}\right]+\nabla^{2}\left[u^{3}{ }_{n-2}\right]\right) \quad . \tag{2.47}
\end{align*}
$$

(iii) Kink wave

$$
\begin{aligned}
& \left.\left[\mathrm{u}_{1}^{3}{ }_{1}\right] \neq 0, \underset{\sim}{[\delta}{ }_{1}\right] \underset{\sim}{]}=0, \mathrm{G}^{2}=\mathrm{G}_{\mathrm{K}}^{2},
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{G_{K}^{3}}{\alpha}\left(G_{K}\left[\delta \dot{\sim}_{n-2}^{\nu}\right]+G_{K} \frac{d}{d s}\left[u_{\sim}^{3} i_{n-2}\right]-\left[u_{\sim}^{3}{ }_{n-1}\right]\right) \quad,
\end{aligned}
$$

In equations (2.40)-(2.51) we have set

$$
\begin{equation*}
G_{B}^{2}=\frac{4(\lambda+\mu) \mu h}{(\lambda+2 \mu) \rho}, \quad G_{T}^{2}=\frac{\mu h}{\rho}, G_{K}^{2}=\frac{\alpha_{3}}{\rho} . \tag{2.52}
\end{equation*}
$$

The above results for both the extensional and bending waves are generalisations of those obtained by Cohen in [11]. We remark that the procedure used here to obtain the propagation conditions is an alternative to that utilised in [ll].

We note finally that the transport equations for all of the above types of waves are of the form

$$
\begin{equation*}
2 \frac{d}{d s}\left[w,{ }_{n}\right]-K\left[w,{ }_{n}\right]=G F_{n-1}, n \geq 1 . \tag{2.53}
\end{equation*}
$$

This equation has the solution [10]
where the subscript $o$ indicates evaluation at the initial wave-curve.

### 2.3 Steady State Time Harmonic Waves

Cohen in [1l] examined the question of steady state time harmonic plane wave solutions of the plate equations (2.7) in the absence of body forces, i.e. with $\underset{\sim}{f}=0$. For waves of this type the possible phase velocities $V=\omega \mathrm{k}^{-1}$, where $\omega$ is the frequency and $k$ the wave number, were found as a function of wave number. It was found that with the exception of one mode of propagation in the case of extensional waves, that all other wave types were dispersive. In the limiting case of
infinite frequency or wave number, all phase velocities reduced to the corresponding speeds of propagation of pulses found in section 2.2 of this chapter. Here we seek harmonic wave solutions of a more general nature than those in [11], corresponding to waves which are generally curved and which arise as a consequence of a time harmonic disturbance applied to an arbitrary curve in the plane of the plate.

Thus we begin by assuming an asymptotic series for the displacements in the form

$$
\begin{equation*}
\underset{\sim}{w}=e^{i \omega(s-t)} \sum_{n=0}^{\infty} \frac{\underset{\sim}{A} \alpha_{n}}{(i \omega)^{n}}, \tag{2.55}
\end{equation*}
$$

which is to represent the steady state behaviour of the plate for large frequencies. Series of this type were introduced in [10], where $S$ is called the phase function, to investigate steady state time harmonic behaviour in an unbounded threedimensional elastic non-dispersive medium. For high frequencies the first term in the series predominates and we may regard this as an approximation to the solution. For other frequencies the higher order terms in the series may be viewed as corrections to the disturbance arising due to (a) the dispersive nature of the governing equations, (b) the geometry of the wave being non-planar, and (c) the variation of amplitude over the wave.

On substituting equation (2.55) into equation (2.1) and (2.2) with $\underset{\sim}{f}{ }_{1}=\underset{\sim}{0}$, setting $\underset{\sim}{A_{n}}=\left(\underset{\sim}{A}, A_{n}^{3}\right)$ and formally requiring that the coefficients of powers of (iw) separately vanish, we
obtain the recurrence relations for $n \geq 1$ as

$$
\begin{align*}
& +(\lambda+\mu) \nabla S(\nabla \cdot{\underset{\sim}{A}-1})+(\lambda+\mu) \nabla({\underset{\sim}{n}-1} \cdot \nabla S)+\lambda \nabla S A_{n-1}^{S}  \tag{2.56}\\
& +\mu \nabla^{2} \underset{\sim}{A}{ }_{n-2}+(\lambda+\mu) \nabla\left(\nabla \cdot \underset{\sim}{A}{ }_{n-2}\right)+\lambda \nabla A_{n-2}^{3}=0, \\
& A_{n}^{3}\left\{\alpha_{8}(\nabla S)^{2}-\rho \alpha\right\}+2 \alpha_{8}(\nabla S . \nabla) A_{n-1}^{3}+\alpha_{B} \nabla^{2} S A_{n-1}^{3}-\lambda h\left({\underset{\sim}{n}-1}^{A} \cdot \nabla S\right) \\
& +\alpha_{8} \nabla^{2} A_{n-2}^{3}-(\lambda+2 \mu) A_{n-2}^{3}-\lambda h\left(\nabla \cdot A_{\sim n-2}\right)=0 . \tag{2.57}
\end{align*}
$$

The above equations govern waves of the type (2.55) within the framework of the extensional theory.

Similarly substituting equation (2.55) into equations (2.3) and (2.4) with $\underset{\sim}{f} 2=0$, setting $\underset{\sim}{A_{2 n}}=\left({\underset{\sim}{n}}_{n}, B_{n}^{3}\right)$ we obtain for the bending theory the recurrence relations

$$
\begin{aligned}
& \underset{\sim}{B}\left\{(\nabla S)^{2}-\rho(\mu h)^{-1}\right\}+\frac{(3 \lambda+2 \mu)}{(\lambda+2 \mu)} \nabla S(\underset{\sim}{B} \cdot \nabla S)+2(\nabla s \cdot \nabla) \underset{\sim}{B}{ }_{n-1}+\nabla^{2} S{\underset{\sim}{B}}_{B}{ }_{n-1}
\end{aligned}
$$

$$
\begin{align*}
& +\nabla^{2}{\underset{\sim}{B}}_{n-2} \alpha_{3}(\mu h \alpha)^{-1}\left\{B_{n-1}^{3} \nabla S+{\underset{\sim}{n-2}}+\nabla B_{n-2}^{3}\right\}=0 \quad, \\
& B_{n}^{3}\left\{(\nabla S)^{2}-\rho \alpha_{3}^{-1}\right\}+2(\nabla S . \nabla) B_{n-1}^{3}+\nabla^{2} S B_{n-1}^{3}+\underset{\sim}{B}{ }_{n-1} \cdot \nabla S  \tag{2.59}\\
& +\nabla \cdot{\underset{\sim}{B}-2}+\nabla^{2} B_{n-2}^{3}=0 .
\end{align*}
$$

In equations (2.56)-(2.59) we set the leading term $\underset{\sim}{A} \underset{\alpha}{ }=0$, an assumption which is consistent with the case of first order waves. In addition, we set

$$
\begin{equation*}
\left.\mathrm{S}=\mathrm{G}^{-1} \psi,{\underset{\sim}{A n}}=(-1)^{\mathrm{n}} \underset{\sim}{[\underset{\sim}{w}, n}\right], \mathrm{n} \geq 1, \tag{2.60}
\end{equation*}
$$

in the recurrence relations (2.56)-(2.59). If we now put $\mathrm{n}=$ 1 in equations (2.56) and (2.57) and take the scalar product of equation (2.56) with $\underset{\sim}{\lambda}$ and $\underset{\sim}{v}$, we obtain the set of equations (2.26) and note that the magnitude $|\nabla S|=G^{-1}$. Thus it follows immediately that the classification of harmonic extensional waves corresponds directly to those of the extensional pulse propagation case. In addition, the equations (2.56) and (2.57) for $n \geq 1$, yield a set of equations which are precisely the transport-induction equations given in the previous section for the extensional pulse propagation problem. Entirely analogous remarks and results pertain to equations (2.58) and (2.59) and the corresponding bending wave classification and transportinduction equations given in section 2.2 .

We thus see that there is a one to one correspondence between pulse solutions in the form (2.8) and steady state time harmonic solutions (2.55). For a given set of boundary conditions, solution of the transport-induction equations given in section 2.2 , simultaneously solves each of these problems. The method of obtaining the transport-induction equations by using asymptotic series of the type (2.55) is called the KaralKeller technique [10]. We note that the geometric acoustics solution corresponds to the leading term in equation (2.55) and hence for large $\omega$, the amplitude of the harmonic solution decays as the geometrical acoustics solution. Moreover, the curves of constant phase correspond to the wave fronts in the
pulse propagation problem, and we may regard this leading term as representing a decaying harmonic wave whose phase velocity is equal to the wave front velocity.

We shall now give a specific example of the aforementioned correspondence. Define the unit pulse solution $\underset{\sim}{w_{\alpha}^{H}}$ as the transient solution of equation (2.7) with $\underset{\sim}{f} \underset{\alpha}{ }=0$ satisfying the boundary condition

$$
\begin{equation*}
\underset{\sim}{\underset{\sim}{\dot{W}}}=\underset{\sim}{\dot{\sim}} \alpha_{0} H(t), \tag{2.61}
\end{equation*}
$$

where ${\underset{\sim}{\dot{W}}}_{\alpha o}={\underset{\sim}{\dot{\sim}}}_{\alpha o}(\ell)$ is specified on an initial curve $C_{o}$ in the plate and $H(t)$ is the Heaviside function. ${ }^{3}$ From equations (2.55) and (2.60) one sees that corresponding to $\underset{\sim}{w}{ }_{\alpha}^{\mathrm{H}}$ will be a steady state time harmonic solution $\underset{\sim}{w}{ }_{\alpha}^{\omega}$ of equation (2.7) with $\underset{\sim}{f} \underset{\alpha}{ }=0$, satisfying the boundary condition

$$
\begin{equation*}
\underset{\sim}{\dot{w}_{\alpha}^{\omega}}=\dot{\sim}_{\alpha 0} e^{-i \omega t}, \tag{2.62}
\end{equation*}
$$

on the initial curve $C_{0}$.
An alternate procedure for showing this correspondence between $\underset{\sim}{\underset{\sim}{W}} \underset{\alpha}{H}$ and $\underset{\sim}{w_{\alpha}}$ may be produced by following an analysis similar to that used in [5]. The transient solution to equation (2.7) satisfying an arbitrary time dependent boundary condition

$$
\begin{equation*}
{\underset{\sim}{\dot{w}}}_{\alpha}={\underset{\sim}{\dot{w}}}_{\alpha o} f(t) \tag{2.63}
\end{equation*}
$$

on $C_{0}$, may be given in the form of a Duhamel integral [9] as

3
The Heaviside function is defined by $H(t)=0, t<0$, and $H(t)=1$, $t \geqslant 0$. It is related to the Dirac delta function by $\Delta(t)=\dot{H}(t)$, where the differentiation is in the generalised sense [8].

$$
\begin{equation*}
\underset{\sim}{w}=\frac{\partial}{\partial t} \int_{0}^{t} \underset{\sim}{\underset{\sim}{w}} \underset{\alpha}{H}(t-\tau) f(\tau) d t \tag{2.64}
\end{equation*}
$$

Applying equation (2.63) to the choice $f(t)=H(t) e^{-i \omega t}$, after repeated integration by parts and letting $t \rightarrow \infty$, we obtain a steady state solution in the form of the series (2.55) with $\underset{\sim \alpha 0}{A}=0$ and $\left.\underset{\sim \alpha}{A}{ }_{\alpha}=(-1) \underset{\sim}{[\underset{\sim}{w}} \underset{\sim}{H}, n\right]$, for $n \geq 1.4$ Equation (2.64) may be written in the equivalent form
where

$$
\begin{equation*}
{\underset{\sim}{w}}_{\alpha}=\int_{0}^{t}{\underset{\sim}{w}}_{\alpha}^{\Delta}(t-\tau) f(\tau) d t \tag{2.65}
\end{equation*}
$$

$$
\begin{equation*}
{\underset{\sim}{w}}_{\alpha}^{\Delta}={\underset{\sim}{\underset{w}{w}}}_{\alpha}^{\mathrm{H}} . \tag{2.66}
\end{equation*}
$$

We observe that $\underset{\sim}{w_{\alpha}}$ is a Green's function for the problem at hand. It corresponds to what may be termed the unit impulse solution of equation (2.7), arising due to the boundary condition

$$
\begin{equation*}
{\dot{\underset{\sim}{w}}}_{\alpha}^{\Delta}=\dot{\sim}_{\sim}^{\dot{w}}{ }_{0} \Delta(t), \tag{2.67}
\end{equation*}
$$

on $\mathrm{C}_{\mathrm{o}} .{ }^{5}$
Once a unit pulse solution $\underset{\sim}{\underset{\sim}{H}} \underset{\alpha}{H}$ has been found for any boundary we could use it to find solutions corresponding to arbitrary time dependence on the boundary. On the other hand if this time dependence is Fourier analyzed to obtain its frequency spectrum, then we can use the time harmonic solution $\underset{\sim}{w}{ }_{\alpha}^{\omega}$ to obtain solutions by Fourier synthesis.
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### 2.4 Uncoupled Wave Motions

In general, for each of the classes of extensional and bending waves, coupling will occur between the various wave types. As seen in [11] this is true even in the case of plane waves, where coupling occurs between the longitudinal and squeeze gradient waves within the framework of the extensional theory and between the bending and kink waves within the framework of the bending theory. The shear and twisting waves were uncoupled and might be referred to as pure waves. Our objective here is to see if it is possible to expand the category of pure plane waves. This in fact can be done by introducing suitable constrained motions, for which the constraints are produced by application of appropriate body forces $\underset{\sim}{f}{ }_{\alpha}$.
(i) Pure Tilting and Twisting waves

In equations (2.3), (2.4) we assume $\underset{\sim}{\underset{\sim}{w}}{ }_{2}=\underset{\sim}{\underset{\sim}{w}}(x, t)$, $\underset{\sim}{\delta}=\delta^{1} \underset{\sim}{i}+\delta^{2} \underset{\sim}{j}, u^{3}=0, \underset{\sim}{L}=0$, where $\underset{\sim}{i}, \underset{\sim}{j}$ are unit vectors along the rectangular cartesian coordinate axes $x, y$. We obtain,

$$
\begin{align*}
& \frac{\partial^{2} \delta^{1}}{\partial t^{2}}-G_{B}^{2} \frac{\partial^{2} \delta^{1}}{\partial x^{2}}+\frac{G_{K}^{2}}{\alpha} \delta^{1}=0, F^{3}=-\frac{\alpha_{3}}{\rho} \frac{\partial \delta^{1}}{\partial x},  \tag{2.68}\\
& \frac{\partial^{2} \delta^{2}}{\partial t^{2}}-G_{T}^{2} \frac{\partial^{2} \delta^{2}}{\partial x^{2}}+\frac{G_{K}^{2}}{\alpha} \delta^{2}=0, \tag{2.69}
\end{align*}
$$

Equation (2.68) defining a pure tilting ${ }^{6}$ wave corresponds to a tilting of the plate cross-section and requires a

Logically we should call this wave a pure bending wave, but since this terminology usually has another meaning and since the terminology tilting is descriptive, we introduce it here.
constraining body force given by equation (2.68). This constraint can be maintained by sandwiching the plate between two rigid layers. Equation (2.69) defines a pure twisting wave and its existence requires no constraint.
(ii) Pure Shear and Squeeze Gradient waves

In equations (2.1) and (2.2) we assume $\underset{\sim}{w}=\underset{\sim}{w}(x, t)$, $\underset{\sim}{u}=u^{1} \underset{\sim}{i}+u^{2} \underset{\sim}{j}, u^{1}=0, L^{3}=0, \underset{\sim}{F}=F^{1} \underset{\sim}{i}$ and find that these conditions are satisfied provided

$$
\begin{align*}
& \frac{\partial^{2} \delta^{3}}{\partial t^{2}}-G_{S}^{2} \frac{\partial^{2} \delta^{3}}{\partial x^{2}}+\frac{G_{L}^{2}}{\alpha} \delta^{3}=0, F^{1}=-\frac{\lambda h}{\rho} \frac{\partial \delta^{3}}{\partial x},  \tag{2.70}\\
& \frac{\partial^{2} u^{2}}{\partial t^{2}}-G_{T}^{2} \frac{\partial^{2} u^{2}}{\partial x^{2}}=0, \tag{2.71}
\end{align*}
$$

Equation (2.70) defines a pure squeeze gradient wave and requires that the plate midsurface be made inextensible. Equation(2.71) governs the propagation of pure shear waves and their existence requires no constraint.

## (iii) Pure Kink Waves

In equation (2.3) and (2.4) we now assume $\underset{\sim}{\underset{\sim}{w}} \underset{\sim}{\sim} \underset{\sim}{\underset{\sim}{w}} \underset{2}{ }(x, t)$, $F^{3}=-\frac{K}{\rho} u^{3}, \quad K \geq 0, \underset{\sim}{\delta}=0, \underset{\sim}{L}=L^{1} \underset{\sim}{i}$ and we ootain the governing equation of a plane kink wave as

$$
\begin{equation*}
\frac{\partial^{2} u^{3}}{\partial t^{2}}-G_{K}^{2} \frac{\partial^{2} u^{3}}{\partial x^{2}}+K G_{K}^{2} u^{3}=0, L^{1}=G_{K}^{2} \frac{\partial u^{3}}{\partial x} \tag{2.72}
\end{equation*}
$$

In order that this wave propagates, a constraining couple $L^{1}$ must be applied in order to assure that normals to the plane of the plate are constrained to remain normal. In the case $K \neq 0$, the problem corresponds to a plate on an elastic foundation with modulus K .

We note that each of the waves defined by equations (2.68)-(2.70) and (2.72) satisfy the same differential equation and some form of constraining equation and hence it is only necessary to deal with one of these in order to solve them all. The governing transport equation ${ }^{7}$ may be obtained by making the appropriate substitutions in the appropriate general forms of these in section 2.2 , or by directly seeking a solution to equation (2.68) ${ }_{1}$ in the form (2.55). An example will be considered in the next section.

The pure shear and twisting plane waves defined by equations (2.71) and (2.69) may be generalized. By examining the induction equations (2.34), (2.35) and (2.46), (2.47), which correspond to these two types of waves, we see that no coupling will exist provided the wave discontinuities are constant along the wave fronts. From the form of the transport equations we see that this will be true only if the wave curves are of constant curvature, i.e. circular and if the discontinuities are constant on the initial wave curve. Hence we can have pure shear and twisting waves with circular wave fronts.
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### 2.5 Examples

(i) Torsional Shear waves

We consider the problem of an unbounded plate having a circular cavity of radius $a_{o}$ and subjected to a steady state time harmonic uniform shear stress. For this problem the curves of constant phase will be concentric circles and it is natural to employ plane polar coordinates ( $r, \theta$ ) to formulate the problem. If we assume

$$
\begin{equation*}
\underset{\sim}{u}=u(r) \underset{\sim}{\lambda}, \delta^{3}=0, \underset{\sim}{f} \underset{1}{f}=0, L^{3}=0, \tag{2.73}
\end{equation*}
$$

then the governing equations (2.1) and (2.2) reduce to

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}-\frac{u}{r^{2}}=\frac{1}{G_{T}^{2}} \frac{\partial^{2} u}{\partial t^{2}} \tag{2.74}
\end{equation*}
$$

where $u$ denotes the circumferential component of displacement. The appropriate boundary condition is

$$
\begin{equation*}
\tau_{r \theta}=\mu\left(\frac{\partial u}{\partial r}-\frac{u}{r}\right)=\tau_{0} e^{-i \omega t} \text { at } r=a_{0} \tag{2.75}
\end{equation*}
$$

where $\tau_{0}$ is a constant. From equations (2.33), (2.60) , (2.53) and (2.54) we obtain the solution to the appropriate transport equation as

$$
\begin{equation*}
A_{n}=A_{n}\left(a_{0}\right) \frac{a_{0}^{\frac{1}{2}}}{r^{\frac{1}{2}}}-\frac{G_{T}}{2 r^{\frac{3}{2}}} \int_{a_{0}}^{r}\left(\tau^{\frac{1}{2}}\right)\left(\frac{d^{2} A_{n-1}}{d r^{2}}+\frac{1}{r} \frac{d A_{n-1}}{d r}-\frac{A_{n-1}}{r^{2}}\right)(\tau) d \tau . \tag{2.76}
\end{equation*}
$$

From equations (2.75) and (2.76) we obtain

$$
\begin{align*}
& A_{1}=\frac{\tau_{0} G_{T}}{\mu}\left(\frac{a_{0}}{r}\right)^{\frac{1}{2}}, A_{2}=\frac{3 \tau_{0} G_{T}^{2}}{8 \mu a_{0}}\left\{5\left(\frac{a_{0}}{r}\right)^{\frac{1}{2}}-\left(\frac{a_{0}}{r}\right)^{\frac{3}{2}}\right\},  \tag{2.77}\\
& A_{3}=\frac{15 \tau_{0} G_{T}^{3}}{128 \mu_{a_{0}}^{3}}\left\{23\left(\frac{a_{0}}{r}\right)^{\frac{1}{2}}-6\left(\frac{a_{0}}{r}\right)^{\frac{3}{2}}-\left(\frac{a_{0}}{r}\right)^{\frac{5}{2}}\right\}, \text { etc. }
\end{align*}
$$

Moreover since $|\nabla S|=G_{T}^{-1}$, we also find

$$
\begin{equation*}
S=\left(r-a_{0}\right) / G_{T} \tag{2.78}
\end{equation*}
$$

The solution to the problem is given by equation (2.55) on setting $\underset{\sim}{\underset{\sim}{w}}=\underset{\sim}{\lambda}$ and $\underset{\sim}{A}{ }_{1 n}=A_{n} \underset{\sim}{\lambda}$ and utilising equations (2.77) and (2.78).

The solution to the corresponding unit pulse problem is given by

$$
\begin{equation*}
u^{H}=\sum_{n=1}^{\infty}(-1)^{n} \frac{A_{n}}{n!}\left\langle t-\left(r-a_{0}\right) / G_{T}\right\rangle^{n} . \tag{2.79}
\end{equation*}
$$

The resulting shear stress may now be calculated from equations (2.75), and (2.79). This problem has been solved in closed form by Goodier and Jahsman [12], using Laplace transform techniques. Achenbach in [4] dealt with the solution via discontinuity analysis, proceeding in a slightly different but equivalent fashion to that employed here. To illustrate the efficiency of the procedure we compute the shear stress using the three coefficients given in equation (2.77). The results are plotted in Figure 2 where they are compared with the exact analysis of [12]. The first term alone in the series gives the wave front solution and hence
the perfect agreement in the peak values. By using additional terms in the series (2.79) we could improve the agreement elsewhere. Similar results for the velocity $\dot{u}^{\mathrm{H}}$ showed analogous comparison with those in [12].

## (ii) Pure Tilting Waves

As an illustration of the class of constrained waves discussed earlier, we deal with pure tilting waves as governed by equation (2.68), and subject to the boundary condition

$$
\begin{equation*}
\frac{\partial \delta}{\partial x}=e^{-i \omega t}, \text { at } x=0 \tag{2.80}
\end{equation*}
$$

where for convenience we have set $\delta^{1}=\delta$. From equations (2.41), (2.60) ${ }_{2}$ and conditions leading to equation (2.68) we find the required transport equation to be

$$
\begin{equation*}
\frac{d B_{n}}{d x}=\frac{b^{2}}{2 G_{B}} B_{n-1}-\frac{G_{B}}{2} \frac{d^{2} B_{n-1}}{d x^{2}}, b^{2}=G_{K}^{2} \alpha^{-1}, n \geq 1, \tag{2.81}
\end{equation*}
$$

where $\underset{\sim}{A} \mathrm{~A}_{\mathrm{n}}=\mathrm{B}_{\mathrm{n}} \underset{\sim}{\nu}$. From $|\nabla \mathrm{S}|=\mathrm{G}_{\mathrm{B}}^{-1}$ and equation (2.80) we find

$$
\begin{equation*}
S=\frac{x}{G_{B}} \tag{2.82}
\end{equation*}
$$

while equations (2.81) subject to (2.80) have the solution

$$
B_{n+1}=-G_{B} n!\sum_{m=n}^{n}\left(\frac{b}{2}\right)^{2 m} \frac{1}{(m!)^{2}} \sum_{k=n}^{m}(-1)^{2 m-k+n}\binom{m}{k}\binom{2 k}{n}\left(\frac{x}{G_{B}}\right)^{2 m-n},(2.83)
$$

where $\bar{n}=\frac{n}{2}$ for even $n$ and $\frac{n+1}{2}$ for odd $n, n \geq 0$ and $\binom{m}{k}=\frac{m!}{(m-k)!k!}$. Substituting equation (2.82) and (2.83) into equation (2.55) with $\underset{\sim}{\underset{\sim}{w}} \underset{\sim}{ }=\delta \underset{\sim}{v}$ and $\underset{\sim}{A}{\underset{\sim}{n}}=B_{n} \underset{\sim}{v}$ gives the
solution to the posed time harmonic problem. The constraining body force may be calculated using equation (2.68) .

The solution to the corresponding unit pulse problem i.e. one for which

$$
\begin{equation*}
\frac{\partial \delta}{\partial x}=H(t), \text { at } x=0, \tag{2.84}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\delta^{H}=\sum_{n=1}^{\infty}(-1)^{n} \frac{B}{n!}<t-\frac{x}{G_{B}}>^{n} \text {. } \tag{2.85}
\end{equation*}
$$

This solution can be usea to obtain the Green's function $\delta^{\Delta}$ by application of equation (2.66), i.e. $\delta^{\Delta}=\dot{\delta}^{H}$.

Closed forms for the time-harmonic solution $\delta^{\omega}$ and unit impulse solution $\delta^{\Delta}$ may be obtained from equation (2.68), by the methods of separation of variables and Laplace transforms, respectively. These are given in [13] and are

$$
\begin{align*}
& \left.\delta^{\omega}=-\frac{G_{B} e^{i(k x-\omega t)}}{(i \omega)}\left(I-\frac{b^{2}}{\omega^{2}}\right)^{\frac{1}{2}}\right), k^{2}=\frac{\omega^{2}}{G_{B}^{2}}\left(1-\frac{b^{2}}{\omega^{2}}\right),  \tag{2.86}\\
& \delta^{\Delta}=G_{B} J_{O}\left(b^{2} t^{2}-\frac{x^{2} b^{2}}{G_{B}^{2}}\right)^{\frac{1}{2}}, t>\frac{x}{G_{B}}, \tag{2.87}
\end{align*}
$$

where $J_{0}$ is the Bessel function of order zero. When equation (2.86) is expanded in inverse powers of (i $\omega$ ), we obtain term by term agreement with our time harmonic solution as given by equations (2.55), (2.82) and (2.83). Moreover, when the Bessel's function in equation (2.87) is expanded as a Taylor series about $t=\frac{x}{G_{B}}$, we obtain precisely the series for $\delta^{\Delta}$ obtained by differentiating equation (2.85).

## CHAPTER III

## AXI-SYMMETRIC TRANSIENTS IN SHELLS OF REVOLUTION

### 3.1 Equations of Motion

We now consider the propagation of axi-symmetric transients in linear, isotropic and homogeneous shells of revolution with straight line generators. Thus the solutions to be presented in this chapter are applicable to conical and cylindrical shells and to circular plates. We utilise Naghdi's equations [1] which are based on the Cosserat theory and which include the effects of transverse shear, transverse normal stress and strain and rotatory inertia. If the meridional and normal displacements of the shell midsurface, the rotation of the normal to this surface about the tangential direction and the transverse normal strain are denoted by $u, w, \psi_{s}, \psi_{z}$ respectively, the displacement equations of motion can be written as

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial s^{2}}-\frac{1}{G_{L}^{2}} \frac{\partial^{2} u}{\partial t^{2}}=\sum_{i=1}^{8} a_{i o} V_{i o},  \tag{3.1}\\
& \frac{\partial^{2} \psi_{S}}{\partial s^{2}}-\frac{1}{G_{B}^{2}} \frac{\partial^{2} \psi_{S}}{\partial t^{2}}=\sum_{i=1}^{8} b_{i o} V_{i o},  \tag{3.2}\\
& \frac{\partial^{2} w}{\partial s^{2}}-\frac{1}{G_{K}^{2}} \frac{\partial^{2} w}{\partial t^{2}}=\sum_{i=1}^{8} c_{i o} V_{i o},  \tag{3.3}\\
& \frac{\partial^{2} \psi_{z}}{\partial s^{2}}-\frac{1}{G_{S}^{2}} \frac{\partial^{2} \psi_{z}}{\partial t^{2}}=\sum_{i=1}^{8} d_{i o} V_{i o}, \tag{3.4}
\end{align*}
$$

In the above equations $s$ is the meridional co-ordinate and the wavefront speeds are as given below:
$\mathrm{G}_{\mathrm{L}}^{2}=C(I-v) /(I-2 v) \rho, \mathrm{G}_{\mathrm{B}}^{2}=\mathrm{C} / \rho, \mathrm{G}_{\mathrm{K}}^{2}=\alpha_{3} / \rho, \mathrm{G}_{\mathrm{S}}^{2}=\alpha_{8} / \rho \alpha$,
where $v$ is the Poisson's ratio, $\rho$ the density, $\alpha=h^{2} / 12, h$ being the thickness, $C=E /\left(1-v^{2}\right)$, $E$ being the Young's modulus and the material constants $\alpha_{3}, \alpha_{8}$ are taken as having the approximate values $5 \mathrm{E} / 12(1+v)$ and $7 \mathrm{E} \alpha / 20(1+v)$ respectively. Moreover the quantities $\mathrm{V}_{\text {io }}$ are given by

$$
\begin{align*}
& \mathrm{V}_{10}=\frac{\partial u}{\partial s}, \mathrm{~V}_{20}=u, \mathrm{~V}_{30}=\frac{\partial \psi_{s}}{\partial s}, \mathrm{~V}_{40}=\psi_{\mathrm{s}}, \\
& \mathrm{~V}_{50}=\frac{\partial \mathrm{w}}{\partial s}, \mathrm{~V}_{60}=\mathrm{w}, \mathrm{~V}_{70}=\frac{\partial \psi_{z}}{\partial s}, \mathrm{~V}_{80}=\psi_{z}, \tag{3.6}
\end{align*}
$$

and the coefficients $a_{i o}, b_{i o}, c_{i o}, d_{i o}$ which contain the material and geometric properties of the shell are given in the Appendix I.

The equations of motion corresponding to the uniaxial theory [16] and the modified membrane and bending theories of Mortimer et al [18], [19] can be obtained from equations (3.1)(3.4) by assigning appropriate values to the coefficients $a_{i o}, b_{i o}, c_{i o}$, and $d_{i o}$. Thus the solutions that will be presented could also be utilised to obtain those corresponding to the above mentioned theories.

Due to the presence of lower order derivatives, equations (3.1)-(3.4) are dispersive [2], causing transient waves to be distorted and the phase velocities of time harmonic waves to be
frequency dependent. However, these equations do not contain mixed spatial and temporal derivatives and are hyperbolic, ensuring finite wavefront speeds for transients and bounded phase velocities for time harmonic waves [3]. For this reason these equations become very suitable for solution by the method of discontinuity analysis or by the method of characteristics [18], [19].

### 3.2 Method of Solution

The method of discontinuity analysis is well known and is described in detail by Achenbach [4] and by Kline and Kay [5]. According to this method a wave is considered as a carrier of discontinuities in the field variable and/or its derivatives. These discontinuities satisfy certain conditions at the wavefront from which it is possible to obtain a set of recursive relations known as the transport-induction equations. These equations govern the propagation of the discontinuities of all order at the wavefront, and determine them if the boundary condition is known. The transient solution due to time dependent loads acting at the boundary of a structure can then be determined in the form of a Taylor series expansion behind the wavefront. This is the method suggested by Achenbach [4], and we call it the direct method.

The time dependent loads that we consider, are those that act for a finite time and are specified in the form of strain, velocity or acceleration boundary conditions. For these cases the direct method if applicable, will be tedious
and it is preferable to utilise the Green's function concept. We define the unit pulse solution as the transient solution corresponding to the boundary condition involving the Heaviside step function. The unit pulse solution can easily be determined by the direct method and then its time derivative gives us the Green's function for the problem at hand [9]. The Duhamel integral together with the Green's function will then give us, at least numerically, the required solution to any transient problem.

The solution to the corresponding time harmonic problem can be determined by the Karal-Keller technique [10]. According to this we formally assume asymptotic time harmonic series solutions to the equations. The coefficients of these series are found to satisfy a set of differential recurrence relations which are exactly the transport-induction equations discussed above. There is found to exist a one to one relationship between the unit pulse problem and the corresponding time-harmonic problem. In practice for a given set of equations of motion, it is much simpler to generate the transportinduction equations by the Karal-Keller technique than by the method of discontinuity analysis.

To this end, we assume time-harmonic solutions to equations (3.1)-(3.4) in the form

$$
\begin{align*}
& u=e^{i \omega(S-t)} \sum_{n=1}^{\infty} \frac{A_{n}}{(i \omega)^{n}}, \psi_{s}=e^{i \omega(s-t)} \sum_{n=1}^{\infty} \frac{B_{n}}{(i \omega)^{n}} \\
& w=e^{i \omega(s-t)} \sum_{n=1}^{\infty} \frac{C_{n}}{(i \omega)^{n}}, \psi_{z}=e^{i \omega(s-t)} \sum_{n=1}^{\infty} \frac{D_{n}}{(i \omega)^{n}}, \tag{3.7}
\end{align*}
$$

where $S$ is the phase function, $\omega$ the circular frequency and the amplitude functions of the time harmonic series are given by

$$
\begin{equation*}
A_{n}=(-1)^{n}\left[u^{H}, n_{\sim}\right], B_{n}=(-1)^{n}\left[\psi_{s, n}^{H}\right], C_{n}=(-1)^{n}\left[w^{H}, n_{\sim}\right], D_{n}=(-1)^{n}\left[\psi_{\sim}^{H}, n\right] . \tag{3.8}
\end{equation*}
$$

In the above equations ${\underset{\sim}{c}}_{\sim}^{]}$indicates the discontinuity or jump of the argument across the wavefront, the comma followed by $n$ denotes $n^{t h}$ order time derivative and the superscript $H$ denotes the unit pulse solution. On substituting equations (3.7) into equations (3.1)-(3.4) and formally requiring that the coefficients of powers of (iw) separately vanish, we obtain the recurrence relations for $\mathrm{n} \geq 1$ as

$$
\begin{align*}
& A_{n}\left(1-G^{2} / G_{L}^{2}\right)+2 G \frac{d A_{n-1}}{d s}-G a_{10} A_{n-1}=G^{2} \bar{T}_{n-2}^{A},  \tag{3.9}\\
& B_{n}\left(1-G^{2} / G_{B}^{2}\right)+2 G \frac{d B_{n-1}}{d s}-G b_{30} B_{n-1}=G^{2} \bar{T}_{n-2}^{B},  \tag{3.10}\\
& C_{n}\left(1-G^{2} / G_{K}^{2}\right)+2 G \frac{d C_{n-1}}{d s}-G c_{50} C_{n-1}=G^{2} \bar{T}_{n-2}^{C},  \tag{3.11}\\
& D_{n}\left(I-G G^{2} / G_{S}^{2}\right)+2 G \frac{d D_{n-1}}{d s}-G d_{70} D_{n-1}=G^{2} \bar{T}_{n-2}^{D}, \tag{3.12}
\end{align*}
$$

In equations (3.9)-(3.12), G is the wavefront speed, related to $S$ in the form

$$
\begin{equation*}
\frac{\mathrm{d} S}{\mathrm{ds}}=\frac{\mathrm{l}}{\mathrm{G}} \tag{3.13}
\end{equation*}
$$

and

$$
\begin{aligned}
& \bar{T}_{n-2}^{A}=-\frac{d^{2} A_{n-2}}{d s^{2}}+a_{10} \frac{d A}{d s}+a_{20} A_{n-2}+a_{30}\left(\frac{B_{n-1}}{G}+\frac{d B_{n-2}}{d s}\right)+a_{40} B_{n-2} \\
& \text { (3.14) } \\
& +a_{50}\left(\frac{C}{G-1}+\frac{d C_{n-2}}{d s}\right)+a_{60} C_{n-2}+a_{70}\left(\frac{D_{n-1}}{G}+\frac{d D_{n-2}}{d s}\right)+a_{80} D_{n-2} \text {, }
\end{aligned}
$$

$$
\begin{align*}
\bar{T}_{n-2}^{B}= & -\frac{d^{2} B_{n-2}}{d s^{2}}+b_{10}\left(\frac{A_{n-1}}{G}+\frac{d A_{n-2}}{d s}\right)+b_{20} A_{n-2}+b_{30} \frac{d B_{n-2}}{d s}+b_{40} B_{n-2} \\
& +b_{50}\left(\frac{C}{G}{ }_{n-1}+\frac{d C_{n-2}}{d s}\right)+b_{60} C_{n-2}+b_{70}\left(\frac{D_{n-1}}{G}+\frac{d D_{n-2}}{d s}\right)+b_{80} D_{n-2}, \\
\bar{T}_{n-2}^{C}= & -\frac{d^{2} C_{n-2}}{d s^{2}}+c_{10}\left(\frac{A_{n-1}}{G}+\frac{d A_{n-2}}{d s}\right)+c_{20} A_{n-2}+c_{30}\left(\frac{B_{n-1}}{G}+\frac{d B_{n-2}}{d s}\right) \\
& +c_{40}{ }^{B}{ }_{n-2}+c_{50} \frac{d C_{n-2}}{d s}+c_{60} C_{n-2}+c_{70}\left(\frac{D_{n-1}}{G}+\frac{d D_{n-2}}{d s}\right)+c_{80} D_{n-2}, \\
\bar{T}_{n-2}^{D}= & -\frac{d^{2} C_{n-2}}{d s^{2}}+d_{10}\left(\frac{A_{n-1}}{G}+\frac{d A_{n-2}}{d s}\right)+d_{20} A_{n-2}+d_{30}\left(\frac{B_{n-1}}{G}+\frac{d B_{n-2}}{d s}\right) \\
& +d_{40} B_{n-2}+d_{50}\left(\frac{C C_{n-1}}{G}+\frac{d C_{n-2}}{d s}\right)+d_{60} C_{n-2}+d_{70} \frac{d D_{n-2}}{d s}  \tag{3.17}\\
& +d_{80} D_{n-2} \cdot
\end{align*}
$$

The lowest order derivative of the field variable ( $u, \psi_{s}, w, \psi_{z}$ ) having a discontinuity defines the order of the wave. A first order wave is called a shock or strain wave and will constitute the subject matter dealt with herein. The results for higher order waves will be completely analagous to those of first order waves. Considering first order waves and setting $n=1$ in equations (3.9)-(3.12) we obtain,

$$
\begin{equation*}
\left(G^{2}-G_{L}^{2}\right) A_{1}=0, \quad\left(G^{2}-G_{B}^{2}\right) B_{1}=0, \quad\left(G^{2}-G_{K}^{2}\right) C_{1}=0, \quad\left(G^{2}-G_{S}^{2}\right) D_{1}=0 \tag{3.18}
\end{equation*}
$$

From the above set of equations we can obtain the classification [14], speeds and propagation conditions for axi-symmetric first order waves. Moreover substituting the appropriate speed $G$ in turn, into equations (3.9)-(3.12) with $n \geq 2$, we obtain the transport induction equations for each
wave type. The transport equations will be first order ordinary differential equations and can readily be integrated. We present below the results for each case.
(i) Longitudinal Waves

$$
\begin{align*}
G & =G_{L}, A_{1} \neq 0, B_{1}=0, C_{1}=0, D_{1}=0  \tag{3.19}\\
A_{n}(s) & =A_{n}\left(S_{0}\right)\left(\frac{S_{0}}{S}\right)^{\frac{1}{2}}+\frac{G}{2} \int_{S_{0}}^{S}\left(\frac{\tau}{S}\right)^{\frac{1}{2}} \bar{T}_{n-1}^{A}(\tau) d \tau \quad .  \tag{3.20}\\
B_{n} & =H_{n}^{B}, C_{n}=H_{n}^{C}, D_{n}=H_{n}^{D} . \tag{3.21}
\end{align*}
$$

(ii) Bending waves

$$
\begin{equation*}
G=G_{B}, B_{1} \neq 0, A_{1}=0, C_{1}=0, \quad D_{1}=0 \tag{3,22}
\end{equation*}
$$

$$
B_{n}(s)=B_{n}\left(S_{o}\right)\left(\frac{s_{0}}{s}\right)^{\frac{1}{2}}+\frac{G}{2} \int_{S_{0}}^{S}\left(\frac{\tau}{s}\right)^{\frac{1}{2}} \bar{T}_{n-1}^{B}(\tau) d \tau
$$

$$
\begin{equation*}
A_{n}=H_{n}^{A}, C_{n}=H_{n}^{C}, D_{n}=H_{n}^{D} \tag{3.24}
\end{equation*}
$$

(iii) Kink waves

$$
\begin{equation*}
\mathrm{G}=\mathrm{G}_{\mathrm{K}}, \mathrm{C}_{1} \neq 0, \mathrm{~A}_{1}=0, \mathrm{~B}_{1}=0, \mathrm{D}_{1}=0 \tag{3.25}
\end{equation*}
$$

$$
\begin{equation*}
C_{n}(s)=C_{n}\left(S_{0}\right)\left(\frac{s_{0}}{s}\right)^{\frac{1}{2}}+\frac{G}{2} \int_{S_{0}}^{S}\left(\frac{\tau}{s}\right)^{\frac{1}{2}} \bar{T}_{n-1}^{C}(\tau) d \tau \tag{3.26}
\end{equation*}
$$

$$
\begin{equation*}
A_{n}=H_{n}^{A}, B_{n}=H_{n}^{B}, D_{n}=H_{n}^{D} \tag{3.27}
\end{equation*}
$$

(iv) Squeeze-Gradient waves

$$
\begin{equation*}
G=G_{S}, D_{1} \neq 0, A_{1}=0, B_{1}=0, C_{1}=0, \tag{3.28}
\end{equation*}
$$

$$
\begin{align*}
D_{n}(s) & =D_{n}\left(s_{o}\right)\left(\frac{s_{o}}{s}\right)^{\frac{1}{2}}+\frac{G}{2} \int_{S_{o}}^{S}\left(\frac{\tau}{s}\right)^{\frac{1}{2}} \bar{T}_{n-1}^{D}(\tau) d \tau  \tag{3.29}\\
A_{n} & =H_{n}^{A}, B_{n}=H_{n}^{B}, C_{n}=H_{n}^{C} \tag{3.30}
\end{align*}
$$

In the above sets of equations $H_{n}^{A}, H_{n}^{B}, H_{n}^{C}$ and $H_{n}^{D}$ are functions of the wave speed $G$ and are given by

$$
\begin{align*}
& H_{n}^{A}=\frac{G G_{L}^{2}}{G_{L}^{2}-G^{2}}\left\{-2 \frac{d A_{n-1}}{d s}+a_{10} A_{n-1}+G \bar{T}_{n-2}^{A}\right\},  \tag{3.31}\\
& H_{n}^{B}=\frac{G G_{B}^{2}}{G_{B}^{2}-G^{2}}\left\{-2 \frac{d B_{n-1}}{d s}+b_{30} B_{n-1}+G \bar{T}_{n-2}^{B}\right\},  \tag{3.32}\\
& H_{n}^{C}=\frac{G G_{K}^{2}}{G_{K}^{2}-G^{2}}\left\{-2 \frac{d C_{n-1}}{d s}+c_{50} C_{n-1}+G \bar{T}_{n-2}^{C}\right\},  \tag{3.33}\\
& H_{n}^{D}=\frac{G G_{S}^{2}}{G_{S}^{2}-G^{2}}\left\{-2 \frac{d D_{n-1}}{d s}+d_{70} D_{n-1}+G \bar{T}_{n-2}^{D}\right\}, \tag{3.34}
\end{align*}
$$

For each wave type $G$ denotes the eigenvalue corresponding to the eigenvector ( $A_{1}, B_{1}, C_{1}, D_{1}$ ). The equation with the integral is the solution to the transport equation and the set of three following it are the induction equations. The boundary value of $s$ is denoted by $s_{o}$. Moreover for cylindrical shells the quantities $\left(s_{0} / s\right)^{\frac{1}{2}}$ and $(\tau / s)^{\frac{1}{2}}$ appearing in the transport equations are to be replaced by unity. We utilise the boundary conditions, equation (3.8) and the appropriate transport-induction equations to determine the required discontinuities. The corresponding unit pulse solution $U^{H}$ is then

given by the Taylor series

$$
\begin{equation*}
U^{H}=\sum_{n=1}^{\infty}\left[U_{n}^{H}\right]\langle t-S\rangle^{n} / n! \tag{3.35}
\end{equation*}
$$

with

$$
\begin{equation*}
S=S\left(s_{0}\right)+\left(s-s_{0}\right) / G, \tag{3.36}
\end{equation*}
$$

where $U$ stands for any one of the field variables $u, \psi_{s}$, w or $\psi_{z}$, and $\rangle=0$, if the argument is negative. The required transient solution is then given by [9]

$$
\begin{equation*}
U=\int_{0}^{t} \frac{\partial U^{H}(t-\tau)}{\partial t} f(\tau) d \tau \tag{3.37}
\end{equation*}
$$

where $f(\tau)$ is the time dependence of the boundary data. The results for second order or acceleration waves could be obtained in an analagous manner by starting with $n=2$, in equations (3.7)(3.12).

In section 3.4 , we will use the results presented above to solve some numerical problems, after discussing a numerical scheme for the solution, in the next section.

### 3.3 Superposition Technique

Our experience in the numerical evaluation of the series solutions given by equations (3.35) and (3.37) indicates that their convergence is usually slow. This is especially so at large values of $T=(t-S)$, the time elapsed after the wavefront. The problem is similar to that in the evaluation of $\exp (-T)$ for large values of $T$, using its Taylor series expansion.

Although we expect an improvement if the number of terms in equations (3.35) or (3.37) is increased, in practice the task becomes very tedious. Moreover beyond a critical value $T=T_{0}$, the numerical convergence of the series is lost no matter how many terms are computed [15]. Mainardi and Turchetti [15] have introduced Pade approximants to accelerate the convergence of series solutions of the types in equations (3.35) or (3.37) for the case of viscoelastic waves. We have devised a numerical superposition technique that assures convergence in all cases. Furthermore, we have verified that the results obtained by incorporating this technique agree with those of Mainardi and Turchetti.

For a boundary load of the step type having a magnitude of unity and a duration $t_{0}$, acting on a structure, we know that on physical grounds the response at any location must decay to zero after some time [20]. By choosing a small enough value for $t_{o}$, say $t_{o}^{*}$, it is possible in most cases to obtain a response that decays to zero by using a few terms in the series (3.35) together with the Duhamel integral, equation (3.37). To such a response we give the name "test solution". Thus the test solution is assumed to be zero after a definite period of time. A typical test solution for the strain response due to a first order (strain or velocity) boundary condition is shown in Figure 3a. The given boundary load is then subdivided into step loads of duration $t_{0}^{*}$ as shown in Figure 3b, where the magnitude of a step load is equal to the mean value of the
boundary load during the appropriate time. We then solve the equivalent problem by considering the superposition of the responses due to each step load originating from the boundary at the appropriate time.

In the examples considered in the next section the superposition technique is applied. The solutions obtained without and with the incorporation of this technique will be denoted by "series solutions" and "modified solutions" respectively.

We used the superposition technique to solve the problem considered in example 1 of section 2.5 in the previous chapter. The series and modified solutions are shown in Figure 2. We observe the good agreement between the modified solution and the solution obtained by Goodier using Laplace transforms.

### 3.4 Numerical Examples and Discussion

### 3.4.1 Example_l:_=_Longitudinal Impact of a Conical Shell

We consider the transient response of a truncated conical shell which is impacted at its smaller end. Utilising the uniaxial theory and Laplace transforms, this problem was solved by Kenner et al [16]. Cohen and Berkel [21] obtained the wavefront solution for the same problem, using the method of discontinuity analysis. The relevant boundary condition is

$$
\frac{\partial u}{\partial s}\left(s_{o}, t\right)=\begin{array}{cl}
E_{0} \sin ^{2} \pi t / t_{o}, & 0 \leq t \leq t_{0}  \tag{3.38}\\
0 & , t \geq t_{0}
\end{array}
$$

where $E_{0}$ is a constant.
To obtain the solution corresponding to the uniaxial theory, we consider the transport equation (3.20) for the longitudinal wave and set the coefficients $a_{i o}, i=1-8$, zero. The appropriate boundary condition for the unit pulse solution, together with equation (3.7) yields

$$
\begin{equation*}
A_{n}\left(s_{0}\right)=1 ; A_{n}\left(s_{0}\right)=-\left.G_{L} \frac{d A_{n-1}}{d s}\right|_{s=s_{0}}, n \geq 2 ; S\left(s_{0}\right)=0 \tag{3.39}
\end{equation*}
$$

From equations (3.20) and (3.39) we obtain,

$$
\begin{align*}
& A_{1}=E_{O} G_{L}\left(s_{O} / s\right)^{\frac{1}{2}}, A_{2}=E_{O} G_{L}^{2}\left\{3\left(s_{O} / s\right)^{\frac{1}{2}}+\left(s_{O} / s\right)^{\frac{3}{2}}\right\} / 8 s_{O}, \\
& A_{3}=3 E_{0} G_{L}^{2}\left\{11\left(s_{O} / s\right)^{\frac{2}{2}}+2\left(s_{0} / s\right)^{\frac{3}{2}}+3\left(s_{O} / s\right)^{\frac{5}{2}}\right\} / 128 s_{0}^{2}, \text { etc. } \tag{3.40}
\end{align*}
$$

For this problem based on the uniaxial theory, $v=0$ giving us $\mathrm{G}_{\mathrm{L}}^{2}=\mathrm{E} / \rho$. Using equations (3.8), (3.37), (3.38) and (3.40) we obtain the transient solution as

$$
\begin{equation*}
u=\sum_{n=1} \frac{(-1)^{n} A_{n}}{(n-1)!} \int_{0}^{t}\langle t-\tau-S\rangle^{n-1} \sin ^{2}\left(\pi \tau / t_{0}\right) d \tau \tag{3.41}
\end{equation*}
$$

For $s=5.6 \mathrm{~cm}$ the strains $\frac{\partial u}{\partial s}$ obtained from equation (3.41), using six terms for the cases $t_{0}=l l \mu \operatorname{secs}, t_{o}=22 \mu$ secs are shown in Figure 4 a and that using nine terms for the case $t_{0}=50 \mu$ secs is shown in Figure 4b. These are the series solutions. The corresponding strains obtained by Kenner et al are also shown in these figures.

The boundary condition for the test solution is

$$
\frac{\partial u}{\partial s}\left(s_{0}, t\right)=\begin{align*}
& 1,0 \leq t \leq t_{0}^{*}  \tag{3.42}\\
& 0, t>t_{0}^{*}
\end{align*}
$$

Using t* $t_{o}^{*}=0.5 \mu$ secs and four terms in equation (3.37) we constructed the test solution. The modified solution for each case is obtained by using the superposition technique together with equation (3.38). The results so obtained are also shown in Figures $4 a$ and $4 b$.

We observe that for the cases $t_{0}=11 \mu \operatorname{secs}$ and $t_{0}=$ $22 \mu$ secs, the series solutions agree well with Kenner's solutions. Moreover the peak values for these cases match exactly. However for the case $t_{o}=50 \mu \mathrm{secs}$, the series solution begins to diverge beyond $T=30 \mu$ secs. No improvement was observed by doubling the number of terms in the series solution. The modified solutions not only showed better agreement with the results of Kenner for the cases $t_{0}=11$ and $t_{o}=22 \mu$ secs, but also provided us with comparable results for the case $t_{0}=50 \mu$ secs. Similar solutions at other locations showed analogous comparisons with those of Kenner. By decreasing the value of $t_{o}^{*}$, we can expect an almost perfect agreement.

### 3.4.2 Example_2: - Cyindrical_Tank_Subjected_to_Vertical Ground Velocity pulses

We consider the reinforced concrete cylindrical tank discussed by Billington [22] having a mean radius $a=8.23 \mathrm{~m}$, thickness $h=0.68 \mathrm{~m}$, Poisson's ratio $v=0.2$, Young's modulus
$E=2.11 \times 10^{5} \mathrm{Kg} / \mathrm{cm}^{2}$ and density $\rho=0.002 \mathrm{Kg} / \mathrm{cm}^{3}$. The base of the tank is subjected to vertical ground velocity pulses of the form

$$
\frac{\partial u}{\partial t}(0, t)=\begin{align*}
& 1,0 \leq t \leq t_{0}  \tag{3.43}\\
& 0, t>t_{0}
\end{align*}
$$

A first order longitudinal wave is generated by this boundary condition and higher order waves of the other types are induced due to the assumed homogeneous boundary conditions on the other field variables. These higher order waves produce effects at least two orders higher than the order of the generated wave. For axisymmetric transients these effects are usually negligible (and completely absent for small values of $T$ ) and therefore do not appreciably affect the peak response. Using equations (3.20) and (3.21) together with the corresponding boundary condition for the unit pulse solution, we obtain

$$
\begin{gather*}
A_{1}=-1, B_{1}=0, C_{1}=0, D_{1}=0 \\
A_{2}=-6.94 \times 10^{-6} \mathrm{~s}, B_{2}=0, C_{2}=-3.50 \times 10^{-6}, D_{2}=55.55 \times 10^{-6} \\
A_{3}=-17.62 \times 10^{-12} \mathrm{~s}^{2}, B_{3}=2757 \times 10^{-12}, C_{3}=-24.52 \times 10^{-12} \mathrm{~s}, \\
D_{3}=385.16 \times 10^{-12} \mathrm{~s}, \text { etc. } \tag{3.44}
\end{gather*}
$$

Using equations (3.35), (3.37), (3.43) and (3.44) we can obtain the required transient solution. In Figure 5 we have plotted the response of the predominant strain $\frac{\partial u}{\partial s}$ with respect to $T$, the time after the arrival of the wavefront. The results for
$t_{0}=10,20,30 \mu$ secs together with that for $t_{0} \rightarrow \infty$ are shown. It must be remarked here that these series solutions begin to diverge at some value of $T>53 \mu$ secs.

The modified solutions were obtained by using the superposition technique with $t_{0}^{*}=1 \mu \mathrm{sec}$. For the range of $T$ shown in Figure 5, we obtained perfect agreement between the series and modified solutions for the cases $t_{o}=10,20$ and $30 \mu$ secs.

The results at other locations displayed similar behaviour. As the responses presented for the cases $t_{0}=10$ and $20 \mu \mathrm{sec}$ decay approximately to zero, they could be used as test solutions in seeking the responses due to boundary loads with longer durations. Such a situation is presented below.

The ground motion resulting from a blast load has been determined by Awojobi and Sobaya [23] and also by Pekeris and Lifson [24]. We wish to obtain the response of our cylindrical tank when its base is subjected to this blast load. For the case $r / H=0.25$ of Pekeris [24], the boundary condition due to the vertical ground velocity pulse is given by

$$
\frac{\partial u}{\partial t}(0, t)=\begin{align*}
& A, 0 \leq t \leq t_{0}  \tag{3.45}\\
& 0, t>t_{0}
\end{align*}
$$

while the boundary conditions on the other field variables are assumed to be homogeneous. In the above equation $A$ is a constant. Considering the case $t_{0}=2000 \mu \mathrm{sec}$ and the test solution with $t_{o}^{*}=10 \mu \operatorname{secs}$ we obtain the modified solution
for the strain $\frac{\partial u}{\partial s}$. This is shown in Figure 6 together with the corresponding series solution. As expected, the series solution begins to diverge beyond $T=53 \mu$ secs. Analogous results were obtained at other locations.

### 3.4.3 Example_3 - Cylindrical Tank_Subjected_to_Vertical <br> Ground_Acceleration_Pulses

We now consider the tank of the previous example but the base being subjected to vertical ground acceleration pulses of the form

$$
\frac{\partial^{2} u}{\partial t^{2}}(0, t)=\begin{align*}
& 1,0 \leq t \leq t_{0}  \tag{3.46}\\
& 0, t>t_{0}
\end{align*}
$$

This boundary condition generates a second order longitudinal wave. The effects of the higher order waves, induced by the homogeneous boundary conditions on the other field variables, are negligible. Proceeding in a similar manner to that described above, we compute the series solutions for the predominant strain $\frac{\partial u}{\partial s}$. We wish to remark here that the coefficients for the corresponding unit pulse solution will be the same as before, provided we increase the subscripts by one and change the signs. The series solutions for the cases $t_{0}=5,10,20$ and $30 \mu$ secs and for the case $t_{0} \rightarrow \infty$ are shown in Figure 7 , plotted with respect to $T$, the time after arrival of the wavefront at the location. As in the previous example all these solutions begin to diverge at some value of $T>53 \mu$ secs. The modified solutions were obtained by using the
superposition technique with $t_{0}^{*}=1 \mu \mathrm{sec}$. For the range of $T$ shown in Figure 7, we obtained perfect agreement between the series and modified solutions for all cases except for that with $t_{0} \rightarrow \infty$. Moreover, the responses for the cases $t_{o}=5,10$ and $20 \mu$ secs decay to zero in the range of $T$ considered. Hence they can be utilised as test solutions to obtain the response due to an acceleration boundary condition of longer duration.

In the solution of transient problems, the peak response is the important consideration [25]. For the case of a structure subjected to ground excitation due to an earthquake, Veletos et al [26] and Walker [27] consider the largest pulse from the accelerogram record and solve for the transient response due to this. Usually such pulses can be approximated by sine functions [26]. For the cylindrical tank subjected to such a ground acceleration pulse, the boundary condition is of the form

$$
\frac{\partial^{2} u}{\partial t^{2}}(0, t)=\begin{gather*}
A \sin \left(\pi t / t_{0}\right)  \tag{3.47}\\
0,
\end{gather*}, \quad, t>t \leq t_{0},
$$

where $A$ is a constant. Considering the case $t_{o}=2000 \mu \operatorname{secs}$ and utilising the test solution with $t_{o}^{*}=20 \mu$ secs, we obtained the modified solution for the $\operatorname{strain} \frac{\partial u}{\partial s}$. The result is shown in Figure 8 where we can clearly observe the peak response. The procedure was repeated using test solutions with $t_{0}^{*}=10 \mu \operatorname{secs}$ and $t_{0}^{*}=5 \mu \operatorname{secs}$. No appreciable change in the previous response curve was noted, thereby confirming the the plot in Figure 8.

### 3.4.4 Solutions_at_Different_Locations

To obtain the responses at different locations in a structure we need test solutions at these locations. These test solutions as a rule have certain properties and display a particular pattern. In Figure 9 we illustrate some of the solutions obtained from example 2 at different locations. The wavefront ( $T=0$ ) values of all the test solutions depend on the first term in the series (3.35) or (3.37). In the case of cylindrical shells this term has the constant value of unity resulting in the same value of $G_{L}^{-1}$ at $T=0$ for all the solutions. This fact is observed in Figure 9 where all the curves start from the same point. For conical shells and for circular plates the first term in the series (3.35) or (3.37) decays as $\left(s_{o} / s\right)^{\frac{1}{2}}$ and the wavefront values of the test solutions at all locations can be determined if one such value is known. Moreover the test solutions will have jumps at $T=t_{o}^{*}$, which will be equal to their wavefront values. In Figure 9 the jumps $A A^{\prime}, B^{\prime}$ and $C C^{\prime}$ are all equal to the constant wavefront value $G_{L}^{-1}$ of the test solutions. The above observations become of use in determining test solutions. Finally the boundary load together with the test solutions yields the required responses by the superposition technique.

### 3.4.5 Effect_of_Thickness_in_a_Cylindrical_Shell

We now wish to study the effect of the thickness on the response of a cylindrical shell. In example 2 we increase the thickness keeping the radius constant and thereby obtain different h/a ratios. The test solutions with $t_{0}^{*}=10 \mu$ secs were computed for the predominant strain $\frac{\partial u}{\partial s}$ for the different ratios. In Figure 10, we illustrate these strain pulses, plotted with respect to $T$. We observe that the time taken for the response to decay to zero increases with increasing thickness. Moreover the slopes of the response curve decrease with increasing thickness and as a consequence decrease the magnitude of the strain reversal after the passage of the pulse. The pulse distortions shown in Figure 10 are a consequence of dispersion.

The decrease in the slope of the response curves with increase in thickness can be explained by considering the integrand $\bar{T}_{n-1}^{\mathrm{A}}$ in equation (3.20), which is the transport equation for the case considered. The contributions to $\overline{\mathrm{T}}_{\mathrm{n}-1}^{\mathrm{A}}$ are predominantly from the induction equation (3.21) as can be observed from equation (3.44). The discontinuities $D_{n}$ are determined by equations $(3.21)_{3},(3.34)$ and (3.17). The non zero coefficients $d_{i o}$ appearing in equation (3.17) depend on $1 / h^{2}$ and the contribution to $\bar{T}_{n-1}^{A}$ from equation (3.21) is decreased with increase in $h$. This will decrease the values of $A_{2}$ and $A_{3}$ determined by equation (3.20) and will cause the decrease in the slopes mentioned earlier. Although pulse dis-
tortion will not be eliminated due to the contributions from the other induction equations, it will be reduced for thick cylindrical shells.

### 3.4.6 Approximate_Thin_Rod_Theories

In the example considered in section 3.4 .1 , the uniaxial theory was employed for dealing with longitudinal transients in a conical shell. Analogously the propagation of longitudinal transients in a cylindrical shell can be approximately treated by the various rod theories available. A brief discussion on the suitability of the rod theories for treating transient phenomena, will be in order at this stage.

For cylinders the elementary theory, where the non dispersive wave equation governs the propagation of longitudinal pulses, was the first to be used. According to this theory there will be no distortion of pulses and the response will be identical to the input pulse. In contrast, the elementary theory for a cone, referred to as the uniaxial theory, gives a dispersive equation due to the change in the cross-sectional area.

Experiments showed the distortion of pulses in cylinders and prompted the need for improved theories. The first improvement was to include the effects of radial inertia, as suggested by Rayleigh [28]. Love [29] incorporated this correction and presented the governing equation which is dispersive. However as this theory predicts instantaneous pulse propagation without a definite wavefront, it cannot account
for the high frequency components in a transient. Mindin and Herrman [30] included the effects of radial shear in addition to those of radial inertia and presented a more refined theory. The governing equations are both hyperbolic and dispersive giving two finite values for the wavefront speeds. Within its order of approximation, the Mindlin-Herrmann theory can account for all the frequencies in a transient. For a more detailed discussion on the above theories and related references we refer the reader to Graff [13].

The shell equations that we employed in this paper represent a theory two orders higher than that of Mindlin and Herrmann. These shell equations can be reduced to give those corresponding to the above mentioned rod theories by assigning appropriate values to the coefficients $a_{i o}, b_{i o}, c_{i o}$ and $d_{i o}$.

## CHAPTER IV

TRANSIENTS IN CYLINDRICAL SHELLS

### 4.1 Equations of Motion

In this chapter we consider the propagation of transients in linear, elastic, isotropic and homogeneous cylindrical shells subjected to boundary loads. The present theory contains the case of axi-symmetric transients in a cylindrical shell as a special case.

As before, we utilise Naghdi's equations [1], [14] which are derived from the cosserat theory and which include the effects of transverse shear, transverse normal stress and strain and rotatory inertia. We denote the axial (x), circumferential $(\theta)$ and the radial displacements of the shell mid-surface by $u, v, w$ respectively and the rotations of the normal to the mid-surface about the circumferential and axial directions by $\psi_{x}, \psi_{\theta}$ respectively and the transverse normal strain by $\psi_{z}$. Since we are considering propagation in the axial direction and the complete shell in the circumferential direction, we express the field variables in the form of Fourier series in $\theta$ as

$$
\begin{align*}
& u=\sum_{m=0}^{\infty} u_{m} \cos m \theta, \psi_{x}=\sum_{m=0}^{\infty} \psi_{x m} \cos m \theta, w=\sum_{m=0}^{\infty} w_{m} \cos m \theta \\
& \psi_{z}=\sum_{m=0}^{\infty} \psi_{z m} \cos m \theta, v=\sum_{m=0}^{\infty} v_{m} \sin m \theta, \psi_{\theta}=\sum_{m=0}^{\infty} \psi_{\theta_{m}} \sin m \theta . \tag{4.1}
\end{align*}
$$

The displacement equations of motion now take the
form

$$
\begin{align*}
& \frac{\partial^{2} u_{m}}{\partial x^{2}}-\frac{1}{G_{L}^{2}} \frac{\partial^{2} u_{m}}{\partial t^{2}}=\sum_{i=1}^{12} a_{i m} V_{i m},  \tag{4.2}\\
& \frac{\partial^{2} \psi_{x m}}{\partial x^{2}}-\frac{1}{G_{B}^{2}} \frac{\partial^{2} \psi_{x m}}{\partial t^{2}}=\sum_{i=1}^{12} b_{i m} V_{i m},  \tag{4.3}\\
& \frac{\partial^{2} W_{m}}{\partial x^{2}}-\frac{1}{G_{K}^{2}} \frac{\partial^{2} w_{m}}{\partial t^{2}}=\sum_{i=1}^{12} c_{i m} V_{i m},  \tag{4.4}\\
& \frac{\partial^{2} \psi_{z m}}{\partial x^{2}}-\frac{1}{G_{S}^{2}} \frac{\partial^{2} \psi_{z m}}{\partial t^{2}}=\sum_{i=1}^{12} d_{i m} V_{i m},  \tag{4.5}\\
& \left(1+\alpha / a^{2}\right) \frac{\partial^{2} v_{m}}{\partial x^{2}}-\frac{1}{G_{T}^{2}} \frac{\partial^{2} v_{m}}{\partial t^{2}}-\frac{\alpha}{a} \frac{\partial^{2} \psi_{\theta m}}{\partial x^{2}}=\sum_{i=1}^{12} e_{i m} V_{i m}  \tag{4.6}\\
& \frac{\partial^{2} \psi_{\theta m}}{\partial x^{2}}-\frac{1}{G_{T}^{2}} \frac{\partial^{2} \psi_{\theta m}}{\partial t^{2}}-\frac{1}{a} \frac{\partial^{2} v_{m}}{\partial x^{2}}=\sum_{i=1}^{12} f_{i m} V_{i m} . \tag{4.7}
\end{align*}
$$

In the above equations a is the radius of the cylinder. The wavefront speeds are given by

$$
\mathrm{G}_{\mathrm{L}}^{2}=\mathrm{C}(1-v) /(1-2 v) \rho, \mathrm{G}_{\mathrm{B}}^{2}=\mathrm{C} / \rho, \mathrm{G}_{\mathrm{K}}^{2}=\alpha_{3} / \rho, \mathrm{G}_{\mathrm{S}}^{2}=\alpha_{8} / \rho \alpha, \mathrm{G}_{\mathrm{T}}^{2}=\mathrm{C}(1-v) / 2 \rho .(4.8)
$$

The quantities $\mathrm{V}_{\text {im }}$ are given by

$$
\begin{align*}
& V_{1 m}=\frac{\partial u_{m}}{\partial x}, V_{2 m}=u_{m}, V_{3 m}=\frac{\partial \psi_{x m}}{\partial x}, V_{4 m}=\psi_{x m}, \\
& V_{5 m}=\frac{\partial w_{m}}{\partial x}, V_{6 m}=w_{m}, V_{7 m}=\frac{\partial \psi_{z m}}{\partial x}, V_{8 m}=\psi_{z m},  \tag{4.9}\\
& V_{9 m}=\frac{\partial v_{m}}{\partial x}, \quad V_{10 m}=v_{m}, V_{11 m}=\frac{\partial \psi_{\theta m}}{\partial x}, V_{12 m}=\psi_{\theta m},
\end{align*}
$$

The constant coefficients $a_{i m}, b_{i m}, c_{i m}, d_{i m}, e_{i m}$, $f_{i m}(i=1-12)$ which involve the material and geometric parameters of the cylinder are given in Appendix II. The other quantities were defined earlier. By setting $m=0$ equations (4.2)-(4.7) will uncouple to give those corresponding to torsionless axi-symmetric and torsional motions.

Equations (4.2)-(4.7) being dispersive [2], will cause transient pulses to suffer distortion and the phase velocities of time-harmonic waves to be frequency dependent. However, finite wavefront speeds for transients and bounded phase velocities for time-harmonic waves are assured due to the hyperbolic nature of these equations [3]. Thus the displacement equations of motion presented above are amenable to solution by the method of discontinuity analysis or by the method of characteristics.

### 4.2 Method of Solution

As discussed in the previous chapter, the first step in obtaining a transient solution by our method is the determination of the unit pulse solution. We defined the unit pulse solution as the solution due to a step boundary pulse of unit magnitude. The Duhamel integral and the specified boundary condition then give us the required transient solution. In order to determine the unit pulse solution, we need to determine the displacement discontinuities of all order at the wavefront, and represent the solution in the form of a Taylor series expansion behind the wavefront [4]. The equations that
determine these discontinuities are called the transportinduction equations and are generated much more easily by the Karal-Keller technique [10] than by the method of discontinuity analysis.

To this end we assume time-harmonic solutions to
equations (4.2)-(4.7) in the form

$$
\begin{align*}
& u_{m}=e^{i \omega(S-t)} \sum_{n=1}^{\infty} \frac{A_{n}}{(i \omega)^{n}}, \psi_{x m}=e^{i \omega(S-t)} \sum_{n=1}^{\infty} \frac{B_{n}}{(i \omega)^{n}}, \\
& w_{m}=e^{i \omega(s-t)} \sum_{n=1}^{\infty} \frac{C_{n}}{(i \omega)^{n}}, \psi_{z m}=e^{i \omega(S-t)} \sum_{n=1}^{\infty} \frac{D_{n}}{(i \omega)^{n}},  \tag{4.10}\\
& v_{m}=e^{i \omega(S-t)} \sum_{n=1}^{\infty} \frac{E_{n}}{(i \omega)^{n}}, \psi_{\theta m}=e^{i \omega(S-t) \sum_{n=1}^{\infty} \frac{F_{n}}{(i \omega)^{n}}},
\end{align*}
$$

where $S$ is the phase function, $w$ the circular frequency and the amplitude functions of the time-harmonic series are given by [5],

$$
\begin{align*}
& \left.A_{n}=(-1)^{n} \underset{\sim}{\left[u_{m, n}^{H}\right]}, B_{n}=(-1)^{n} \underset{\sim}{[ } \psi_{x m, n}^{H}\right], C_{n}=(-1)^{n} \underset{\sim}{\left[w_{m, n}^{H}\right]} \\
& \left.D_{n}=(-1)^{n} \underset{\sim}{[ } \underset{z m, n}{H}\right], E_{\sim}=(-1)^{n} \underset{\sim}{\left[v_{m, n}^{H}\right]} \underset{\sim}{r}, F_{n}=(-1)^{n}\left[\psi_{\theta m, n}^{H}\right] \quad \text {. } \tag{4.11}
\end{align*}
$$

In the above equations [ $\underset{\sim}{]}$ indicates the discontinuity or jump of the argument across the wavefront, the comma followed by $n$ denotes $n^{\text {th }}$ order time derivative and the superscript $H$ denotes the unit pulse solution. On substituting equations (4.10) into equations (4.2)-(4.7) and formally requiring that the coefficients of powers of $(i \omega)$ separately vanish, we obtain the recurrence relations for $n \geq 1$ as

$$
\begin{gather*}
A_{n}\left(1-G^{2} / G_{L}^{2}\right)+2 G \frac{d A_{n-1}}{d x}=G^{2} T_{n-2}^{A},  \tag{4.12}\\
B_{n}\left(1-G^{2} / G_{B}^{2}\right)+2 G \frac{d B_{n-1}}{d x}=G^{2} T_{n-2}^{B},  \tag{4.13}\\
C_{n}\left(1-G^{2} / G_{K}^{2}\right)+2 G \frac{d C_{n-1}}{d x}=G^{2} T_{n-2}^{C},  \tag{4.14}\\
D_{n}\left(1-G^{2} / G_{S}^{2}\right)+2 G \frac{d D_{n-1}}{d x}=G^{2} T_{n-2}^{D},  \tag{4.15}\\
E_{n}\left(1+\alpha / a^{2}-G^{2} / G_{T}^{2}\right)+2 G\left(1+\alpha / a^{2}\right) \frac{d E_{n-1}}{d x}-(\alpha / a)\left(F_{n}+2 G \frac{d F_{n-1}}{d x}\right)=G^{2} T_{n-2}^{E} \cdot(4.16) \\
F_{n}\left(1-G^{2} / G_{T}^{2}\right)+2 G \frac{d F_{n-1}}{d x}-\left(E_{n}+2 G \frac{d E_{n-1}}{d x}\right) / a=G^{2} T_{n-2}^{F} \cdot(4.14) \tag{4.17}
\end{gather*}
$$

In equations (4.12)-(4.17), G is the wavefront speed, related to $S$ in the form

$$
\begin{equation*}
\frac{d S}{d x}=1 / G \tag{4.18}
\end{equation*}
$$

and

$$
\begin{align*}
T_{n-2}^{A}= & -\frac{d^{2} A_{n-2}}{d x^{2}}+a_{2 m} A_{n-2}+a_{5 m}\left(\frac{C_{n-1}}{G}+\frac{d C_{n-2}}{d x}\right)  \tag{4.19}\\
& +a_{7 m}\left(\frac{D_{n-1}}{G}+\frac{d D_{n-2}}{d x}\right)+a_{9 m}\left(\frac{E_{n-1}}{G}+\frac{d E_{n-2}}{d x}\right) \\
T_{n-2}^{B}= & -\frac{d^{2} B_{n-2}}{d x^{2}}+b_{4 m} B_{n-2}+b_{5 m}\left(\frac{C_{n-1}}{G}+\frac{d C_{n-2}}{d x}\right)  \tag{4.20}\\
& +b_{9 m}\left(\frac{E_{n-1}}{G}+\frac{d E_{n-2}}{d x}\right)+b_{11 m}\left(\frac{F_{n-1}}{G}+\frac{d F_{n-2}}{d x}\right)
\end{align*}
$$

$$
\begin{align*}
& \text { 1 }{ }_{T}{ }_{n-2}^{C}=-\frac{d^{2} C_{n-2}}{d x^{2}}+c_{1 m}\left(\frac{A_{n-1}}{G}+\frac{d A_{n-2}}{d x}\right)+c_{3 m}\left(\frac{B_{n-1}}{G}+\frac{d B_{n-2}}{d x}\right) \\
& +C_{6 m} C_{n-2}+C_{8 m} D_{n-2}+C_{10 m} E_{n-2}+C_{12 m} F_{n-2},  \tag{4.21}\\
& T_{n-2}^{D}=-\frac{d^{2} D_{n-2}}{d x^{2}}+d_{1 m}\left(\frac{A_{n-1}}{G}+\frac{d A_{n-2}}{d x}\right)+d_{6 m} C_{n-2} \\
& +d_{8 m} D_{n-2}+d_{10 m} E_{n-2} \quad,  \tag{4.22}\\
& T_{n-2}^{E}=-\left(1+\alpha / a^{2}\right) \frac{d^{2} E_{n-2}}{d x^{2}}+\frac{\alpha}{a} \frac{d^{2} F_{n-2}}{d x^{2}}+e_{1 m}\left(\frac{A_{n-1}}{G}+\frac{d A_{n-2}}{d x}\right) \\
& +e_{3 m}\left(\frac{B_{n-1}}{G}+\frac{d B_{n-2}}{d x}\right)+e_{6 m} C_{n-2}+e_{8 m} D_{n-2}  \tag{4.23}\\
& +e_{10 \mathrm{~m}} \mathrm{E}_{\mathrm{n}-2}+\mathrm{e}_{12 \mathrm{~m}} \mathrm{~F}_{\mathrm{n}-2}, \\
& T_{n-2}^{F}=-\frac{d^{2} F_{n-2}}{d x^{2}}+\frac{1}{a} \frac{d^{2} E_{n-2}}{d x^{2}}+f_{3 m}\left(\frac{B_{n-1}}{G}+\frac{d B_{n-2}}{d x}\right), \\
& +f_{\sigma m} C_{n-2}+f_{10 m} E_{n-2}+f_{12 m} F_{n-2} . \tag{4.24}
\end{align*}
$$

We have used the fact that certain coefficients are zero in writing down the right hand sides of the above equations.

Considering first order waves and setting $n=1$ in equations (4.12)-(4.17) will yield,

$$
\begin{align*}
& \left(G^{2}-G_{L}^{2}\right) A_{1}=0, \quad\left(G^{2}-G_{B}^{2}\right) B_{1}=0, \quad\left(G^{2}-G_{K}^{2}\right) C_{1}=0, \quad\left(G^{2}-G_{S}^{2}\right) D_{1}=0 \\
& \left\{G^{2}-\left(1+\alpha / a^{2}\right) G_{T}^{2}\right\} E_{1}+(\alpha / a) G_{T}^{2} F_{1}=0, \quad\left(G^{2}-G_{T}^{2}\right) F_{1}+G_{T}^{2} E_{1}=0 \tag{4.25}
\end{align*}
$$

From the above set of equations we can obtain the classification [14], speeds and propagation conditions for first order waves. Moreover substituting the appropriate speed $G$ in turn, into equations (4.12)-(4.17) with $n \geq 2$, we obtain the transport-induction equations for each wave type. However equations (4.16) and (4.17) are coupled and have to be solved simultaneously. As a result we obtain a coupled transport equation for the waves pertaining to these two equations and coupled induction equations for the other wave types. We present below the results for each case.
(i) Longitudinal Wave

$$
\begin{equation*}
G=G_{L}, A_{1} \neq 0, B_{1}=0, C_{1}=0, D_{1}=O, E_{1}=0, F_{1}=0 \tag{4.26}
\end{equation*}
$$

$A_{n}(x)=A_{n}\left(x_{0}\right)+\frac{G}{2} \int_{x_{0}}^{x} T_{n-1}^{A}(\tau) d \tau \quad$.

$$
\begin{equation*}
B_{n}=P_{n}^{B}, C_{n}=P_{n}^{C}, D_{n}^{C}=P_{n}^{D}, E_{n}=P_{n}^{E}, F_{n}=P_{n}^{F} \tag{4.28}
\end{equation*}
$$

(ii) Bending wave

$$
\begin{align*}
& G=G_{B}, B_{1} \neq 0, A_{1}=0, C_{1}=0, D_{1}=0, E_{1}=0, F_{1}=0 .  \tag{4.29}\\
& B_{n}(x)=B_{n}\left(x_{0}\right)+\frac{G}{2} \int_{x_{0}}^{x} T_{n-1}^{B}(\tau) d \tau .  \tag{4.30}\\
& A_{n}=P_{n}^{A}, C_{n}=P_{n}^{C}, D_{n}=P_{n}^{D}, E_{n}=P_{n}^{E}, F_{n}=P_{n}^{F} \tag{4.31}
\end{align*}
$$

(iii) Kink wave

$$
\begin{align*}
& G=G_{K}, C_{1} \neq 0, A_{1}=0, B_{1}=0, D_{1}=0, E_{1}=0, F_{1}=0 .  \tag{4.32}\\
& C_{n}(x)=C_{n}\left(x_{0}\right)+\frac{G}{2} \int_{x_{0}}^{X} T_{n-1}^{C}(\tau) d \tau,  \tag{4.33}\\
& A_{n}=P_{n}^{A}, B_{n}=P_{n}^{B}, D_{n}=P_{n}^{D}, E_{n}=P_{n}^{E}, F_{n}=P_{n}^{F} \tag{4.34}
\end{align*}
$$

(iv) Squeeze-Gradient Wave

$$
\begin{align*}
& G=G_{S}, D_{1} \neq 0, A_{1}=0, B_{1}=0, C_{1}=0, E_{1}=0, F_{1}=0  \tag{4.35}\\
& D_{n}(x)=D_{n}\left(x_{0}\right)+\frac{G}{2} \int_{x_{0}}^{x} T_{n-1}^{D}(\tau) d \tau  \tag{4.36}\\
& A_{n}=P_{n}^{A}, B_{n}=P_{n}^{B}, C_{n}=P_{n}^{C}, E_{n}=P_{n}^{E}, F_{n}=P_{n}^{F} \tag{4.37}
\end{align*}
$$

(v) Transverse and Twisting waves

$$
\begin{equation*}
G=G_{T}\left\{1+\alpha / 2 a^{2} \pm\left(4 \alpha / a^{2}+\alpha^{2} / a^{4}\right)^{\frac{1}{2}} / 2\right\} \tag{4.38}
\end{equation*}
$$

$$
E_{1} \neq O, F_{1} \neq O, A_{1}=0, B_{1}=0, C_{1}=0, D_{1}=0
$$

$$
\begin{equation*}
K_{1}=G^{2}-\left(1+\alpha / a^{2}\right) G_{T}^{2}, K_{2}=\alpha G_{T}^{2} / a, K_{3}=K_{2} / \alpha, K_{4}=G^{2}-G_{T}^{2} \tag{4.39}
\end{equation*}
$$

$$
\begin{equation*}
K_{5}=\left(1+\alpha / a^{2}\right) K_{4}+K_{2} / a, K_{6}=\alpha K_{4} / a+K_{2} \tag{4.40}
\end{equation*}
$$

$$
\begin{equation*}
L_{n}(x)=L_{n}\left(x_{0}\right)+\frac{G}{2} \int_{x_{0}}^{x}\left\{K_{4} T_{n-1}^{E}(\tau)-K_{2} T_{n-1}^{F}(\tau)\right\} d \tau \tag{4.41}
\end{equation*}
$$

where

$$
L_{n}=K_{5} \cdot E_{n}-K_{6} F_{n}
$$

$$
\begin{align*}
E_{n}= & K_{2}\left[L_{n}+\left(K_{6} / K_{2}\right)\left\{T_{n-2}^{E}-\frac{2}{G}\left(1+\alpha / a^{2}\right) \frac{d E_{n-1}}{d s}\right.\right. \\
& \left.\left.+(2 \alpha / G a) \frac{d F_{n-1}}{d s}\right\}\right] /\left(K_{2} K_{5}+K_{1} K_{6}\right) .  \tag{4.42}\\
F_{n}= & \left(K_{5} E_{n}-L_{n}\right) / K_{6} \cdot  \tag{4.43}\\
A_{n}= & P_{n}^{A}, B_{n}=P_{n}^{B}, C_{n}=P_{n}^{C}, D_{n}=P_{n}^{D} . \tag{4.44}
\end{align*}
$$

There will be two separate solutions corresponding to the two values of $G$ obtained from equation (4.38) . These two solutions have to be superposed taking into account the time lag that exists between them.

In the above sets of equations $P_{n}^{A}, P_{n}^{B}, P_{n}^{C}, P_{n}^{D}, P_{n}^{E}$ and $P_{n}^{F}$ are functions of the wave speed and are given by

$$
\begin{align*}
& P_{n}^{A}=\frac{G G_{L}^{2}}{G_{L}^{2}-G^{2}}\left(G T_{n-2}^{A}-2 \frac{d A_{n-1}}{d x}\right),  \tag{4.45}\\
& P_{n}^{B}=\frac{G G_{B}^{2}}{G_{B}^{2}-G^{2}}\left(G T_{n-2}^{B}-2 \frac{d B_{n-1}}{d x}\right),  \tag{4.46}\\
& P_{n}^{C}=\frac{G G_{K}^{2}}{G_{K}^{2}-G^{2}}\left(G T_{n-2}^{C}-2 \frac{d C_{n-1}}{d x}\right),  \tag{4.47}\\
& P_{n}^{D}=\frac{G G_{S}^{2}}{G_{S}^{2}-G^{2}}\left(G T_{n-2}^{D}-2 \frac{d D_{n-1}}{d x}\right),  \tag{4.48}\\
& P_{n}^{E}=\left(K_{10} R_{n-1}^{E}-K_{8} R_{n-1}^{F}\right) /\left(K_{7} K_{10}-K_{8} K_{9}\right),  \tag{4.49}\\
& P_{n}^{F}=\left(R_{n-1}^{E}-K_{7} E_{n}\right) / K_{8}, \tag{4.50}
\end{align*}
$$

where $K_{7}, K_{8}, K_{9}, K_{10}, R_{n-1}^{E}, R_{n-1}^{F}$ are also functions of $G$ and are given by,

$$
\begin{align*}
& K_{7}=\left(1+\alpha / a^{2}\right) / G^{2}-1 / G_{T}^{2}, K_{8}=-\alpha / G^{2} \\
& K_{9}=K_{8} / \alpha, K_{10}=1 / G^{2}-1 / G_{T}^{2},  \tag{4.51}\\
& R_{n-1}^{E}=T_{n-2}^{E}-\frac{2}{G}\left(1+\alpha / a^{2}\right) \frac{d E_{n-1}}{d x}+\frac{2 \alpha}{a G} \frac{d F_{n-1}}{d x},  \tag{4.52}\\
& R_{n-1}^{E}=T_{n-2}^{E}+\frac{2}{a G} \frac{d E_{n-1}}{d x}-\frac{2}{G} \frac{d F_{n-1}}{d x} \tag{4.53}
\end{align*}
$$

For each wave type $G$ denotes the eigen value corresponding to the eigen vector $\left(A_{1}, B_{1}, C_{1}, D_{1}, E_{1}, F_{1}\right)$. The equation with the integral is the solution to the transport equation and the $P_{n}^{S}$ represent the induction equations. The boundary value of $x$ is denoted by $x_{0}$. The boundary conditions and equation (4.11) together with the appropriate transport-induction equations will determine the required discontinuities. The corresponding unit pulse solution $U^{H}$ is then given by the Taylor series [5]

$$
\begin{equation*}
U^{H}=\sum_{n=1}\left[U_{\sim}^{H}{\underset{n}{n}}_{\sim}^{H}\langle t-S\rangle^{n} / n!\right. \tag{4.54}
\end{equation*}
$$

with

$$
\begin{equation*}
S=S\left(x_{0}\right)+\left(x-x_{0}\right) / G \tag{4.55}
\end{equation*}
$$

where $U$ stands for any one of the field variables $u_{m}, \psi_{x m}$, $\mathrm{w}_{\mathrm{m}}, \psi_{\mathrm{zm}}, \mathrm{v}_{\mathrm{m}}$ or $\psi_{\theta_{\mathrm{m}}}$, and $<>=0$, if the argument is negative. The required transient solution is then given by [9]

$$
\begin{equation*}
U=\int_{0}^{t} \frac{\partial U^{H}(t-\tau)}{\partial t} f(\tau) d \tau \tag{4.56}
\end{equation*}
$$

where $f(t)$ is the time dependance of the boundary condition.

Finally the solutions for all the applicable values of $m$, depending on the boundary condition, have to be superposed.

The results for second and higher order waves could be obtained in an analogous manner by starting with the appropriate value of $n$ in equations (4.10)-(4.17).

Later on in this chapter, in section (4.4), we present some numerical examples to illustrate our method of solution.

### 4.3 Approximate Thin Rod Theories

The propagation of transients in cylindrical shells can also be approximately treated by the various rod theories [13]. Hence it is of interest to discuss the suitability of these rod theories in treating transient phenomena. There are three different types of wave motion in thin rods; these being classed as longitudinal, torsional and flexural. In shells, there are motions corresponding to each of the above types and the appropriate equations of motion can be obtained from equations (4.2)-(4.7). By setting $m=0$, the shell equations uncouple to give the equations for axi-symmetric and torsional motions. On the other hand, if we set $m=1$, we obtain the shell equations for flexural motion. The propagation of longitudinal waves in a rod corresponds to that of axi-symmetric waves in shells and this was discussed in the previous chapter. In this section we propose to discuss briefly the other two types of wave motion.

Whether we use the strength of materials approach or
the general elasticity relations, we arrive at the non dispersive wave equation, as the one governing the torsional mode in a rod. Thus a torsional pulse will propagate undistorted with a finite wavefront speed and torsional harmonic waves will have bounded phase velocities. As the wave equation is amenable to solution by various methods, we do not attempt to solve it in this chapter. However, we wish to remark that our shell equations, (4.6) and (4.7) with $m=0$, are dispersive. This is due to the fact that they were derived from the cosserat theory. The propagation of non axi-symmetric torsional transients can also be treated by using the results presented in the previous section, together with appropriate boundary conditions. In this case, $m \neq 0$ and there will be coupling with all the possible wave types. In the next section we present a numerical example which will illustrate the distortion of a non axi-symmetric pulse. The Euler-Bernoulli theory derived from the strength of materials approach was the first to describe the flexural motion in a rod. The resulting equation is dispersive but predicts instantaneous pulse propagation without a distinct wavefront and unbounded phase velocities for high frequency time harmonic waves. Hence this theory cannot account for the high frequency components in a transient. Rayleigh [28] incorporated the correction for rotatory inertia and presented a dispersive equation which gives a finite wavefront speed for the bending wave. The Rayleigh theory neglects the shear
correction and hence an infinite wavefront speed for the shear or kink wave is predicted. If the shear correction is included without the correction for rotatory inertia, the resulting equation will predict finite and infinite wavefront speeds for the kink and bending waves respectively. In either case the mathematical model does not describe the motion completely and the high frequency components in a transient are not completely accounted for. Timoshenko [31] included both the corrections mentioned above and presented a theory with two coupled second order equations. According to this theory, we obtain finite wavefront speeds for both the bending and kink waves. Hence the Timoshenko theory can satisfactorily account for the high frequency components of the transients in the flexural motion. Equations (4.3) and (4.4) can be reduced to the Timoshenko equations by assigning $m=1$ and then appropriate values to the coefficients $b_{i_{1}}$ and $c_{i_{1}}$.

In the next section we first solve a Timoshenko beam problem and validate our method by comparing the solution with an existing one. We then treat the flexural and torsional problems in a cylindrical shell. For the former problem the results obtained from the shell and beam theories are compared. 4.4

Numerical Examples and Discussion
As we had dealt with the axi-symmetric motion in cylinders in the previous chapter, herein we confine our attention to the flexural and torsional motions.

### 4.4.1. Example_l:_-Transverse_Impact_of_a_Timoshenko_Beam

We consider a semi infinite beam subjected to a transverse step velocity and a zero bending moment at the end. The appropriate boundary conditions for the Timoshenko beam equations are

$$
\begin{equation*}
\frac{\partial w_{1}}{\partial t}(0, t)=H(t), \frac{\partial \psi_{x_{1}}}{\partial x}(0, t)=0 \tag{4.57}
\end{equation*}
$$

This problem has been solved by Boley and Chao [17] using Laplace transforms. Using equations (4.11),$(4.11)_{3}$ and (4.29)(4.34) we obtain in a recursive manner.

$$
\begin{align*}
& B_{1}=0, B_{2}=0.26, B_{3}=-0.034 x_{1}, B_{4}=0.0022 x_{1}^{2}+0.077, \\
& C_{1}=-1, C_{2}=0.13 x_{1}, C_{3}=-0.0085 x_{1}^{2}, C_{4}=0.00037 x_{1}^{2}+0.024 x_{1}, \text { etc. } \tag{4.58}
\end{align*}
$$

for the first order kink wave and

$$
\begin{align*}
& B_{1}^{1}=0, B_{2}^{1}=-0.26, B_{3}^{1}=-0.11 x_{1}, B_{4}^{1}=-0.013 x_{1}+0.0065, \\
& C_{1}^{1}=0, C_{2}^{1}=0, C_{3}^{1}=0.22, C_{4}^{1}=0.052 x_{1}, C_{5}^{1}=0.006 x_{1}^{2}+0.097, \text { etc. } \tag{4.59}
\end{align*}
$$

for the higher order bending wave. In the above two equations $x_{1}=x / \sqrt{\alpha}$ where $\alpha$ was defined previously. Using equations $(4.11)_{3}$, (4.54) and (4.55) we obtain the unit pulse solution, which is the required transient solution for this case.

In Figure 11 we have plotted the variation of the velocity $\frac{\partial w}{\partial t}$ with position and compare the results with those of Boley and Chao. The time of observation is given by $t_{1}=t G_{B} / \sqrt{\alpha}=5$. The bending wave is the faster of the two waves and its wavefront is at $x_{1}=5$ in the figure. The velo-
city increases behind the wavefront, until the slower moving kink wave is encountered. At the wavefront of the kink wave there is a discontinuity in the velocity equal in magnitude to the input velocity at the boundary. Behind this wavefront the contributions due to both the waves are superposed. We observe that our solution obtained by using a few terms in the series (4.54) compares quite well with that of Boley and Chao. Analogous comparisons were obtained for the shear force Q, demonstrating the validity of the method of solution.

### 4.4.2. Ground_Excitation

An important application of non axi-symmetric wave propagation is found in the case of a cylindrical shell structure subjected to ground excitation, resulting from blast loads, earthquakes, etc. Such ground waves are generally incident at an angle with the vertical and can be decomposed into their vertical and horizontal components. The vertical ground excitation gives rise to axi-symmetric wave motion and this has been treated in the previous chapter.

The horizontal ground excitation will give rise to flexural and torsional wave motions. Referring to Figure 12, if we denote the ground displacement by $u_{G}$, then the boundary conditions for the generation of $n^{\text {th }}$ order waves are given by

$$
\begin{equation*}
\frac{\partial^{n} w}{\partial t^{n}}(0, t)=\frac{\partial^{n} u_{G}}{\partial t^{n}} \cos \theta, \frac{\partial^{n} v}{\partial t^{n}}(0, t)=-\frac{\partial^{n} u_{G}}{\partial t^{n}} \sin \theta \tag{4.60}
\end{equation*}
$$

Thus in general the kink wave and the transverse-twisting waves
are generated due to horizontal ground excitation. In the examples that follow, the boundary conditions on the field variables $v, \psi_{x}$ and $\psi_{z}$ are assumed to be zero, while the boundary conditon on $\psi_{\theta}$ is coupled to that on $v[1]$ and is given by

$$
\begin{equation*}
\psi_{\theta}(0, t)=v(0, t) / a . \tag{4.61}
\end{equation*}
$$

From equations (4.1) and (4.60) we observe that only the case $m=1$, need to be considered in solving problems due to ground excitation. Under the above conditions the generation of the kink and transverse-twisting waves are referred to as the flexural and torsional problems respectively.

In example 2 we consider the flexural problem due to a first order kink wave and in example 3 we deal with the torsional problem.
4.4.3. Example_2:_=_Cylindrical_Tank_Subjected_to_Horizontal

Ground_Excitation_=_the_Flexural_Problem
We consider the cylindrical tank discussed in the previous chapter with its base subjected to a step velocity resulting from horizontal ground excitation. The only nonhomogeneous boundary condition for the flexural problem is

$$
\begin{equation*}
\frac{\partial w_{1}}{\partial t}(0, t)=H(t), \tag{4.62}
\end{equation*}
$$

where we have assumed the horizontal ground velocity to be the Heaviside unit function. The resulting unit pulse solution can be used to obtain the transient solutions due to other
boundary conditions with the aid of the Duhamel integral. Using equation (4.11) and the transport-induction equation for the first order kink wave we obtain

$$
\begin{align*}
& A_{1}=0, A_{2}=-0.30 \times 10^{-6}, A_{3}=0.03 \times 10^{-6} \mathrm{x}, A_{4}=-\left(13 \times 10^{-12} \mathrm{x}^{2}+0.02 \times 10^{-6}\right), \\
& B_{1}=0, B_{2}=-718 \times 10^{-6}, B_{3}=0.65 \times 10^{-6} \mathrm{x}, B_{4}=-\left(312 \times 10^{-12} \mathrm{x}^{2}+0.18 \times 10^{-6}\right), \\
& C_{1}=-1, C_{2}=359 \times 10^{-6} \times, C_{3}=-0.16 \times 10^{-6} \mathrm{x}^{2}, C_{4}=51 \times 10^{-12} \mathrm{x}^{3}+0.08 \times 10^{-6} \mathrm{x}, \\
& D_{1}=0, D_{2}=0, D_{3}=0.71 \times 10^{-6},  \tag{4.63}\\
& E_{1}=0, E_{2}=0, E_{3}=0.44 \times 10^{-6}, \\
& F_{1}=0, F_{2}=0, F_{3}=0.14 \times 10^{-6}, \text { etc. }
\end{align*}
$$

In order to satisfy the homogeneous boundary conditions on the other field variables, we observe that higher order waves of the other types are induced. The predominant higher order wave is the bending wave as seen from the above results, and it travels faster than the lower order kink wave. Proceeding in an analogous manner, for the second order bending wave we obtain

$$
\begin{align*}
& A_{1}^{1}=0, A_{2}^{1}=0, A_{3}^{1}=0, \\
& B_{1}^{1}=0, B_{2}^{1}=718 \times 10^{-6}, B_{3}^{1}=0.45 \times 10^{-6} x, B_{4}^{1}=\left(0.00014 \mathrm{x}^{2}+0.03\right) 10^{-6}, \\
& C_{1}^{1}=0, C_{2}^{1}=0, C_{3}^{1}=17 \times 10^{-6}, C_{4}^{1}=0.01 \times 10^{-6} \mathrm{x}, \\
& D_{1}^{1}=0, D_{2}^{1}=0,  \tag{4.64}\\
& E_{1}^{1}=0, E_{2}^{1}=0, E_{3}^{1}=0.11 \times 10^{-6}, \\
& F_{1}^{1}=0, F_{2}^{1}=0, F_{3}^{3}=0.32 \times 10^{-6}, \text { etc } .
\end{align*}
$$

Using equations (4.54), (4.55), (4.63) and (4.64) we compute the unit pulse solution. In Figure 13 the displacement $w_{1}$ at $x=30.5 \mathrm{cms}$ is shown with respect to time after arrival
of the bending wave. The corresponding displacement obtained by using the Timoshenko beam theory, is also shown. We observe that the contribution from the bending wave is neglibible for the beam and very small for the shell, prior to the arrival of the kink wave. The arrival of this wave at the particular location in the cylinder, is at $K$ and $K^{\prime}$ according to the shell and beam theories respectively. The time lag is due to the slight difference in the wavefront speeds in the two theories. After the arrival of the kink wave, the contributions from both waves are superposed. The effect of the higher order bending wave becomes appreciable with increasing time.

### 4.4.4. Example_3:_=_Cylindrical_Tank_Subjected_to_Horizontal Ground_Excitation_=_the_Torsional_Problem

In this example we treat the torsional problem for the cylindrical tank discussed earlier. We present the test solutions for the predominant strain due to first and second order transverse-twisting waves. If the test solutions are known, then they could be utilised to obtain the solutions corresponding to other boundary conditions. From equations (4.60) and (4.61) the non-homogeneous boundary conditions for the torsional problem are

$$
\frac{\partial^{n} v_{1}}{\partial t^{n}}(0, t)=a \frac{\partial^{n} \psi_{\theta_{1}}}{\partial t^{n}}=\quad \begin{align*}
& 1,0 \leq t \leq t_{0}^{*}  \tag{4.65}\\
& 0, t>t_{0}^{*}
\end{align*}
$$

where we have assumed a step ground velocity ( $n=1$ ) and a step
ground acceleration ( $\mathrm{n}=2$ ) pulse. First and second order transverse-twisting waves are generated for $\mathrm{n}=1$ and $\mathrm{n}=2$ respectively, due to the above boundary condition. Considering the value of $G=0.1874 \mathrm{cms} / \mu \mathrm{sec}$ in equation (4.38) and using equations (4.38)-(4.44) we obtain in a recursive manner

$$
\begin{aligned}
& A_{1}=0, A_{2}=45 \times 10^{-6}, A_{3}=-0.015 \times 10^{-6} \mathrm{x}, \mathrm{~A}_{4}=0.013 \times 10^{-6}-1 \times 10^{-12} \mathrm{x}^{2}, \\
& B_{1}=0, B_{2}=-10 \times 10^{-6}, B_{3}=-0.003 \times 10^{-6} \mathrm{x}, \mathrm{~B}_{4}=-0.23 \times 10^{-6} \mathrm{x}^{2}-0.31 \times 10^{-6}, \\
& C_{1}=0, C_{2}=0, C_{3}=0.21 \times 10^{-6} \mathrm{x}, \\
& D_{1}=0, D_{2}=0, D_{3}=-0.0007 \times 10^{-6}, \\
& E_{1}=0.503, E_{2}=170 \times 10^{-6} \mathrm{x}, E_{3}=0.03 \times 10^{-6} \mathrm{x}^{2}-36 \times 10^{-6}, \\
& E_{4}=1.27 \times 10^{-12} x^{3}-0.002 \times 10^{-6} \mathrm{x}, \\
& F_{1}=0.117, F_{2}=39 \times 10^{-6} \mathrm{x}, \mathrm{~F}_{3}=0.006 \times 10^{-6} \mathrm{x}^{2}+82 \times 10^{-6}, \\
& F_{4}=0.34 \times 10^{-12} \mathrm{x}^{3}+0.0007 \times 10^{-6} \mathrm{x}, \text { etc. }
\end{aligned}
$$

for the unit pulse solution corresponding to the velocity boundary condition. The coefficients for the acceleration boundary condition can be obtained from the above set by merely increasing the subscript values by one and by changing the signs. Using equations (4.54)-(4.56) and equations (4.65), (4.66) we can obtain the transient solutions for both boundary conditions. For $t_{o}^{*}=1,2,5 \mu$ secs and $t_{o}^{*} \rightarrow \infty$, the predominant $\operatorname{strain} \varepsilon_{\theta x}=\frac{1}{2}\left(\frac{\partial u}{\partial \theta}+\frac{\partial v}{\partial x}\right)$ was calculated and the results are
shown in Figures 14 and 15. The appropriate response curves in these figures could be used as test solutions to obtain the response due to ground excitations as in the previous chapter.

Analogous results were obtained for the solutions at other locations and for the solutions corresponding to the other value of $G(=0.1899 \mathrm{cms} / \mu \mathrm{sec})$ in equation (4.38) .

## APPENDIX I

The coefficients appearing in equations (3.1)-(3.4) are defined as follows:

$$
\begin{aligned}
& a_{10}=-1 / s, a_{20}=(1+F) / s^{2}, a_{30}=-\nu F \tan \beta, a_{40}=-F \tan \beta / s, \\
& a_{50}=v \operatorname{ot} \beta /(1-v) s, a_{60}=a_{20} \cot \beta, a_{70}=-v /(1-v), a_{80}=0 . \\
& \mathrm{b}_{10}=\nu \cot \beta / \mathrm{s}^{2}, \mathrm{~b}_{20}=-(1+\nu) \cot \beta / \mathrm{s}^{2}, \mathrm{~b}_{30}=-1 / \mathrm{s}, \\
& b_{40}=1 / s^{2}+\alpha_{3} / \alpha c, b_{50}=\alpha_{3} / \alpha c-\nu \cot \beta^{2} / s^{2}, b_{60}=-b_{20} \cot \beta \text {, } \\
& b_{70}=0, b_{80}=0 . \\
& c_{10}=-v(1-\nu) \cot \beta /(1-2 v) \alpha_{3} s, c_{20}=-\left\{(1-\nu)^{2} /(1-\nu)+H\right\} \cot \beta / \alpha_{3} s^{2} \text {, } \\
& c_{30}=1-\mathrm{C} \cup \mathrm{H} / \alpha_{3}, \mathrm{C}_{40}=-\left(1-\mathrm{CH} / \alpha_{3}\right) / \mathrm{s}, \mathrm{c}_{50}=-1 / \mathrm{s}, c_{60}=-\mathrm{c}_{20} \cot \beta \text {, } \\
& c_{70}=0, c_{80}=c_{10} \text {. } \\
& d_{10}=C v(1-v) /(1-2 v) \alpha_{8}, d_{20}=d_{10} / s, d_{30}=0, d_{40}=0, \\
& d_{50}=0, d_{60}=-d_{20} \cot \beta, d_{70}=-1 / s, d_{80}=(1-v) d_{10} / \nu .
\end{aligned}
$$

In the above expressions, $\beta$ is the semi-vertical angle of the generator, $F=(1-2 v) H /(1-\nu)^{2}, H=\alpha \cot ^{2} \beta / s^{2}$. In this thesis $\alpha_{3}$ and $\alpha_{8}$ are assumed to have the values $5 E / 12(1+\nu)$ and $7 \mathrm{E} \alpha / 20(1+\nu)$. For a conical shell, the radius $r$ at any section is given by $r=s \sin \beta, s \neq 0$.

For a cylindrical shell, $\beta=0$ and we have to substitute $\mathrm{s} \sin \beta=\mathrm{a}, \cos \beta=1$.

For a circular plate, $\beta=\frac{\pi}{2}$ and we have $s=r$.

## APPENDIX II

The non zero coefficients appearing in equations (4.2)-(4.7) are defined as follows:

$$
\begin{aligned}
& a_{2 m}=(1-2 v) m^{2} / 2(1-v) a^{2}, a_{5 m}=v /(1-v) a, a_{7 m}=-v /(1-v), \\
& a_{9 m}=-m / 2(1-v) a, \\
& b_{4 m}= \alpha_{3} / C \alpha+(1-v) m^{2} / 2 a^{2}, b_{5 m}=\alpha_{3} / C \alpha-v / a^{2}, \\
& b_{9 m}=(1+v) m / 2 a^{2}, b_{11 m}=-(1+v) m / 2 a, \\
& c_{1 m}=-C v(1-v) / \alpha_{3}(1-2 v) a, c_{3 m}=C \alpha v / \alpha_{3} a^{2}-1, \\
& c_{6 m}=\left\{m^{2}+C(1-v)^{2} / \alpha_{3}(1-2 v)+C \alpha / \alpha_{3} a^{2}\right\} / a^{2}, c_{8 m}=c_{1 m}, \\
& c_{10 m}=-m\left\{1+C(1+v)^{2} / \alpha_{3}(1-2 v)+C \alpha / \alpha_{3} a^{2}\right\} / a^{2}, c_{12 m}=m\left(C \alpha / \alpha_{3} a^{2}-1\right) / a, \\
& d_{1 m}= C v(1-v) / \alpha_{8}(1-2 v), d_{6 m}=-d_{1 m} / a, \\
& d_{8 m}= m^{2} / a^{2}+C(1-v)^{2} / \alpha_{8}(1-2 v), d_{10 m}=m d_{1 m} / a, \\
& e_{1 m}= m /(1-2 v) a, e_{3 m}=-m \alpha(1+v) /(1-v) a^{2}, \\
& e_{6 m}=-2 m\left\{(1-v)^{2} /(1-2 v)+\alpha / a^{2}\right\} /(1-v) a^{2}-2 \alpha_{3 m} / C(1-v) a^{2}, \\
& e_{8 m}= 2 v m /(1-2 v) a, e_{10 m}=2 m^{2}\left\{(1-v)^{2} /(1-2 v)+\alpha / a^{2}\right\} /(1-v) a^{2} \\
&+2 \alpha / C(1-v) a^{2}, e_{12 m}=2 \alpha_{3} / C(1-v) a-2 \alpha m^{2} /(1-v) a^{3} . \\
& f_{3 m}= m(1+v) /(1-v) a, f_{6 m}=2 m\left\{1 / a^{2}-\alpha_{3} / C \alpha\right\} /(1-v) a, \\
& f_{10 m}= 2\left\{\alpha_{3} / C \alpha-m^{2} / a^{2}\right\} /(1-v) a, f_{12 m}=2 m^{2} /(1-v) a^{2}+2 \alpha_{3} / C \alpha(1-v)
\end{aligned}
$$
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Fig. I. The Surface of Discontinuity.



Fig. 4 a . Strain Response in the Conical Shell. $(\mathrm{s}=5.6 \mathrm{cms})$


Fig. 4b. Strain Response in the Conical Shell ( $\mathrm{s}=5.6 \mathrm{cms}$ )


Fig. 6. Strain Response in the Cylindrical Shell due to a Blast Pulse ( $\mathrm{s}=3.05 \mathrm{~m}$ )






Fig. II. Variation with Position of the Velocity $\left(t_{1}=G_{B} t / \sqrt{\alpha}=5\right)$
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[^0]:    1 The results to follow are readily generalized to nonhomogeneous plates. The general features of the analysis are analogous to those presented here. The complication appears as an algebraic one, due to the fact that the speed of propagation is no longer constant.

[^1]:    ${ }^{2}$ In this analysis we assume that the body forces $\underset{\sim}{f} \underset{\alpha}{ }$ are $C^{\infty}$ and note
    that the continuity of $\underset{\sim}{f}$ has been used in obtaining (2.18) and (2.19)

[^2]:    In actual fact we obtain up to three series of this type for each $\alpha=1,2$, depending upon how many of the wave surfaces $\phi(x, y, t)=0$ make contributions on being crossed in the integration process. 5

    We observe that the solution ${\underset{\sim}{w}}_{\alpha}^{\Delta}$ corresponds to a zeroth order wave, which is inadmissible on physical grounds. However, if we think of this solution as giving velocity (or strain) rather than displacement it raises no conceptual problem.

[^3]:    7 Since there is no coupling, the induction equations make no contribution to the analysis. They are replaced by the approoriate constraint equations. For the case $\mathrm{K} \neq 0$, the transport equation (2.49) for the kink wave does not apply, as it was derived on the basis of $\mathrm{c}^{\infty}$ body forces.

