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Abstract

Despite urbanization benefiting modern society and the people living in the urban

city, the limited public resources, especially parking resources, remain a problem.

Parking pricing acts as a tool to adjust the available resources. A logical question is:

How to use parking pricing to maximize parking resource utilization while optimiz-

ing the parking revenue for parking management? In this MSc thesis, I propose an

architecture that utilizes available public resources while optimizing revenue with pre-

defined restrictions, especially in the parking management field. More specifically, I

first (a) design a data-driven time series based prediction model, and then (b) design a

reinforcement learning based dynamic pricing model to incorporate price restrictions.

Moreover, I also (c) come up with metrics to evaluate the dynamic pricing model,

as well as (d) implement and evaluate the proposed models with real parking data.

Evaluation results show the effectiveness and practicality of my predictive analytics

architecture for dynamic pricing for parking applications.
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Chapter 1

Introduction

This is the era of artificial intelligence (AI) and data science. High volumes of data

are being collected from numerous sources—sensors, payment transactions, traffic

conditions. Afterwards, people try to understand the data they collected and make

use of them. Data science has been purposed to deal with the challenge from the

data. Different skills and areas under data science have been developed:

• Data mining aims to extract useful information and valuable insight such as

patterns from large batches of data.

• AI, on the other hand, provides the ability to make decisions on machines by

utilizing the “smart” algorithms along with the voluminous data.

In daily life, there are problems that can be enhanced with modern technologies,

including AI. For example, the situation exists that the available resources may not

be fully utilized, especially in the parking management field. On the one hand, it

is a typical sensorial that in the urban city people can not find a parking lot easily

2



Chapter 1: Introduction 3

during the peak/rush hours. Drivers are circling around to find the possible parking

lot while wasting time and fuel (or resources). On the other hand, from the parking

management perspective, the parking space will be fully utilized on working days but

most likely will in less use during the night due to the nature of the human activity.

Researchers have come up different approaches to utilize the parking resources

with modern technologies. For example, Zou et al. [ZKWL15] proposed a pricing

mechanism design for parking lot assignment in the information era.

In addition, the smartphone reservation system also has been being widely used

in modern cities. For example, Sheelarani et al. [SASS16] discussed the parking

reservation system with an Internet of Things (IoT) based Intelligent Parking Sys-

tem (IPS). It provides the ability of a user to use an Android application to book

a reservation and make a payment. The researcher also noticed that drivers had

different preferences on the types of parking, such as garage parking vs. curbside

parking [IL15; ZZ16; DYMJ19].

AI has also been applied in this field. For example, Jiang et al. [JWW+18] applied

big data analysis and neural networks to recognize the vehicle plate number, which

is broadly used in the ticketless parking system.

There are only a limited number of researchers who considered the parking chal-

lenge from a parking revenue management perspective. Parking price as a tool, which

can affect the modern traffic system [Sho17], could be used to adjust the demand for

parking resources. Dynamic pricing, on the other hand, is a study that aims to opti-

mize the selling price, has been involved as a method in this situation to balance the

limited resource under dynamic demand. According to Tian et al.’s work [TYWH18],
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the dynamic price could benefit revenue as well as the utilization of parking spaces.

Lei et al. [LO17] developed approximate dynamic programming (ADP) based dy-

namic pricing policy with mathematical programming with equilibrium constraints

(MPEC) model for IPS. The numerical outcome indicates it achieves better system

performance.

However, there is a common condition that exists in real life. Some parking lot

has a policy that specifies the boundary of the parking price. Also, it may restrict

the amount of rate change for each time. For example, the policy may indicate the

maximum allowed parking price; also, each price adjustment should be less than a

certain amount. Since parking is a way of public service, it has to preset the maximum

pricing, which can be treated as the ‘ceiling’ of the price. The ‘ceiling’ of the price is to

guarantee that such a resource is affordable to the public. As a result, how to utilize

the available parking resource so public resources will not be wasted while optimizing

the parking revenue for parking management agencies with predefined ‘ceiling’ has

become a challenge.

1.1 Thesis statement and contributions

In my thesis, I propose an architecture that utilizes the available public resource

while optimizing revenue with predefined restrictions, especially on the parking man-

agement field. In particular, I investigate on the following questions:

Q1. As the available resource fluctuates year over year, can the system adapt itself

to the resource fluctuations?
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Q2. How can we distribute the limited resource to the people that urgently need the

resource?

Q3. How to integrate different policy restrictions into the model (e.g., what if the

policy regulates the final price should be less than a certain amount)?

Q4. After concatenating different components, what would be the best metrics to

evaluate the overall consequence?

To answer these questions, I design a data-driven time series based prediction model

and a dynamic pricing model based on reinforcement learning. I also adapt and

optimize these two models with price restrictions. To measure the performance, I

evaluate these models with real-life data. Hence, my key contributions include:

1. my design of a data-driven time series based prediction model,

2. my design of another dynamic pricing model based on reinforcement learning,

3. my adaptation and optimization of the aforementioned prediction and dynamic

pricing models with price restrictions,

4. my design of evaluation metrics for the dynamic pricing model, and

5. my implementation and evaluation of these proposed models with real data.

This thesis is organized as follows. The next chapter introduces the related back-

ground techniques—especially the time series prediction and reinforcement learning.

Chapter 3 provides the literature review for the dynamic pricing field. Chapter 4

introduces the details of this dynamic pricing architecture for predictive analytic in



6 Chapter 1: Introduction

parking. Chapter 5 discuss the experiment result for this thesis. Finally, Chapter 6

draws the conclusion and discusses future work.



Chapter 2

Background

As this thesis covers two sub-problems (time series prediction and dynamic pric-

ing), I provide some background information on these two sub-problems in this chap-

ter. In particular, for the time series prediction problem, I first describe different

types of time series prediction and then mainly focus on two types—namely, auto-

regressive integrated moving average (ARIMA) and neural network-based time series

prediction. As for dynamic pricing, I describe dynamic pricing with reinforcement

learning.

2.1 Time series prediction

Time series prediction (TSP) approximates a particular duration based on given

sequential observations.

Definition 2.1.1 (Time Series Prediction [HZL+21]) By given a series of tem-

poral related observations xt, we expect to get the predicted result xt+n. It can be

7



8 Chapter 2: Background

expressed as:

xt+n = f(xt, · · · , xt−h) (2.1)

where n, h ≥ 1. The xt+n represents the predictions that can be one or multiple steps.

2.1.1 Auto-regressive integrated moving average (ARIMA)

model

The auto-regressive integrated moving average (ARIMA) model [Ham95] is the

statistical approach that describes the behaviour of a noisy linear dynamical system.

It can represent the time series due to its flexible modelling capability [LHZS16]. It

was initially performed in econometrics by Box and Jenkins [BJ90].

In detail, ARIMA extends the existing auto-regressive moving average (ARMA)

model by the integrated auto-regressive (AR) model with the moving average (MA)

model. The general form of ARIMA model can be expressed as ARIMA(p, q) with

the following equation [STS18]:

xt = c+

p∑
i=1

(φixt−i) + εt +

q∑
i=0

(θiεt−i) (2.2)

where

• c is the constant.

• p represents that the AR model uses the dependencies between the observation

and the number of lagged observations.

• φi indicates the auto-correlation coefficients, and φi 6= 0.
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• εt indicates the Gaussian white noise series.

• q represents the lagged observations of the forecast errors from the MA model.

• θi is a weight applied to the stochastic term in the time series where θi = 1, and

θi 6= 0.

After differentiating the time series from a non-stationary time series into a sta-

tionary time series by the integrated step, the general form of an ARIMA model can

be expressed as ARIMA(p, d, q) [STS18].

ARIMA has been shown its success in multiple fields. For example, Benvenuto

et al. [BGV+20] used the ARIMA model on Johns Hopkins epidemiological data to

predict the coronavirus disease 2019 (COVID-19) trends. Arumugam and Saranya

[AS18] used ARIMA as a statistical approach to making the rainfall prediction. Xu

et al. [XQH10] utilized the ARIMA model to forecast the demand of commodities

after natural disasters.

Despite its success, ARIMA also suffers from few limitations. For example, it is

challenging for a simple ARIMA model to handle the nonlinear relationships between

input variables [STS18]. Note that, in a real-world situation, the relationship be-

tween observations may not be linear. Moreover, existing algorithms for estimating

parameters of ARIMA have to access the entire data set in advance, which may not

adapt to the steaming characteristics of time series data [LHZS16].
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2.1.2 Neural network-based time series prediction

Things have improved with new techniques, especially with the deep learning

models. A simple neural network would enhance things differently.

2.1.3 Recurrent neural network (RNN)

The recurrent neural networks (RNN) are a kind of neural network that handles

sequence data. Unlike the artificial neural network (ANN) (in which the neurons are

all independent of each other), the RNN uses the output from the previous step as

the input for the next step. The main idea of RNN is to make use of the sequential

information from earlier stages. The reason it is called “recurrent” is that it follows

the same logic to handle every element from a sequence. The internal state from RNN

records the information from past input. However, in practice, the limitation of RNN

is that it only remembers the information from a few steps earlier. RNN suffers from

the vanishing gradient problem. As a result, RNN is not the best option for handling

the long sequence data, especially the time series data.

2.1.4 Long short-term memory (LSTM)

The long short-term memory (LSTM), on the other hand, solves the drawback

of the RNN. It is a particular type of RNN with extra components that can learn

long-term sequences. The LSTM unit contains a cell, an input gate, an output gate

and a forget gate. The cell is used to remember the values and connects the modules

from one to another. The gates are the layers mainly used to control and adjust the

content in the LSTM cell. In each gate layer, it produces numbers from the range of
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0 to 1. Note that 0 indicates nothing will be passed while 1 means everything will be

passed without modification.

The forget gate generates numbers between 0 and 1 that are mainly used to control

what information will be ignored. The input gate uses the numbers to decide what

values will be updated. The output gate follows similar patterns as other gates but

in different behaviour. It uses the numbers to decide what values will be filtered.

The LSTM is capable of handling the long sequence data in practice. As a result,

I choose LSTM on my thesis to make predictions.

2.2 Reinforcement learning

Reinforcement learning is the technique that acts as an agent to provide optimal

actions based on a reward function under an environment. It differs from supervised

learning in which the model is trained with the correct result. The reinforcement

learning model has to learn the optimal action that it can take from the experience

by utilizing the rewards. There are several terminologies in reinforcement learning:

• Rewards define how good or bad an action is taken. It is the core of reinforce-

ment learning application. To better define a reinforcement learning problem,

the reward has to be described by the maximization of expected cumulative re-

ward. Once we have the reward, the overall goal aims to maximize the reward.

• An agent can be represented by the reinforcement learning models. It takes

observations from the environment as input and provides the optimal actions

defined by the policy.
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• An action indicates all the possible behaviour that an agent can take under an

environment. The action can interact with the environment and produce the

state.

• Environment indicates the things that agents can interact with. It receives the

action taken by the agent and provides the reward based on the reward function.

• Q function—aka action-value function—calculates the Q value, which measures

the overall expected reward in a state with a specific action.

• A state indicates the relationship between action and the environment. It is

used to decide what happens next.

• A policy maps state with action. It can be used to pick the optimal action for

a state.

• The Bellman equation [SW10] is a method that is used to find the optimal

solution for dynamic programming. It can transform the dynamic optimization

problem into a sequence problem.

2.2.1 Markov decision process (MDP)

By combine all the aforementioned terms together, we can make a simple Markov

Decision Process (MDP) denoted as 〈S,A,P ,R, γ〉 where

• S is a set of states, which contains all the information to decide what will

happen.

• A contains a set of actions agent can take.
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• P is the transition probability matrix which defines the transition probabilities

from all states s to their next state s′.

• R is the reward function

• γ where γ ∈ [0, 1] is a factor to adjust focus in MDP.

Once we have the MDP, we can calculate the reward based on a reward function

with state-value function along with Bellman equation as follows:

vπ(s) = Eπ [Rt+1 + γvπ (St+1) | St = s] (2.3)

where

• s indicates for the state

• E gives the expected value for policy π

• Rt+1 represents to the immediate reward

• γvπ (St+1) represents the discounted value of other state.

– γ indicates the discount factor

– St+1 means the state for time t+ 1.

– vπ (St+1) represents the state value for state St+1 at time t+ 1.

To find the optimal value for maximizing the reward, the Bellman optimality

equation is used:

V ∗(s) = max
π

vπ(s) (2.4)
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where

• s indicates for the state

• V ∗(s) indicates the optimal value for state s

• π indicates the policy

• v indicates the value for the state s that calculated based on the Equation (2.3)

The idea of Equation (2.4) is to find the policy π that brings the maximum value

v for the state s. The optimal value could used to solve the MDP. However, MDP

might be high dimensional in some complex cases, and it is difficult to be resolved.

2.2.2 Q learning

In addition, Q-learning is another approach in reinforcement learning. It does not

need a model. Instead, it utilizes the Q table, which contains the expected future

rewards for actions that can be taken at each stage to find the optimal action that

can be taken for a state.

In more details, the Q value (or the action-value) can be expressed by the equation:

Q∗(s, a) = max
π

E
[
rt + γrt+1 + γ2rt+2 + . . . | st = s, at = a, π

]
(2.5)

where

• E gives the expected value.

• rt refers to the reward at time t.
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• s indicates the state.

• a indicates the action.

• π indicates the policy.

Based on Equation (2.5), the Q value for time t can depend on the rewards from

other times.

As a result, by combining Equation (2.5) with Bellman equation (i.e., Equa-

tion (2.4)), the optimal Q function can be calculated as follows:

Q∗(s, a) = E
[
r + γmax

a′
Q∗ (s′, a′)

]
(2.6)

where

• E gives the expected maximum value

• r indicates the reward

• γ indicates to the discount factor

• Q∗ (s′, a′) represents the maximum Q value for the state s′ of the action a′

2.2.3 Deep reinforcement learning

Deep reinforcement learning, on the other hand, adapts deep learning with the

traditional reinforcement learning concept. Deep Q learning(DQN) [MKS+15] is one

of the most popular deep reinforcement learning approaches. In more detail, instead

of finding the optimal Q value, deep Q learning uses neural networks as the function
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approximator to estimate Q values with the Bellman optimally Equation (2.6). In

more details, it uses three layers of convolutional neural network followed by a fully

connected network to estimate the Q value. It also uses a technique called “Experience

replay“ to stabilize the DQN network.

2.3 Summary

In summary, the time series prediction has shown its power in forecasting related

temporal observations. For instance, the traditional ARIMA is a time series pre-

diction technique that handles time-series observations from a statistical approach

but suffers from the nonlinear observations. On the other hand, LSTM has shown

not only its ability to handle nonlinear observations but also its power in multivari-

ate predictions. Moreover, as an important topic in machine learning, reinforcement

learning mainly focuses on the interaction between the modelled agent and the preset

environment. Deep reinforcement learning, which combines reinforcement learning

with deep learning techniques, has become a widespread technique in the field. As a

type of deep reinforcement learning algorithm, deep Q learning utilizes deep learning

techniques as a function approximator with Q-learning to estimate the Q values to

find the optimal actions for the state.
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Related works

Here, I discuss related works on two techniques (dynamic pricing and reinforce-

ment learning), which are relevant to this thesis.

3.1 Dynamic pricing

The reach for dynamic pricing has been ongoing. For instance, Netessine and

Shumsky [NS02] indicated the dynamic pricing strategy has been applied in different

industries, such as airlines and hotels.

The purpose of dynamic pricing is to adjust the product price dynamically based

on different factors, so that the product is sold to a specific customer on a particular

time and cost, to earn the maximum revenue. Dynamic pricing is highly correlated to

demand, inventory, and price history [Den15]. Among all factors, customer demand

is the most crucial part. Demand could be uncertain or fixed. The inventory, act-

ing as an available resource that sellers can provide to buyers, could also be limited

17
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or unlimited. Price is also an essential part. The seller uses the price as a tool to

manage revenue, while the buyers use price to evaluate the actual needs. In recent

years, the dynamic pricing strategy has been widely applied in different fields with

more enhancement on newer technologies. For example, Airbnb uses a customized

regression model to take advantage of a binary classification model with the regres-

sion model, to predict user’s booking action to optimize the price to maximize the

revenue [YQC+18].

In recent years, with the new technologies such as the internet of things (IoT) used

in the parking management field, the concept of ‘smart parking’ has been applied and

continuously changed the parking management methods. Parking authority is able

to know the real-time parking availability by using the internet of things. Online

booking and availability checking were also developed in the past couple years.

The usage of newer technologies provides a dynamic management of parking re-

sources, which then leads to dynamic pricing. For example, Zheng and Gerolim-

inis [ZG16] developed an Macroscopic Fundamental Diagram (MFD) multi-modal

traffic modeling approach to capture congestion at network level for car and bus and

integrated with a parking model with pricing strategies.

Mackowski et al. [MBO15] tried to bring the concept from the Stackelberg leader-

follower game model theories and converted it into a dynamic Mathematical Program

Equilibrium Constraints (MPECs). This model provided a reasonable estimate for

the market response, but may need to incorporate stochasticity in demand and user

behaviour. Besides, solving the MPEC problem is another challenge due to the nature

of MPEC problems.
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Other than MPEC, approximate dynamic programming (ADP) has also being

studied, which was able to solve this dynamic pricing parking challenge. ADP takes

advantage of simulation techniques and parametric approximations to provide the

estimate. Lei and Ouyang [LO17] brought up a non-myopic ADP approach along

with the bi-level MPEC model to show the effectiveness of this method.

However, the approaches above are heuristics, which means the solution is case

by case. The performance of a system might be affected by optimization error. Be-

sides, solving the complexity of dynamic pricing problems, especially the dynamic

programming part, is also a challenge. As a result, other approaches appeared.

3.2 Reinforcement learning

Reinforcement learning (RL) is one of the popular techniques, which takes ad-

vantage of the mathematical model with multiple variables. It is an agent-based AI

algorithm that uses agents to optimize actions. In general, reinforcement learning can

be formalized into a Markov Decision Process (MDP) as discussed in Section 2.2.1.

Value function based approaches try to solve the MDP by finding the optimal value

for a given state.

Q-learning is a value function based approach. Based on the given state and all

successive steps, it can estimate the optimal action-value function from existing finite

MDP.

Deep Q-learning [MKS+13] uses the deep convolutional neural network as a non-

linear function approximator to represent the action-value function. It enhances the

ability to support large amounts of actions.
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Moreover, double deep Q-networks (double DQN) [vGS16] has been explicitly pro-

posed focusing on reduced overestimation bias. For example, Rainbow [HMVH+18]

combines the advantages of the following:

• distributional RL [SJLS00],

• multi-step learning [MKS+15],

• prioritized replay [SQAS16],

• double DQN (or DDQN) [vGS16],

• dueling DQN [WSH+16], and

• noisy net [FAP+18]

to provides enhanced performance. Policy search based approach is another strategy

to solve an MDP. It aims at directly finding the optimal policies, usually by gradient-

free or gradient-based methods.

Furthermore, the following used a trusted region to restrict the optimization steps:

• Trust Region Policy Optimization (TRPO) [SLA+15],

• Asynchronous Advantage Actor-Critic (A3C) [MBM+16],

• Proximal Policy Optimization (PPO) [SWD+17], and

• Soft Actor Critic (SAC) [HZAL18].

It can prevent policy updates being too extensive from previous policies.
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Reinforcement learning is wildly used in areas such as nature language processing,

motion control, recommendation system, etc. [GHLL17; LC17; SSS+17; ZZZ+18;

KSRR19].

Demand response is another popular field that was involved with reinforcement

learning. For example, Rana and Oliveira [RO15] found that different products may

have interconnections with each other. Increasing the price or demand of product A

may affect the demand of product B. Therefore, the researchers proposed a reinforce-

ment learning Q-learning model to focus not only on the individual product, but also

on multiple products. The result of this model showed its success on maximize the

expected revenue of interdependent products and also optimal pricing of perishable

interdependent products.

Kara and Dogan [KD18] connected reinforcement learning with an inventory man-

agement system of perishable products. It utilized Q-learning and Saras algorithm

to balance the random demand of perishable products with deterministic lead time.

In this system, a stock-based policy was used to replenish stock based on stock level,

and an age-based policy was used to represent the inventory level and stocked item

age.

Lu et al. [LHZ18] used reinforcement learning to study a smart grid system. The

nature of the grid system indicated that people may have a high demand for electricity

during day time, but have low demand during night. Also, industry and residency may

take different priorities in demand. A reinforcement learning system was brought up

based on the service provider’s profit and customer’s cost, to manage the relationship

between supply and demand.
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Mocanu et al. [MMN+19] built energy optimization based on deep Q-learning

and deep policy gradient, to solved the same sequential decision problem and on-line

scheduling of energy resources at the building level and the aggregated level.

3.3 Summary

In summary, reinforcement learning has shown its potential to the dynamic pricing

system, and has been widely used on resource distribution and allocation systems

such as the smart grid. On the other hand, the dynamic pricing system focuses on

allocating the resource to urgent needs. Combining reinforcement learning along with

dynamic pricing provide the ability to take care of the change of demands for limited

resources.
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My dynamic pricing system

In this M.Sc. research on dynamic pricing systems, I am solving the following two

questions: (a) As the available resource fluctuates year over the year, can the system

adapt itself to the resource fluctuations? (b) As the system may take restrictions

and these restrictions may change over time, can the model dynamically adapt to

the constantly changing restrictions? To answer these questions, I propose in this

chapter a system that consists of the following components: (a) a dynamic pricing

system structure that utilizes artificial intelligence models, especially the machine

learning-based time series prediction model; and (b) a reinforcement learning-based

price control unit to address the questions above. The data set has been discussed in

Chapter 5.

23
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4.1 System overview

The main objective of this dynamic pricing system is aggregating multiple sources

as the inputs then feed into the price control unit. One major source of inputs is

the time-series based prediction. As a result, the dynamic pricing system comprises

two components: the time series based prediction and reinforcement learning based

dynamic pricing adjustment.

To elaborate on dynamic pricing, I introduce the content from time series predic-

tion to provide a reference for the reinforcement learning model. It takes n inputs

from historical data and produces n predictions. I use machine learning techniques,

peculiarly the long short term memory model, to make the prediction.

As for the second part of the system, the price control unit will take into account

the restrictions and inputs then provide the price adjustments. The core of the

price control unit utilizes the advantages of reinforcement learning, especially deep Q

learning, as the controller. It has the ability to find the optimal price based on the

given equation. It will take several sources as inputs.

4.2 Time series prediction

Time series analysis and prediction have been developed for years. Several algo-

rithms had been proposed, which have been discussed in Chapter 3. Here, I use the

long short term memory (LSTM) as the main technology to process the time series

data.

By comparing the traditional time series analysis techniques (e.g., ARIMA), LSTM
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has several advantages which outperform ARIMA:

1. LSTM has been proofed LSTM with better performance on forecasting.

2. Due to the nature of recurrent neural network structure, it can take multiple

parameters. As a result, it can be used for multivariate prediction.

Overall, I am using the time series analysis technique, especially the long short-term

memory, to capture the temporal structure in time series data meanwhile make a

prediction based on the temporal correlations.

4.2.1 LSTM model variants

I have three LSTM variants in my thesis—namely, the Encoder-Decoder LSTM,

Stack LSTM and Vanilla LSTM:

1. The Vanilla LSTM is the simplest LSTM variant. It has three layers:

(a) The first layer is an LSTM layer with 200 neurons.

(b) The second layer is the dense layer with 100 neurons.

(c) The last layer is a dense layer with the same number output as the period

date.

For example, if the forecasting period is 7 days, the output in the last layer

should be 7. Both first and second layers use rectified linear unit (ReLU) as the

activation function.

2. The stack LSTM variant has three layers:
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(a-b) The first two layers are the LSTM layer with dropout. Both of them have

100 neurons. They also use the ReLU as the activation function.

(c) The last dense layer follows the number of period dates as the output.

3. The encoder-decoder LSTM variant has five layers:

(a) It starts with a bi-directional LSTM with 200 neurons.

(b) The second layer is the RepeatVector layer from TensorFlow. It adds an

extra dimension to the data set.

(c) The next layer is the bi-directional LSTM layer.

(d) The fourth layer is the time distributed wrapped dense layer.

(e) The last layer is another time distributed wrapped dense layer.

The activation functions for encoder-decoders are ReLU.

4.2.2 Prediction period

To better discover the temporal correlations in the data set, I split the data based

on time duration t. I define this time duration as a prediction period. For example,

I will obtain a data set that contains 52 arrays if I process one year of data with a

time duration has set to 7 (where t = 7). Each array in the new data set will contain

seven elements. On the other hand, I will get a data set of 12 × 30 if I process the

one-year data with t=30. It can be expressed as follows in the equation:

d(n/t, t) = fperiod(n, t) (4.1)
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where

• n is the number of data in the data set, and

• t indicates the prediction period.

By utilizing the LSTM, I can make use of the algorithm to predict the trends based

on different time duration. The prediction period can be varied based on the charac-

teristic of the data set.

Example 4.2.1 Let us set the period date t to 7 days, which means the model will

make a weekly prediction. Consider two time series capturing the first two weeks of

bookings for parking. If there were 10 and 8 bookings for the first day of the first

two weeks, then my algorithm predicts that there will be 9 bookings for the first day

of the third week.

4.2.3 Weighted ensemble prediction

With the contributions of the prediction period, I can reveal the trends in different

periods. The prediction from different periods will indicate the tendency based upon

time interval. However, different time intervals will lead to extra flexibility, and

robustness [AA12]. None of tendency that have flexibility and robustness can achieve

uniformly best forecasts [AV16]. Also, since the prediction will be used for the price

control unit, multiple predictions based on various time duration will be aggregated

into a single but more precise prediction. It would benefit the down streams of the

system.
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The weighted ensemble is a common technique used in time series forecasting.

It can combine forecasts from conceptually different methods, which enhance overall

precision [AA12].

To enhance the prediction precision and merge the predictions, convex combina-

tion weighted ensemble technique has been used in the system. It can be expressed

as follows:

x̄ = fensemble(w, x) = (w1 × x1) + . . .+ (wn × xn) (4.2)

where

• wi indicates the weight for i-th prediction.

• xi indicates the i-th prediction value located from the prediction.

• n indicates the number of predictions.

Example 4.2.2 Consider two time series, in which (a) one capturing four weekly

bookings for parking and (b) another one capturing a monthly booking for parking.

With weights w1=0.7 and w2=0.3, if there were x1=10 bookings on the first day of

the first week and x2=14 bookings on the corresponding first day of the month, then

my algorithm predicts that there will be x̄ = 0.7× 10 + 0.3× 14 = 11.2 bookings on

that day.

4.2.4 Algorithm for time series prediction

The time series prediction can be expressed as Algorithm 1. The algorithm takes

normalized time series data as the input. The first step from lines 1-3 utilizes Equa-
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tion (4.1) to transfer the normalized data into time series entries based on the pre-

diction period. The actual prediction is made in the second step from lines 4-17.

Each prediction period data set are used to make prediction and saved for the next

step. In the second step, I first split the data into training and test data sets. I use

80% of the data as the training data set and the remaining 20% as the test data set.

Then, the algorithm creates and trains the LSTM model with the training data set

in line 8. Also, it accepts different parameters that affect LSTM model accuracy.

The next step after the model has been trained is walking forward prediction which

if from lines 9-17. It takes steps from the test data set and makes predictions. Each

prediction it made should equal to the length prediction period. For example, the

prediction should be 7 if the prediction period set to 7. At the end of the walking

forward prediction, predictions based on different prediction periods will be saved.

The last step of the prediction algorithm is to ensemble the predictions (lines 18-21).

In more details, I generate an array with a preset step n. The elements in the array

fall into the range of [0, 1]. For example, the number will be [0, 0.01, 0.02, 0.03, . . .,

1]. Then, I use brute force to generate the convex combinations from previous array

based on the condition that the sum of the convex combination should always less

than or equal to 1, i.e., [0, 1]. Next step, Equation (4.2) makes use of a series of convex

weight to merge multiple predictions into one final prediction. Example 4.2.2 reveals

the detail of this step. The convex combinations that provides the best performance

will be used as the selected combination for future use.
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Algorithm 1: Time Series Prediction

Data : Normalized Time Series Data Set, Prediction period

Result: Merged Prediction

1 for t ∈ prediction period do

2 period data sets ← fperiod(n, t)

3 end

4 prediction ← ∅

5 for data ∈ period data sets do

6 train, test ← data

7 # Train the model

8 model ← ffitLSTM
(train, params)

9 # Walking forward prediction

10 history ← ∅

11 for entry ∈ test do

12 history.append(entry)

13 yhat ← fforecast(model, history)

14 prediction.append(yhat)

15 end

16 predictions.append(prediction)

17 end

18 # Ensemble predictions

19 Ensembled prediction ← fensemble(predictions, weights)

20 MAPE ← mean absolute percentage error(Ensembled prediction, test)

21 return (Ensembled prediction, MAPE)
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4.3 Reinforcement learning for dynamic pricing

In studying dynamic pricing, determining the best price for customers based on

the estimated demand while under policy restriction is the challenge. In this section,

I solve the following questions:

1. How can we distribute the limited resource to the people that urgently need the

resource?

2. How to integrate different policy restrictions into the model (e.g., what if the

policy regulates the final price should be less than a certain amount)?

In this section, I propose the price control unit. The price control unit is the

primary function of this application. It utilizes the reinforcement learning model,

especially Q-learning. More specifically, I convert the problem above into a Markov

Decision Process (MDP) with a tuple 〈S, β,A,P ,R, γ〉.

In my thesis, the price control unit will take demand estimation as input on behalf

of the state change. Then, the price control unit uses the Q value function to evaluate

the state change and provide the state-action value (Q-value). The optimal Q value

function should be able to provide the maximum return.

4.3.1 State space

The state’s space contains all the possible states of the environment. In this thesis,

the state will be the parking price. As the result, we define state space S as follows:

S = s (4.3)
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where s ∈ Q+.

4.3.2 Action space

The action space demonstrates all the possible actions that this model can take.

As I apply this technique to the parking management field, the possible action in this

situation to limit to three types of action—namely, price increase, price drop, price

hold:

• Price hold will hold the current price without change.

• In contrast, price increase and price drop will update the current price to a

higher or lower price.

Here, I introduce two variables to define the available actions better:

1. The minimum price change amount m.

2. The price change step n.

The price adjustment amount falls into the range of the magnification of the minimum

price change with the price change step, i.e., [−m×n,+m×n]. For example, if we set

the m=$1 within n=5 steps, then the price can be increased from [+$1, +$5] while

the price drop will be in the range of [−$5,−$1].

In this thesis, we used the action space A as follows:

A = n ∗m (4.4)
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where m,n ∈ Q. Moreover, the summation of n ∗m with current price p should in

the range of price restriction.

Rlower ≤ n ∗m+ p ≤ Rupper (4.5)

where

• R indicates the price restriction

• p indicates the current price

4.3.3 Reward space

Reward function is one of the most important parts in dynamic pricing model. It

can quantified multiple given variables by given formula. Also, it provides the ability

to evaluate how good is the state used for enhancing the model.

Since the reward function is the core function in the system, the equation is able

to adapt the actual use case. To elaborate, mathematically, consider the following

parameters:

• adjustment ceiling (maximum) εm

• estimate demand duration δ

• time slot t

• type of parking lot v

• total parking resource n
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• total revenue R

• parking resource threshold h

• available parking resource θ

Then, the reward function fulfills the follows:

1. Take the prediction of the estimated demand duration δt at time slot t.

2. Provide the price adjustment amount εt,v for time t at type of parking lot v ,

under a preset parameter εm which indicates the price ceiling.

3. Maximize the revenue R based on demand and cost, taking into consideration

of time range [t,T ] with number of parking resource [n, N ] and types of parking

lot [v, V ].

Moreover, we also incorporate the constraints:

1. estimated demand duration δ should be within the available resource θ,

2. available resource should be at most the difference between total resource n and

the preset parameter threshold h (i.e., n− h), and

3. cost parameter εt,v should be at most the preset parameter cost ceiling εm.

More formally, to express the problem in a formula:

R =
V∑
v=1

T∑
t=1

N∑
n=1

εt,v · δt (4.6)

such that 0 ≤ δt,c ≤ θ = n− h (4.7)

0 ≤ εt,v ≤ εm (4.8)
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where

• εt,v indicates the daily parking rate, and

• δt indicates the duration of the customer parking.

• δt,v indicates the duration of the customer parking for a specific parking facility.

Combine them together, I get the earnings for this parking event εt,v · δt. By given

the reward function, I get the total earnings:

V∑
v=1

T∑
t=1

N∑
n=1

(εt,v · δt) (4.9)

based on the accumulation individual earnings with types of parking lot V , the du-

ration of parking T , and the number of parking lot used N .

To define the reward function, one may attempt to apply the discrete finite Markov

Decision Process (MDP) based on the demand function created in the previous step.

The MDP contains a tuple 〈S, β,A,P ,R, γ〉 with reward function (where β ∈ Z+

indicates the sets of available parking price):

R (s, a, s′) =


1 if Rs > 0

−1 if Rs < 0

0 otherwise

(4.10)

where

• s ∈ S,

• a ∈ A, and
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• s′ ∈ S.

The goal of using reinforcement learning is to learn to choose a sequence of actions

that can obtain optimal actions to gain maximum rewards. However, the reward in

Equation (4.10) is not accurate enough to reveal the changes on earning. For example,

the $10 and $200 extra earning shows the same reward.

To enhance it, I define the reward function as follows. Since the earnings price

already show the numerical difference, I can simply use the earnings as the reward.

The resulting reward function would be:

R (s, a, s′) =
V∑
v=1

T∑
t=1

N∑
n=1

(εt,v · δt) (4.11)

where

• s ∈ S,

• a ∈ A, and

• s′ ∈ S.

• εt,v indicates the daily parking rate, and

• δt indicates the duration of the customer parking.

4.3.4 Algorithm for price control

Here, I demonstrate the logic of the pseudo-code which refers to Algorithm 2. For

each epoch, the algorithm has to reset the state and adjustment and initiate a time

series data set that shows in lines 1-4. Since the price control unit does not have
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a clear termination condition, it stops at the end of time series data. Hence, the

for-loop in line 5 stops at the end of time series data.

Lines 6-8 stand for the actual logic to update the model and make a price adjust-

ment. It picks an action from the state-action pair (Q-values). Then, it evaluates the

action-based picked action and the prediction from time series. The reward function

provides the reward and next state-action. A numerical example of lines 6-8 is shown

in Example 4.3.1.

Example 4.3.1 My dynamic pricing model uses the state information retrieved from

the previous state, especially the daily parking price (i.e., p = $12). Meanwhile, the

model reads the predicted number of daily bookings (i.e., ts = 18 bookings). Then,

the model calculates both the reward and the next state based on p and ts. By doing

so, the model provides the price adjustment adj = $4. The consequent daily parking

price will become adj + p = $12 + $4 = $16.
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Algorithm 2: Price Control Unit

Data : Time Series Prediction Data Set

Result: Price adjustment

1 for e ∈ epoch do

2 state ← Environments

3 ts ← Time Series Data Set

4 adjustment ← ∅

5 for i = 1, size of time series do

6 action ← Q(state[i])

7 reward, state′ ← R(action, ts[i])

8 adjustment ← state′

9 end

10 end

4.4 Summary

To summary, my proposed dynamic pricing system utilizes artificial intelligence

models. These include (a) the machine learning-based time series prediction model

and (b) reinforcement learning-based price control unit. In more details, the predic-

tion on the number of bookings for parking was made based on three types of LSTM

variants on different periods. Ensemble techniques were merged to the time series

data to aim for optimal predictions on the number of bookings.

As for the price adjustment model, I defined all the action space, state space and

reward space. Here, the action space captures three types of actions: price increase,
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price hold, and price decrease. The state space captures numerical value. Finally, I

designed the reward function based on the requirement or constraints. The results

predict the price adjustments, and thus their impacts on the extra profile (or loss).
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Evaluation

The experiments have been split into three parts. First, I introduce the data

set and experiment environment. Then, I bring in the experiments for time series

analysis. In the end, I introduce the outcomes from the overall model.

5.1 Experiment setup

5.1.1 Data set

The primary data set I used is a real-life parking data set from a mid-sized Cana-

dian airport. The data contain 25,144 rows of records capturing parking information

from January 15, 2015 to February 29, 2020 inclusive, for a total of 1,884 days.

The data set contains three types of parking lots which can be treated as three

separate data sets. They are

1. parkade (PKD),

40



Chapter 5: Evaluation 41

2. economy parking lot (ECO), and

3. valet parking (VAA).

Each type of parking lot has its charging standards. Each record from the data set

stands for an individual parking booking from the customer. The record contains

booking time, arrival time and booking duration. In this experiment, I mainly use

arrival time for a prediction.

5.1.2 Data pre-processing

I applied few data prepossessing techniques to massage the data. I utilized min-

max techniques to normalize the data. Min-max is mainly used for feature scaling.

The main feature of min-max is to map the values from different scales under a

standard scale. It benefits algorithms that use the Euclidean distance from unified

scales. It follows the the following equations:

Xscaled =
x′ − Vmin
Vmax − Vmin

(5.1)

where

• x′ represents each value that need to be processed,

• Vmax is the maximum of the given range, and

• Vmin is the minimum of the given range.

In addition, I extracted the number of user arrivals per day from the booking data

set since the prediction is on a daily basis. By the end of this process, I have collected
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three data sets indicating each parking lot type. Each data set contains 1884 rows of

data representing the number of booking for this data set for that day. To follow the

best practice for prediction, I split the data set into three portions:

• 64% data for training,

• 16% data for validating, and

• 20% of the data for testing.

5.1.3 Experiment environment

The program is mainly implemented in Python with TensorFlow 2.0 [AAB+15]

and scikit-learn library [PVG+11]. The research utilizes the AWS P2 xlarge in-

stanc [Ama21] as the experiment machine. AWS P2 xlarge instance has one NVIDIA

K80 GPU, four vCPU cores and 61 Gib memory. The operation system on the AWS

P2 xlarge instance is Ubuntu 18.04 LTS.

5.2 Time series analysis

5.2.1 Parameters

The LSTM variants have multiple hyperparameters, such as the basic time steps

and batch size. Since we have three data sets, the best hyperparameter may vary

from data set to the data set. As a result, I pick the best parameters in range as

shown in Table 5.1. In addition, I also automated the hyperparameter optimization

process by using the grid search [LBL04] method.
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Table 5.1: Parameters for the LSTM

Param Name Content
Batch size 32, 128, 512
Optimizer Adam, Nadam
Epochs 500, 1000, 1700
Dropout rate 0.1, 0.2
Loss MAPE, RMSE

Other than the parameters listed from Table 5.1, I follow the recommended pa-

rameters from TensorFlow for the optimizers listed in Table 5.2 for the Adaptive

Moment Estimation (Adam) variants.

Table 5.2: Adam optimizer variants

Optimizer Type α β1 β2 ε
Adam 0.001 0.9 0.999 1.00E-07
Adamax 0.001 0.9 0.999 1.00E-07

5.2.2 Evaluation metrics

To better evaluate the outcomes, especially the accuracy of the forecast, I applied

multiple evaluation metrics:

• mean absolute error (MAE):

MAE =
1

n

n∑
i=1

|fi − yi| (5.2)

indicates the measures from predictions with actual data. Here, (a) fi stands

for the forecast value and (b) yi stands for the actual value.
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• Root Mean Square Error (RMSE):

RMSE =

√∑n
i=1 (yi − fi)2

n
(5.3)

which indicates the standard deviation of the prediction errors.

• mean absolute percentage error (MAPE):

MAPE =
100

n

n∑
t=1

∣∣∣∣yt − ftyt

∣∣∣∣ (5.4)

which is a percentage error for revealing how accurate a forecast system is.

Low values for MAPE, MAE and RMSE indicates high accuracy.

5.2.3 Results and discussions

To better understand the prediction result for the LSTM time series forecasting,

I also introduced the Autoregressive Integrated Moving Average Model (AIMAM) as

the baseline. I also follow the suggested parameters ARIMA model. Since I have

applied the ensemble techniques, the ARIMA predictions also got merged with a

convex factor into an individual forecasting.

The experiment has employed multiple periods for individual forecasting. In more

details, I used 7, 30, 60, 120 days for forecasting. The seven-day prediction from

Table 5.3 shows that Encoder-Decoder achieves outstanding results in VAA and PKD

data sets. Encoder-Decoder had at least 23.5% error less than the baseline. Stack

LSTM also gets the best results in the ECO data set. The 30-day prediction from
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Table 5.4 shows that ARIMA outperforms other models on the ECO and PKD data

set. Encoder-Decoder still achieves the best results in the VAA data set. The 60-day

prediction from Table 5.5 shows that Vanilla achieves the best results in VAA and

PKD data set while Encoder-Decoder decreased at least 22.4% error than the Vanilla

in ECO data set. The 120-day prediction from Table 5.6 shows that Encoder-Decoder

achieves outstanding results in VAA and PKD data sets. Encoder-Decoder had at

least 23.5% less error than the baseline. Stack LSTM also gets the best results in the

ECO data set.

By comparing the outcomes from periods refers to Tables 5.3, 5.4, 5.5 and 5.6, I

observed that the 30 days periods has the largest error among all four tables. Be-

sides, the seven days predictions have the lowest forecasting error, which has the best

prediction result. Other than that, the baseline ARIMA shows the ability to predict

on 30 days data where all other LSTM variants shows a lousy performance. However,

since 30 days has the most significant error among all predictions, that may mean

30-day prediction may not represent the nature of the human activity. It may not be

a good prediction option.

Among all three LSTM variants, the encoder-decoder provides the best predic-

tions. Surprisingly the Vanilla LSTM has a better result than Stack LSTM in most

cases. This may because of overfiting in the training process. Adding a dropout layer

may change the situation.

Other than that, I use the MAPE and RMSE as the loss function while using the

MAE, MAPE and RMSE as the evaluation metric. However, the outcomes indicate

that most predictions achieve minor errors in metrics with MAPE as the loss function.
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As a result, MAPE has been chosen as the major evaluation metric.

Table 5.3: Evaluation of time series analysis with period = 7 days

Model dataset period RMSE MAPE MAE
ARIMA (baseline) VAA 7 0.089 48.946 0.058
My Encoder Decoder LSTM VAA 7 0.102 38.690 0.063
My Stack LSTM VAA 7 0.151 145.591 0.114
My Vanilla LSTM VAA 7 0.087 41.089 0.058
ARIMA ECO 7 0.131 26.503 0.101
Encoder Decoder ECO 7 0.135 27.823 0.103
Stack ECO 7 0.126 26.003 0.096
Vanilla ECO 7 0.128 26.454 0.098
ARIMA PKD 7 0.193 37.018 0.108
Encoder Decoder PKD 7 0.153 28.311 0.084
Stack PKD 7 0.154 37.816 0.094
Vanilla PKD 7 0.187 30.820 0.098

Table 5.4: Evaluation of time series analysis with period = 30 days

Model dataset period RMSE MAPE MAE
ARIMA VAA 30 0.158 98.061 0.118
Encoder Decoder VAA 30 0.180 88.445 0.143
Stack VAA 30 0.181 89.368 0.144
Vanilla VAA 30 0.205 196.667 0.151
ARIMA ECO 30 0.195 43.259 0.150
Encoder Decoder ECO 30 0.212 44.075 0.160
Stack ECO 30 0.212 43.474 0.159
Vanilla ECO 30 0.241 54.248 0.182
ARIMA PKD 30 0.199 73.432 0.139
Encoder Decoder PKD 30 0.337 185.548 0.256
Stack PKD 30 0.289 79.406 0.189
Vanilla PKD 30 0.312 120.443 0.221
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Table 5.5: Evaluation of time series analysis with period = 60 days

Model dataset period RMSE MAPE MAE
ARIMA VAA 60 0.187 113.239 0.129
Encoder Decoder VAA 60 0.181 84.126 0.129
Stack VAA 60 0.204 196.999 0.151
Vanilla VAA 60 0.143 75.712 0.116
ARIMA ECO 60 0.288 70.764 0.235
Encoder Decoder ECO 60 0.221 46.350 0.167
Stack ECO 60 0.287 75.609 0.231
Vanilla ECO 60 0.253 59.795 0.199
ARIMA PKD 60 0.302 94.777 0.214
Encoder Decoder PKD 60 0.345 200.000 0.266
Stack PKD 60 0.233 65.842 0.176
Vanilla PKD 60 0.264 60.152 0.165

Table 5.6: Evaluation of time series analysis with period = 120 days

Model dataset period RMSE MAPE MAE
ARIMA VAA 120 0.185 112.181 0.155
Encoder Decoder VAA 120 0.152 83.669 0.137
Stack VAA 120 0.153 67.554 0.098
Vanilla VAA 120 0.205 198.957 0.151
ARIMA ECO 120 0.148 30.361 0.113
Encoder Decoder ECO 120 0.281 77.632 0.236
Stack ECO 120 0.282 76.503 0.234
Vanilla ECO 120 0.255 62.367 0.205
ARIMA PKD 120 0.212 78.335 0.167
Encoder Decoder PKD 120 0.277 67.347 0.174
Stack PKD 120 0.344 198.892 0.266
Vanilla PKD 120 0.273 67.767 0.173
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5.2.4 Ensemble results

The overall ensemble forecasting results for each data set are as below:

Table 5.7: Ensemble predictions

Data set Model RMSE MAPE MAE
VAA ARIMA (baseline) 0.087 50.731 0.056
VAA LSTM 0.072 36.346 0.050
ECO ARIMA 0.129 29.117 0.099
ECO LSTM 0.126 26.003 0.096
PKD ARIMA 0.186 40.923 0.102
PKD LSTM 0.153 28.311 0.084

From Table 5.7, I obtained that LSTM led to 10.7% lower error than ARIMA in

MAPE for ECO. Meanwhile, PKD led to 34.87% lower, and VAA led to 14.5% lower

in MAPE error. By comparing the ensemble outcomes with individual predictions,

the ensemble result has shown a 6% decrease in MAPE error in the VAA data set.

The ensemble techniques work as expected.
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Figure 5.1: Results of LSTM prediction on the number of bookings for the VAA data
set
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Figure 5.2: Results of LSTM prediction on the number of bookings for the ECO data
set
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Figure 5.3: Results of LSTM prediction on the number of bookings for the PKD data
set

Figures 5.1, 5.2 and 5.3 show the comparison of LSTM ensemble predictions,

ARIMA ensemble predictions and the actual data plotted in testing data sets. From

the plotting, I observed that LSTM predictions for all three data set follow a similar

pattern as actual data. In more details, LSTM results in Figure 5.1 for VAA data set

has missed the peak at 2019 Christmas because holiday does not count as an impact

factor for bookings. The data from all three types of data sets show a severe decrease

because of the COVID-19 situation.

To summarize, the forecasting from LSTM outperforms the ARIMA in all three

data sets.
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5.3 Dynamic pricing

5.3.1 Model selection

It used the Double Deep Q network [vGS16]. There are four dense layers that

exist. The first dense layer has 24 neurons. The second dense layer has 48 neurons,

while the third has 96 neurons. All of them use ReLU as the activation function. The

last dense layer has three neurons along with a linear activation function.

Regarding the model parameters, I set the learning rate to 0.001, batch size at 64,

I chose Adam as the model optimizer. I followed the suggested parameters for the

optimizer as showing in Table 5.1.

5.3.2 Parameters

There are multiple parameters have been set for this experiment. Expressly, I

have set the price adjustment range from $0 to $7, i.e., [$0, $7]. It follows the same

test data set as time-series predictions which starts from May 2019 till Feb 2020.

The episode has been set to 2000. The discount factor γ has been set to 0.96. It

will be used in the Bellmen equation (Equation (2.6)) to find the optimal policy.

5.3.3 Evaluation

Since the reinforcement learning on the price adjustment does not have a direct

evaluation metric, here I have to find a different approach to evaluate the outcome for

the application. Consider the purpose of the adjustment unit is to adjust the price

and make a profit, I evaluate the price adjustment unit by checking the earnings.
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5.3.4 Results

Table 5.8: Price adjustment unit earnings

Month VAA($) ECO($) PKD($)
2019-May 532.60 2,173.30 1,169.90
2019-Jun 4,249.20 18,725.15 904.25
2019-Jul 6,565.10 20,693.95 3,500.40
2019-Aug 12,354.10 12,911.50 16,404.45
2019-Sep 5,194.80 16,406.75 29,865.65
2019-Oct 2,074.45 3,666.20 13,529.90
2019-Nov 9,620.70 1,860.20 13,210.00
2019-Dec 8,197.00 2,198.35 11,155.80
2020-Jan 36,894.15 9,698.00 29,067.95
2020-Feb 22,601.40 17,930.45 59,209.60
SUM: 108,283.50 106,263.85 178,017.90

Earnings unit in Canadian dollar ($)

I have grouped the outcomes for this component in Table 5.8. From the sum of

the table, I find out the overall results meet the expectations.

In more details, the earnings for VAA were relatively high in 2019 August, Novem-

ber, December and January 2020. The earnings for ECO data set relatively high in

2019 July, September and 2020 January and February. The earnings for PKD data

set relatively high in 2019 September, 2020 January and February.

By comparing the high earning period with the actual data for VAA and PKD,

the 2020 January has higher earnings than 2019 December. The main reason is that

bookings start increasing in the second half of December due to the Christmas holiday.

Meanwhile, people prefer taking flights in the whole of January and February due to

the cold weather.

ECO data set represents the economic parking lot. From the ECO data set result, I

observed that people have high demands in summer time (June and July), September,



54 Chapter 5: Evaluation

and February 2020. Summer and September are the best time in the year for travel,

while February is the spring break in schools. This may indicate economic parking

lot parking users will choose the best time for travel.

Figure 5.4: Results of double deep Q network prediction on price adjustment for the
VAA data set

Price in Canadian dollar ($)
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Figure 5.5: Results of double deep Q network prediction on price adjustment for the
ECO data set

Price in Canadian dollar ($)
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Figure 5.6: Results of double deep Q network prediction on price adjustment for the
PKD data set

Price in Canadian dollar ($)

Besides, by comparing the earnings with price adjustment by the timeline in Fig-

ures 5.5, 5.4 and 5.6, I observe that price adjustment will effectively bring the earnings.

For example, the price increment from $0 to $7 brings in earnings over $2000 per day

in 2020 February in PKD data set. However, the price adjustment from $0 to $7 for

the VAA data set in July 2019 only brings in less than $1000 earnings. The reason

behind this is that the algorithm may be too sensitive to fluctuations. This can be

an enhancement work in the future.

To summarize, the price adjustment unit can adjust the price based on predictions
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and bring in more earnings under restrictions.

5.4 Summary

In summary, I evaluated our models. The booking estimate unit utilizes the time

series prediction to make the forecasting. Specifically, it utilized three LSTM variants

for the predictions with different periods. Then, I used convex ensemble techniques

to merge the predictions into one prediction that outperformed other individual pre-

dictions. To better evaluate the quality of the LSTM, ARIMA was introduced as

the baseline. Performance was measured by the MAPE as the evaluation metric.

Evaluation results indicated that the LSTM prediction outperformed the ARIMA on

all three parking lots. Specifically, the ensemble technique for ECO and PKD data

sets follows the same prediction as the 7 days prediction. However, the VAA data

showing ensemble technique had 6% less error than the 7 days prediction in MAPE

error. As for the price adjustment unit, I used profit as the evaluation metrics. The

monthly outcomes show that, as expected, all of the three parking lots were making

profits. Moreover, the data also showed that ECO parking lot users preferred to use

the parking lot during the holiday season (e.g., July, Spring break) while PKD and

VAA earned more in August and January.
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Conclusions and future work

6.1 Conclusions

In my thesis, I proposed an architecture that utilizes the available public resource

while optimizing revenue with pre-defined restrictions, specifically on the parking

management field. The architecture has two components: the time series based book-

ing estimate unit and the reinforcement learning based price control unit. I used a

real-life parking data from a mid-sized Canadian airport. It consists of 25,144 rows

of records capturing three types of parking from January 15, 2015 to February 29,

2020, for a total of 1,884 days. In more details, I designed an LSTM based neural

network used for time series prediction as to the booking estimate unit. Evaluation

results show that LSTM based neural network outperforms the traditional ARIMA

model in all three types of parking lot data. Besides, I designed another dynamic

pricing model based on reinforcement learning. I combined and adapted the booking

estimate unit with the price control unit together with a preset price restriction. I

58
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chose the overall profit as the evaluation metrics for the architecture. The outcome

of the overall profit met the expectations.

Recall that, in Chapter 1, we asked several questions. I provided answers to these

questions in this thesis. Let me summarize them:

Q1. As the available resource fluctuates year over the year, can the system adapt

itself to the resource fluctuations?

As described in Section 4.2, although bookings may fluctuate by various factors

year over the year, the time series prediction—especially the LSTM prediction

model—adapts to the data fluctuation.

Q2. How can we distribute the limited resource to the people that urgently need the

resource?

As described in Section 4.3, the limited resource can be assigned to the people

that urgently need by the price.

Q3. How to integrate different policy restrictions into the model (e.g., what if the

policy regulates the final price should be less than a certain amount)?

As described in Section 4.3 (in particular, Section 4.3.3), the price will be con-

trolled by the price control unit made by deep reinforcement learning. The

price control unit is able to adjust the price based on multiple inputs. This

thesis uses the prediction data provided from the booking estimate unit, which

utilizes the time series prediction. Moreover, the deep reinforcement learning

model can take restrictions that conform to the real world case that the policy

may regulate parking lots.
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Q4. After concatenate different components, what would be the best metrics to

evaluate the overall consequence?

As described in Chapter 5, I presented the overall earnings as an evaluation

metrics to measure the overall consequence. From the experiment, the earnings

from price adjustment significantly increase the earnings.

6.2 Future work

In this thesis, I proposed an architecture that utilizes the available public resource

while optimizing revenue with predefined restrictions, especially in the parking man-

agement field. As future work, one could explore the following:

1. With the development of the time series prediction, the prediction model can

be replaced by a more accurate model. In more details, with the development

of the time series prediction, more popular and influential prediction techniques

may appear. For example, the LSTM variants could be extended with GRU or

attention mechanism.

2. Other than the uni-variant time series prediction, more data sets can be in-

troduced, such as the statutory holiday’s data set. The LSTM had shown its

power on multivariate prediction. By combining multiple data set, the predic-

tion model may provide a more accurate prediction.

3. The dynamic pricing system reveals the potential to take more input. For

example, the flight data may be highly correlated with the parking data. More

input may help the system to adjust the price better based on the needs.
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4. Currently, the model only supports the daily adjustment per request. How-

ever, since the raw data set records are logged with date and time. An hourly

adjustment system could be developed by utilizing the data set.

5. To better handle the price restriction with negative numbers such as [−$3, $4],

the supply and demand curve may help to provide a better reference to drop

the price. Other than that, it will explain that why drop the price for a certain

amount. For example, it can explain why to drop $1 instead of $3.
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