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Abstract 

This k i s  studks the probkm of twodimensionaï, muhipie s k d  stock shcets cuniog. It 

Û conccmed primariiy wÏth the probkm of how to sequeme orders of multipie smd stock stieets 

m order to minimire the total aim-bss for a gkcn biil of materiaL Existing optima1 and heutisuc 

procedures do mt bahnce well the cortfiicting requirrments of efficient stock sheet utïkatiion and 

minimal compitational effort A crillcal study of these ptocedws, however. lcado to a mw 

procedure which is based on a singk stock sheet kyout approach. The procedure is designed for 

an IBM compatible microcornputer. It is compared with t h e  of the better existing procedures 

usmg test data cnated by a random probiem generator. Resuks show that the new procedure 

perfoll~ls reiativeIy weiL 
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number of dinclent order piece sizes 

number of differcnt stock sbeet sizes 

totai number of order pieces 

quanti5 of single s u c d  order piaces 

totaî number of stock sheets 

quamity of single s k i  stock sheets 

1~11gth of a stock sheet 

wi& of a stock sheet 
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Chapter 1. Introduction 

How to ecommically cut a bill of materiail (BOM) h m  stock imrtntory is a 

common p b k m  for mainrfachims in the mtaL kathet, giass, elcctroaic, shipbddhg. 

and himba mdunrka. In such indusaks, m a t e  are usuaiiy ordaed or produceci m 

standard sizes and cut imo the sniallrr pieces acniany Qmanded As the deniandcd sizes 

m u t  not be greater than the nandard sbes, niateriai wastage can be ~asonably expccted 

To mmmM the cost caused by the rtSuhing trh-bss, a company rnust dccide. fim. the 

standard sizes to be ordercd (the so caILd assormient problem) and, second, how to nit 

the requind sUes fimm the standard sïzes so that wastage is aot undesgabiy high (the trim- 

l o s  problem). 

There are many cbaracteristirs that can k used to ckssify a Cutting Stock 

Roblem (CSP). The most imponant one k dhcnsionaüty. Thcre are a multiple of one, 

two. or three-dimensional pmblems that arc seoJar in nature. Examples inchide one- 

dimnisional pmbkms cncounteied m pipe cutthg, two-chensbnal probkms m sheet 

metal cutthg. and ttinc-dim#irional pblems in coataiier badhg. Thc pmbiem 

considedm this rcscarch k a twa-dimtnsiod case in which a bill of matcrial (BOM) 

containing rectanguiar picces, known as order picces, is to be fut h m  iarger rectanguiar 



pieces. b w n  as stock s k t s .  The task is to nnd an cScierit way of cuning the order 

pieces h m  the stock sticcts so that the h.im-IOSS ïs minimind 

A two-dhcmhnai CSP may k clarsined h o  eitba a single or a muniple stock 

sheet size probkm depndmg upn the aumber of dinaem stock sbea sizes adable. Tt 

can alsa k classiocd into an assortmat or a aim-bss probkm accordhg to tbe ceminty 

of aie stock shccfs' dimensions. Each pmblem has its own pimicuIariaies. 

1.1 Singie Stock Sheet Sin Problem 

A single stock sheet sée problem imrohres stock sbe*s aàrh art ldtmical in shape 

and have the same dimensions. Probably it is the most imrestigated twoibnsional 

probkm Most tt~carchers have tried to find a "good" layout pattern to minimPe the ami- 

loss. Various appmaches have ken  devebped 114. Theu output wouki g e n e d y  meet 

certain deria and take the fonn of dinerent pattems m addbion to the nuder of =peau 

of these patterns. A pattern can be specined by the type of order pieces. the corresponding 

q~it~ltitics and the placement in a stock &en 

It is a cosnmon situation in that thae is more than one stock sheet - 
size availabk. Thcrdbrt, the sin@ stock shca sizc probkm can be considered 

fmt step in solvmg the more complicated probkm of multiple stock sheet s k .  

ta tx the 



12 Muitipk Stock Sheet Size Problem 

A muhipk stock sheet me problem r e h  to a BOM comaining vanDu sPcd 

orda pieces that bave to be cut h m  a mimkr of -nt sized stock sbeas. This 

probïem is aot simple because the hyom probkm bas beea demastrateci to be NP- 

cornpicte [34], mn for a Jiaglc stock &cet whm the onla picces are pli rccm@r. It K 

cvai min complLPtedwhcathc BOM rcquks severaisbcea aadthm aie mukïpk nock 

sheet sias avaihbk. Howevcr, the objective of a minipk stock sheet size probkm is stiTi 

to h d  tbe best combination of ail the availabk stock sbats to cut ordcr pieces and 

Two important aspeas, the mut panan oa a single sbeet and tht seqycnct of 

selectinp mrutipk SM stock shccts, aeed to be takm iuto account. nie Iayout pattem on 

a single sheet is the same as that for the single stock size pbkm That is, a procedure is 

developod to achieve a Ugoodn pattern hyout that produces maimal trim-Ioss on a sÎngie 

shen Then the procedure is rrpeated on addinomi sheeu d the BOM is arhausted. 

Mer the hyout pattern has bem determincd, the procedure to ~ i e c t  the SeQuence of 

these stock sheets io yet am* problm. Such a probkrn obviously Qes mt exist for a 

s h g k  stock shect Sac. For multiple stock obe* on the otkr hanci, the sequenct of 

the selcctcd stock shat sizes can have a coasiderabk impact on the trim-los. 



The assortmnt pmbicm may k iIhisttattd by coasidaiig the hlbwhg sinration. 

A given BOM is to be CU h m  a set of stock rbeas that have various DPes anci quantihs. 

Because of storage or rmnuficnirinp iimitatioas. the econimics of xale m production and 

storage or the cost of hoidhg diffircnt stock sirtJ. a subsct of the stock shcet sizes if to 

be stocked I > e d  fbr an unstociced size are fintd h m  a stockeci size wirh an 

associated substhtkn COS. The probkm is to determint the partYular nrlcs to fobw in 

ordcr to mbhizc the nun of an the rckw casa. On the other hanci, the trim-bss 

probkm de& with the way of cunnig a BOM fimm a set of lmown stock sbeets so as to 

~ C h G t I i I I l - h  



Many CO- may bc imposai on the way in which the p b k m  a n  be 

fomuiated when deahg with the twO-dimGIISional CSP. The m a t  obvious coastraim is 

that all the patterns anbcatcd ta a stock &ut must not ovalap and thcy must iie emirely 

within the stock shea Otber constraints may includt aic fofiowing quircments. 

1. Cuts should k orthogonal and such that any cut bas to k paraile1 to a side of the 

rectanguk stock sheet 

2. A cut should be guillotinai so that order picces have to be cut in a way that each 

sequentkù cut can k performtd h m  one cdge ta the opposite edge of a s k i .  

This consainoftmariscs ~useofIsndouons inthecutting machineryused in 

indusrries associatcd with ghss a d  niminirr. Howcvcr, such CO- may not 

be necessary with the advait of advyiced laser &g techniqes. 



3. The mimat of each type of orda piece appearing m a layout pattern shouki k 

lrmited. indeed, the exact numbet demandai ni the BOM must b met and an 

ovmupply ù not auowed 

4. The nrtmbcr of unique stock shœt a d  the numkr of skcts of each unique 

Eut shouid be limitai kcausc of aoragc or manufacournlg limitations. 

and 

Her e 

n - number of diffkrent stock s k t  sizes available 

m - aumber of din i t  order picce sUes 

cl - a cost associatel with the stock sheet having sUe i 

x i  = the aumba of stock sheeu of s k  i tbat foIbw cutting pattern p. 

p€P(i), i=l9*..$Z 

P(i) - the set of dl cuaiag paacms for a stock sheet of size i (i-1, .... n) 



a; - the number of order pieces of s ix  k obtaiied b m  a stock sheet of 

The solution procedurcs ter a two-dimeariwal CSP may be groupai d o  two 

broad ouegories that mVohe eitha algaritfmir or heuristic appachcs. Aigonthmif 

procedures include maMy lincar programming, dynamk programmà:a and a state space 

procedure iike the branch and b o d  method. An aigonthmic method m e e s  an 

opimal soiution for a specifki pmbkm but it is complfatiionaRy expersive. Because of 

the compiexity of a twodmiensianal CSP, an exact soiution is hpssibie m many cases or 

the cornputafional &ort k phibitive by us* an aigonthmic procedure. Thus, instead of 

trying to reach an optimal solution, most rcsearchers have m e d  to heuristic solutions. 

A hcurEPtY procedure caiinot piamtee an opQiial soiution It is a "short nit" and 

provides "niles of thumbn by which one can s e a h  fbr a 'satktkctory" rather tban an 

optimal sohitioa A heuristic procedure is judged to be acceptabk if the solutions arc 

"good aiough". That is, the soiutions are k k v t d  to be wahm a tolerabk deviance range 



h m  the opimal solution. i€ aich a =hiMn exists. Heuristic procedures are oRen 

incorporatcd mto exact procedurcs to &ce the cornpitationaI buden, 

Thm arc two important  OIS that aeed to be cornidend m devebping a acw 

method or evahatiog an existing ~~ aamiy the trim-bss and the computational 

compiexîty. 

1. Trim-loss 

Ahhough thm am maiiy di&rem situations m a twodimensional problcm, maiimi;rring the 

trh-los is always the main objective. It can k seen h m  the preMausly described 

problem formuhtion (sec equatioas 1.1 tbrough 1.4) that the o b m e  fhction is to 

mhhbe the cost caused mainly by the trim-los. There arc niany factors that &kt the 

aim-bss. The major ones arc the procedure used for a single stock s k t  kyout. the 

number of stock shat si= invokd, and the distribution of order pieces in the BOM. 

An algontlmiic pccdure. whethtr it invoEves linear or dyMmic programming or a state 

space pnxedurr, often n& tremtndous compitatjonai &on. Even with the aid of 

advanced compter technobgy, the compter tmie and mcmory rcquirtd are stiIi very 



large. It is genediy believed [34] that the compter tmit and memory grow exponentiaiiy 

as the number of stock sheet hcmses. Thtrcbn. many rcseatchers have tricd to 

deveiop hturistks to rrducc both the cornpiter tmie and mmory but not at the expense of 

significantly mcxcasing the trim-IOSS. 

Thmughout this rbesïs, the perfo- of a heuriïtic procake is assessed by 

using the ~ v ~ e '  @aceaage) Stock S k t  Utiliîatian (ASSU) and a computer's B U  

tirne. The CPU tmie is based oa an IBM compatible mimcompltcr that has a 90 MHz 

Pentnim proeessor ami 16 MB RAM. Aithough this teat is not an absoiute, it does 

provide an idea of a heuristic proceduxc's dative efficimy. 

Mon research on the twodimcnsional CSP deals with the layout of a BOM on ihe 

basis of a smgle stock fheet siée. More ncent rcsearch D4 iias bcluded the sequencing of 

stock sheets, that is selectmg the proper sequence of stock &ces to be used for a BOM if 

more than one sbea is requirrd and availabic in hcntory. T b  study corisidas a two- 

dimensional CSP in whLh specined nimbcn of dafmnt rectanguiar order pieces are 

required to be cut h m  a set of multiple s k i ,  reaanguhr stock ohMs. It D bascd on a 

smgle stock sbcet size approach that was formuhtcd by El-Bah a al [ L 7 J .  The aigorithm 

' The "average* repessem the arithmetic mean &ou& this thesis. 
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and computer program develo ped by El-Bouri are adapteci here to the muhip1e stock sheet 

s i a  problem. 

'Iïw main ob-t of this study is to dcvebp a seltction procedure for the cutting 

SequCIK:e of a sa of prcdtfÎncd and multiple sizcd, stock shcets. Accomplishmmts inchide 

the foilowing aspects. 

1. A œw proceduie is proposeci to sapence muaiple saed stock sheets. Thk 

procedure achicvcs a relativtiy bw triïn-bss. coinparcd with exïsting heiiI.istic 

p c e d m ~ ,  and it b ielativeiy computatidy inexpaisive. 

2. A computer program is &vebped. It is capabk of  automatidy generatiag d o m  

test probkms. scarcbg for an e&xtive cuning ~e~uence for multiple sizad stock 

sheets. and recordmg the output for fiirthcr appkations. 

'The fouowing conditions detail the problern under study. 

1. It is a two-dimnsiomi, coasaained probkm. The requirtment of the BOM must be 

saMeci exactly. The= should k no restriction ta guiUotine-type cuts. 

2. nim is mon than one mtangular stock rheet size available. The nurnber of 

différent stock sheet sizs and the dimensions of each sheet m u t  k picdtfineb 

3. The numbcr of each sized stock shect cari bc either infinite or finite. 

4. nie BOM is large enough to rcquire more than one stock sheet. 



The remahder of the thesis if organized as follows. Chapter 2 provides a review 

of the existing litcrature on two-dimcLlSiOaal CSP. Then ttira exking procedures of 

seqyencmg stock sbats, dtvelopcd by Qu and Sanders [34]. are detaki in Chaper 3. 

The one is an aact Bianch and B o d  (RB) ptacedwc, the rest arc the heuristic 

ûascd. Tk these p9rtnilar proceches werc sckctcd D that thcy arc the only 

pnx:edurts that currently deai with a s h i k  problem to tbat otudied in thip thcsis. They 

can ako k pgrammed eaoiiy on a microcornpiter. A c o m a  of the th- procedurcs 

smes as a basû for dcvcloping a new hauiotàc procedure. 

A nin descripion of the new haninic procedure is prtscnted in Chapter 4. It is 

developtd to perfonn coqethiveiy over a wide range of p b k m  mixes. Monover, the 

procedure is expected to s i g n ü h d y  d u c e  cornputa thne and memory but with no more 

~asmallincraisemthe~-bsscomparedwiihtfiethretcxiningproceduns.niis 

section also inchides die dmbpmeat of a randorn problem gawaor that can 

automatidy mate the test pmblems (Le. the BOMs as weli as the stock sheets). 

Chapter 5 discusses the resub of testing the existing and new procedures. Tests 

are undeRaken by ushg several test p b k m s  gcnerated by the random probkm generator. 

The resuhr are compiucd and discussaî Fdy, cooaclsioiis and n c o ~ n d a c i o 1 1 ~  are 

presmted in Chaptcr 6. 



Chapter 2. Literature Review 

This chaptf prtserits a ~umy of the substamial wo* donc for two-dimcnsional 

CSP. The focus i aimai at publicatiam niated to single and munipie s k i ,  RCtMgUkr 

stock rheaE. The m c y  is divided &O the fblbwing sections. Section 2.1 concentrates 

on smgk sned stock sheet probkms that have ken studied extensivtly. Di&= 

methodoiogks uscd m sohhg this type of problem arc outlined This m e y  is folbweü in 

~ c t i o n  2.2 by a nvicw o f  mukipk sÏzed, stock sheet probkms. Two inverse probïems are 

discuSSedh&taiLniehtoaeirthea~~~~~~bkm.marhichthueirneedomto 

seIect the sizes of the stock shects. The second one, which is miportant but rehtiveiy kss 

s t u d i e d  b the trim-bss problem in arbich a set of hown stock shtets are nceded to k 

sequacd to minimPe the aka-bss, F i ,  a summary of the nwey is @en m seaion 

2.3. 

2.1 Single Size Stock Sheet 

This section is dividcd mto two pans; tht fht part rcviews procedures kading to 

exact solutions. the second pan NN~YS htinistic proccdui.Es. 



2.11 Exact Soiution Rocedutes 

Many researcbrs have fondateci the CSP by using lin*u and intcger 

programmhg techipes or recursive proceQlrcs m aying to sobre the p b k m  exactly. 

GiIrnore and Gomory 121, for exampk. fomubed the two-dimaîionai, unconstraimd2, 

guillotine CSP as r lincar programmiug pmbkm m a manoer sànihr to the one- 

dimensional CS? of their earla wodcs [3. 41. Tby  sohred the problem in two stages3, 

each stage king a one-dimmional hpsack probkm. Standard dynarnic prognmming 

proceducs werc used at each step. To s o k  the problem more quickly. Gùmon and 

Gomory [5] diu:USSfd the theory of hpsack  functions and devebped taro aigonthms. 

The two algorithms. W u g h  bascd on dyaamY programming, wcrc tssentialfv iterative. 

The second algorithm provided a fimher improvemat to the computatjan of the stage& 

two-dimensional, lmapsack fimction. However, this hpmvemm was shown iatu by Hcrz 

[6] to k incorrect. Beasiey [q also hund a nmhrr. inasvertan emr m tbc dynamic 

programming ncmion. 

A recursive algorithm was used by Hen [6] to solve the unconnaiaed, guinotme 

CSP. RecUrSibn is b e r  than an iterative algorithm ùccause of iu simple bgic. In Hm's 

algorithm, a nofk pheet was dMded into subsheas such tbat each subshtct comained an 

order piece (dasection) b m  the BOM. In generatkg thc optmial dissections. @&y aras 

Unconstrairud means that the= is no limit on the uumber of each cype of order pieœ in the BOM. 
Two stages means that the fim eut is paraiid to one edge so as to form mipx each nrip is tlxn CU in 
the direction perpendicular to the first CUL 



given to homognrous dissections'. Upper buadr were set for the Lagth and width of 

every djssccîed rectangle ni order to himase the coupstational s p a d .  Momver, during 

couid be used iata if such a rectangle had to be considcrrd H ~ I Z  rcported that the 

GÏIxnorr and Gomoly [S]. 

&asky [7J &veloptd an algorithm hr an n-stageci, unconamincd guilbtaie CSP 

by usmg dynamic programhg rccUTsi011, nie idea of "nomial pattemm was used to 

improve compitational efncmy. A rccursive pmccàmc fOi the mu-stageci CSP was also 

devebpcd. In faa. the htter w s  just a stagecf problem wbere the numkr n was not nxed 

It was dtmoclstrated that this appach was capabk of solviig pbiems with as many as 

50 order pieces in under 2 seconds on a CM= 7600 compter. 

ChrinoMeJ and Whitlock [SI provided a m e  sarch algonthm for the two- 

dimcnsional CSP that had the guiootine rrsaicÙor~ ïhey also constiaincd the maximum 

number of each type of order picce. An en~~~ltratnrt m e  was generated in which each 

rode rcprcsentcd the nate of a nit-out naangle whilst each branching rcprcscmed a nit. 

An enunerative procedurr was deugned to gcnerate "normal" ainiog patterns wabout 

duplàcation due to symnittry or the ordering of the cuts. The savch for the optimal 

soiution was M e d  by the upptr bound of the sohitiw obtainabk at cach no&. 

Tremendous cornputarional effort was stin nœâd, however, to search for an optimal 

' Homogeneous dissection means that the order pieces have the same length and the same wi& 
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solution even though duplkate cuts a r a  eIiminatd 'Inis was because a branch and 

bound s*irch was used For example, the average CPU time to generate a pattern 

mvofviug 20 orda piecc s b  was o v a  2 minutes on a CDC 7600 compter. This muk 

aiggests that the procedun couki be uscd to sohe prPnarily pbkms tbat mvohre fewer 

than 10 to 20 order piece sats. In a kter papcr. CMstofkies and Hadjkonstantinou [9] 

presented a trœ-scarch Plgoritbim that miproved the algontbm dmlopai by Chrbzofidcs 

and Whitbck 181. Tb aew algorithm liniited the size of the trre search by using an upper 

bound derived h m  a state spce retaxation of a dynamic programming formulation 

Aithough thip aigorithm achieved better fcsuiîs. it may bt ustd to sok  pmblena iavohring 

fewcr than about 30 order picce sizes due to the s t i l l  excessive computational bunien. 

Beasky [IO] usad Lagrange rckxation of a remone ineger formulation as an 

upper bound m a tree search to find the optimal cuttmg patterns Br maguillotine cuts. 

Sub-gradient optiméation and rcdiiction tests made it possible to robe problems invohring 

10 order piece s h  on a CDC 7600 compter in anywhm h m  10 to 229 seconds. 

Ahh~ugh exact ptocedurts can g d y  find an opmial roiution. they al1 have the 

common disadvantage of compitationai b&citncy, especiaily for problems that mvohe 

over 30 order picce sizcs. Thertfr,rc, instead of nying to ~ a c h  an optimal solution, many 

rtsearchm have tumcd a, hcuristically determincd solutions. 



Waag [13] also prcsmtcd a a-stage algorirhm for the two-dimairionai, constraîued 

CSP. UnliLc a mdîthnal mtthod of dBlecting the stock sheets. the algorithm successivtîy 

bu&% rectac~gies to form a large guilbtine pattcm However, those rectangles wbse 

percemage waste exceeds a presdxd  "aspiration Icvel' arc rejtctcd. In this way, dl 

possible guillotine rrctangks art formcd and the onc produchg the kast nim-los is 

chosen, 

Oiiverira and Fareira [14] adaptcd Wang's algo- into a branch and bound 

form They prunecl a partjai solution as if cutting patterns were gc~lcrated whose waste 

pmcntage was rurcly -ter than the aspiration kveL This algorithm was show 



PLiDrity niles w m  used by Dianch and Yakowia [la ta sobe a singic s à e d  

CSP. Ordn pkccs umc c k s i k d  as zao. one, or two-degree fits m rcbtion to the stock 

sticet or nibshca to be cut The classi6catan correspondai to how aiany dimensions a 

piecehadmconmiwcviththenocksb&LTbmtheclassifiwpItces watprbrimedso 

that a p k e  haviaga higberQegree r c c e m d h i g h a ~ r i t y .  SÏx ciifkm NICS w m  

applied to s e b  cbe order of p k c s  tbat hitWy had quai prhriry. Test reailrs showed 

that the nile-based aigorilbm gave a highcr average utïhtion, Compter tmics were 

reporteci in the range of 0.009 to 0.025 second per piece on an IBM PS12. 

Israni and Sandas [lq devtbped an aiporithm bascd on the nrçt fit decreasing 

m e t i d  Ordu p h  aim arrayed in dtcrtasing leagtbr (w9h tics resohcd by decnasing 

widtbs). ïhey wae  p i a d  altcmateiy abng the length and wLith of a stock sheet, starting 

f?om the bttom lefi comcr. A picce couid not fit in the avaikbie space was fttanled 

When no furthcr pieces couki k aflocatcd h m  the prc-ordered kt, that partictllar sage 

was considmd camplete. The procedrin was rtpeated for tht tesimial ab-shcet. Human - 
intementh was abwed after eafh sep  in order to titi gaps by using small picces or by 

pufornimg rotations, if usefbi. Comprtaaoual timcs ranged h m  5 to 15 minutes for 

raadcmly geaeratcd BOME tbat inchdeci 135 to 279 orda pieces. Most of the time was 

collsumed by the intervention of the user. 



An approxinmtbn algorithm Lr the two-dimensional guilbtiilt CSP was prcsmted 

by Macleod et ai. 1191. Each order piece was comLfaed in tum. and asoigned to a 

position on the stock sbeet mat made guillotine cuts fèasibk The algorirhm bas the 

pro- that a position is Eocated for the n-th rcctangukr pkce if and onfy if such a 

feasibie plarement exists. A comprison with Wang's 1131 aigorithm demonstrateci that 

improved rrnilts w m  achitvcd. 



stock sbeet sizcs can k supplid typicaliy to saïs@ a ctstomds orda that comairiP many 

probkm). The second paa revitws pblicatia~ that a h  to &xi a set of mritcq,k SM 

stock rheas that m h i m k  tk overall nim-bss anien a Lnown single BOM is cm (the 

vfktudly ail man- opaations need to dctcmhe tbe material sizes that 

need to k stocked to nilfin a BOM composed of s m a k  s t w .  Because of starage or 

manufactriring Iimit?uians, or the con associateci with holdirig difftrcnt sires in stock, only 

a limiteci mmbcr of stock sizcs arc u s d y  nocicd The isme of oeLxting the stock sirts 

is b w n  as the assonmat problem. The kt pnemp to sobe this probkm was &en, 

p d p s ,  by Wolfpon 1201. It was a oœ-dimcnsional case whae the lmgth of a steel bar 

needed to be rhed nie seiectïon was doue by shqk e m h n  if the aumber of 



ciiffixent stock s k ,  n, was two. Dynamic propuunhg couki be used for hrger values of 

n. It was shown that tht trimiou was reduced p t i y  by Üjcrcasing n. Aowever, W o b n  

pointed out that a large vahie of n couid impose higher staking and production costs. 

Page 1211 coasLierrd tbt probkm of cuttbg steel sections but only one size of a 

d rectangular ordcr piece c o u  k cut firom each rmmgtk stock The pbkrn was 

posed as a twodnacasioml oœ invoiving the width and kngth of the stock sections. A 

hcurirac ap~roach, baseci on a dynamic psa$ramming relaraiion proceclme, was used to 

fmd the s i w  of the rccmgular aock. 

Cbambcrs and D p n  [22] indicatcd that a wisc sehion of stock sizes couid 

&ce the aim-bss more &kctiveiy than a good cutting panem. 'Ihey prcsented a 

heMstic procedure for a two-dimcnsbaal assortment pbkm The best width was 

selMed k t  by pwnhg tbat all bngths were available. "ïkn the lengths of stock were 

determincd by asniming rhat the fiasibk seCs aii had the sam width. l"his practdu~ 

reduced the problem to essenMUy a oaedimensional form. 

kasley [23] prtsentcd an mtegcr mode1 in dmbping a hatristr algonthm for the 

twodin#isionai assortment poblem. Thne procedures were used: a gnedy procedurt 

for ge&g two-dnacnsiouai CU* pettems,a lin*u program Zor cboosing the cuttïng 

pane=, and an iutuchaLlge proceditre to decide üie b e ~ t  subsct of rectaagulat stock to 

cut The aigorihm EUrkUy fouad cutting patte= tbat mchided as many order piees that 



haâ the same size as possibk. Thm more cutting patterns were ckovered by us@ the 

p&y heuristic. Linear pogrammiag was eaipbyad to select a fked numbcr of pattems 

h m  those ge~lcratcd pm&us&. F w ,  the bmchangt beurinic was used to sekt  the 

stock s h e a  sks. Good Compter narhs idkatcd that thn combimd approach was 

capabie of d d b g  with moderattly sized Ge. IO diacrtnt stock sheet sPes and 30 

dinerent Otder piece sizcs), twO-dimCLISiOlliil, guiIIdant cuaing assortment probkms. 

Diegel and Bockr [24] providcd decision niLs for the assortmnt probiem m the 

gkss indushy but Inoited themselves to guilbtinc  nu^, T k y  selected scvctal "gaod" stock 

rizes for a $Na set of order picces by s h n h h g  du cutting pians without comting the 

exact num&r of cutr rtquind for each picce. Whai the acnial cutting plans wcre 

produceci, only tk stock &cet sizcs se- by tk smiubtcd run rcre acceptai h r  the 

order pieces. Co~lse~ueatiy, a bwcr bss was produccd than if the cutthg proccûurc had 

access to all the stock s h e *  s k .  Dicgel and B o c k  came to the quite ~~ltxpectcd 

conchsion that mon cimices mean wone choïccs. This was so because the cutting 

procedure took the stock s h ~  that happened to be kst for the few order picces wanted 

now. without taking accoum of those used on the aua nm. Thcir procedure was testcd on 

several sets of genukc data. % pduccâ consisteatly good muits. 

Pentico [25] admezced a disacte, two-dimtllsional assortnent probkm by 

considering siniations involving concave production-invatory cost fiuictions and 

substitution costs that wert addirive and proportional to the amoum subninited The 



characteristics of the optimal socking pattern wcrc ~ n t e d .  'fhne heririnic procedures 

were compared with an opimpation technique, caOcd DUALOC. &veioped by 

Erknkona [Zq. It was found that the thcc procedurcs did mt p d o m  as weii as 

DUALOC* On the o d i a  band, they w n t  rehtively simple and provifcd Icsulis cbse to 

o p W  in additDa the new hcuriak wcrc mDdined e a d y  to parait nonlincar comve 

variable costs wnich DUALOC c d d  nat accommodate- 

Gemmin and Sandcrs [28] cotnpared tlna commoniy used heuristic metbds 

devehped by Bcasley 1231. as welî as by Chambers and Dyson 1221 for the assortment 

pmbiem. They mtroduced an opthidon homotopy (OEI) mthod that was devebped 

origgiany for a stocbastk probkm. It was found that, if the set of h i b k  sizes was 

rehtively small (Le. les  than 19 stock s b t  &es). the thra beunstic methodr appcad to 

perform weL As the set of ftasibk stock sbta s b  gnw and tbe incrcmmtal di&rence 

beiwan f d i e  dmicncions dama&, tbc application of OH tcaded to provide the bcst 

5 The qumity nquired for each order piece mus be met exady. 
Exaa orciet pieces of eacb Sze were aiiowed 



resuks. H o w ~ v ~ .  it was c o m p u t a t i o ~  more compla than the thee commody used 

hernistic mcthods (22,231. 

Agrawal [29] prrJmted a mcthod, deveioped for an automobile press shop. to 

detcruünc stock ohat sises that a k ï r n b  the total th.-bss. Ordec p h  of only one sice 

w m  cut h m  oœ stock sbeet to avoid cootdinatbn probkms. However, the the shcct 

size could be uscd 6 r  anothcr part a motber time. Stock rhcet s k  wm dctcrmined in 

the fobwing thme s t e p  A shca sizc was suggcaed fht that was likely to give a b w  

trim-bss for ma& parts. Tben a trim-bss maairr was gcœrated that gave the ami-bss for 

enry combirration of the suggcsted skct sizes and parts. F d y T  a heuristic was used to 

s e k  a @en nimba of Jbw s k  A "dominantn &cet sizc was istroduced. It was 

For mry pan, sha sPes that wat not ya proved to be dominant were called %on- 

dominant" shcet sizes. By exciuding the nondomniattd sheet secS. the probkm size could 

be reduced without mticeably affkting the nsults. This method was used to detemine 

stock sheet skes for a steel Jbeet cuttÎag shop. Acconhg to [29]. the aim l o s  could bc 

reduced by 90%. 

Vasko anci Wolf 1301 introduccd a praaical approach to cietennine r r c t ~ n p h r  

stock sheet sias. 'lbey SOM the probkm in thne phases. In phase one, a hrge nuxnber 

of stock siser wae  gentratcd that w m  ideaqr suitcd to thc BOM. In phare two, these 

stock sizes were consolidatcd to an "acccpabk" number. In phaK thce, a heuristic 



mcthod was employed to ky out the BOM on tbc accepabk sPes of stock sheets and 

thai nnd the bcst combiriatiat~ It was demotl~trattd that thir a-h was efncient for a 

real-word BOM with 392 distinct order sites and over 7700 order pieces. 

Gernrniii and Sande. [3 11 t~~gted the two-dhcmïonal assomwt probkm as the 

- "porcfolio" p b k m  Unlürt otber appfoachcs, theu mahod deah with muhipic p b k  

BOMs. Tbey a d y d  the rcbtionship bctwctll the average trim bss ad the atio. n. of 

the stock sheet s a t  to the average piece séc for Bout having various standard 

deviations, S. h m  a spccincd average vahie. They &Ned a ngrrs~ioa mode1 to 

determine n and s fx uniforni aad n o r d  distributions of BOMs. G m d  guideks for 

the poltfoüo probkm wae  prcscnted a d  applied to cornplex pmblems. The rcsults werc 

faund to cornpan fkvorabiy with thor of the onimimt;on bomotopy (OR) aigorithm 

WI- 

Yanasse 1321 considtreâ a spccial case of the assortmcnt probkm m which there 

was only o n  dimasion (Le. the length) of a stock sheet mvohred He proposeci a 

procedure to gcnerate a bwer bound on the bat soiution rhat codd be okamd h m  

each of the stock lengths wahin an plbwed range. This bwer bound was updated each 

time a pottntiany good stock Itngth wu Malyrcd The search stoppcd whm the muit 

was within a prc-spccincd vahc This app~oach is qwte simple and straightforward. It can 

be impknmtd easily when an opimPing program is a h d y  avaiiabk that accommodatcs 



the cuning consaaids. It was show that the approach is better than a pmiiousiy 

suggcsted m*hod by Yanansse. Ziwkr and Hams D3]. 

In ~tgard to the assortment pmblem. tht m s t  usefiil algorithms would appear to 

be those of Beasky [23] and Chambezs and Dyson [U]. Thta algonthms can be applicû, 

in an idauval maimn, to eSher uigle or m u h i ~ b u a i  probkms in ordg to choose a 

"good" subsa of stock rbect sPcs h m  a hi te set of h i b k  sizcs. Howevcr, their 

approachcs appear to p e 6 r m  weU on@ arbm tk set of hsibk stock shea sizes is Iûs 

than 30. Thenfore. mearcbers nich as Gernmill d Sanders 1281. Vasko and Woif [30] 

have strivm to solve the large assortmcnt probleins. Thtir approack appear to perfom 

good for the practical pmblnns that are as large as 392 order piece s i w  and 7700 total 

pieces. 

The tnm-lors p b k m  dwcribed hm ir consàdmd m conjunction with the two- 

dimerisional CSP. It comprires a set of known, nnihipk s é e d  stock sheets that are to be 

sequemeci to cornpkte a knom smgk BOM wirh minimal total trim-bss. Rehtiveiy kss 

worlc has bem done for this kind of problem cornparrd with the asonment pblern. 

Qu and Saodm [34] prestnted daee proccduns to find the sequence of stock 

sheets for a two-dimecifional BOM layout when (a) t h m  is more than one nock sheet 



size, and @) when the methoci for laying out each single &cet has been chosen alnady. 

The nRt proccdure involved an opimPation Branch and Bound W B )  algorithm to 

determirie the "best" SCQUCIY:~, ie. the seqclcncc of stock shtets producmg the smallest 

total trirn-boss. Atthough the B-B nrd t h ~  opinal  solution, it nquPcs txemndous 

compter time and memory. To &ce the memory ~ m c n r ,  a second heuristic 

procedurt, callcd PREORDER, was devebpod It ïs a recursive, prrordcr search 

technique thpt fhds a "good" s q m c c  of stock Jha<s and naquiFes Iittlc compter 

memory. To d u c e  ninher both the compi-nal mtmory and tmie ~ m c n t s .  a third 

heuristic piocedurt, called STEP, waf proposed It empbys a stepwiK trce-search 

technique. Anhough the STEP proadure ûui signincaatly reduct both the amputer 

memory and tirm ~~~uircments, it may su-y mcreaSe the trim-loss. 

Yawse et ai. 1331 suggested a pattern buikiïng buristic procedurr, combined 

with an enwntration schenu, to fïnd the bcst of stock s k t s  and cuthg patterns that 

satisfy a BOM wilh minimum wastage. The combincd procedw~ idtrisifits possible 

combinations of stock sheet SKCS h m  which all the nquircd ordcr pieces could be cut. 

The procedure was tested by empbying a Wcd number of pmblems. It was show to 

produce a good solution but the computtr nui-imie was a ütle bng. For example. a 

problem aivohring 30 types of order picces, 60 totd picces, and 3 di&r~nt stock 

sheet shes needed a compter NR-time of o v a  two hom cm a 2WAT PC machine [33]. 



Gencratmg a cutting pattern wïth minimum aim-bss is not the complete story m 

the glas adustry. The sequence m tvhich patterns an cut ma a h  be dcclied For 

nistance, severai patterns rmist k ait to fbifili an ordet for niany pieces of a given sàe, X. 

Mer cuniag one of these pettans, a stock of sizc X picces is o k a i r d  Howevu, the 

stack cannot be nmoved d tbe requircd number of size X p h  has been cm h m  the 

other patterns. Such iuconqke stacks pose han&$ and space probkms. Consequently* 

the cuttïug of the patteni anut be stquenctd to reduce the queue length of the rtlcks. 

Madscn [35] SOM the sequencing p b k m  m two stages by empbyhg a traveüng 

salcsman approach. The first stage consisteci of s o h g  the CSP without tbe scquarmg 

comtmints. In the second stage. a ~eqllcncing p b k m  that was firmulatcd as a travelüag- 

saleman mode1 was used to order the cutting Paftems m an opimal or nauopinial way. 

The resuits h m  foimeen test nias bdicated that the proccduie &ccd the average and 

maximum order s p a &  by approrrirHattiy 31% and 18 96. rcspcctRrciy. Yuen [3q 

suggested two heuristics to sohe the se~ucncing probkm m two seps. In the fim sep, 

pieces werc selccted that werc involveci in one or more unsequenced patterns h m  the 

avaiiable picces. In the second step, the heuristics reiected the next pattern to sequence 

h m  candidate or unsequenced patte- that hvolved the sekcted piece h m  sep one. 

Test resuits showcd that the average maximum queue dccTcaScd by around 35% with a 1 

to 2 46 inmase in the trim-los. 

In sunmary, fkw approacbts can be found h m  the iitcrature that tackle the aim- 

bss probkm. The most usenil procedures would seem to be those of Qu and Sanden 



[34]. They were designed to select a squence of known. multiple sized stock sheets that 

are requind to compke a laiowh smgle BOM. Q u  md Sandm' appmach is unique 

because the stock shea seItctiou is trcatai as a sapiential decision p b k m  that is oolved 

by us@ combinatorial opimpatDn branch and ûound mthods and ass0ciated bcuristics. 

The procedure ured to chose the sequencc of stock sheas is hdcpenâent of the 

procedures used to prfarm the layout fbnctioz~ H m ,  auy single sbea hyout procedure 

couki be fii mto their approach The pobkrn studied in this tbtsk 9 smiilar to that of Q u  

and Sandcrs. Thcftfoct, theu proceduns are daniW in the ncxt chapta. The goal is to 

uncovet and rectify the wdmcsses. 

This chaper has presented a gaiaal m e y  of two-dimccisioaal CSP. It bas been 

seen tbat there have ken  many attemp<s to soive the CSP and nhtd probkrns. Solution 

procedures range fkom tLaditiOnai linw and dynamic piogilammifig to ncw techniques of 

anincial intelligence such as a &ph-first, trcc search. On the other han& al1 these 

techniques can be divid#l h o  two groups. The firot group inchdes linear and dynamic 

progmmmbg. Such proccdurts genCnny crcate ophmi sohitiom. But, as the size of the 

probkm inmases, a high compitatind buda becomcs apparrm. A typicd example 

wouid be GJmore and ûomory's aigorithm [2]. The second group, which is essentially 

heurinic m nature. aims to reduce this kuden but the quality of a solution deteriorates to a 



In summary, the two-dmienïionnl CSP bas kcn studied grretiy. especdly for a 

singL sizcd stock zheet probkm and tbe assortment probkm. Homva. fnnr stuâics can be 

found for solving a trim-ioss pmblem thst involves multipk shed, stock s b .  



Chapter 3. Cornparison of Three Edsting Procedures 

The Iireram survcy of ChPpter 2 rcvealtd tbac rcbtivtiy anle work has ken done 

to predÈt the trim-bss h m  twodhnsioiipl multipk med rectanguiar stock s&w. To 

funher expbrc this problem. the thnt p c d m s  of Qu anci Samiers 1341 are dctaki in 

this chaptcr. The main rcason these panrular procedures were selateci is that they are the 

only pmdues that deal Mlh a smiihir p b k m  to that studyd m this thesis. In addition, 

the simple bgic of Qu and Sanders' pmccdum ma& thcm ~thtivcly easy to pgr<un  on 

a microcompter. The pedonnanccs of the thne p c c d m c s  an: evaluated bas& on the: 

quality of sohtion, which is measurrd by the avaage stock shœt inîli7ation: and 

the coaptational eflicicncy, suggested by the CPU tmie and mcmory 

~ ~ r n C L l t s ,  

It is mtended that the ~trrngths and weaLnas of thcse pcocedurts be uacovered so that an 

improved procedure can k dcveloped 

3.1 Gemmi DaalpOIoa d the Thme Proaduns 

Qu and Samiers 1341 appmached tk sekaion stock sh#u as a squcntial dcciUon 

that they rrsolvad by usmg the combinatorhi opimaation mnhod of a Branch and Bound 

(B-B) algonthm or associatcd heurirtics (the PREORDER and S E P  procedures). 



Procedures to choose the Jcquence of the stock s h e a  are independent of the procedure 

used to prfbrm the hyout. Thendbre. any sin@ shca  hyout procKhUr can be empioyed. 

The hyout procedure they sekcted Eor a smgk shcet was the Decreasing L e n a  

Perpendicular Strip Packhg @LIER) a-h designcd by Isani and Sandm [16]. 

3.1.1 PmMeiii DâMtion anci Resarch Objective 

The pmbkm that the <taee procedures handlt is described ncxt. Suppose a BOM 

contains total of D rcctangular ordcr picces that bebag to n dotim sizcs. It is requirrd 

that dk of order p h  be cut for each site h m  a set of the rcctanguiar stock s k t s .  

~ f~ar tn~s i tesof~tockrhcctsardasufnc iemstocksbeeuarrmnoragetocut  

the entire BOM. More than ont sto& oheet is qu imi  to hilfill the BOM. 

The process of hying out the BûM invoives s e v d  stages. At the bcgirnPg and 

every co~lstcutive stage. t&re arc n dishm sbea  sPes to chcmse h m  and ody one nock 

sheet to bc chOsen. When the currcnt shcet is rm#i and the BOM is still incornpiete, a new 

sheet k starteci and the procedure is rcpcated until the BOM is coqleted Akhough the 

methocl for hying out the BOM on cadi smgle Jhcet it dent id  the trim-krs win 

V ~ I Y  for dinitcirt nock shut  sPrs Thus, by sckthg &&rent stock shcet sizes. di&:rmt 

sequences are ohahcd that proQce dintrtnt total aim-Iasses. Tk set of ail the posubk 

sequeme akcmatives CM k ühisaatcd by an upside-down tra. The root of the ~ R X  

~tprtsents the start of the iayout and thm are n branches. Excep for the root no&. each 



node of the tree repmsents a iayout on a sbtet. The deph abng each path. h m  the root 

to the laf or aid node, npnscms the total mrmber of stock s&ets. M. rcquind to 

cornpiete the BOM fibwing tbat pPnLular rcqueace. The mrmkr of dainct sequences 

equals ttsttotalaumkroficafIlddeS. 

The B B  pmccdtm promices an exact solution for tht uim-bss. It uses a top 

d o m  approach to cbcck evay branch under the ate. h m  the mot to a icafnodc. (Note, 

howevcr, that the simuhted rree will be iibuatcd as an apside-down na m aibsequent 

figures*) 



Srrel 

Staxthg h m  the mot the procediÿe goes down to the fim kveL One stock shcet of each 

of the n skes avaitabk on ttit fÏrst lcvtl is sclected and fiiicd with the same BOM, The 

mim-los of each shcet is recordcd as the CTL. The CTL ~ p m s  the cumuWve trim- 

loss of the stock shat assaciated with the n&. 

Step 2 

Thenodcsoatkfirst levelareput imo a L i g t o f T ~ N o d c s  (LTN) manasccnding 

orcier that conesponds to the vahles of tbtir CTL. Tbtn the nodt ha* the lcan CTL is 

seIrneci as the cuscnt node and it is takm fram the LTN. 

s tepl 

?he b o u t  of the BOM conthes h m  the currcnt node d o m  to the aext (bwer) leveL n 

more stock sbeets arc laid out by using tbe parts of the BOM nmainitlg h m  the pmious 

layout up to the cumnt nodc. If the BOM ïs complcted at any node. the procedm is 

finished Othe&. the resuking n aodes bebw the c m  node, cach with its CTL 

Picrcmentcd h m  the hist hyout. arc dded mto tht LTN. The LTN m w  inchides an the 

nodes bat have kco created excep fot the c r i a n t  node. As m Step 2. the nodcs m the 

LTN arc soxted in arendiag orda of the vaiucs of th& CTLs. The The baving the kast 

CTL is selccmi as the c m n t  nodt and it is rtrnovcd h m  the LTN. 



S t e ~  4 

Srep 3 û rcptated cmtil tht BOM is completed 

Figure 3.1 pscms a srnipiifid ovmkw of the txampk. The tayout can be seen 

h m  this figun to be cornpietcd h m  the avahbk two stock ShCa OmS at tht 4th level 

aiong the W. Thc CD empbyed in F i  3.1 is a digital string that idCraifies the node of 

a simuIated tnt. On the other hami, SQ indrates the mcrrasing sequential ordcr of the 

nodes visitecl by tbc procedure. 'Iat procedure startr banchhg at the mot, layiag the 

same BOM on stock shea sàes 1  and 2 at the fÿn IeveL Two noda, Le. node 1 ( ' 1 ' )  

and nodt 2 (ID-'2'). art obtaaied. Tbc CZ" of nodes 1 and 2 art 1133 and 786, 

rcspect.Ïveiy. The two aodes are then put &O the LTN m ascmdmg order vaiucs of th& 

C7'Ls. Le. node 2 W and scc~adly, node 1. Nodt 2, which has aie kast CTL. is select& 



Table 3.1. BOM #l. 



h m  the LTN. as the c- node and it is removed h m  the LTN. The prucedun 

continues h m  tk ciment nodt (mdc 2) to the aut bwer k v d  (Le. kvel2). Two more 

stock shccts. one for each s e  are empbyed to hy out the finiphcd BOM remabhg 

h m  tht pmious kyout upo nodc 2. The rcsukiug taro nodes (iiodes 21 and 22). cach 

with its own CZ"L hcrcnmted h m  the pmïous hyout (Le. 2444 for node 21 and 1347 

for node 22). an added imo the L m  C o l l ~ e q u ~ .  the LTN m w  coataim tbe thne 

nodes 1.21,and22.Thenoda mtheLTNartsoriedagOmmtheorderofthcu~mg 

CTL values- Again, tbe nodt that bas the leapt CTL (mde 1. at this tim) ir scle*ed as the 

cumnt mde. It is remved h m  the LTN. Fiom the m n t  LlOdt, the ptcviously 

described pnxedurw of shœt laying, updatmg the LTN. and scktkn of the cumm aode 

are repeatcd The B-B proccdurr is stoppcd at aode 2121 m kvel4; at which poim the 

BOM is c o q k d  Nodt 2121 in the naal level4 is a kafnode so that it is not couned 

m the sohuioa. The node œxt to tk kaf node, Le. node 212. comespads to the fmai 

s o W a  In other words, the procedure achitves the hst  CIL by fbRowing the sequence 

'212' to fWiU the BOM. 

It can be seen h m  the hrst section that the L M  m u ~ t  k storcd m the cornpiter's 

main mmory because it is erpuided corriniously as more rmdcs are added The 

information neaicd a, k kep for each node am the: 



The wontcase memory mpircmtllt of the B-B io xckred to the rnaxhm nYmber of 

nodes th aeed to be storcd Mre tht 5 d  s c q u ~  is f o M d  As the f i r d  scqutnce can 

appear on& m the node at the iast h i  (Le. kvcl M). ali tbe nodes at the (M-11th level 

need to be stored Thcreforc, tbt maximum Memory  nit' 0 is the mtmar of noda at 

ttie (M-I)th leveî, ie. dM*. For hrge probkms (n > 3). th9 mqpircm~~~t can k o m  a 

m a .  diairiiuty. Tbm'Iba the thtord procedurr of PREORDER is dcsigned to d u c e  

the cornputa rnemary m c p i r c ~ ~ ~ ~ ~ l t ,  

3 3  PREORDER 

The PREORDER proccdurt khdes an originai and a modined version, both of 

which w a e  dcvcbped by Qu ami S&IS 1341. The 0righ.I PREORDRDER procedure 

produces an exact soiution but the modintd PREORDER procedure is an appxàaatc 

hcwistic OIE. Bot& arc dcsnibed in tbt fobwing &m. Howevu. only the modined 

version wiIl be raidied fidm beauue the origiiiP1 p c o c t d ~ ~ e  quaCs  much more 

cornputer the  than the B-B procc&m to &d the op<imal sclutioa. 

7 A memory unit is the cornputer space nquucd to store the infimnacioa associared with a nock 
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tepl 

Thepocedure fo lbarsanyoocpathuadcrdraeebyMnnghmthemtd  

proceedplg clown the t r œ  to tbt kafnode. ie. the BOM hyout is comphed by uoing 

sequenet of stock &cet sizto. Thc leafnode is dcfia#l as tbc '%es node'' and the reaiking 

CIL, as weil as the sequence d pattcm iayout, are storcd 

S t e ~  3 

Step 2 is rcpcatcd mil aU patbs arc exhauucd 



3 A Modified Version of the fiocedure 

To expbin the PREORDER ptoccdurt, ï t  is assumed tbat two Sms of stock sheet 

are availabk. The arca of sbca 1 is 20% hqer than that of thcet 2. nit pioccdure 

involves the following steps. 

S t e ~  1 

Fim. only one sist of s b M .  say six 1 ilhistratexi m Figure 3.2, is seltcted. Tbc BOM is 

iaid on thc same sire 1 shMs umil the BOM D compked Each time a sheet is h i s k i ,  

the PTL of that &cet is cakulatcd. ASSUIE tbat a t o d  of M shctts of sizc 1 bave ken 

used Then the lrtsulting scquence is 1...11. 



Level 1 

Ltvel 2 

Level i 

Level i+1 

LeveI M-l 

Level M 

PTL r 

Size L * 
Size 1 'r' 

PTL 2 

PTL i 

Size 1 Lr' 
Size 1 ril PTL y 

Figure 32. Showing the BOM F i  Laid on Size 1 Sheets in the PREORDER Procedure. 

Now the questions to bc conhntcd are as foiban. 1s Ecquence 1...11 the best? Is it 

possible that, by rephcmg rom of the s t r e  1 fheetr in the sequence, a better layout can be 

achieved? To answer thD questio~ the procedure back up one level h m  the bottom of 

Figure 3.2. Then a size 2 shea is ured àbw level (Md) Enead of size 1 shect. As a 

rcsuk, aode A is okained on levd M m F i  3.3. If node A comphes the BOM but 

give a PT' that is icss than PTL&c. the PTL of the s&e 1 shca on kvel M). that mans 

bebw kvel (M-1). the size 2 fbca is better ihan the comqoding size 1 sheet. 

Tbcrefon, the sOe 2 &cet is chasen on hnl M. The mw sapence 1...12 is s t o d  If. 

converscly, the PTL is Iargcr than PTLY, the prcvious sequence 1...11 is mained 



Level M-1 

Level M 

Size 1 ZS 

Fi- 33. The PREORDER Procedure. 

S t e ~  3 

The procedure aaccs coatinuously up the me, kvel by level b m  h l  (M-1). Assume - 

that the k t  StQucnce bas ken found below level (i+l) and that the average PTL of the 

sequence h m  the (bottom) level M to kvel (i+l) is 10%. This average PTL is called the 

Local Bcst Trim Loss (,T&kI,) h m  kvel M to level (M). A size 2 sheet is aYd at 

no& C on kvel (H) m F i i  3.3. If the iayout of node C gives a PTL grrater or qua1 

to LBT&+,~-lO% thm, accordhg to the assumpioa th the PTL does not deCrtase abng 

any path down the m. di thc nodes wdcr C will have PTLs of at lcast 10%. ïhcrcfon. 

by proc&g fuaher &wn h m  node C, the procedure will not generate a ph that 

improves the one hund ainady. The procedure ar9 stop at node C and go back to level i. 

On the other hanci, if the PTL of node C, which is assumcd in F'Qwe 3.3 to be 9%. k k s s  



than LBTL~~I,-lO%, a @r pth than the one bund aiready may be âetermlied by 

proceedaig down h m  mdt C. Ln this case, the procrAuiit gos  Qwn one level to ky out 

the remainiLlg BûM by using size 1 &cet at node D. The Cullltljative PTL (CPTL) is 

caidated and cornparrd with the LBT&kll. if the CPTL of node D is pater than 

LBT'kIl. the procedure stop at node D. ûheirvirc, it continues down the ae+ until the 

condition CPTL > is mn or the BOM is h i s h d  Af m Step 2, each of the two 

stock s h a t  sizes must be e x a m i d  kbw the ah h l  and the b a t  pth g e h g  the 

smalless total trim-loss is storeci. 

S t e ~  4 

Step 3 is repcaftd umil the mot of the trcc is rcached 

From the prevbus dmipion of the PREORDER procedure. ii can be s e m  that 

the onginal version always nnb the optimal soiution. Howevcr. the procedure is 

computatiody expensive ùccausc an the nodes of the trcc must be e xamined_ The 

m o d W  version is based on tk wumpiO11 that the PTL doa aot decr*ise abng any 

path d o m  the tree. It can &ce the computhg tmie by limaeg the wdg ttiat need to k 

examid. If the above assum@on is ValyL the PREORDER piocedun wili hi the 

optitnai soiution and à will do so quickcr and ushg kss computcr memory than the S B  

procedure. Accordng to Qu and Sandas [34]. PREORDER adlleves the rame trim-loss 



as the R B  procedure but uses 50% less compiting tmie for a probkrn invoh.mg 200 order 

picces and two stock Jhea s b -  Unf9~uriately, thip improvement das wt always 

h a p p  The trim-lo~ oa cach sket is anrxtcd mt on& by thc composition of the BOM 

but PlPO by the methad used for the fayout of a single sbeet. For ucampk, a single sheet 

iayout pmcahrc may fili order pieces that lcad to a bigh trim-los at the carly stage of the 

sbea layout m order to mnim;n the total ami-bss. Tkrcfbrc, a hter sheet m y  have a 

trim-b~~whidiis~thanttiptofaprrMusoheet. '2hissiniationmakathc~n 

invaiid and lezds to a mn-oprimsl soiumn. In addition, the time rquiremcnt of 

PREORDER may dl k iargc even though the numkr of nodeo visitcd is limitai. 

STEP was des@& to &ce bth the compter time and miaory nquircments 

needcd by the B-B and PREORDER pmcedurrs. It also uses a top-down appn>ach. 

m 
Staning h m  the mot. the poçedurr goes down to the fïrst kveL One stock shcu of cach 

of the n shcs is oclccted and filW with the same BOM. The prccmge nim-bss of the 

stock sheet associami witù each node is recordeci as m- 



$tep 2 

The nodes on the h t  kvel are put tempomdy h o  a List of Te- Nodes &RI) in the 

same ascadmg order as the values of theu PT'.Ls. Then the ncxie having the Last P T .  is 

select& as the ninmt aode and the LTN is empied 

S t e ~  3 

The hyout of t& BOM continues h m  the cuntat aode down to the acxt bwer IeveL n 

more stock sheets are kid out by using the psrtly compktcd BOM remaining h m  the 

prcviour layout upto the cuucnt node. If the BOM h compkted at any node. the 

procedure is ibjshd. Othcrwist, the rcsuhg n nodes bebw the curi~nt no&. each wàh 

theu own dcdated PTL, arc put nt0 the empy LTN. Co~lsc~ucntly. the LTN iociudes 

aIl the nodes in the cunent 1eveL As in Step 2, tk mdes m the LTN are soned ni the same 

ordcr as the asceDdmg d u c s  of k i r  ~ L s .  The node having the kast PTL is sekctd as 

the c m  no& and the LTN ù empied. 

S t e ~  4 

Step 3 is rrpcatcd until the BOM is compl*sd 

An cxampk of the oequence sebction okPincd h m  STEP is shown m Figure 3.4. 

The procedure has beai codd m Turbo Robg [371. The method for the layout of a single 



Search-Based Heuristic (SBA) devebpd by El-Bowi a al. [lq. This 

the ramc test probkm as that empbyed in section 32. Two stock &cet s b  

It can be ocen h m  F i  3 4  that the mut is compktcd at the 5th lcveL 

TheID @en inthe figue k adigitalsriag that idaoioes the mde o f a a e .  Mormvcr. 

the SQ idkates thc saperaial ordct of the nade visiied by the procechm. The procedure 

~bratrhingatther00t,h~g~oamBOMonbothstockrheetsizesatht~ 

kveL Two mies, nodc 1 (lD-7') and riode 2 ( ' 2 ' )  are okamed. The ITLs of aodes 

1 and2are 15% andlO%,~veiy..ThetwonodeJarepitmto tht LTNinthcsame 

order as tbt ascendiag vaiues of theà PTLs. From the LTN, nodt 2. which has the k t  

PTL. iE riateci as the curent no& and the LTN is empcied The procedure continues 

h m  the cumnt nodc (mde 2) to the aan bwer lnzl (icvel2), again ushg both size 1 

and 2 stock sheets. The par@ cornphed BOM remairhg h m  the previous iayout up to 

n& 2 ir iaid out. Thc msdting two nodes (nodes 21 and 22). each Mth its PTL 

cakulatcd, are put h o  the Lm. NOW, the L M  coaMias a& 21 a d  22. The aodes m 

the LTN arc xined again m ordcr of thcir incrcasing PTLs. The node that has the Last 

PTL (no& 22 at thip tim) is oekcted as the cumnt iiode and the L ï N  is empiod again. 

Procedurcs for rhea laying, L'IN updating. and ciurcat node selection arc rrpcatcd h m  

the curnnt node. STEP stoppai at nodc 22221 m levcl5 wtacn the BOM is compkted 

Node 22221 is tht leaf node so that h is not comted m the sohition- Hmce the prtvbus 

node. node 2222, c011csponds to the fimal solution. 



3.4.3 Discussion 

The STEP and B-B procedurts sam W. Both cmploy a topdoam approach and 

bath use a LTN to conaol the node to bc examinui. Aauaity, they arc quite di&imm The 

B-B procedm takes the node th bas the least m L  as the c u m i n  node h m  ail the 

nodes visited (nehicihg those in Ur pvious kvels). Onee the cumnt node har ban 

fouad, no maner the kvel, the R B  p c & m  aiways baclmacks to that node. Unlike the 



In summary, the B-B procedure *ui find tk "bst'' sequeme. However, it is 

cornputarin- expcnsivt. PREORDER zcducts compter mcmoiy requÿemc~~ts- S E P  

fi.uther &ces both the compter memory and tirne nquirements. 

3.5 Test and Analysis 

To compare the pdxmmcc of t k  t b  pnicedurrs, tbt Average (pcrctntage) 

Stock Shca Uttlitation (ASSU), B U  time d Memry U& (MU) arc used The 

caidation of the maximum M ü  h givea in Tabk 3 2  041. 

a A cime unir is ck rime xeqyired to lay out a Mgie stock sbeer 



Table 32 .  Calculation ofthe Maximum MU. 

I STEP I n 

P R E O R D E R  

Table 3 2  indirares rht wknthemimberofdÏErmt stocksbeet siÿes n is -ter tbari 

two aud the BOM is lage mou@ to rcquirr more tban two stock sba<s (M>2), the 

PREORDER is the best proceQre in terms of the MU. The B-B requHes the nios MU 

and the reqdment of the MW imeases expoacatiany as the n and M increast- The MU 

demandeci by the SIEP pmcedure &pends on the n cm&. 

- - 

2 

The test pmbkms used br evahiating and co-g the three procedures are 

created by eqbyjng a random probkm generator whkh wiil bc dffcribed m the next 

chapter. The test data is g-ted r;mdomîy in eight difkem caregories. The 

ciassifïcachn of these categorks is bascd on tk Average Picce-to-Stock Ana (APSA) 

ratio and the irum)uir of diffMcnt tbc stock &cet sizcs. Tabk 3 3  daails the chssifkatbn 

of the categorks. The APSA ntio is dc.fhcd as the arbhmctic mean a m  of the BOM 

pieca to the -tic mean arca of the avaihbk stock shceu. rcgardltss of the quantdy 

of each shect sDe. Four APSA ratios. rangkg h m  0.04 to 1-00. arc idcmical to those 

used by Dietrich and Yakowia [lq. Each of tbt firn four catcgories showhg m Tabie 3 3 



hvofveJ two dinérrnt stock sbeet Saes. The second fnn categorics hotve tbree stock 

compter systtm (an IBM compatbk, pnomi cornputer ha* a 90 MHz P h  

proceJsor and 16 MB of RAM). Howcver, a p r o b h  tbat invohrcs mozc than k c c  stock 

shcet sUes Ïs uscd to arsess the ~ c t s  of die PREORDER and STEP pn~edorts~ 

Tpble 33. Classification of Test Categories. 

Testing the B-B and PREORDER pnrcedures is very time coasumbg because of the 

computationai compkxity. Thmefore. ody fke probkms arc tmed for each category. The 

sPe of the BOMs k alsb b i t c d  m that the mrmkr of cWhct or& piece speJ ranges 

h m  8 to 50. The totai inimber of the orda pieccs is ktwten 10 and 205. Tbt kngth of 

an order pkce ranges h m  1 to 80 un& the width (width <- k m )  of an order piece is 

h m  1 to 69 units. Stock &cet Lngths and wYbhs range h m  29 to 116 uniis, 

nspectively. The availabic quaaity of stock of eafh site is assumai CO be UntimiCtd 



3.5.2 Test R- 

A test was mhtaken  by using the cornpiter program written to mimiE tht thne 

proctduzes. Foity pbkms thnt àbagsd to the eight di&- categorks wm testeci for 

each pmcedure. The d t s  of each pmb1em w m  ~coidcd as: 

the Average (percauage) Stock Sheet Utïhaiotl (ASSU); 

the CPU t h e  for the SeQumce sehian; and 

the Memory Unit (MU) by each poccdurt. 

~resubsproducedbythetbneproctdurcsanprtsentdinFigurrs35~ugh 

3.7 as weit as m Tabk 3.4. Figure 35 shows a comparison of the ASSU for each catcgory. 

average CPU tmics. Figure 3.7 

pracedmcs when the number of 

stock shect skes is -ter thaa thne. Two to six di&ircnt stock &cet sàcs arc imrohred 

m this test. The compariron of the mmory uniu rrquind by the thre!e procedures is 

pnsented m Table 3.4. 

Table 3.4. Cornparison of the Number of Memory Units. 



1 8 - 0  - - 0 - -PREORDER -"SEP 1 

Figure 35. CompariPon of dic ASSU for (a) Two aad (b) Threc Stock Sheet Sizes. 

Figun: 3.6. Cornparhm of the CPU Tome for (a) Two and (b) Thre Stock S hett Sizes. 
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Fi- 3.7. C o m ~ n  of the BU T i  far tht PREORDER and STEP Pmccdurcs. 

3.55 Analysis of tbe Resuits 

The folbWmg observations arc based on the data shown m F i ï  3.5 h u g h  3.7 

and Tabk 3.4. 

1. FDigurt 3.5 hikates that the B-B proccdurz achicves the hig&d ASSU in aii 

categorics. On the other ha& it & the mon CPU tim. as shown in F i  3.6. 

Table 3.4 alPo shows that it quircs the most mmory units. This is btcaust, as 

memioncd eariy, the îist of terminnl riodes has to be Lep in the coinputer's main 

memory and evcry aode in the iist nceds to k checkcd bchc the b m  sequence can 

be found, 



2. The PREORDER procedure is comparabk, in te- of ASSU. with the B-B 

procedure in aii categorks except catcgory 2. Because D on& meds two mtmory 

unitt, the memory problem of t k  B-B procedure f rcsoivai by the PREORDER 

procedure. Howmr. the t h e  -ment mmahs v a y  large, espciany for APSA 

ratios kss than 0.25. hkcd, Figure 3.7 shows that as the compkacy of the 

p b k m  (Le. the iiumbet of stock sket sks)  Prnases. the timc ~~ 
aIo==pa#*iaIly- 

3. The major drawback of STEP io that it degrades the qualiy of a sohuioa evm 

though it uses the lcast CPU time and a mian memoxy. It can be seen h m  F i  

3 5  that the ASSU deaeasa in an categorics cornparcd with the otha two 

procedures. The damue ranges b m  about 1% to 10%. 

4. Table 3.4 adicatcs tht the B-B p t o c ~  uscs tbe most Mü. It must be pinteci 

out that the actual numbtr of MU of the B-B did not rcach tbe maximum because 

the optimai solution was found More the last nock was examinui. 

The fo110wing conclusions can k drawm based ai the cornprison of the nsultr. 

1. nie B-B pmfedure is urrsuitabk for soivïng a p b k m  m which thm are more than 

t b r ~ ~  stock shcct sUeS and 250 order picces. 



2. PREORDER is a good aitemative to the B-B piocedun if the compiüng ùm is 

not a major issue. 

3. STEP has a very high compitatiouai e&icncy. However, the puality of the 

oolutioa rieeds to be i m p v d  

Three pmiously piblished procedines 1341 wm introduced a d  evnhiftted in tbis 

chapter. They are the B-B. the PREORDER, ami the STEP proccàurcs. The prhipies 

behind these procedures w m  detaatd. They wcrc evahliitcd by usmg pmblems gctltrated 

by a random probkm grnerator. It was hund that the B-B procedure a c h m d  thc best 

Eequence but Mlfi krge cornpiter time and memory mpknmts. PREORDER 

s i g d h d y  rcduccd the memory nquiremmts and kcpt tbe quality of the solution. 

However, the compter tmu was stiil v e y  kge. Afthough STEP rignificartiy improved 

the computational efficlency. it degradcd the quality of the solutioa 



Chapter 4. The Pre-specined Trim-loss Procedure 

The intent of this chapter ir to (a) prescrit a îbli descripion of a aew procedure for 

sequencmg ordea of muttipie sized stock Stieets, (b) evahiate this procedure by testhg it 

using four diaémt heuristic polices on various test probletm. and (c) draw conclusioas 

that lead to the funher studks dixussed in the next chapter. Fm, the priiriples and 

cornputer programmsig procedures for the new procedure are detailed. Then the new 

procedure is tested four times by usmg 25 categories of data cteated by a random problern 

generator. Each time. one of four ciBiirent heuristic pokes iç impkmmed m the new 

procedure. A s m d  group of five test probkms is used for each categov to identify 

appropriate kirristic polices Finaly. conclusions are drawn h m  the test resdts. 

nie new procedure for sequencing orders of d p k  SM stock sheets bas ken 

&si@ ta overcome the shortcomings of the eusting procedures disçussed in the 

previous chapter. It was developed to emphasize the following thce priacipies. 



AR stock s h m  sizes must be pre-exarnined individuaUy a g h t  the BOM before the 

stock sheet sequence sekction begins- Then an appropriate stock sheet ske that 

best suits the BOM is found 

The number of stock sheet shes chccked must bc mhhked  during the sequence 

selection so that the compnatid effort is roduced 

The procedure m u t  be mbnitored continuousiy by usbg the trh-bss produceci 

b m  the stock sheet king examined curreutly. Then shcets generating an 

undesirably high trim-10s are eliminaud 

The fint principle impks that a specioc BOM favon a paaictiiar stock sheet size. 

In other words, therc is a stock sheet size among ail the sizes mvolved that tends to have 

the least total trim-ioss for a panicubr BOM. This stock sheet sizc is & h x i  as the Basic 

Stock (sheet) Size, BSS. The second prirripie is considend impiicïtiy in the new 

procedure by limiting the search of the stock sheets to the BSS sheets. The third principk 

is fulfiIled by meaas of a heuristic tree search that is constrained ta a Pre-Specined Trim- 

Loss (PSTL). Even wtvn the BSS has bem found and used for a BOM Iayout, the trim- 

losses of every individual BSS sheet that compbe the BOM are quite &rente Hence, 

the trim-bu of each BSS sheet must be monitored so thar the high nim-los BSS sheets, 

determhed by comparing theu trim-losses with the PSTL, may be repkced quickly by 

other stock sheet sizes. Therefore, the total trim-loss can be reduced ftmher. 



The new procedure is termed a "pre-spcined trim-bss procedure" because it uses 

a PSTL to control the selection of the stock sheas. Like cxisthg procedures. the PSTL 

procedure uses a topdown aee search but di&remly. A tree search basicaily enumrates 

al1 the pssibie sequace akematives that are fcasibk for a ginn probiem Then it seiects 

the one that best satisfis the objectives. However, to chefk aii the sequence altematives is 

not fwsibk because the number is enormus, espcially for a large BOM and many stock 

sh- sizts. Therefixe. the PSTL procedure attemps to limit tht numbu of stock sheets 

that are examaicd m order to minimPe the computationai effort wtiile maintammg a 

quality solution. 

The PSTL procedure has been coded in Tirrbo Robg [371, a cornputer ianguage 

designed for artificial mteiiigeme. The program taks a BOM and a set of multiple s k d  

stock sheets as input and produces a specifïc Stquence of stock sheets as well as a graphk 

pattern Iayout for each stock sheet A nle that contains the overall average stock sheet 

utilïzation and the coordinate data of each pattern iayout is &O provideci. 

h l o g  was chosen as die programmùg language for the foiiowing rcasons. 



The PSTL procedure empbys an exkthg heieriristic. namely the Search-Based 

Heuristic (SB@ developd by Ei-Botmi et ai [17. for a smgle sheet pattern layout. 

This procedure was coded a h d y  in Robg and it iprovides a good single sheet 

pattern layout by maisively ushg a the search technique. 

'Iht PSTL procedun needs to keep a dyaamI: database to select the order p k e s  

h m  the BOM and sequeme tht stock shat sPes h m  a group of candidate s k .  

Robg provides exceIlan support for a dyaamk database m which the dimtnsions 

and up-to-the-minite quantities of cach o r k  piece and stock sbeet size are stored 

as a database @=te (fact). 

The PSTL procedure is &self a aee scarch procedun that employs a backaacking 

technique. The built-in backtracking capability of Prolog is an miponant 

consideration in chaosinn the monrammnln Ianpuape. 

As mentioned earlier. the numbcr of possiMc combinations of stock sheets is very 

large due to the many possible cutting pattern. Therefort. 9 5 generaly wt faible to 

examine ail the possible combinations. Accordin&, a heuristic PSTL procedure is 

adopted. 



The PSTL procedure introduces the idea of BSS and PSTL to reduce the 

compiexiiy of tbe problem. By constramnig the m h  m h i y  to the BSS sheets, ït is 

possible to conml the scope of the scarch. By ukmg the PSTL, the total aim-bss can be 

controlled The PSTL proctdtuc is bafLaIly composed of a BSS seiection, a PSTL 

caiculation, and a stock sheet squence sebction. In these routines* the SBH subrouthe is 

called extensively in acda a achieve a single sheet iayout pattern. 

43.1 InputData 

The program takes a BOM and a set of mitiple sized stock sh- as mput. nie 

BOM usuany inchides a number of snialler rcctangks that Vary m size &ngh and Mdth) 

and quantity. The stock sheets are all rcctanguk. They are supplied m multiple sizes but 

the Iength, width, and quantity of each size are @en. The input data are ananged as a set 

of predicates (fars) withÏn the Proiog datahase. A predicate, d e w d  by Curent-piece 

(Id,L,W,Q). is used to spece a panicuiar BOM pkce in the database [lT]. The variables 

L. W, and Q npresent, respectively. the length, width and quantity of piece type 'Id". 

Simikrly, the muhiple sucd stock sheets are storeà as tbe predicate Stock-size-multiple 

(Id,L,W,CI .C2,Q). Here Cl and (32 are the (rectanguiar) coordinats of the upper left 

corner of a stock &cet. T k y  are used as a refirence for the 1ocation of the stock sheet 

when prcsenting graphical output. The pndicates can be updated or restored dyMmYany. 

For exampie, the pndicate Stock-size-multiple (IdL,W,Cl,CZ,Q) can be updated so that 

the variabte 'Q" is reduced by one upon allocation of one stock sheet of type "Id". On the 



other hanci, "Q" is Srreased by one if the type "Id" stock sheet is uot chosen m the fj,nai 

sequence. 

4.33 Shgie Stock Sàeet Pattern Layoiit - the !SBH Routine 

The hyout mthod for a s i n e  shcct is an important pan of the PSTL procedure. 

It provides necessary information such as the layout pattem and the tr;m-bss of the s k t  

bemg examimi for the PSTL procedure. A good sin& sheet iayout mthod not only 

helps to achieve a good solution but it &O improves the compvationai efiimcy. In this 

swdy. the SBH was chosen for the foilowing muons. 

1. The SBH uses a tree search cornbined with priority niles to decide how order 

pieces are aIIocated to the avaihble areas of a stock shcet. It utilPes a dep-of-fit 

concept as part of an algorihmk search to control the %ope of the seanh and 

avoid a cornputational explosion. The priority mies an designed to parantee the 

docation of specinc pieces in the eariier stages m order to avoid a higher overd 

trb-loss. These features male SBH an efficient methocl for a single sheet Iayout. 

2. Test nsulu show that the SBH outperfoIintd. m ternis of computationai efficiency 

and average sheet utiüzation, exîsting pmaxhm in the majority of pblem 

categories testcd [I l ,  15,lq.  

3. The SBEI bas ken programmeci pnviously and access to the source code is 

available. Therefore, it can be employed readily in the PSTL procedure. 



4 Basic Stock Sheet Size the BSS Selection Routine 

The purpose of this mutine is to ide- a smgie stock s k t  sue, amOng the 

stockcd sizes. that O mon suitable for a partrnlat BOM. The BSS rkction examines dl 

the avaiiabk stock sbM sàes and searches for the bcst s k ,  une$  the one produchg the 

leaa total trirn-bss m nniag a BOM. Whcn a givm stock sheet is cut into order pieces. 

there may be a omi-bss This trimloss varies wüh the stock shcet s i x ,  the sizes and 

quantities of the orda pieces to be produced, and the method of hying out a smgie s k t  

pattern. In the case of a pviously specinad BOM and smgle sheet pattern hyout mthod, 

the proper selection of the stock sheet size becomes a major issue in controIüag the aim- 

Oae way to determine the BSS is to ky out, by usmg the SBA routine. the same 

BOM on single sized stock sheas for each of the avaiIable stock sheet sizes. The BSS 

sekaion routine includes tbe folbwing two steps. In the fht step, ail the stock sheet data 

are entered and sorted by descendhg area Then the total trim-losses of each stock sheet 

size are obtained They are compared to find the BSS whïch correspond to the bwen 

total trïm-bss. It ir assumsd that then are enough stock sheets of each sïze to complete 

the BOM at the BSS selection stage. Detailt are @yen next. 

1. AU information about the stock sheets are entered into a cornputer iÏom either the 

compter's keyboard or a pre-prepared data file. The information includes the 



a u m k  of diffirem nock sheet sizes. the! iength and Mdth of -ch size and the 

avallabk quantiry of Eheets for each sàe. Thn the stock s&n sizes art soned m 

descendhg anas. They are stored ai the Robg daubase as the p d c a t e  series of 

StocL,siZtSiztsmukÏpk (Id,L,W,CI.C2,Q). T k  rd"  is the series number h m  1 to 

the number of differc~lt stock shcet sizes avaiiabIe. 

2. The same BOM is hid out on shgt shed stock shccts by ushg SBH on each of the 

dinacat stock sheet sizes. For a givm stock shca sPt, iayouts proceed one Jhtet 

at a tirne. The CU-e trim-bss (CTL) of each shett, hcremcnted h m  the 

pnvious sheds hyout, is recarded Aftv the BOM D cornpieteci, the CTL after 

kyhg out the nut to the iast sheet is set as the total nim-loss for that size. The 

t&n-bss on the last shca is discounted because the iast sheet unially does wt 

reflect the packhg density. The resuning CT'Ls and the informaMn about the stock 

sheet s k e  king examined are stored m a pndicate series Torai..trim-bss 

QS,N,CTL). The "N" and YTL" nspectively represent the number of dif#xent 

stock sheets of constant sïze "I" lKeded to sausfy the BOM and the total nim-loss 

for thû size. The BSS selection continues arnh the w (constant) stock sheet size 

und ail the availabie nock sheet sizs are checked. Then the nock sheet sizes are 

rorted again in the ascending order of their ffLs. This Sormation k storecl m the 

pledicate series Total-trim-bss (I,N,ClL). Mer al1 the availabt stock sheet sPes 

are examine& the fm ekcnent in the Totaltaltxim..Ioss~SIJ,CIL) which has the 

total trim-Ioss is chosen as the final BSS- 



The above methad of kding the BSS k caged the Total trim-loss Method 

&TM). Such a method may be Biefflc5m.t aitm the BOM ir very bng or the numbzr of 

availabie stock shect sizes is very large bccaw evay stock s k t  size nceds to be checked 

againn the BOM. Aitermiveîy, the Largcst Area Metbod (LAM) is used. LAM simpIy 

chooses the stock sheet Jée having the kgest area as ihe BSS. T b  method is based on 

the observation that a hqer stock sbeet tends to have iess triin-bss than a smaller sheet. 

This occurs because, as the a m  of a stock sbeet incrcases rtiative to thost of the BOM 

pieces, better utibtion can be expccted becauJe the order pieces are mon likely to fit in 

the sheet's a-k space. However. wbcn tbt BSS is sebcted by LAM, a stock sheet's 

aspect ratio needs to be comidered too because a long. narrow stock sheet xnay resuh m a 

h@er trim-bss than a short, wide rhcet having a smallcr ama. Thmfore. a stock oheet 

that has an aspect ratio (ïength to width) gnater than five is removexi when LAM is used 

to determine the BSS. 

The BSS selection can be coasidered a special case of the assortment probiem 

discussed in Chaptm 1 and 2. It is special because oniy one stock sheet size is seiected 

nom a set of p-specifkd, stock sheet sizes for the BOM hyout. On the other hand, the 

BSS is mt the fiaal solution. It is only the first step in the PSTL procedure. 



4.3.4 Pm-Specitred TrM Loss - the PSTL Caicdatioa 

Anhough the use of the BSS sheets can gRrt thc bwest total trim bss. ihis does 

not man that the bwest nim loss is ackved on each BSS sh#t F i  4.1, for exampie, 
- 

shows the trim bss aitrn SBH is used to iay out the simple BOM detahi m Table 4.1. 

T h e  &tent stock sbat siza are employd but each site is cousiderrd separately. Sire 

1 is 149x52, sitc 2 à 141x51. and sée 3 is 13ûx.50. Thtse dmicmiom are again m 

arbitrary but consistent units. 

Suc L : 149x52 Si 2 : 14LxJI 

Figure 4.1. List of Trim-Iosses. 

Table 4.1. List of the BOM. 



It can be seen h m  Figure 4.1 that sïze 3 (130x50) produces the lowest total aim- 

bss (CTb2913). Cousequently, thk particuhr rPe brrns the BSS. However, the a h  

losses of the fitst and second BSS sbms (an idemital 1039) arc highcr than those of the 

size 2 shects (786 and 561). niçreforeT the= is siil a possibilicy of fiirther nducmg the 

total aim-bss by rephcmg mne of the size 3 BSS sheeu wïth otha sizes- To do this, the 

PSTL procedurr aecds to dymmidïy &or the trim bss on every BSS sheet ami 

decide whkh one should be rephced Other size sheets should a h  be cxammcd 

simdtaneously to decide which size could be used for the substiattion. 

A paainikr value c a W  the Re-Specified Trim Lou (PSTL) is is to h d  the 

BSS sheets needed to be replaceci. AIL the aim-bsses of the BSS sheas are cornpared 

with th& Mhie. Any BSS sbea that has a nimi-bss greater than thk vahe may be repiaced 

by another size stock s b t .  The PSTL is also ustd to decide which size stock sheet could 

be used to replace rhe high Pmi-bss BSS sheet. Any other sheet thai has a ûmi-los kss 

than the PSTL could be a candidate. The determinarion of the PSTL is crdical because 

different PSTLs produce diffèrent solutions. It can be seen h m  Figure 4.1. for instance, 

that the aim-losses of the BSS sheets of this exampie range nom 279 to 1039. If the 

PSTL is set bebw 279, dI the BSS sheas med to be repiaced. On the other hanci, if the 

PSTL is set b v e  1039. no BSS s k t  meds to be replaceci. If ail BSS sheeu are 

repiaced, the total trim bss is 9icrcascd. Howevcr, if m>ne are replaceci. the problem 

becomes a single sizcd, stock sheet problem. Thedore, the high nim-Ioss BSS sheets 



should k identified and replaced by other sizcs. in odvr wordr, the PSTL must set at a 

value betwecn 279 and 1039- 

An average of the oim-bs~es of the BSS sbcetr -could be uscd as ;he PSTL. 

UnWce an e e m e  value, such as the smallest or the kgest due, au average value is a 

measurc of centrai tendcncy- The co~lllldnty usai masurrs of cenaal tcxxiency arc the 

arithmetic mean ( m d y  abbrcviated to man) and the niedian- For any set of 

measuremems the meaa is computcü by adding ai i  the data vahies aad dividiog the 

resuning total by the numbcr of values m the &ta set The median conveys the notion of 

the middle vaiue by dBidnig the discribution h o  two halves. The use of these two 

meawes is cornparrd in this thesis. The cakubuion of the PSTL by usiug these two 

measures is given below. 

1. Mean measure: Suppose that the= are n BSS sheets havhg the a4n bsses TLl, 

TL,, ..., TL,. Then, 

2. Median manire: Suppose that tbe aim losses of each BSS sheet are arranged m an 

array h m  the smallcst to the iargest bss. If the numkr of BSS sheets is ocid. then 

the PSTL is the ccnter vatue of this array. If the number of shats is even. thcn the 

PSTL is the arithmetic mean of the two centrai values, 



The set of aim losses comsponding to the BSS sheets shown m Figure 4.1 is used 

to &monstrate the calcubtion of the PSTL. In Figure 4.1. thm are four (n-4) nim losses 

of the BSS (Le. size 3) sheas. namiy 12,1039, TZp~039, Tk279. and TLp556. The 

mean uf this set k P~~+T&TL~&~~103%1039+279+55Oy&728r3, TO fmd the 

mcdian, the &ta are arranged in ascadmg order* Le- 279, 556, 1039, 1039- The numk O€ tht 

Qta is enn sa tbat the median Zs tht mean of the two ccntcr values of 556 and 1039- That is 

PSTL=(556+ 1039y2-797.5. 

4 3 5  Sequenchg Ordm of Stock Sheeâs - the Sequenchg Rwtine 

Aaer the BSS and PSTL have bem dttermiaed, the procedure sequmes the 

BOM order for muhiple SM stock sheets. That is. appropriate stock sheet &es and their 

sequence are found for the iayout of a @en BOM such that the total erim-los is 

The sequencmg procedure uses a topdown, trre search that narrs h m  the me's 

root witti a new BOM and finishes at the end node when the BOM is completed The 

procedure goes down the W. kvel by kveL A partrular ievel reprrsmu a hyout pattern 

of a smgie stock sheet whose s k  is determhed by the PSTL procedure. At each 

consecutive kvei, the BOM is updated by renioving the order p i c f a  that were fW at the 

previous leveL Wdhm a $ivm level the same BOM is ernpbyed when diffi:rent sized 

stock sheets are sied Then ody a single sizcd stock sheet is sekcted The search for the 

appropriate stock sheet always starts with the BSS sheets at each IeveL The trim los  of a 



BSS sheet is ncorded as the aim loss. TL- Then the TL is compared with the PSTL. If 

TL is kss than or quai  to the PSTL. the BSS sheet is chosen at the curent IeveL Then 

the procedure goes down to the next kveL Othenivise, the procedure aies another stock 

sheet ske, any sée other than the BSS. to ky out the same BOM as that used by the BSS 

sheet. nie condition that the TL is mt greater than tbe PSTL is ckcked. The fint stock 

sheet sPe that satsfies this coadirion is chosen. If an the stock shtet sizes have ban 

examineci and nom can satidy the condition, then thc stock sbe poducing the ieast TL 

(mciuding the BSS) is chosea. The procedun continues dowu to the next level and it is 

repeatd ievel by levei, until the BOM is comphed The combination of the stock sheeu 

obtained at d level is the solution to the probkm. 

Figure 4.2 @es an example of the PSTL sequeacmg procedure when four stock 

sheet sizes are avaikble. In this txarapk, die vahies of the PSTL and ILS are 

hypotheticaL They are used only for the easy illustration of the PSTL sequmcing 

procedure. The procedure starts sequencing h m  the mot. The BSS has been found as 

size 1 and the PSTL is 18. At level1, a BSS sheet is chosen because its TL (Le. 10) is less 

than the PSTL of 18. Three sPesT rizes 1 through 3. arc tried at ievel2. The size 3 sheet is 

chosen because bs TL (Le. 15) is kss than the PSTL Ail four sàes are examined at level 

3. No size bas a TL icss than the PSTL. Thcrefi,rc, the size 2 sheet is chosen because it 

has the least TL. The procedue stop at level4 when the BOM is satisfied. 
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43.6 Presentation of the R a t s  - Data Output 

Two lciadt of  output an generated by a data output routine [lq. The nnt is an on 

scl.een, graphical dirplay of the Iayout of each sheet Figure 4.3 prcsents a sample of the 

g r a p W  disphy. The figure shows two types of output infiormation, the gcometry of the 

sheet's iayout and informanon about the stock sheet. order pieces, shcet uWtion+ etc. 

STOCK SHEET 
97 r 4s 

S heet Numbcr: 1 
Trirn-1oss (Q) : 3 -9 

Figure 4.3. SampIe of the Graphical Display. 

The second iând of output is the digital representation of  the sheet Iayout. The co- 

ordinates of eadi or&r piece on the sheet are storsd in a data file. This file satisfks a 

request made to optimize the actual cutting path for a given BOM [38]. 

i 

Pieces diocated: 8 
Pieces remeining: 48 

B. O,  M. : B O M  # L 
Ave- U CiLization (% ) 96 



43.7 Descnpâion of the Iterative PSTL Procedure 

HaMig maoduced the priociples of the BSS selaion, the PSTL calrulation and 

the s e q u d g  routines, the PSTL procedure *in be desfi.ibed with the aid of the 

flowchart shown in F i  4.4. This procedure çtaas with the input of the mformation 

about the BOM and the availabk stock sheet sizes. Thcn the BSS is daemined by caIlmg 

the BSS seleaion routine and the PSTL is calculateci by cailï~~g the PSTL routine. 

Iteration of the sequence selection narts by initiatirig the Ralog database. The bill of 

material is baded W (in order of the descendhg p k e  areas) in a Est named B O U T .  

The list of stock sheet sizes, cakd STOCKLIST, is loaded with the stock sheet sizes and 

their corresponding quantities piaced in the ascending order of their total aim-bsses 

obtained at the BSS selection, Obviously, the BSS is the fint elexnent of the STOCKWST. 

An empty list W S T )  is a h  crcated in order to store the smgle sheet ta-losses for an 

the sheets examincd within each kveL The iteration continues by c a h g  the SBH routine 

to Lay out the BOM on a BSS sheet. The resulting TL is entereci into TLLJST and 

compareci with the PSTL to check whether the TL is kss than or equal to the PSTL. If 

the TL of the BSS sheet is iess than or equal to the PSTL, the BSS sheet is chosen and 

the procedure goes ta next Mwer) lcvel to start a new BSS sheet, Othenuise, the 

procedure selects a stock sheet size other than the BSS m the STOCKLIST to lay out the 

BOM and start a w w  iteration witbni the current kveL The iteration ends when either one 

of the foUowing coadaioiis is Jatisned: 



Fimm 4.4. FiowchaR of the PSTL Rocedwe. 



1. the fxst site sheet is found which has a TL l es  than or equal to the PSTL; or 

2, aU the stock shcet sizes have k n  checked, 

If d the stock sket sizcs have ben uamined and no size satkfies the condition 

that the TL is kss tban or quai to the PST', then the s k  gencrathg the ltast TL L 

chosen. During tht teration, the BOM is updated, ewmMly btaatiy, with every 

allocation of an orch piece. Tht BOMLIST h checkcd afier each iteration. If no more 

order phes  are Etfit the en& procedure is terminateci. Then the PSTL procedure outpits 

the rcsults. 

4.4 Evaluaîion of the fSTL Procedure 

Various test problems arc needed ta systemtidly  evaIuate the perfanaance of the 

PSTL procedure* Using test data sets and results published in the lirerature is one 

approacb However, a review of the lgerahue ~ v e a W  that very k w  publications give the 

details of test data sets. Therefore, a comparison of the resuits gained k m  such limiteci 

pubIished data cleariy reprtsents an iiiadcquate basis for drawing general inkences. 

Therefore. to obtah statinically r e u k  rcsuks, it is necessary to condua tests on large 

data sets, each set having simikr characteristics. 



4.4.1 CIassiEication of Test Problerns 

Test pmbkns are ctassined according to the Average Piece to Stock A m  (APSA) 

ratio and the number of di&rcnt stock &cet shcs availabie. The APSA is the ratio of the 

rnean area of the BOM pieces to the main area of the avaikble stock sheets, rcgardless of 

the avahble quantity of each shect s k .  Test problex& are chssified into fivc dinmnt 

categories, each ~pecincd by an APSA ratio. The fbe APSA ratios considered are 1.00, 

0.50, 025, 0.10 and 0.04. niey are chosen because they represem fïve typicai 

combinations of the BOM and stock sheet sizes [15]. Each of the five categories is 

classified funhrr into five sub-categorïes. A sub-category Û specified by the nwnber of 

stock sheet s h  avaifabk m it. As the= is no limit pïaced on the number of stock sheet 

sizes that can be useci, the number of subcategories is uniuriited. However, to simpi@ the 

problem, the number of stock sheet s k  is inniteci to six m tbis study. In other words. the 

number of stock sheet sizes avaïiable ht each mdividuat BOM is limited to 2,3,4,5,  or 6. 

in tîct, it is a typical situatiun ni mandacturing that a s u d  numkr of stock sheet sizes 

are kept in mventory in order to Iunit storage and manufacruring costs. Thenfore. the 

acnial number of categories mvolved in this test is 5x5-25. Table 4.2 @es the details of 

the 25 categorks. It can be setn h m  this table that categories 1 to 5 have the same 

APSA ratio (1.00) but uierc are five di&rcnt stock skcs (2 to 6). Simikrly, 

categories 6 to 10 have an APSA ratio of 0.50 and, agah 2 to 6 stock sheet s k .  

Catcgories 11 to 15 have an APSA of 0.25. The bwest APSA considerd in categories 21 

to 25 is 0.04. 



Table 4.2. Classification of the Test Categories. 

4.4.2 Random Problem Generator 

L 

A procedure for randomiy generating problems k developed The gemration of the 

test probkms imùides both the creation of the BOMs and the stock sheet data sets. The 

proceduc uses a hmework similar to that dffcribed m 091. The main ciifference is that 

the cumnt procedure provides data for two-dimtnsionai, muitiple rizcd stock sheets 

rather than for a smgle kee-dimnsirinal container. The procedure includes the following 

, Careaory No- 
I 

steps. 

APSA 1 NO- of Stock Sheet Sizes 
1-00 I 2 



s t e ~  1 

Input the foliowing parameters: 

1. target ara. A, a parameter to control the size of the BOM or the stock sheet SR; 

2. the uumber. n, of dibFercnt rrctaaguiar picce sizcs avaiIabIe: 

3. bwer and uppcr Lmiis on all the hgth and width dnaeusiom. a,, bi. &1,2, of the 

rectangdar ordcr pieces for the BOM or the whole set of fe~8nguiar stock sheets; 

4. limit of the aspect ratio. L, ie. the ratio of a order p k e  or stock sheet's length to 

width, 

Steo 2 

The ran&m nvmber gencrator is i u i t h b d  An important utiiity thgt digital cornpiter 

synems shouid provide k the abiiity to generate randorn numbe~s- A Robg fiinction, 

Randorn [37], is seked as the raadorn number generator. The numôers generared are 

used as the seed wrcbers to mate the rtct;ui@ed9 dimensions. 

S t e ~  3 

An mteger n dinerent sùes of rectangles are created Each tectaagk's iength and width 

are gemated by usmg random seed numbers. the bwer and upper limits, 41 and bj, as wen 

as the aspect ratio bit, L. The avaïiabk number of each rrctaagle is set to one at this step 

and the total area of aii the rcctangies (A) is cdculatcd. 

A recfangie is a rectanguiar ordcr piece or stock sheet 
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S t e ~  4 

The total area of aII the rectangles is cornparrd with the target area A, If A 1 A, the 

p r o c e  is tcrminatcd If A < A, mort rccmgLs are rrquaed to rrach the target area. 

Because the numba of rccta@e skes, n, and thta dnnemioas arc generated already in 

Step 3. the only way to enlarge A is to Picrrase the mimbm of the rcctangies. 

Thmefore. the quanticy of the nctangles that bekmg to one of tbc n diffncnt sPcs is 

m c r e a s e d b y o a e . T h e x b a i a n o f t b e E g t t o b e ~ D r a a Q m A ~ i n d i c a t o r k  

(k=l,...,n) is set by a random number tfiat ir pduccd again, by using tht litndom numkr 

generator. The area of thit mw reetaaglc is added h o  A. nicn step 4 is npeated untii the 

target area io reached, 

F m  4.5 coutaius a flowchart cietaihg the différent steps involved in generaring 

a set of naangles. It can be seen th the total ana. A. of aIl the recta@e caawt exceed 

the mget area, A, However. A wiIl be close to k. The procedure tends to iead to 

approximately simùar numkn, q,, for the differcnt sked rectangles. Here q, represents the 

quantdy of rectangk i (pl,., n). for the difkrent rerrangL sites- Minor rnodScations 

mvohhg the irraoduction of weiptning fictoa into the formula âdiniug indicator. k. for 

the size of a rectaagle wouid albw rcaangh to be genaated m other (user-rpccifïeà) 

proportions. in othcr worb. by conaolliag the assigmacn of k during a h  iteration the 

quantity of rectangles of size k could be comrolld The nrst 10 randody generated 

numbea h any sequence are aiways discarded to ensurt that s m i i b r  seed vah~es do not 

lead to similiir ranQm numbers, 
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1 For each j -14, set d g  to be a 
fcasi'bie dimension if and o d y  if 
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Set the mtangrilar area 
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I 
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I 
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I 1 

Yes 
1 

1 End 1 

Figure 45. FIowchart for the Random RobIem Generator. 



For the generation of nock sheet data set. the fobwing two factors mus be taken 

into account. 

1. The zmaIleJt kngth a d  wkith of any stock sheet size must k Iarger ttiaa the Iargat 

length aud width, respaively, of any orQr piece in the BOM. 

2. The nqukd APSA ratio must be defincd to gcnerate a set of stock shect data. 

Five test probiems are coasidered for cach APSA category. Therefbre, a total of 

125 test probkms an m e d  The BOMs generated vary in b i r  structure. ïhe numkr 

of di&= sizes demanded m the BOMs ranges h m  8 to 50. The quantity for each of 

these sÏzes fanges h m  1 to 20 pioces. The total number of order pieces m the BOMs 

varies h m  10 to 205. The number of stock sheet sizes is bawtcn 2 to 6. A stock shcet 's 

length and width ranges h m  25 to 120 (arbkrq distance) rmits. Wahin the same APS A 

category, the standard dcviation of the stock sheet arcas is in the range of 10 to 50% of 

the overall mean stock sheet arra An order piece's length ranges b m  1 unit to the nock 

sheet's wid!h. The quanthy of order pieces in a BOM is almost qua1 with a slight variance 

of one or two pieca for each size. However, the numkr of different order picce sizes 

varies h m  BOM to BOM. 



4A.3 Test R a t s  for the PSTL P m u r e  

Tht PSTL procedure desdxd preMously ims testeci by using tes groblemr 

created by the raadom probkm ge-toc The proccdure was tmed four separate tgncs. 

Each rim one of ttr following forn diaennt herniscl: pkes was miplmemecl m the 

PSTL routine. 

1- The ffrst hemistilc is LTM-MEAN m whkh the L e s t  Total crim loss Method 

(L'ïM) P uscà to sekt the BSS. The arithmetic mcan (MEAN) is used to calcukte 

the PSTL. 

2. The second heuristic is LTM-MEDIAN which uses the LTM but, in this case, the 

median @EDIAN) is used for the PSTL calculation. 

3. The third bcclristic i~ LAM-MEAN h the West k e a  Mahod (LAM) is 

used for the BSS selectioa Ine mean is used for the PSTL caiculatio~~ 

4. The f o d  heurisuc is LAM-MEDLAN which uses LAM for the BSS seMon and 

MEDIA,? for the PSTL dcdation, 

The test reJutu for each of the four di&rrnt heulistics are prcsenttd m F i i  4.6 

through 4.9. An abscissa m these Qwcs rcpcsems the catcgory numbtrs m a h  the 25 

categorks arc divided into the 5 sections ciemted by (a) tbrough (e). Each section inchdes 

5 dinefenc categories that bave the ram APSA ratio but a difnrent (2 to 6) number of 

stock sheet sizes. F i  4.6 shows the Average (percentage) Stock S k t  Utïbtion 











(ASSU) m each category. Figure 4.7 presenrs the rrsults of the Wilcoxon rank sum test 

(401 on the sampk data of the ASSU. The Wllcoxon r d  sum test is a nonparamehic 

statisticai technique that compares the bias of two test mthods. It determines if the 

diffiettnce between the resuaS produceci by the two mthods is significanr (two-taM test) 

or idemifies the better of two mthods (one-taikd test). In this chaptr, the two-taücd test 

was conductcd Figures 4.8 and 4.9 givc tht corrcsponding mkln values of the B U  rims 

and the res& of the Wkoxon rank sum test. nit standard dcviations are not compareci 

m thiç test because it 6 believed that a SIMIX sampie site (5) may not provide meaningfbi 

resulu. The origmal test resuks of a i i  &ta sets for the four beuriFtic poiicies are presented 

in Tables C.1 through C.25 m the Appendix C. it is natecl tbat only fie data sets are 

tested in each category. 

4.4.4 Analysis of Resuits 

The following observations and analpis are pnsented based on the data shown m 

Figuns 4.6 through 4.9. 

1. Figure 4.6 shows a comparison of the ASSU for the four heurinic policies. It can k 

scen b m  thh figure that the ASSU gencrally krcascs as the APSA ratio dccrGases, 

regardles of the heuristic variam usecl. In those categorks that bave the sarne APSA 

ratio, the ASSU grows as the numbu of dinercnt stock sheet sizes maeases. This 

trend happas because, as the APSA ratio decreases, the man area of the piece to be 



allocated h m  the BOM decreases m relation to that of the stock sheet. Hence, a 

bcner utiüzatioa can be expected. It is obvious that, the smaOcr is the order piece, the 

better thD piecc can nt imo tht siiialkr availabie space on the stock sheet. When the 

APSA ratio nmaiis coustant, the grcater is the numkr o f  different stock sheet sizes 

that arc avaitahie. the grcater D the possibilny that a smaller trirn bss iayout can be 

found 

2. nie rtsuhs presented in F i  4.6 Mücate ttiat the two variants for the BSS selectpn, 

m l y  LTM and LAM, bave quite merent impacts on the ASSU. LTM ge@ 

achieves a h i g h  ASSU than LAM. This ho& m e  par&icuiariy for those categories 

with a hi$h APSA d o  and a large number of dlfferent stock sheet s k  The 

distinction between LTM and LAM becomts lcss signincam as the APSA ratio and the 

numbcr of difkent stock sheet sPes deCrtase. This bchavior can be expiained by the 

niain fèature of LTM and LAM, that is, the way that the BSS is selected LTM 

e x a m  al1 the different stock sheet sizes and searches for the BSS by iaybg out the 

BOM on each single sized stock sheet so that the most Eivored aock sheet size can be 

found UnWrc LTM, LAM does not check all the stock sheet sizes agaÏnst the BOM. It 

simply chooses the stock sheet sPc componding to the iargest area as the BSS. In 

other words, it prcsumes tbat the stock shect havaig the kgest area produces the lean 

total aim-bss. The chance of this happming depmds upan the da&rent categories of 

the test problem. It O more likely tnie in categorks involving few di&nnt stock 

sheet sizes, say 2 or 3. It a h  has a higher possbilicy to be tme in the categories 



having a Iow APSA ratio, say 0.04 or 0.10. For low APSA ratios. the krger is the 

stock sheet, the iess trim loss couid be achieved F i  4.6 alro shows that the two 

variauts for the PSTL cahiktion; namely MEAN and MEDIAN, bave Iatle di&rence 

on the ASSU. Consequmtly. the methai of caiculating the PSTL haf Liale effect 

3. Figure 4.6 oonly shows the cnean d u e s  of the stock sheet utiiizations. Thetefore, it is 

necessary to conduct a s i p & m c e  test b e c n  these variants by using a FkiJcoxon 

raak s u m  test 1401. A conchision of wbether nvo methods produce signincantly 

Merent results is based on a "test statisticn, T. Details of compiting T are given more 

convenientiy in Appenda k The T is cornparrd with two critical vaiues, TU (uppr- 

tail vaiue of the rank sum disoibution), and TL (lower-tail value of the tank s u m  

distribution). If TSTL or T ~ T u ,  it can be conciuded that the two mcthods gcncxate 

statisUcaRy différent rcsuhs. Othawise, they are not matisticaIly ditkent. The critical 

values cm be found in standard statistical tables [NI] by reIating them to the sampie 

space and the confidence b e l  (95% m this test). Figure 4.7 presents the results of the 

Wilcoxon rank mm test for the ASSU betwecn two of the four heurntic policies, 

namely, LTM-MEAN and LTM-MEDIAN, LAM-MEAN and LAM-MEDIAN. The 

critical vahes, which are based on a 5 sampie space and a 958  confidence ievel are 

TL = 19 and f i  = 36 140 1. StatDtically, there ir inwiably no di&nnce. according to 

Figure 4.7, between LTM-MEAN and LTM-MEDIAN because a i l  the test statistics of 

the two heurjstics are between the two aiticai values. However, the Merence 

between LTM-MEAN and LAM-MEAN or LAMMEDIAN varies in diff'rent 



categories. Generally, they are nor significantly di&nnt at low APS A ratio catepries 

(category 16-25). Converseiy. they are diffkrent in high APSA ratio categories 

(category 1-15) a c e p  when few (2 or 3) stock sheet sizes are available. 

4. Tht average CPU time rakm on a Pemium 90 basai, IBM compatible microcompter 

is shown in F i  4.8 for aU the four heuristic policies and each catcgory. It can be 

seen that LTM gencdy demnnds more com~~fer  tmie than LAM, especküy m the 

categories with a bw APSA ratio (kss than 0.25) and many (pater than 3) dintrent 

stock sheet sites. This is because ait the dinerem stock shcet sizes are examiricd when 

findhg the BSS by usmg LTM. Wih the same BSS selcaion, the use of MEDIAN for 

cakuiating the PSTL quires more CPU tim than that of MEAN. This is kcause k is 

somewhat more compkated to nnd the PSTL for tht MEDIAN than for the MEAN. 

Dininces ktwecn CPU tims are insignincant at a high APSA ratio (around 1.00) 

but they are cxaggerated as the APSA ratio decreases. espzciany for more than 3 

different stock sheet sizes. 

5. Figure 4.9 presents the resuhs of the Wilcoxon rade sum test for the average B U  

timts. This fîgurc shows that the! test statistics for LTM-MEAN and LTM-MEDIAN, 

LAM-MEAN, LAM-MEDIAN an behwcen the TL an TU at high APSA ratio 

categories (category 1-8). (The criticai vahie is based again on a 5 sample space and a 

95% confidence kveL) As the APSA ratio decrtases, most of the test statistics are 

grtater than the criticai value TL or les than the TU. This indicates that, at k@er 



APSA ratio categorîes. there Îs no significant di&rmce ktwecjn LTM-MEAN and the 

other heurist4cs. However. there is a significant d8krence at APSA ratios bdow about 

0.25. 

Based on the test results. the foUowiug ccmciusions can be dram 

The APSA ratio and thc numkr of dÏ&rcnt stock sheet sPes are two major &tors 

ttiat shouid be coiisidered in implemcnting heuristics for the PSTL procedure. 

Generany spcakiag. the ASSU and average CPU tmic of the PSTL procedure 

haease as the APSA ratio deamses or as the nuber of diffircnt stock sket sizes 

incnasa. regardless of heuristic policy. 

Depending on the APSA ratio and the nuniber of di8Firtnt stock sheet sizes, the 

four variants (Le. LTM or LAM for the BSS seiection and MEAN or MEDLAN for 

the PSTL caicuiation) CiifEr in their tffectiveness. In terms of the ASSU, LTM is 

more esctive than LAM at APSA ratios above about 0.50. especially for situations 

involhg more than 3 différent stock shcet sizes. The dE&mce m ASSU kcomes 

less signiticant as the APSA ratio hacases. LTM &mands more mu tirne than 

LAM. However, the imeaJe in B U  tim 9 not signifiant at APSA ratios above 

0.25. espccially for 2 or 3 different stock sheet sizes. On the other had, the 

di&nnce becornes more apparent as the APSA rath decmises. iherefore, L m  



shouid be used at APSA ratios above 0.10 and LANI shouid be chosen at APSA 

mios below O. 10. 

3. Tbe variann of MEAN and MEDIAN gcnerate iittlc dincrence in the ASSU but 

they arc quie différent in bit deniands for B U  Mr. MEAN achievcs a slightly 

highcr ASSU tban MEDIAN but rsquins much les (=PU time. ThmforeT MEAN 

shouid be uscd for a PSTL calculatioa 

In conchision, for tk final design of the PS'K procedure, the hybrid hewistbc 

poky of LTM-MEAN should chosen at APSA ratios above 0.10, especially for fewer 

than 3 di&=rcnt stock sheet si=. Convenely. LAM-MEAN should tte chosen at APSA 

ratios below 0.10 and for more than 3 dinerent stock shect s k .  

A new procedure was devebped and evahiatd m this chapter. The procedure used 

the BSS to lirnit the %ope of the search for 'good' basic stock sheet sites. The PSTL, was 

employed to dy~mically corarol the selcetion of the stock shcea m order to &ce the 

total trim bss. The aew pmcadure was tested on various probkms that were created by 

using a random test p b k m  generator. Four di&rent heurhic pokies, namely LTM- 

MEAN, LTM-MEDIAN, LAM-MEAN, and LAM-MEDIAN wcrc imptmented and 

testeci. RtSUltS were c o q a m i  m terms of the average stock sheet utilization and the 



average CPU timc. It was found that LTM-MEAN prformcd the test at APSA ratios 

above about 0.10 and for 2 or 3 dinerent stock she* &es. Conversely, LAM-MEAN is 

the best chaice for APSA bebw about 0.10 and fPr more than 3 dif&nt stock 

sheet sizes. 



Chapter 5. Analysis of the Pre-specified Trim-loss 

Procedure 

This chapterdesnibes andevahrates the 6nalformof the PSTL procedure which 

was discussed m the prtvious cbapcr. Tht objcnRe is to design a procedure in which the 

conDictmg de- for both a '4iigh qualiS sobithn and mbiud computatioaal tnort 

can be satirfied The devebpaienr ofthe finalform is brieny desaibed h t .  Then the 

performance of the PSTL procuiure is compand wdh that of the three prevEously 

pubiished procedures discussed in Chapter 3. 

5.1 E ï i  Design of the PSTL Roadure 

According to the evahration pnsnned m the previous chaper. two of the four 

heurinic policies, namely LTM-MEAN a d  LAM-MEAN* are superior m temis of both 

ASSU and B U  tirne. Based on this g e d  conclusion, the &mkd hm of the PSTL 

procedure is desigwd as foilows. 

1. LTM-MEAN is always chosen, ngardkss of the APSA ratio if the number of 

di&rent stock sheet sPes is fewes than three. When only one or two di&:rent stock 



sheet sizes are avaikbk, LTM-MEAN achieves a higher ASSU and requires only 

sli%tly more CPU time than LAM-MEAN. The di&nnce a1 thc B U  tims 

betwctn these two policies is ïm@dbmt accordmg to the test r e d s  pnsented in 

the prCnous cbapter. 

2- If the aumkr of d i f k n t  stock sheet fnes is eer than two. the choice between 

LTM-MEAN or LAM-MEAN d e p d s  upon thc APSA ratio. Test nsults @en in 

the previous chaper indicate th% as the APSA ratio decreases bebw 0.10, the 

ciifkence between LTM-MEAN ad LAM-MEAN becoaw insïgdbnt  m te= 

of ASSU. However, the diffemre m the B U  tEnw aeoded to impkmcat these 

two p ~ l i c k  iI ugnificam. LTM-MEAN requircs m ~ c h  B U  tmie than LAM- 

MEAN. In otficr words, wdm tbt APSA ratio is Eess thau 0.10, it is more 

advamagebus. on bahw, to use LAM-MEAN. The 0.10 is chosen as a critical 

value to contxoi the selecàon of the heurisic policy. 

Figue 5.1 rUustrates a simple logic for the selectim of the heurisac policy. 

The PSTL pctdurt, impkIIhtnted as descrikd O the previous -on, is 

evaiuated next by compwhg Ds performance with the three pviously published 



procedures described m Chapter 3. They are the PREORDER, STEP, and Branch and 

Bound (RB) procedures 1341. The cornprison is bsscd upon the rcsuks achkved by the 

PSTL and the three existiag procedines for the sam test categories utilntd in the kn 

Figure 5.1. Seleaicm of the Heuristic Policy. 

5.2.1 Test Problems 
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and five sets of différent stock sheet sizes. Each set inchdes a paninihr number of stock 

sheet sizes. The nimber of ciBmnt stock sheet sizes ranges h m  2 to 6. niete are 30 

problems for each catcgory. The mcan values ofthe test resuks (the ASSU and the 

thes) arc used to cvahatt thc proccdures- In 0th wonio. the pcrfbmance of the 

pmctdrrres ïs compaied based on th: 30 sarnpk probkms for each category. The qycstioa 

to ask is WhCthCr a sampk space of 30 is hgc mou@ to draw c011clusions about the 

entire population? T k  aaswa is positive- According to the Cenaal Lima Thcorcm of 

C .  

natistifs (411: "The distribution of the sampk mean, X. of a mubm sample dram h m  

pranraIly any popdation with mean p ami variance d can be approrimated by means of 

a nomal &tribution wïth man p aad variance dh, providing the sampie site n is iarge". 

The keyarpea mthicthcorcmisthat thediscributionofthesarripk meanmm bemnaaI, 

In mst -es the tendary towards nornialay is sa mng that the approximation ïs 

fairfy satkfhory with a sampk of about 30 1411. Wnh iarger sainples. of course, the 

approximation is even more satisktory. However, hger sampk Iead to more 

computatianai efht. Thenfore, 30 probleus are tested for each category. AU the test 

probkms are aeated by ushg the random p b i e m  gemrator. As descnbed in ûiapter 3, 

the three exining procedures have ban rcprogrammcd for an IBM compatible 

minocomputer sa that they a n  be compared dircctly wirh the PSTL procedure on the 

same compter systcm. The compter system, again, is an IBM compatible cornpiter 

having a 90 MHz Pcntium processor and 16 MB of RAM. 



Test rcsuks are prescnted in ternis of the Average (percemage) Stock Sheet 

Utdhtion (ASSU) and B U  timc for each category. For the PSTL. PREORDER and 

STEP procuiures. the rcsuks of ail 25 categories are psemed However, for the B-B 

procedure. only the resulis in categork mvohripg two or thme diffi:rent stock s k t  sizes 

are @en. It was fiund that the B-B pioccdurr couidn't be tenad on the comprter systcm 

if the rnimbcr of c lE i i t  stock &cet sizcs cxcecded thce. This is because upnaicandy 

more computer mmory if requinxi for the B-B procedun. Thtttfiire, the cornpison of 

the PSTL and R B  procedures is limiteci to two and ünee dinmnt stock sheet sizes. The 

ong8ial test rrnitts of al1 data sets for the PSTL, PREORDER and STEP procedures are 

presented in Table C.1 through C.25 25 Appendix C. 

53 Compa&on Wth the PREORDER a d  STEP Procedupes 

Figures 5.2 through 5.7 compare the rrsutu of the PSTL procedure Mih those of 

the PREORDER and STEP procedurCs. F î  53  compares an three procedures for each 

of the 25 categonts in terms of the ASSU. 'The cornparison of the standard deviaùons of 

the ASSU is pre~ented m Figurr 53. F i  5.4 &es tbc r c d s  of testmg the difference 

of the ASSU between the PSTL and STEP or PREORDER proccdurts by usmg 

independent sampk data. A conchision of whcther two procedures produce a significant 















difference m the ASSU is based on the comparison of the test statmif. z, and the &al 

Mhiet.Thecalcrilatinnofzir@eakAppndà k'fhet,whichis bascdonthesampk 

space and the conndare kvel can be fwnd m naadard staàstical tables @en in 

refémce [4]. F i  5 5  compares d thne procedures in terms of the average (=PU 

tinvY for each category. F i  5-6 shows the compaMon of the siandard deviationr of the 

average CPU timcs. Eigurr 5.7 piffanr the rrailts of testiag tht différence of the average 

CPU timeJ. The resulis sbown m these hinhlipht the folbwing Hnportant 

obsemtions- 

1. F i  5.2 iradicatcs that the ASSU genedly mcrrases as the APSA ratio dccreases. 

rcgardless of the pocarliut. ln categom that have the same APSA ratio. the ASSU 

grows as the numkr of di&== stock shceî EMS inmases. It can also k sem h m  

Figure 53 that the ASSU of the PSTL procedurr is mvariabiy highcr than that of tbe 

STEP procedure but not as bgh as the PREORDER ptoctdure. The dinérnres an 

quite obvious at APSA ratios grcater than about 0.25 but becorne lcss signincam as 

the APSA ratio dccrcases. This behavior idkates chat the PSTL procedure is better 

than the STEP procedun but not as good as the PREORDER procedurt m terms of 

die ASSU. 

2. The standard dcviation is a usefiil paramtter to compare the dinerent procedures. The 

rsuks prcsented in F i i  5.3 hikate that the nandard dtviation decrtases as the 

APSA ratio ckeascs, ngardkss of the procedure- The three procedures generally 



give comparable standard deviations except that the STEP procedure produces a hi@ 

standard deviath for the Categorks 1.6. 11. 16 and 21 involving s d  numkr of 

stock sheet sïzes. ln other words. there may be more volatilGty with STEP iu these 

categories. This observation is confhmd by Figure 5.4 m which the cüûkreuce of the 

ASSU gc~pcratcd by the PSTL and STEP procedures is qUae signinmnt m those 

categones. 

3. Figure 5.4 shows the mits h m  testiug the di&nnce of ASSU. It reveals that the 

dBèrcnce between the ASSU h m  PSTL and PREORDER is not statisticaly 

signincant except for catcgories 3. 5. 9 10. 18 and 20 kause the statistic (2) is 

p a t e r  than the critical vahe (2.04) which cortesponds to a 30 sampie space and a 

95% confidence level [a]. Convezsely. the difkrence in the ASSU h m  the PS'CZ and 

STEP procedures is s i g n i h n t  except m the low APSA ratio categories 20.22.23.24 

and 25 because the statistic (2) is then les dian the critical value t. 

4. Fimm 5 5  shows the average CPU tanes taken by the three procedures. It can be seen 

that the PSTL procedure always &man& slightly more average CPU times than the 

procedure. However. the dinèrcnce between these two procedures is 

hsignificant. This behavior is confirmsd by testmg the difference of the average CPU 

t h e s  show in figure 5.7. It can be seen h m  thiç figure that the test statistics z 

between the PSTL and STEP procedures arc bebw the cntical value t of 2.04 which 

comsponds to a 30 sample space and a 95% conMcnce b e l  1401. In other words. 



there k 95% c o ~ o c e  that there k no difference between the PSTL and STEP 

procedurcs m te= of their average CPU tws. The nqairement of  the average CPU 

tmï+s for the PSTL and PEORDER procedures are quûe dinennt. This nquiremat 

depends upon the availabk numkr of dincrtut stock shect sizes and the APSA ratio 

of the BOM. When thac are only two dinerrnt stock sheet sées, the difference in the 

CPU tmies of the PSTL and PREORDER pn>ceduns is higniocant. However, as the 

number of diftircnt stock shect sizes kmmses, the ciBimace inaeases exponentiany, 

especbily for APSA ratios bwer than 0.25. PREORDER dernands. on average, much 

more B U  timc thaa the PSTL procedure in ail categork except those i n v o l .  two 

d"mnt stock sheet sizes. This behavior U also confirmed by the resuk~ of testing the 

ciifference of the average CPU times presented m Figure 5.7. 

5. Figure 5.6 shows that th: PSTL procedure prochces the bwest nandard deviation for 

the average CPU tims. The dincnnce ktween the PSTL and STEP procedures is 

imignZcant- However, the dBkrcnce k t w e a i  the PSTL and PREORDER procedures 

is quite s ï g n i b n t ,  especially m bw (less than 0.25) APSA ratio categories. 

Furthemore, PREORDER is the most vola& pccdure in terms of the average CPU 

times. 



5.4 Coinparison with B m c h  and Bound W B )  Proeedure 

As mwtiolied in Chapter 3, the B-B procedure Rquirrs mmnQus cornpiter 

mmory. If the armikr of di&:= stock sheet s k s  is hrger than tInee, the B-B 

procedure camiot be executed on the currcnt compter systtm, Therrforc, the comprison 

of the PSTL and tk B-B procdms is limitedto those catqorks that have two and ttnce 

cii&rerit stock shea sizcs. Tbc nsuhs are cornparrd m Tabk 5.1 and 5 2  in tems of the 

ASSU d C'PU t i n ~ ~ .  

The performance of the PSIZ procedure is seen to cornpart weD, @hg very 

comparabie ASSU vahies apccgIly at APSA ratios bwa than 0.10. Tht P S n  procedure 

re~uires much iess QU time than the B-B procedure. 'krefbre, the major improvement 

of the PSTL procedure. ovex the B-B procedure, is diat ï t  grcatly hqmves c o ~ t i o a a i  

efficiency wuh, at mon. a slight 3% or so m ASSU for the categones tested 

Table 5.1. Cornparison of the ASSU with the B-B Procedure. 
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Table 52.  ComparWn of the CPU Times (&utes) with the B-B Procedure. 

Based on the cornparison of the test resuks. the fbhwing conchisioas cm be 

1. The computationai efaciency of the PSTL procedure ir much hïgkr than that of the 

PREORDER proeedun, especiaILy at APSA d o s  bwer than 0.25 and more! than 

three di&= stock sheet sizer It is also comparable to the STEP procedure m aii 

2. The ASSU of the PSTL procedure is comparable with that of the PREORDER 

procedure and kacrt&an the STEP pocdurcC 



Chapter 6. Conclusions and Recommendations 

A Re-Specined Trim Loss (Pm) b r i s &  procedure was dcvebpd for sohrnig 

the cutthg of tw6-dimM1SjOnaL miUripie s k i ,  stock sizcets. The PSTL procedure was 

aimed at firuhg a "good" stock shcet cuttmg sequmce that W to a b w  trim bas wich 

high c o m p u ~ n a i  cfkiency. The m p r  a r t  was @en to the design of bcurinic polices 

to select difEkrent stock shat sïzes for a specinc BOU Observations h m  the tests of the 

di&ent heurisac polices Icd to the conciusion that the e&ct of the heuDnic polices on 

ASSU d;min;shes as the APSA ratio and the rnrmbet of diffèrent stock sheet sizcs 

dwrrmses k b w  about 0.10 and thme, respectnrtiy. However, the conespondhg e&ct on 

the C'PU time &meases as the APSA ratio decreases bebw about 0.50 and the number of 

dinerent stock sheet sites increases beyond three. This was the main consideration in the 

design of the PSTL procedure. Two Robg routines. nanaeiy the BSS sebection and PSTL 

cdcuiation. were developed to implement the heurirac polices. 

Another irmovatîve hture of the PSTL procedure is the use of a random probkrn 

generator for gencrating test problcms. It aibwed the BOMs and difkrcnt stock sheet 

data sets to k a e d  that have a Mde range and miir of pke &es a d  qua- for the 

faim evaluatiorl of tbt procemires. 



The PSTL procedure was cornparrd wirh k e  previously published procedures of 

Qu and Sandcrs [34]. It provided a comparable ASSU and much higber cornpirational 

eniciency compared with the B-B and PREORDER procedms. It aiso achieved a bener 

ASSU and a comparable B U  time cornparrd wïth the SEP procedure- 

The following corrlusions can be chawn h m  mis xesearch. 

The APSA ratio and the aumbcr of stock sheet sizes are the major factors that 

should be considercd in impkmnting heuristics for cuniig of two-dmIensionai, 

multiple sized stock sheets. 

A pre-examination of d i n i  stock s h e a  sizes, rehuve to the BOM, is essemial m 

procesmg probkms hvolvmg many di&:rcnt stock sheet sizes. The greater is the 

number of dinerent stock s h t a  s k ,  the -ter is the advantage the BSS selecuon 

proc-* 

The determination of the PST?., is entML It anects not only the quality of the 

solution but the computational anCiency. 

Comprehensivt tests with randomly germateci probkms provide a mon cka.kd 

picturc of the perfomce of the PSTL procedure. 



Recommendations foi fuairr shidy are priovided below. 

1. Upgra& the Probg routines of the PSTL procedure by usmg more advancd 

b b g  pgrammeig took to improve the capacity of the internai database. Thai it 

will be possibk to solve iarge size problerns. 

2. Fuataer devebp the basic stock s h M  site selctaon procedure to enable it to 

cietennine the BSS when dinereat stock sheet rizes are not spinecl beforehand. 

3. T d y  integrate the PSTL procedure with the CUttifig path optimDation routine 

developed by Bersckid [38]. This qstem shouià be able to automaticaIty 

determine the sequence of the differem stock sheets for a specific BOM. 

4. E n e d  the PSTL procedurr to threeaimmionai, multiple sitcd, container bading 

problerns. 
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APPENDIX A. Calculation of the Test Statistics 

A.1 Test Statistic for Wi1coxon Rank S m  Test (T) 

The test statinic of the Wikoxon ranlc sum test is caicuiated accordhg to the 

following steps [a]. 

1. Rank the nrcn2 obscrvatbous in two sampk h m  the sniaIlcst (mnk 1) to the @est 

(d n~+m). The nr ami n2 are the sampie size of sampie 1 and sampie 2, 

iespectively. 

2. Calculate TI and TI. the rank sums associated wiih sampk 1 and sampk 2, 

~spctiveiy. 

3. L f n ~ < n 2 , s e l e c t T ~ a s t h e t e s t ~ T . E n ~ > ~ , s e l e c t T r a s t h e t c s t s t a ~ T .  

Enz - n2 , select either Tl or TZ as the test s-c T . 

The following table shows an example of the calcuktion of the test staiistic, T, for 

categoxy # 1 by using the Wilcoxon rank sum test 

Table A.1. Example of the Wilcoxon Rank Sum Test. 



A 2  Statistic for Testing the Diffenmce of the Means of Two Independent Samples 

(2) 

Tht test satirtic (2) for testhg the dabaeace of the mwns of two independent 

samples is calcuiated by ushg the foilowing cquation [NI: 

 est staattiç. L - j-. .' 9 
($+.,) 

where 

XI = mean of sample 1 

XZ - mean of sample 2 

SI = standard deviation of sample 1 

s2 = standard deviation of sample 2 

nt = s k  of sample 1 

n2 = size of ample 2. 



Application of the Software 

This appndR pments a simple enampie of the appbtion of the software to 

sequence the ordezs of muhipic sized stock sheets. 

The bill of material and the stock sheas used m the example are iisted in the 

following two tables. 

Table B. 1 . List of Bill of Materiai. 

Table B.2. List of Stock Shetts. 

* Arbitrary but consistent uni& are needed 

Stock Shcet Size # 
1 
2 

L 

3 

Lcngth 
179 
163 
160 

Wmdth 
100 
123 

113 

Quantity Availabk 
unlimiteci 
unlimited 
unlimiteci 



B2. Sequenciq Orders by Lising the Lcart Totai Trim-loss Method (LTM) 

1. Dctermining the basic stock sheet size (BSS) and the p-specified aim-loss (PSTL). 

The same BOM à kid on single s u e d  shcets by u&g each of the three stock sheet 

s k .  The trim-bss hr  each &cet and the n&r of shttts of each size that are used 

are shown in Tabk C.3. 

Table B A  List of Th-losses for Each S ize of Sheet, 

The total trim-los and the man of the trim-loss for each size are also pnsented m 

Table C.3. Note that the k t  &cet is not counted. Then the stock heet size that has the 

ieast total tRm-lass (Sb 1) is selected as the BSS, and thc mean d u e  of the %SS 

sheet (13.18) is specifed as the PSTL. 



2. Secpencing or&= of the stock sheeu. 

After the BSS and the PSTL have been detemhed, multiple sized stock sheets are 

sequencad by the softwarG in the mariner shown in Table C.4. 

Table B.4. Sequenchg Ordao of Multiple Sized Stock Shcets by LTM. 

B3. Sequenang Orders by Using -est Area Metbod (LAM) 

1. Determinhg the basic stock sheet We (BSS) and the pre-specifïed trim-Ioss @WL). 

L 

SeriCs # 
1 

2 
I 

3 
4 

5 
6 
7 
8 

L 

9 

10 

r 

,Fi sequtnce 

The ana of the sheet for cach size is calculateci. The one that has the kgest area is 

chosen as the BSS. In this example, the BSS is size 2: 163x123-20049. Then the BOM 

is laici on the s a t  2 sheets. As stiown in Table C.3, the mtw. trh-ioss of the size 2 

sheets is 16.64. This value h specified as the PSTL. 

- 

Trini-bss <- PSTL ? 
Yes (Sioc 1 is acccpacd) 
Yes (Ske 1 is accepteci) 
Yes(SIzt1isacœpted) 
Yes(Sïze1isacocpacd) 
No(Sis 1 uhjtCbtq) 
No ( S b  3 is cckctcd) 
Ycs (Sh 2 is acacptcd) 
No (S* 1 is rem 

~ o ( ~ S ~ 3 ~ ~  
~becilupeithastbtlcanaiin- - .  

No(Siac2isrejcatd) 

Sepueme 
1 
1 t 
111 

1111 
lllll 
11113 
11112 
111121 

IlIi= 
I 

111 122 

m 

111123 

oftk skd Trim&ss 
t 
1 

I 
t 
1 
3 
2 

0.42 
0-42 
6.98 
859 
19.98 
1636 
9.79 

1 

3 

2 

19.98 

la6 

2856 



2. Sequencing orden of the stock sheets. 

After the BSS and the PSTL have been determnied, multiple sized stock sheets are 

sequenced by the soham in the mariner show in Table C5.  

Table B5. Sequcnciug Chders of Multiple Sàcd Stock Sheets by LAM. 
C 

Series # 
1 

L 

2 
b 

3 
L 

4 
I 

5 
L 

6 
7 
8 

L 

Trim-10s e- PSIZ ? 
Yés (Size 2 is acccped) 
Ycs(Size2 isaccept é6) 

Yes (Sizt2 iracap ed) 
Yes (Size 2 is acceptai) 
No (Sk 2 is rejsned) 
Yes (Size 3 is accepta 
No(Size2 is-ea) 
Ya (Size 3 is -ed) 

Sequence 
2 

1 

22 
222 . 
2222 
22222 
-22223 
222232 
222233 , 

'Size of thc s&( - Th-loss 
2 
2 
2 
2 
2 
3 
2 
3 

10.16 
1359 
13.59 
13.59 
24.44 
16.21 
24.44 
16.21 



Test Results 

Table C L  Test Resuhs for Category# L (APSA Ratio: 1-0, Numbcr of Stock Shcet S h s  2)- 





Table C.3. Test Renilts for Category # 3 (APSA Ratio: 1-00. Number of Stock Sheet S o t r  4). 





Table CS- Test Resuits for Category # 5 (APSA Ratio: 1.00, Numbtr of Stock Sheet S b s :  6)- 



Table C.6- Test Rcsrifts for Category # 6 (APSA Ratio: 0.50. Number of Stock Sheet S ks: 2). 



Table C.7. Test Ucs& for Category # 7 (APS A R a :  050, Number of Stock S heet S ées: 3). 





Table C.9. Test Results for Category # 9 (APSA Ratio: 0.50, Number of Stock S k t  Sizes 5). 







Table C.12- Test Results for Category # 12 (APSA Ratio: 0.25, Numbcr of Stock Sheet S izes: 3). 



Table C. 13. Test R d t s  for Latcgory # t 3 (APSA Ratio: 0.25. Nuxnber of Stock Sheet S é e s  4)- 





TabIe C.15. Test Results for Category # 15 (-SA Ratio: 0.2% Numbtr of Stock Sbeet Sizes: 6). 



Table C. 16. Test Results for Category # 16 (APSA Ratio: O- 1 O. Number of Stock S heet S izes: 2). 



Table C.17. Test Resutts fbr Category # 17 (APSA Ratio: 0.10. Numùer of Stock Sheet Sizes: 3). 





Tabk C-19. Test ReSults for Cafegory # 19 (APSA Rab: 0.10. Number of Stock Sheet S a :  5). 



Table C20, Test Rcsuits for Category # 20 (APSA Ratio: O, 10, Number of Stock Sheet Sàes: 6). 



Tabk C2l. Test Results for Caregory # 2 1 (APSA Ratio: 0.04. Number of Stock Sheet S izes: 2). 



Table C.22, Test Redts for Category # 22 ( M A  Eh&: 0-04. Number of Stock Sheet Sizes: 3). 



Tabk C S .  Tca Results for Category # 23 (APSA R e :  0.04, Number of Stock S heet S aes: 4). 



Table C24. Test Results fbr Category # 24 (APSA Ratio: 0-04, Nrrmber of Stock Sheet Sizes: 5). 



Table C.25. Test Results for Category # 25 (APSA Ratio: 0.04 Number of Stock Sheet Sàes: 6). 




