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Abstract	

BNIP3	is	a	BCL2	family	member	that	promotes	cell	death	or	survival	depending	on	

expression	level	and	localization.	During	hypoxia	BNIP3	levels	increase	and	localize	to	

mitochondria,	inducing	autophagic	cell	death.	Although	hypoxic	regions	are	common	in	

solid	tumors,	BNIP3	expression	in	these	cells	promotes	cell	survival	and	more	aggressive	

disease.	ROS	may	play	a	role	in	regulating	cellular	response	to	hypoxia	and	is	known	to	

induce	autophagy.	However,	BNIP3’s	role	in	regulating	oxidative	stress-induced	cell	death	

is	unknown	and	the	focus	of	this	study.	Effects	of	hydrogen	peroxide	exposure	on	

expression,	localization	and	function	of	BNIP3	were	explored	using	HEK293,	U87	and	MEF	

cells.	BNIP3	expression	and	colocalization	with	mitochondria	increased	after	treatment,	

along	with	cell	death.	However,	knockdown	of	BNIP3	provided	minor	protection,	

suggesting	that	BNIP3	is	not	required	for	cell	death	induced	by	acute	oxidative	stress.	

Overall,	BNIP3	may	regulate	oxidative	stress-induced	cell	death	in	some	cells.		
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Chapter	1:	Introduction	
1.1	Overview	of	the	thesis	

Although	a	considerable	amount	of	research	has	been	conducted	looking	into	the	

effects	of	hypoxia	on	the	expression,	localization	and	activity	of	the	cell	death	regulatory	

protein	BNIP3,	comparatively	little	is	known	about	the	effects	of	other	stressors.	As	I	will	

describe	later	in	this	thesis,	BNIP3	has	been	found	to	contribute	to	poor	outcomes	in	

patients	with	a	variety	of	cancer	types	including	glioblastoma,	the	most	aggressive	form	of	

adult	brain	cancer.	While	it	is	possible	that	hypoxia	alone	is	sufficient	to	induce	BNIP3-

mediated	cancer	survival	and	chemotherapy	resistance,	is	that	really	the	full	story?		

Mounting	evidence	in	the	literature	suggests	that	oxidative	stress,	which	is	very	

common	in	cancer,	plays	a	role	in	hypoxia-induced	stabilization	of	HIF1α,	a	transcription	

factor	known	to	upregulate	BNIP3.	Oxidative	stress	has	also	been	implicated	in	activation	

of	other	transcription	factors	involved	in	BNIP3	upregulation,	and	in	activation	of	

autophagy,	a	cell	survival	process	that	is	one	of	the	defining	features	of	BNIP3.	Could	

oxidative	stress	in	fact	be	a	main	contributor	to	BNIP3’s	status	as	a	poor	prognosis	marker?	

In	this	study	I	sought	to	determine	the	role	of	acute	oxidative	stress	on	the	

expression,	localization	and	activity	of	BNIP3.	Using	the	human	embryonic	kidney	cell	line	

HEK293	and	the	human	glioblastoma	cell	line	U87	and	inducing	oxidative	stress	with	

hydrogen	peroxide,	I	measured	changes	in	BNIP3	protein	levels	by	western	blot,	mRNA	

levels	by	qRT-PCR,	and	localization	by	immunofluorescence	microscopy.	I	also	assessed	

changes	in	total	cell	death	by	microscopy	and	flow	cytometry,	with	hydrogen	peroxide	
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treatment	and	with	or	without	knockdown	of	BNIP3.	As	a	complementary	approach,	I	

evaluated	total	cell	death	with	hydrogen	peroxide	treatment	in	murine	embryonic	

fibroblasts	that	were	either	wild	type	or	knockout	for	BNIP3.		

Acute	oxidative	stress	caused	an	increase	in	BNIP3	expression	levels	and	

mitochondrial	localization	in	HEK293	cells	but	not	in	U87	cells,	while	loss	of	BNIP3	

provided	some	protection	against	cell	death	in	siRNA-transfected	HEK293	cells	and	BNIP3-

knockout	murine	embryonic	fibroblasts	but	did	not	completely	prevent	cell	death.	These	

results	suggest	that	BNIP3	may	contribute	in	some	cell	types	to	death	caused	by	acute	

oxidative	stress,	but	is	not	required	for	it.	BNIP3	does	not	appear	to	play	a	role	in	acute	

oxidative	stress-induced	cell	death	(or	survival	during	acute	oxidative	stress)	in	U87	cells.	

However,	there	is	sufficient	evidence	to	warrant	exploration	of	the	effects	of	chronic	

oxidative	stress	on	the	expression,	localization	and	activity	of	BNIP3,	as	that	is	more	

physiologically	relevant	in	a	cancer	setting.	

1.2	BCL2	family	of	apoptosis	regulators	

Death	is	the	ultimate	fate	of	all	organisms,	and	the	cells	that	comprise	them.	

Although	living	beings	have	an	inherent	drive	to	survive,	cells	may	initiate	death	programs	

in	response	to	a	variety	of	stressors	or	simply	as	part	of	the	normal	course	of	

development1–3.	The	process	of	cell	death	is	tightly	controlled	in	order	to	prevent	an	

untimely	or	inappropriate	demise,	especially	when	cells	experience	damage	that	can	be	

repaired	or	temporary	stress	that	can	be	resolved.	However,	cells	must	be	able	to	die	when	

necessary	and	may	do	so	by	inducing	apoptosis,	a	type	of	programmed	cell	death	that	is	

characterized	by	such	morphological	features	as	condensation	of	the	nucleus,	
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fragmentation	of	DNA,	blebbing	of	the	plasma	membrane,	and	cell	shrinkage	followed	by	

packaging	into	vesicles	for	degradation4,5.	These	events	can	occur	as	a	result	of	

permeabilization	of	the	mitochondrial	outer	membrane	(MOM)	leading	to	release	of	

cytochrome	c	and	other	pro-apoptotic	proteins,	and	cleavage	of	caspases	that	act	as	

executioners	of	the	cell	death	program1,5–7.	

A	key	set	of	regulators	involved	in	this	process	is	the	B-cell	CLL/lymphoma	2	(BCL2)	

family	of	proteins,	which	play	both	direct	and	indirect	roles	in	mediating	apoptosis.	

Members	of	this	large	family	act	primarily	at	intracellular	membranes	and	can	be	broadly	

categorized	into	three	groups:	1)	Multi-domain	pro-survival	family	members	such	as	BCL2	

and	myeloid	cell	leukemia	1	(MCL1);	2)	Multi-domain	pro-apoptotic	family	members	such	

as	BCL2	associated	X	(BAX)	and	BCL2	antagonist/killer	(BAK);	and	3)	BH3	domain-only	

family	members	such	as	BH3-interacting	domain	death	agonist	(BID)	and	BCL2-associated	

agonist	of	cell	death	(BAD),	which	are	also	pro-apoptotic5,7,8.	BCL2	has	four	BCL2	homology	

(BH)	domains	that	are	present	in	other	family	members.	Multi-domain	family	members	

have	all	four	BH	domains,	with	a	modified	BH4	domain	in	pro-apoptotic	members,	while	

BH3-only	family	members	have	only	the	BH3	domain,	which	is	essential	for	

heterodimerization	with	other	family	members1,5,7.	

Interactions	between	BCL2	family	members	determine	whether	apoptosis	is	

initiated	or	repressed.	Apoptosis	can	be	induced	by	extracellular	signals	via	the	extrinsic	

pathway	of	apoptosis	or	by	intracellular	signals	via	the	intrinsic	pathway,	but	both	

pathways	converge	at	mitochondria	and	are	influenced	by	the	activity	of	BCL2	family	

members1,5.	Although	a	variety	of	models	of	BCL2	family	member	interaction	have	been	

developed,	the	exact	process	and	functionality	have	yet	to	be	determined.	One	model	
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proposes	that	BH3-only	proteins	displace	pro-survival	proteins	by	binding	to	pro-apoptotic	

proteins,	while	other	models	suggest	different	ways	that	pro-survival	proteins	sequester	

BH3-only	proteins	to	prevent	activation	of	pro-apoptotic	proteins1,5,8.	What	has	been	

determined	is	that	BH3-only	BCL2	proteins	respond	to	intracellular	stress	signals	to	

directly	or	indirectly	activate	the	pro-apoptotic	BCL2	proteins	BAX	and	BAK,	which	form	

oligomers	in	the	MOM	to	permeabilize	the	membrane	and	allow	release	of	cytochrome	c,	

while	pro-survival	BCL2	family	members	repress	apoptosis	by	inhibiting	both	anti-

apoptotic	and	BH3-only	family	members1,5,8.		
BCL-2 family of proteins 

Multi-domain Anti-apoptotic 

 
 
Multi-domain Pro-apoptotic 
 
 
 

BH3-only (Pro-apoptotic) 

4 

BH4 BH1 BH3 TM BH2 BCL2 
MCL-1 

BH3 TM BAX 
BAK  

BID 
BAD BH3 TM 

BH4 BH1 BH2 

Figure	2:	BCL2	family	of	cell	death	regulators	and	its	subfamilies.	The	BCL2	family	of	
proteins	is	comprised	of	three	subfamilies,	with	each	playing	an	important	role	in	
regulating	cell	death.	Multi-domain	anti-apoptotic	proteins	have	all	four	BCL2	homology	
(BH)	domains	and	block	the	activity	of	pro-apoptotic	family	members.	Multi-domain	pro-
apoptotic	proteins	have	three	BH	domains	and	a	modified	BH4	domain.	These	proteins	
permeabilize	the	mitochondrial	membrane	to	effect	death	in	response	to	stress-sensing	
BH3-only	family	members,	which	are	typically	pro-apoptotic.	
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BH3-only	proteins	are	important	stress-sensors	that	regulate	cell	death.	The	

following	sections	will	describe	the	features	and	functions	of	the	BH3-only	protein	BNIP3,	

which	is	the	focus	of	this	thesis.	

1.3	BNIP3	History		

BCL2/	E1B	19	kilodalton	interacting	protein	3	(BNIP3)	is	one	of	three	proteins	

identified	in	the	early	1990s	by	a	yeast	two-hybrid	screen	for	proteins	that	interact	with	

the	adenovirus	E1B	19kDa	protein9,	a	viral	homolog	that	is	functionally	equivalent	to	the	

pro-survival	protein	BCL29,10.	The	E1B	gene	can	be	transcribed	into	two	different	sized	

proteins,	one	19	kilodaltons	in	size	and	the	other	55	kilodaltons	in	size,	with	the	smaller	

protein	acting	as	an	apoptosis-inhibiting	protein	equivalent	to	BCL211,12.	This	protein	is	

utilized	by	adenovirus	to	turn	off	cellular	responses	to	invasion	that	would	otherwise	cause	

apoptosis	in	the	invaded	host	cell.	

As	the	mechanism	of	action	for	E1B	and	BCL2	were	unknown	at	the	time,	

researchers	sought	to	uncover	the	mechanism	by	identifying	interaction	partners	that	may	

play	a	role	in	promoting	cell	death.	Boyd	et	al	used	a	yeast	two-hybrid	screen	and	cloning	

methods	to	identify	NIP1,	NIP2,	and	NIP3	as	proteins	that	interact	with	both	E1B	19K	and	

BCL29.	Of	the	three	proteins,	NIP3	(later	renamed	BNIP3)	alone	was	shown	to	localize	to	

mitochondria.	More	than	two	decades	of	research	into	the	function	of	this	protein	has	

revealed	that	it	has	a	variety	of	functions,	playing	roles	in	cell	death,	cell	survival,	and	

autophagy,	a	form	of	self-digestion.	The	functions	of	BNIP3	will	be	discussed	in	detail	in	a	

later	section.		
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1.4	BNIP3	Structure	

	
Figure	3:	BNIP3	protein	structure.	BNIP3	has	five	notable	regions.	1)	An	LC3-Interacting	
Region	(LIR)	that	interacts	with	LC3	proteins	studding	autophagosomes	to	allow	docking	of	
these	structures	and	subsequent	engulfment	of	mitochondria	for	digestion.	2)	A	
serine/threonine	rich	PEST	domain	associated	with	rapid	turnover	of	proteins.	A	
conserved	cysteine	residue	(Cys64)	is	easily	oxidized	and	contributes	to	dimer	stability.	3)	
A	BCL2	Homology	3	(BH3)	that	allows	interaction	with	BCL2	family	members	but	is	not	
required	for	BNIP3’s	function.	4)	A	conserved	domain	(CD)	that	has	no	known	function.	5)	
A	transmembrane	domain	(TM)	that	is	essential	for	homodimerization	and	mitochondrial	
localization,	both	of	which	are	necessary	for	BNIP3’s	cell	death	function.	A	histidine-serine	
node	(His172,	Ser173)	and	a	glycine	zipper	tandem	to	a	GxxxG	motif	contribute	greatly	to	
dimer	stability.	

	
While	the	BNIP3	gene	was	initially	identified	as	being	located	on	human	

chromosome	14q11.2–q12,	based	on	radiation	hybrid	mapping13,	it	is	now	thought	to	be	

located	at	10q26.3	according	to	the	OMIM	(Online	Mendelian	Inheritance	in	Man)	database,	

based	on	mapping	of	the	gene	sequence	to	the	genomic	sequence	contained	in	the	

database14.	The	gene	contains	six	exons15	and	encodes	a	protein	194	amino	acids	in	

length9,16.	Although	BNIP3’s	predicted	molecular	weight	is	21.54	kilodaltons,	BNIP3	

migrates	on	SDS-PAGE	gels	as	a	band	at	30	kilodaltons	and	a	band	at	60	kilodaltons,	with	

the	larger	band	attributed	to	homodimerization16,17.	The	homodimer	is	resistant	to	

disruption	from	both	reducing	conditions	and	SDS	detergent16,18,	as	BNIP3	has	many	

features	that	promote	dimer	stability.	Most	of	these	features	are	located	in	BNIP3’s	

 PEST   CD   BH3 TM N COOH 
LIR 

18 21 54 81 110 119 

Cys64 

130 164 184 194 

BCL2/19kD Interacting Protein 3 (BNIP3) 

buffered with 10 mM Hepes at pH 7.0 or 30 mM MES at pH 4.0.
BNip3tm and GpAtm were added either into water solution in
the form of solution in Me2SO (1 !g/!l) or directly into the
solution of the lipid in decane used for formation of the mem-
branes (to the final concentration of 0.5 !g/!l).
For electrical measurements, silver chloride electrodes with

standard agar-salt bridges with the total resistance not exceed-
ing 50 kOm were used. The capacitance of BLM was deter-
mined from the electric current under applied alternating volt-
age with the aid of homemade software. The voltage was
applied from analog output of aADC-DACboard (Lcard L780).
Conductivity to direct current was determined by applying
constant voltage to the membrane for a period significantly
exceeding the RC constant of the membrane and recording the
current.
RESULTS

StructureDetermination of the BNip3tmDimer—The45-res-
idue BNip3 fragment 146–190 (BNip3tm), including the BNip3
TM segment with adjacent N- and C-terminal regions, was sol-
ubilized in an aqueous suspension of DMPC/DHPC lipid
bicelles, and the standard heteronuclear NMR techniques were
applied to determine the spatial structure and to describe the
internal dynamics. Directly identified intra- and intermono-
meric NOE contacts (a representative strip is shown on Fig. 1B)
confirmed the dimeric helical structure of the BNip3 TM
domain in the bicelles and demonstrated that the dimer sub-
units are in a parallel mutual arrangement. The presence of the
single cross-peak set in the 1H-15N HSQC spectrum (Fig. 1A)
implies that the BNip3tm dimer is symmetrical on the NMR
time scale. Therefore, the dihedral angle restraints and both
intra- and intermonomeric distance restraints were symmetri-

FIGURE 2. Spatial structure of the BNip3tm dimer. A, ensemble of 16 BNip3tm dimer structures (front and side views) after alignment of the backbone atoms
of residues-(166 –184)2. Side chain and backbone heavy atom bonds of folded regions-(159 –187)2 are shown in magenta and black, respectively. B, ribbon
diagram with side chains of the BNip3tm dimer colored according to half-exchange times of backbone amid protons for solvent deuterium. The structural
elements are indicated. The lipid head phosphorus atoms and water molecules are presented as green balls and blue V bars, respectively.

TABLE 1
Structural statistics for the ensemble of 16 best NMR structures of
the BNip3tm dimer after MD energy relaxation

NMR distance and dihedral restraints
Total unambiguous NOE restraints 608
Intra-residue 202
Inter-residue 406
Sequential (!i!j! " 1) 162
Medium range (1#!i ! j!$4) 240
Long range (! i ! j! % 4) 4
Inter-monomeric NOE 28

Hydrogen bond restraints (upper/lower) 114/114
Total torsion angle restraints 162
Backbone " 82
Backbone # 50
Side chain $1 30

Structure calculation statistics
CYANA target function (Å2) 0.37 & 0.06
Restraint violations
Distance (%0.2 Å) 0
Dihedral (%5°) 0

Average pairwise root mean square deviation (Å)
All folded regions-(159–187)2
Backbone atoms 2.03 & 0.53
All heavy atoms 2.83 & 0.52

Stable %-helical region-(166–184)2
Backbone atoms 0.95 & 0.30
All heavy atoms 1.54 & 0.29

Ramachandran analysisa
% Residues in most favored regions 85.8
% Residues in additional allowed regions 12.7
% Residues in generously allowed regions 0.8b
% Residues in disallowed regions 0.7b

Helix-helix packing
Lennard-Jones contact energy (kJ/mol)
Total !510 & 100
Stable %-helical region-(166–184)2 !255 & 30

Contact surface area (Å2)
Total 650 & 90
Stable %-helical region-(166–184)2 375 & 25

Angle & (°) between the !" helix axes !45 & 5
Distance d (Å) between the !" helix axes 5.7 & 0.5

a Ramachandran statistics were determined using PROCHECK_NMR (48).
b Residues from unfolded and flexible regions.

Structure of the BNip3 Transmembrane Domain
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transmembrane	domain	(TM),	comprised	of	amino	acids	164-184	near	the	carboxy-

terminal	of	the	protein19.	The	transmembrane	domain	is	essential	for	targeting	BNIP3	to	

mitochondria,	homodimerization,	heterodimerization	with	BCL2	and	BCL-XL,	and	for	

performance	of	its	cell	death	function20–24.	These	critical	activities	are	mediated	by	a	

variety	of	structural	features	within	the	domain.	

BNIP3’s	transmembrane	domain	is	a	right-handed	alpha-helix23,25	with	a	

A176xxxG180xxxG184	(glycine	zipper	tandem	to	a	GxxxG)	motif	providing	an	interface	for	

helix-helix	interactions	in	the	form	of	intermonomer	hydrogen	bonding	between	polar	side	

chain	residues	His173	and	Ser172	as	well	as	other	polar	side	chain	and	backbone	

residues18,19,22,23.		These	helix-helix	interactions	remain	stable	even	when	the	dimer	is	

associated	with	membranes	or	is	in	the	presence	of	detergents18,25,26.	BNIP3	is	targeted	to	

mitochondria	and	the	dimer	inserts	into	the	outer	mitochondrial	membrane,	where	His173	

and	Ser172	form	a	His-Ser	node	in	the	middle	of	the	intermembrane	space25.	The	residues	in	

the	node	form	both	intermonomeric	hydrogen	bonds	with	each	other	and	intramonomeric	

hydrogen	bonds	with	Leu169	and	Ser168	carbonyl	groups.	This	hydrophilic	motif	is	

accessible	to	water	and	increases	permeability	of	water	into	the	mitochondrial	membrane,	

subsequently	making	ion	conductance	possible.	Accessibility	to	water	increases	

considerably	upon	protonation	of	one	or	both	His173	residues.	Next	to	the	transmembrane	

domain,	N-terminal	side	aromatic	rings	Phe157,	Phe161,	and	Phe165	form	an	intermonomeric	

hydrophobic	cluster	that	contribute	weakly	to	dimer	stability	and	may	modulate	

membrane	permeability	to	water.	

Other	important	contributors	to	dimer	stability	include	a	cysteine	residue	at	the	N-

terminal	domain,	which	is	conserved	across	species19,27.	Cys64	projects	outward	facing	the	
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cytosol,	allowing	it	to	be	easily	oxidized	to	form	intermonomer	cysteine	bonds27.	Mutation	

of	this	residue	has	been	found	to	reduce	homodimer	formation	and	affect	BNIP3’s	ability	to	

induce	both	apoptosis27	and	autophagy28.	Overall,	many	structural	features	work	together	

to	form	the	strong,	stable	dimers	necessary	for	BNIP3	to	function.	

One	function	of	BNIP3	involves	induction	of	cell	death	via	interactions	with	BCL2	

and	its	homologs.	BNIP3	has	a	BCL2	homology	3	(BH3)	domain20	but	none	of	the	other	BH	

domains,	making	it	a	member	of	the	BH3-only	subfamily	of	BCL2	proteins.	While	most	

members	of	this	subfamily	have	a	pro-death	function	that	is	critically	dependent	on	their	

BH3	domain	allowing	heterodimerization	with	anti-apoptotic	proteins7,20,	BNIP3	has	an	

atypical	BH3	domain	that	is	not	necessary	for	heterodimerization	or	cell	death	

induction21,29,30.	Replacing	the	BH3	domain	of	pro-apoptotic	BCL2	family	member	BAX	with	

the	BH3	domain	of	BNIP3	demonstrates	that	this	domain	plays	a	functional	pro-apoptotic	

role	in	BAX20,	but	seemingly	not	a	significant	role	in	BNIP3.	Instead,	BNIP3’s	TM	and	N-

terminal	domains	are	both	essential	for	interaction	with	BCL2	and	either	domain	is	

individually	sufficient	for	heterodimerization	with	the	BCL2	homolog	BCL-XL	to	occur21.		

Deletion	of	the	BH3	domain	does	not	abrogate	BNIP3’s	ability	to	interact	with	BCL2	family	

members	or	induce	cell	death21,24,29.		However,	the	BH3	domain	appears	to	be	required	for	

growth	factor	mediated	protection	against	BNIP3-induced	cell	death31.		

Deletion	of	the	conserved	domain	(CD)	immediately	adjacent	to	the	BH3	domain	

also	does	not	affect	the	activity	of	BNIP321,30.	This	domain	has	a	high	degree	of	sequence	

similarity	between	the	human	and	C.	elegans	versions	of	the	protein,	but	as	of	yet	has	no	

known	function21,30.	Other	notable	features	of	the	BNIP3	protein	include	a	serine-rich	PEST	

domain	at	residues	54-8116,32,33	and	a	LC3-Interacting	Region	(LIR)	at	residues	18-2134	in	
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the	N-terminal	region.	PEST	domains	are	regions	that	contain	unusually	high	frequencies	of	

proline	(P),	glutamine	(E),	serine	(S)	and	threonine	(T)	residues	flanked	by	positively	

charged	amino	acid	residues16,33,35.	These	sequences	are	associated	with	rapid	degradation	

of	proteins	by	the	proteasome16,35,	but	no	clear	link	has	yet	been	established	between	

BNIP3’s	PEST	domain	and	its	degradation17.	BNIP3’s	LIR	sequence	allows	BNIP3	to	act	as	a	

docking	site	for	microtubule	associated	protein	1	light	chain	3	(LC3)	proteins	on	

autophagosomes,	thereby	promoting	engulfment	of	mitochondria	and	endoplasmic	reticula	

for	degradation	via	autophagy28,34,36.	Hence,	this	short	sequence	holds	a	key	to	one	of	

BNIP3’s	several	functions.	

1.5	BNIP3	Function	

Although	BNIP3	mediates	a	delayed	and	less	potent	induction	of	cell	death	than	

other	BCL2	family	members20,30,37,38,	it	has	been	observed	to	induce	mitochondrial	

dysfunction	and	a	number	of	different	cell	death	types,	including	apoptosis,	necrosis,	and	

autophagic	cell	death,	with	the	type	of	cell	death	depending	on	cell	type.	It	has	also	been	

shown	to	promote	cell	survival	in	a	number	of	ways.	This	section	will	describe	the	different	

functions	of	BNIP3.	
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1.5.1	BNIP3-mediated	mitochondrial	dysfunction		

BNIP3	plays	a	key	role	in	regulating	mitochondrial	function	and	number39,40.	

Increased	expression	of	BNIP3	leads	to	mitochondrial	swelling	and	fragmentation,	loss	of	

mitochondrial	membrane	potential	and	subsequently	ATP	production,	and	increased	

production	of	reactive	oxygen	species37,41–44.	Once	the	BNIP3	dimer	inserts	into	the	outer	

mitochondrial	membrane,	the	C-terminal	domains	interact	with	optic	atrophy	1	(OPA1),	a	

dynamin	protein	responsible	for	both	mitochondrial	fusion	and	sequestering	of	

6 

BNIP3 Mitochondria 

Apoptosis 

Cell Survival 
(low levels) 

ROS 
ΔΨm 

Cell Death 
(high levels) 

Autophagy Necrosis 

AIF-1, DR-5 

Nucleus 

Cell Survival 

Figure	4:	BNIP3	function	depends	on	localization	and	expression	levels.	BNIP3	
typically	localizes	to	mitochondria.	Here,	low	levels	of	BNIP3	expression	promote	survival	
via	autophagy	by	recycling	damaged	proteins	and	organelles	for	resources	cells	can	use	to	
survive,	while	high	levels	of	expression	can	cause	cell	death	by	apoptosis	(Programmed	Cell	
Death	Type	I),	necrosis,	or	autophagic	cell	death	(Programmed	Cell	Death	Type	II).	
Alternatively,	BNIP3	can	localize	to	the	nucleus,	where	it	participates	in	a	transcriptional	
repression	complex	that	blocks	production	of	the	pro-apoptotic	proteins	Apoptosis	
Inducing	Factor	(AIF)	and	Death	Receptor	5	(DR-5).	This	in	turn	promotes	survival.	A	splice	
variant	of	BNIP3	lacking	the	transmembrane	domain	is	unable	to	localize	to	mitochondria	
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cytochrome	c42,45.	This	interaction	occurs	in	the	intermembrane	space,	where	BNIP3	

inhibits	the	fusion	activity	of	OPA1	oligomers.	Meanwhile,	the	N-terminal	domains	interact	

with	dynamin-related	protein	1	(DRP1),	a	mitochondrial	fission	protein	located	in	the	

cytosol42,46.		These	events	lead	to	mitochondrial	dysfunction,	as	detailed	above.	

Dysfunctional	mitochondria	are	cleared	by	autophagy,	but	can	also	lead	to	cell	death	if	

damage	is	excessive36,43,44.	

1.5.2	BNIP3-mediated	cell	death	

BNIP3	induces	apoptosis	via	pro-apoptotic	BCL2	family	members	BAX	and	BAK,	

possibly	as	downstream	effectors	of	interactions	between	BNIP3	and	BCL2	or	BCL-XL45,47,	

although	BNIP3	has	been	observed	to	form	heterodimers	with	BAX	in	the	outer	

mitochondrial	membrane	of	cardiomyocytes48.	These	interactions	lead	to	opening	of	the	

mitochondrial	membrane	permeability	transition	pore	(mPTP)	in	many	cell	types29,44,47,	

but	may	also	induce	membrane	permeabilization	independent	of	the	mPTP41,49.		

Furthermore,	the	type	of	death	induced	by	BNIP3	is	dependent	on	cell	type.	In	

neuronal	cells	BNIP3	interacts	with	the	voltage	dependent	anion	channel	(VDAC)	to	release	

endonuclease	G,	leading	to	a	caspase-independent	form	of	cell	death	without	cytochrome	c	

release	or	caspase	cleavage50,51,	while	in	cardiomyocytes	BNIP3-mediates	mitochondrial	

membrane	permeabilization	(with	or	without	opening	of	the	mPTP)	and	release	of	

cytochrome	c,	leading	to	classical	caspase-dependent	apoptosis41,44,47,48.	Meanwhile,	cells	of	

epithelial	origin	have	been	shown	to	experience	a	necrotic-like	caspase-independent	cell	

death	without	release	of	any	mitochondrial	proteins,	including	cytochrome	C	and	
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endonuclease	G29,31,52.	In	other	contexts,	cells	may	die	from	excessive	autophagy,	or	

autophagic	cell	death53–56.		

Table	1:	The	three	main	types	of	cell	death	and	their	morphological	characteristics.	
Apoptosis	is	also	known	as	Programmed	Cell	Death	Type	I,	while	autophagic	cell	death	is	
also	known	as	Programmed	Cell	Death	Type	II.	Autophagic	cell	death	shares	some	features	
with	necrosis,	which	may	be	regulated	or	unregulated.	

	1.5.3	BNIP3-mediated	autophagy		

As	mentioned,	BNIP3	plays	a	key	role	in	regulating	mitochondrial	function	and	

number.	Mitochondrial	dysfunction	may	lead	to	cell	death,	but	first	and	foremost	leads	to	

mitochondrial	autophagy	(mitophagy).	BNIP3-mediated	autophagy	stimulates	turnover	of	

mitochondria	and	promotes	survival,	while	blockage	of	autophagy	leads	to	necrotic	cell	

death36,37,40,	indicating	that	autophagy	plays	an	important	role	in	regulating	cell	survival.	

Autophagy	is	a	form	of	self-digestion	that	recycles	damaged	proteins	and	organelles	to	

produce	needed	resources	such	as	ATP	and	amino	acid	building	blocks37,57,58.	This	is	an	

essential	process	that	occurs	constitutively	at	basal	levels	as	part	of	cellular	homeostasis,	

but	it	can	also	be	utilized	at	higher	levels	to	endure	times	of	nutrient	and	energy	stress.		

Apoptosis Necrosis Autophagic cell death 

Nuclear condensation Nuclear dilation Minor nuclear changes 

Chromatin condensation Some chromatin 
condensation 

Some chromatin 
condensation 

Membrane blebbing Membrane rupture Membrane rupture 

Cell shrinkage Cell swelling Organelle swelling 

Cell fragmentation and 
packaging 

Total cell lysis – no 
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Figure	5:	Macro-autophagy	initiation	and	process.	Macro-autophagy	begins	with	
initiation	of	phagophore	assembly,	which	is	regulated	by	mTOR,	a	kinase	that	
phosphorylates	ULK1/2	to	inhibit	its	activity.	AMPK	can	directly	or	indirectly	activate	
autophagy	via	interaction	with	ULK1/2	or	with	mTOR.	Once	phagophore	assembly	has	
begun,	the	ULK	complex	recruits	autophagy	proteins	for	nucleation	of	the	phagophore.	
BNIP3	recruits	the	E3	ubiquitin	ligase	Parkin	to	ubiquitinate	mitochondria,	leading	to	
phagophore	formation	around	the	organelle.	A	PI3K	complex	produces	lipids	needed	to	
recruit	further	autophagy	proteins	for	expansion	of	the	phagophore	and	studding	with	LC3	
proteins	conjugated	to	phosphatidylethanolamine	(PE).	BNIP3	interacts	with	these	LC3	
proteins	to	allow	engulfment	of	mitochondria.	PE	is	then	cleaved	from	LC3	and	the	mature	
autophagosome	fuses	with	a	lysosome	to	form	an	autolysosome	that	degrades	the	engulfed	
contents.	
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There	are	three	known	types	of	autophagy:	1)	Chaperone-mediated	autophagy,	

wherein	chaperone	proteins	selectively	transport	specific	proteins	directly	to	lysosomes	

for	degradation;	2)	Micro-autophagy,	wherein	small	cytoplasmic	cargo	enter	lysosomes	

directly	via	invaginations	in	the	lysosomal	membrane;	3)	and	Macro-autophagy,	wherein	a	

double-membrane	vesicle	called	an	autophagosome	engulfs	cytoplasmic	proteins	and	

organelles	before	fusing	with	a	lysosome	for	delivery	and	degradation	of	the	contents58.	

BNIP3	plays	a	significant	role	in	macro-autophagy	(hereafter	referred	to	as	“autophagy”),	

which	is	also	the	better-studied	process	of	the	three	types	and	will	be	described	in	this	

section.	

Cellular	stress	produces	signals	that	lead	to	assembly	of	an	autophagy	protein	

complex	consisting	of	UNC-51-like	kinases	1	and	2	(ULK1/2)	and	several	other	autophagy	

proteins,	at	the	phagophore	assembly	site	(PAS)57,58.	The	complex	acts	as	a	scaffold	for	

recruiting	autophagy	proteins	to	this	site.	Nutrient	stress	signalling	occurs	through	

inhibition	of	the	mammalian	target	of	rapamycin	complex	1	(mTORC1),	an	amino	acid	

sensor	that	inactivates	the	ULK1/2	complex	via	phosphorylation	when	nutrients	are	

abundant57–59.	BNIP3	has	been	shown	to	directly	inhibit	RHEB,	an	upstream	activator	of	

mTORC149,60.	Energy	stress	signalling	occurs	through	5'	adenosine	monophosphate-

activated	protein	kinase	(AMPK),	an	energy	sensor	that	indirectly	inhibits	mTORC1	when	

levels	of	AMP	in	the	cell	are	much	higher	than	levels	of	ATP,	although	transcription	factor	

FOXO-mediated	inhibition	of	mTOR	can	also	occur57,58,61.	

Once	phagophore	assembly	has	been	initiated,	a	complex	consisting	of	class	III	

phosphatidylinositol	3-kinase	(PI3K),	the	BH3-only	protein	BECN1	(more	commonly	called	

Beclin1),	and	other	autophagy	proteins,	is	recruited	to	the	PAS	for	nucleation	of	the	
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phagophore,	an	important	process	whereby	PI3K	produces	phosphatidylinositol-3-

phosphate	(PIP3)	to	further	recruit	more	autophagy	proteins	and	allow	completion	of	the	

phagophore	to	occur57–59.	BECN1	is	sequestered	in	complexes	with	BCL2	tethered	to	

endoplasmic	reticulum	(ER),	but	binding	of	BNIP3	to	BCL2	disrupts	these	complexes	and	

frees	BECN1	to	participate	in	autophagy30,62,63.	Irreversible	conjugation	of	ubiquitin-like	

autophagy	proteins	elongate	the	phagophore	through	formation	of	complexes,	which	are	

then	conjugated	to	LC3	bound	to	phosphatidylethanolamine	(PE)57,58.	Mitochondrial	BNIP3	

interacts	with	LC3	via	its	LC3-interacting	region	(LIR),	enabling	targeting	of	the	

phagophore	to	mitochondria	for	mitophagy34,58,64.		BNIP3	also	recruits	the	E3	ubiquitin	

ligase	Parkin	(encoded	by	PARK2)	to	mitochondria,	where	it	ubiquitinates	mitochondrial	

proteins,	leading	to	phagophore	formation	around	the	ubiquitinated	mitochondria46,65,66.		

Completion	of	phagophore	elongation	produces	a	mature	autophagosome	with	

contents	sequestered	from	the	cytosol.	This	autophagosome	then	fuses	with	either	a	

lysosome	or	an	endosome	after	cleavage	of	PE	from	LC3,	creating	an	autolysosome	that	

degrades	the	sequestered	contents	and	subsequently	releases	the	recycled	materials	into	

the	cytoplasm57,58.	

1.5.4	BNIP3-mediated	transcriptional	repression	

BNIP3	lacks	a	nuclear	localization	signal,	but	is	able	to	localize	to	the	nucleus	of	glial	

cells	and	of	human	gliomas33,67.	How	BNIP3	localizes	to	the	nucleus	is	unknown,	but	

nuclear	BNIP3	has	been	shown	to	participate	in	a	transcriptional	repression	complex	that	

also	includes	histone	deacetylase	1	(HDAC1)	and	polypyrimidine	tract-binding	protein	

(PTB)-associated	splicing	factor	(PSF),	blocking	transcription	of	apoptosis-inducing	factor	
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(AIF)	and	death	receptor	5	(DR5)68,69.	This	promotes	cell	survival	and	contributes	to	

chemotherapy	resistance	in	gliomas.	

1.6	BNIP3	Regulation	

Since	BNIP3	is	able	to	regulate	cell	survival	in	so	many	ways,	modulation	of	its	

activity	and	levels	in	cells	is	essential	for	preventing	excessive	or	inappropriate	activation.	

This	section	will	describe	regulation	of	BNIP3	at	the	protein	and	gene	level.	

1.6.1	BNIP3	degradation		

BNIP3’s	possible	degradation	by	the	proteasome	has	already	been	discussed	in	an	

earlier	section.	In	brief,	BNIP3	has	a	PEST	domain	that	likely	targets	it	for	ubiquitination	

and	proteasomal	degradation,	but	the	players	involved	have	yet	to	be	identified17.	Another	

method	of	BNIP3	turnover	is	via	ULK1-mediated	autophagy,	which	has	been	shown	to	

reduce	BNIP3	levels	in	cells	experiencing	both	hypoxia	and	nutrient	starvation32.	

Mitochondrial	localization	of	BNIP3	is	not	required	for	this	autophagy-related	reduction	to	

occur.	

1.6.2	BNIP3	phosphorylation	

BNIP3	has	a	number	of	phosphorylation	sites	that	have	been	shown	to	modulate	its	

activity.	Phosphorylation	of	serine	residues	on	either	side	of	the	LC3-interacting	region	in	

the	N-terminal	domain	leads	to	increased	interaction	between	BNIP3	and	LC3	and	

promotes	mitophagy34.	In	contrast,	phosphorylation	of	serine/threonine	residues	in	the	C-

terminal	tail	prevents	mitochondrial	dysfunction	and	cell	death,	but	not	autophagy,	by	

blocking	the	interaction	between	BNIP3	and	OPA142.	As	such,	BNIP3’s	phosphorylation	

state	can	determine	whether	it	is	more	likely	to	promote	autophagy	or	cell	death.		
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1.6.3	BNIP3	alternative	splicing	

Which	form	of	BNIP3	is	expressed	in	cells	can	also	affect	survival	outcomes.	

Alternative	splicing	of	BNIP3	removes	exon	3	from	the	mRNA,	which	creates	a	stop	codon	

at	the	junction	between	exons	2	and	4,	thereby	producing	a	truncated	protein	comprised	

mainly	of	the	N-terminal	domain70.	This	truncated	protein	does	not	localize	to	

mitochondria	as	it	lacks	the	transmembrane	domain,	but	instead	acts	as	a	dominant	

negative	against	full-length	BNIP3	and	blocks	its	cell	death	function15,33,70.	Human	cancer	

cells	preferentially	express	spliced	BNIP3	over	full	length-BNIP3,	and	pyruvate	

dehydrogenase	kinase	isoform	2	(PDK2),	an	enzyme	involved	in	glycolysis	that	is	

upregulated	in	many	cancers,	has	been	shown	to	mediate	alternative	splicing	of	BNIP3	by	

an	unknown	mechanism15.	

1.6.4	BNIP3	transcriptional	upregulation	by	HIF1	

	 BNIP3	has	some	level	of	expression	in	most	tissues	of	the	body71,72,	and	in	

particular	is	present	at	basal	levels	in	skeletal	muscle,	the	heart,	and	the	nucleus	of	glial	

cells33,67,73,74.	A	variety	of	stress	conditions	are	known	to	dramatically	increase	BNIP3	

expression.	Importantly,	low	oxygen	conditions	(hypoxia)	have	been	well	established	to	

upregulate	BNIP3	expression31,60,72,74,75.	Normally	oxygen	levels	are	maintained	at	around	

5-10%	in	cells	as	oxygen	is	the	final	electron	acceptor	for	the	mitochondrial	electron	

transport	chain	and	is	therefore	essential	for	mitochondrial	production	of	cellular	energy,	

ATP76–78.	When	oxygen	levels	decrease,	cells	must	act	swiftly	to	ensure	a	sufficient	supply	

of	oxygen	and	energy	are	available	for	survival.		
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	 A	key	factor	in	this	process	is	the	transcription	factor	hypoxia	inducible	factor	1	

(HIF1),	comprised	of	two	subunits:	an	α	subunit	responsible	for	promoter	activation,	and	a	

β	subunit	that	is	an	aryl	hydrocarbon	receptor	nuclear	translocator	(ARNT)	responsible	for	

nuclear	localization	of	the	transcription	factor75,76.	Both	subunits	are	constitutively	

expressed,	but	the	alpha	subunit	is	rapidly	degraded	during	normal	oxygen	conditions	

(normoxia)	due	to	hydroxylation	by	the	HIF-specific	prolyl	hydroxylase	enzyme	PHD2	and	

subsequent	recognition	and	ubiquitination	by	the	von	Hippel	Lindau	protein	(pVHL)	

component	of	an	E3	ubiquitin	ligase,	leading	to	degradation	by	the	proteasome76,79.	

Hypoxia	leads	to	inhibition	of	the	activity	of	PHD2,	allowing	HIF1α	levels	to	stabilize	and	

the	α	and	β	subunits	to	come	together	as	a	complete	transcription	factor.	HIF1	

subsequently	activates	transcription	of	a	number	of	hypoxia	inducible	genes,	including	

BNIP3	and	other	genes	involved	in	angiogenesis,	migration,	and	metabolic	adaptation,	via	

HIF-responsive	elements	in	the	gene	promoter	regions75,79.	

1.6.5	BNIP3	transcriptional	regulation	by	other	factors	

While	hypoxia	and	HIF1	are	best	known	to	upregulate	BNIP3	expression,	several	

other	transcription	factors	that	affect	BNIP3	levels	have	also	been	identified.	These	include	

the	energy	stress	regulator	forkhead	box	O3a	(FOX03a),	signal	transducer	and	activator	of	

transcription	3	(STAT3),	and	cell	division	regulators	E2F1	and	tumour	protein	53	

(TP53)30,80–84.	Transcription	factors	NFκB	and	E2F4	both	participate	in	silencing	of	BNIP3	

expression30,84.	Several	of	these	transcription	factors,	including	HIF1,	are	regulated	by	

reactive	oxygen	species	(ROS).	
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1.7	Oxidative	Stress	

Reactive	oxygen	species	are	a	class	of	small,	unstable,	oxygen-containing	molecules	

that	include	but	are	not	limited	to:	hydrogen	peroxide	(H2O2),	superoxide	(O2-),	the	

hydroxyl	radical	(�OH),	singlet	oxygen	(O�),	and	ozone	(O3)85–87.	Oxidative	stress	occurs	

when	the	level	of	ROS	in	a	cell	exceeds	the	cell’s	capacity	to	prevent	or	repair	the	damage	

they	cause86.	The	excessive	ROS	may	be	inappropriately	localized	at	subcellular	locations,	

be	inappropriately	present	at	the	wrong	time	or	for	too	long	a	period,	or	be	the	wrong	type	

of	ROS.	However,	ROS	are	required	for	a	variety	of	cellular	activities86,87.	This	section	will	

describe	endogenous	sources	of	ROS,	antioxidant	systems,	and	ROS	functions.	

	

BNIP3 Expression 

Hypoxia 

7 

More 
BNIP3 

HIF1α   
STAT3 

phosphorylation 
FOXO3a 
release  

Nutrient Starvation  

ROS 

HIF1α   
degraded 

HIF1β   

+   

HIF1 

PHD2 

ROS ROS 

Figure	6:	Transcriptional	upregulation	of	BNIP3	is	mediated	by	reactive	oxygen	
species	(ROS).	Degradation	of	HIF1α	by	the	activity	of	prolyl	hydroxylase	2	(PHD2)	is	
inhibited	during	hypoxia,	allowing	formation	of	HIF1	and	subsequent	upregulation	of	
BNIP3.	Mounting	evidence	suggests	that	ROS	participate	in	this	process.	Similarly,	reactive	
oxygen	species	have	been	established	as	regulators	of	other	transcription	factors	that	
upregulate	BNIP3,	such	as	FOXO3a	and	STAT3.	
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1.7.1	Endogenous	sources	of	reactive	oxygen	species	

Mitochondrial	oxidative	phosphorylation	is	the	primary	source	of	ROS	in	most	cells,	

with	production	observed	from	complexes	I	and	III	of	the	electron	transport	chain	(ETC),	

and	to	a	lesser	extent	from	complex	II85,88.	As	electrons	pass	through	the	ETC,	some	

interactions	with	proteins	in	the	ETC	lead	to	partial	reduction	of	oxygen	to	form	superoxide	

or	hydrogen	peroxide.		Other	sources	of	cellular	superoxide	include	NADPH	oxidases	

(NOX),	xanthine	oxidase,	and	a	variety	of	other	enzymes	that	participate	in	oxidation	

reactions85,86,89,90.	Hydroxyl	radicals	are	produced	mainly	by	reaction	of	hydrogen	peroxide	

with	iron	Fe2+	ions	in	a	Fenton	reaction90.	
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Figure	7:	Reactive	oxygen	species	produced	by	mitochondria	are	converted	to	other	
species	or	water	through	a	series	of	reactions.	Mitochondria	are	the	primary	source	of	
reactive	oxygen	species	in	most	cells.	Superoxide	(O2-)	is	rapidly	converted	to	hydrogen	
peroxide	(H2O2)	by	superoxide	dismutases	(SOD1	and	SOD2).	Hydrogen	peroxide	can	then	
be	converted	to	harmless	water	(H2O)	by	various	enzymes	or	to	the	very	damaging	
hydroxyl	radical	(-OH)	in	the	presence	of	iron.	Superoxide	and	hydrogen	peroxide	are	
known	to	induce	autophagy.	It	is	unknown	whether	the	hydroxyl	radical	induces	autophagy.	
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1.7.2	Antioxidant	systems	

Maintenance	of	cellular	homeostasis	requires	a	mechanism	for	preventing	or	

reducing	excessive	ROS	production.	Numerous	enzymes	are	present	in	cells	for	the	purpose	

of	converting	ROS	into	less	reactive	substances.	These	include	but	are	not	limited	to:	

superoxide	dismutases	(SOD),	which	rapidly	convert	the	highly	reactive	superoxide	to	the	

less	reactive	hydrogen	peroxide;	and	catalases,	glutathione	peroxidases,	thioredoxins	and	

peroxiredoxins,	which	convert	hydrogen	peroxide	to	water86,88,90,91.	These	function	in	

different	subcellular	locations.	Aside	from	enzymatic	catabolism	of	ROS,	other	mechanisms	

of	removing	ROS	involve	non-enzymatic	catabolic	reactions	with	small	molecules	such	as	

ascorbic	acid	and	a	number	of	α-ketoacids,	which	act	as	buffers	by	cycling	between	

oxidized	and	reduced	versions	in	reaction	with	ROS86.	

1.7.3	Functions	of	reactive	oxygen	species	

ROS	perform	both	positive	and	negative	functions	within	cells.	Because	they	are	

highly	reactive,	ROS	can	reversibly	or	irreversibly	alter	proteins,	lipids	and	DNA87,88,92.	

Reversible	alterations	may	function	in	signalling,	while	irreversible	alterations	require	

repair	or	replacement	of	damaged	macromolecules.	For	example,	oxidized	DNA	may	be	

repaired	by	base	excision	or	nucleotide	excision	repair	pathways,	while	irreversibly	

oxidized	proteins	and	lipids	may	undergo	proteasomal	or	autophagic	degradation86.	High	

levels	of	ROS	damage	proteins	of	the	mitochondrial	ETC,	leading	to	disruption	of	oxidative	

phosphorylation,	which	in	turn	causes	even	higher	production	of	ROS88.	Excessive	damage	

can	lead	to	cell	death53,90,93.	
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The	type	and	extent	of	oxidative	damage	can	depend	on	the	type	of	ROS.	Hydroxyl	

radicals	are	extremely	and	indiscriminately	reactive	and	cause	irreversible	damage,	but	it	

is	unknown	how	frequently	hydroxyl	radicals	are	produced	in	cells	given	that	iron	(needed	

for	Fenton	reactions)	is	sequestered	in	cells87,88,90.	Superoxide	is	also	highly	reactive,	but	

primarily	inactivates	iron-containing	proteins	via	oxidation	of	sulphur	residues,	leading	to	

iron	loss86,87.	Superoxide	has	also	been	shown	to	induce	autophagy91,94.	Hydrogen	peroxide	

has	a	lower	level	of	reactivity,	giving	it	a	longer	half-life	than	superoxide,	and	is	uncharged,	

making	it	capable	of	easily	diffusing	through	membranes88.	These	features	make	hydrogen	

peroxide	simultaneously	more	dangerous	than	superoxide	and	better	able	to	act	as	a	

signalling	molecule.	
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Figure	8:	Reactive	oxygen	species	(ROS)	perform	both	positive	and	negative	
functions	in	cells.	They	are	able	to	irreversibly	damage	DNA,	lipids	and	proteins,	but	they	
may	also	act	as	signalling	molecules	that	reversibly	interact	with	proteins	or	DNA	to	
perform	important	functions,	or	they	may	participate	in	immune	response	against	invading	
bacteria.	Excessive	levels	of	ROS	my	cause	cell	death.	
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Redox	signalling	is	essential	for	many	cellular	activities.	Low	levels	of	ROS	can	

participate	in	localized	signalling	pathways,	while	higher	levels	of	ROS	can	coordinate	

signalling	throughout	the	cell86.	ROS	have	been	shown	to	regulate	the	activities	of	tyrosine	

and	serine/threonine	kinases	such	as	epidermal	growth	factor	receptor	(EGFR),	of	tyrosine	

and	serine/threonine	phosphatases	such	as	phosphatase	and	tensin	homolog	(PTEN),	and	

of	a	variety	of	other	important	molecules	such	as	heat	shock	proteins,	histone	deacetylases	

(HDACs),	caspases,	and	zinc	finger	proteins86.	Immune	cells	use	a	burst	of	hydrogen	

peroxide	to	damage	invading	bacteria,	while	transcription	of	many	genes,	such	as	those	

that	encode	antioxidant	enzymes	or	growth	factors,	require	transcription	factor	interaction	

with	ROS	or	direct	interaction	of	DNA	with	ROS85,86.	Examples	of	transcription	factors	

activated	by	ROS	include	FOXOs,	STAT3,	and	HIF186,95–97.	Cell	survival	regulator	NFκB	may	

be	either	activated	or	inhibited	by	ROS86.	As	mentioned	previously,	these	transcription	

factors	are	known	to	regulate	BNIP3	expression,	so	ROS	may	also	indirectly	regulate	BNIP3	

expression.	

In	particular,	ROS	have	been	implicated	in	autophagy	induction	and	cellular	

response	to	hypoxia.	Hydrogen	peroxide	and	superoxide	have	been	shown	to	regulate	

autophagy	in	a	number	of	ways,	including	by	activating	AMPK,	leading	to	inhibition	of	

mTOR	and	activation	of	autophagy,	by	upregulating	expression	of	BECN1,	and	by	oxidizing	

the	autophagy	protein	responsible	for	conjugation	of	LC3	to	autophagosomes54,98–100.	

Although	the	role	ROS	plays	in	hypoxia	response	is	still	an	area	of	controversy,	mounting	

evidence	points	to	mitochondrial	ROS	as	a	participant	in	HIFα	stabilization	via	inactivation	

of	PHD2,	the	enzyme	responsible	for	hydroxylation	of	HIFα76,86,101–103.	Oxidation	of	cysteine	

residues	in	PHD2	leads	to	disulphide	bond	formation	and	subsequent	inactivation	by	
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homodimerization101.	While	it	may	seem	counter-intuitive	for	reactive	oxygen	species	to	

have	a	role	in	cellular	response	to	low	oxygen,	the	redox	status	of	cytochrome	c	of	the	ETC	

changes	in	response	to	oxygen	availability,	making	superoxide	production	more	likely	

when	oxygen	levels	are	low102.	However,	PHD2	requires	substrate	oxygen	to	function,	

making	it	possible	that	hypoxia	alone	may	be	sufficient	to	reduce	PHD2	activity.	

1.7.4	Oxidative	stress	and	cancer	

While	ROS	have	many	important	functions	in	healthy	cells,	they	also	play	roles	in	

tumorigenesis.	Cancer	cells	have	increased	localized	ROS	production	due	to	increased	

metabolism,	leading	to	increased	DNA	damage,	chemoresistance	and	a	variety	of	other	

effects53,86,87,104.	By	increasing	the	activity	of	growth	factors	such	as	EGFR,	ROS	increases	

proliferation	of	cancer	cells,	while	inactivation	of	the	tumour	suppressor	PTEN	also	

stimulates	unchecked	growth87.	ROS	also	affect	cell	survival	through	inhibition	of	NFκB,	

and	proliferation	through	activation	of	PI3K	and	MAPK	signalling	pathways87.	Activation	of	

Figure	9:	Reactive	oxygen	species	(ROS)	play	many	roles	in	tumorigenesis.	Interaction	
with	a	variety	of	proteins	promotes	the	spread	and	survival	of	tumours.	
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other	transcription	factors	such	as	HIF1	and	STAT3	lead	to	angiogenesis,	cell	

transformation,	invasion,	cancer-spreading	inflammation,	and	metastasis104,105.	Increased	

antioxidant	activity	in	cancer	cells	help	to	maintain	redox	homeostasis	and	prevent	death	

from	oxidative	stress,	but	excessive	levels	of	ROS	can	still	lead	to	cell	death53,87.	

1.8	BNIP3	and	Glioblastoma	

Just	as	tumours	are	known	to	have	high	levels	of	ROS,	they	also	are	known	to	have	

high	levels	of	HIF1	due	to	insufficiency	of	the	vasculature	to	support	the	rapidly	

proliferating	tissues78,106.	This	situation	results	in	varying	levels	of	hypoxia,	which	is	very	

common	in	solid	tumours.	In	response	to	hypoxia,	HIF1	upregulates	expression	of	genes	

involved	in	metabolic	adaptation,	inflammation,	cell	migration	and	metastasis,	

angiogenesis,	cell	survival	and	autophagy	(BNIP3)78,106.		However,	high	levels	of	BNIP3	

induce	cell	death,	enabling	the	protein	to	act	as	a	tumour	suppressor80.	For	this	reason,	

many	cancers	silence	BNIP3	expression,	including	triple	negative	breast	cancer	(TNBC),	

pancreatic	cancer,	leukemia	and	lymphoma,	colon	cancer,	and	gastric	cancer,	leading	to	

chemotherapy	resistance	and	poorer	patient	outcomes17,30,80,107–109.	This	silencing	can	

occur	through	gene	deletion/copy	number	loss,	histone	deacetylation	or	gene	promoter	

hyper-methylation.	In	contrast,	over-expression	of	BNIP3	in	other	cancers	such	as	cancers	

of	the	breast	(except	TNBC),	lung,	endometrium,	cervix,	prostate,	and	brain,	leading	to	

more	aggressive	disease,	chemotherapy	resistance	and	poorer	patient	outcomes17,68,69,110.	

In	cancers	where	BNIP3	is	over-expressed,	BNIP3-induced	cell	death	may	be	blocked	by	C-

terminal	phosphorylation42	or	by	preferential	expression	of	splice	variant	BNIP3,	which	

acts	as	a	dominant	negative	against	the	full	length	protein15,33.	Nuclear	localization	of	
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BNIP3	has	also	been	observed	in	cancers	of	the	lung,	breast,	cervix,	prostate,	and	in	the	

majority	of	human	gliomas17,67,69.	

The	most	common	and	most	malignant	form	of	adult	glioma	is	glioblastoma	

(formerly	glioblastoma	multiforme),	a	grade	IV	astrocytoma	with	a	median	survival	time	of	

less	than	15	months	and	a	5-year	survival	rate	of	3-5%111,112.	Patients	are	treated	with	

surgery	to	remove	as	much	of	the	tumour	as	possible,	followed	by	radiation	and	

chemotherapy,	typically	with	temozolamide111,113,114.	Despite	this	aggressive	treatment	

combination,	patient	outcome	is	poor	and	most	experience	deadly	recurrence	of	their	

disease111,113.	Glioblastoma	tumours	rapidly	outgrow	their	vasculature,	leading	to	extensive	

regions	of	necrosis	due	to	hypoxia69,111.	BNIP3	expression	is	a	poor	prognosis	marker	for	

this	disease,	and	plays	a	role	in	both	cancer	survival	and	treatment	resistance17,67–69.	It	does	

this	via	BNIP3-mediated	upregulation	of	pro-survival	autophagy	and	transcriptional	

repression	of	pro-survival	proteins,	as	described	in	other	sections	of	this	thesis.	

1.9	Study	Rationale,	Hypothesis,	and	Objectives	

While	the	role	of	BNIP3	in	cellular	response	to	hypoxia	has	been	well	studied,	the	

role	BNIP3	plays	in	cellular	response	to	oxidative	stress	is	still	unknown.	Current	evidence	

suggests	that	reactive	oxygen	species	may	regulate	BNIP3	expression	and	influence	its	

activity,	but	a	direct	link	has	yet	to	be	established.	Both	hypoxia	and	high	levels	of	ROS	are	

common	in	solid	tumours	such	as	glioblastoma,	which	also	have	high	levels	of	BNIP3.	The	

aim	of	this	project	is	to	determine	whether	ROS,	in	the	absence	of	hypoxia,	is	able	to	

regulate	BNIP3	expression,	localization	and	activity.		
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I	hypothesize	that	oxidative	stress	increases	expression	of	BNIP3	and	causes	

mitochondrial	localization,	leading	to	increased	cell	death.	This	study	will	increase	our	

knowledge	of	whether	BNIP3	plays	a	role	in	cellular	response	to	oxidative	stress.		

The	specific	objectives	of	this	study	are:	(1)	to	determine	the	localization	and	expression	

levels	of	BNIP3	under	oxidative	stress;	and	(2)	to	determine	the	role	of	BNIP3	in	oxidative	

stress-induced	cell	death	
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Chapter	2:	Materials	and	Methods	 	
2.1	Cell	Culture	

The	human	embryonic	kidney	cell	line	HEK293	was	obtained	from	American	Type	

Culture	Collection	(ATCC).	The	human	glioblastoma	cell	line	U87	was	obtained	from	Dr.	C.	

Hao,	University	of	Alberta.	Murine	Embryonic	Fibroblasts	(MEFs)	expressing	BNIP3	(+/-)	

or	lacking	BNIP3	(-/-)	were	prepared	by	the	University	of	Manitoba	Genetic	Modelling	

Centre.	The	BNIP3	-/-	mice	were	obtained	from	Dr.	Gerald	Dorn	(Washington	University	

School	of	Medicine).	The	mouse	model	was	generated	using	homologous	recombination	to	

replace	BNIP3	exons	2	and	3	with	a	neomycin	cassette	to	create	a	truncated,	null	protein	

containing	only	the	N-terminal	region115.	

All	cell	lines	were	cultured	in	100mm	tissue	culture	dishes	using	HyClone	

Dulbecco's	High	Glucose	Modified	Eagles	Medium	(DMEM/High	Glucose;	GE	Healthcare)	

supplemented	with	L-glutamine,	L-glucose,	and	sodium	pyruvate.	HEK293	and	U87	cells	

were	cultured	using	5%	fetal	bovine	serum	(FBS;	Wisent	Inc.),	while	MEFs	were	cultured	

using	10%	FBS.	To	reduce	oxidative	stress,	0.11	mM	beta-mercaptoethanol	(BME;	Gibco)	

was	also	added	directly	to	MEF	culture	dishes	at	time	of	passage.	This	was	omitted	when	

culturing	MEFs	for	experimentation.	All	cells	were	maintained	in	a	humidified	37°C	

incubator	with	5%	CO2	and	split	into	new	culture	dishes	once	they	reached	70-90%	

confluency.	
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Maintenance	of	cells	

HEK293	cells	are	semi-adherent	and	were	passaged	by	gently	washing	the	cells	

from	the	plate	with	media	before	transferring	an	appropriate	amount	to	a	new	culture	dish	

for	a	1/10	dilution	of	cells.	When	harvesting	cells	for	experimentation,	media	was	removed	

from	the	plate	and	2	mL	of	2.5%	Trypsin-EDTA	(Sigma)	was	used	to	lift	cells	from	the	plate	

and	to	reduce	clumping.	After	incubating	1-2	minutes	at	room	temperature,	cells	were	

pipetted	gently	to	suspend	and	then	mixed	with	3	mL	of	complete	media	to	quench	the	

trypsin.		

		 U87	and	MEF	cells	are	both	adherent	cell	lines.	U87	cells	were	passaged	by	

removing	media,	adding	2	mL	Trypsin-EDTA	and	incubating	1-2	minutes	at	37°C.	The	cells	

were	pipetted	gently	to	suspend,	mixed	with	3mL	of	complete	media	and	then	transferred	

to	a	15	mL	conical	tube	with	screw	cap	lid	and	centrifuged	for	5	minutes	at	290	x	g.	The	

supernatant	was	removed	and	the	cell	pellet	was	re-suspended	in	fresh	media	before	

transferring	to	new	culture	dishes	for	a	1/10	dilution	of	cells.	MEFs	were	passaged	by	

removing	media	and	washing	the	cells	with	sterile	1X	phosphate	buffered	saline	pH	7.0	

(PBS;	Agilent	Technologies).	After	incubating	2	minutes	at	37°C	in	3	mL	Trypsin,	the	above	

procedure	was	followed	as	for	U87	cells.		

Cryopreservation	of	cells	

Cells	were	preserved	for	future	use	by	freezing	cells	once	culture	dishes	reached	80-

90%	confluency.	Cells	were	harvested	by	trypsinization	as	described	above,	and	then	

pelleted	by	centrifugation	at	290	x	g	for	5	minutes.	The	supernatant	was	removed	and	the	

cell	pellet	was	resuspended	in	1	mL	of	freezing	media	consisting	of	500	μL	DMEM/High	
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Glucose	media,	300	μL	FBS	and	200	μL	dimethyl	sulfoxide	(DMSO;	Sigma).	This	was	

transferred	to	a	cryovial	(Sarstedt),	which	was	then	placed	in	a	room	temperature	Nalgene	

container	and	frozen	at	-80°C.	Once	frozen,	cryovials	were	relocated	to	nitrogen	tanks	for	

long-term	storage.	

Thawing	frozen	cells	

Frozen	cells	were	transported	from	nitrogen	tanks	on	ice	and	then	warmed	briefly	

by	hand.	Thawed	cells	were	then	mixed	with	4	mL	of	room	temperature	complete	media,	

transferred	to	a	15	mL	tube	and	then	pelleted	by	centrifugation	for	5	minutes	at	290	x	g.	

The	supernatant	was	removed,	cell	pellets	were	resuspended	in	10	mL	of	fresh	media,	and	

the	solution	was	poured	into	a	100	mm	culture	dish.	After	24	hours	incubation	at	37°C	the	

media	was	changed	and	the	cells	were	allowed	to	reach	80-90%	confluency	before	

passaging.	Cells	were	passaged	at	least	once	before	using	for	experimentation.	

Hypoxia	induction	

Hypoxia	was	induced	in	cells	by	placing	them	in	a	hypoxic	chamber	(Fisher	

Scientific).	Media	was	removed	from	the	culture	dish,	which	was	then	transferred	to	the	

chamber	and	cycled	to	remove	oxygen.	Once	inside	the	chamber,	cells	were	maintained	

using	hypoxic	media	that	had	been	in	the	chamber	for	at	least	three	days	to	outgas	all	

oxygen.	Cells	were	incubated	at	37°C	with	5%	CO2,	10%	H2,	and	less	than	1%	O2,	with	N2	

making	up	the	remainder	of	the	gases.	Plates	in	hypoxia	were	harvested	by	trypsinization	

within	the	chamber	and	then	transferred	to	15	mL	tubes	before	being	centrifuged	outside	

the	chamber	at	290	x	g	for	5	minutes.	
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2.2	Counting	cells	for	experimentation	

After	harvesting	by	trypsinization	as	described	above,	cells	were	counted	for	

experimentation	using	either	manual	counting	with	a	haemocytometer	or	automatic	

counting	with	the	TC20	Automated	Cell	Counter	(Bio-Rad).	For	both	methods,	20	μL	of	cells	

were	mixed	with	20	μL	of	0.4%	Trypan	Blue	(Sigma)	and	then	10	μL	of	this	solution	was	

pipetted	into	each	side	of	the	haemocytometer	or	automatic	counter	chip.	When	counting	

by	haemocytometer,	stained	and	unstained	cells	within	5	grids	per	side	were	counted	

manually	with	a	fluorescent	microscope.	The	values	were	averaged	and	multiplied	by	the	

dilution	factor	of	2	to	find	the	number	of	cells	x	104/mL.	The	number	of	dead	cells	was	

subtracted	from	the	total	number	of	cells	to	find	the	viability.	I	proceeded	to	set	up	the	

experiment	if	greater	than	85%	viability	was	obtained.	

2.3	Oxidative	stress	induction	

Oxidative	stress	was	induced	by	treatment	with	hydrogen	peroxide	over	a	period	of	

time	as	required	by	each	assay.	When	treating	cells,	a	30%	hydrogen	peroxide	solution	

(Sigma)	was	freshly	diluted	in	double	distilled	water	(ddH2O;	Millipore)	to	a	100	mM	stock	

concentration	before	further	dilution	in	fresh	media	to	the	final	concentration	required	by	

each	assay.	

2.4	Cell	viability	assays		

Acridine	Orange/Ethidium	Bromide	counting	

HEK293	cells	were	seeded	in	6-well	dishes	at	a	density	of	3	x	105	cells/mL	and	

treated	the	next	day	with	0-1000	μM	H2O2	or	50μM	etoposide	(Sigma)	for	a	cell	death	

control.	Cells	were	harvested	24	or	48	hours	after	treatment	and	pelleted	by	centrifugation	
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at	290	x	g	for	5	minutes.	Cell	pellets	were	resuspended	in	200µL	media	with	2µL	Acridine	

Orange/Ethidium	Bromide	solution	(AO/EB)	consisting	of	100µg/mL	of	each	in	PBS,	and	

placed	on	ice.	After	mixing	vigorously,	10μL	of	cells	were	transferred	to	glass	slides.	

Stained	live	(green)	and	dead	(orange)	cells	were	visualized	under	a	fluorescence	

microscope	and	300	cells	were	counted	manually	per	slide.	

Trypan	blue	exclusion	assay		

HEK293	and	U87	cells	were	seeded	in	12-well	dishes	at	a	density	of	1	x	105	

cells/mL.	MEFs	were	seeded	at	a	density	of	0.25	x	105	cells/mL.	Cells	were	treated	next	day	

in	triplicate	with	0-1000	μM	H2O2	in	complete	media,	and	harvested	after	24	or	48	hours.	

Media	was	transferred	to	labelled	1.5mL	microtubes	and	then	cells	were	harvested	by	

trypsinization	as	described	above.	Cells	were	pipetted	gently	to	disperse	into	solution,	after	

which	the	trypsin	was	quenched	with	the	reserved	media	and	the	mixture	was	transferred	

back	into	the	labelled	tubes.	Tubes	were	centrifuged	for	5	minutes	at	290	x	g,	supernatant	

was	removed,	and	then	pellets	were	resuspended	in	200μL	1x	PBS	and	transferred	to	

round	bottom	FACS	tubes.	To	stain	dead	cells,	20	μL	of	0.4%	trypan	blue	solution	was	

added	to	each	tube.	Samples	were	analyzed	by	flow	cytometry	using	either	the	FL3	channel	

of	a	FACSCalibur	(Becton	Dickinson)	with	BD	CellQuest	Pro	v.0.4	cf1b	software,	or	the	BL4	

channel	of	a	Novocyte	(ESBE	Scientific)	with	NovoExpress	1.2.4	software.	

2.5	Western	blotting	

Cells	were	harvested	with	trypsin	and	pelleted	as	described	above,	reserving	the	

media	in	an	appropriately	sized	centrifuge	tube.	Supernatant	was	removed	and	pellets	

were	resuspended	in	1%	NP-40	lysis	buffer,	consisting	of	150	mM	sodium	chloride,	20	mM	
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Tris	base	(Sigma),	10%	glycerol,	2	mM	EDTA,	and	1%	NP-40	(Sigma).	Before	use,	lysis	

buffer	was	mixed	with	cOmplete	Protease	Inhibitor	tablet	(Roche),	2	mM	sodium	

orthovanadate	(New	England	BioLabs)	and	1	mM	phenylmethanesulfonylfluoride	(PMSF;	

Sigma).	The	cell	suspension	was	alternately	vortexed	for	15	seconds	and	kept	on	ice	5	

minutes	for	a	total	of	3	times	before	centrifugation	at	4°C	for	5	minutes	at	max	speed	to	

pellet	debris.	Supernatant	was	transferred	to	a	0.6	mL	tube	and	the	pellet	was	discarded.	

Protein	concentrations	were	determined	by	BCA	assay	in	microplates	using	a	Pierce	

BCA	assay	kit	(Thermo	Scientific)	according	to	manufacturer	instructions.	Standards	were	

tested	in	duplicate	and	samples	were	tested	in	triplicate	with	a	1:10	dilution	in	ddH2O.	

Microplates	were	read	using	either	a	Spectramax	190	(Molecular	Devices)	with	SOFTmax	

Pro	v.3.1.2	software	or	an	Epoch	(BioTek	Instruments)	with	Gen5	v2.09	software.	

Ten	percent	poly-acrylamide	gels	were	prepared	for	gel	electrophoresis	using	a	TGX	

Fast	Cast	Acrylamide	kit	(Bio-Rad)	according	to	manufacturer	instructions.	Equal	amounts	

of	protein	were	prepared	for	western	blot	by	mixing	protein,	ddH2O	and	6x	Loading	buffer	

to	a	final	concentration	of	5%	glycerol,	2%	SDS,	1%	beta	mercaptoethanol	(Sigma),	0.05%	

bromophenol	blue	(Sigma),	and	20	mM	Tris	base.	Samples	were	boiled	at	98°C	for	10	

minutes,	cooled	briefly	on	ice	and	then	centrifuged	briefly	to	collect	contents	to	bottom	of	

tubes.	Samples	were	then	loaded	into	wells	and	separated	by	SDS-PAGE.	Separated	

proteins	were	transferred	to	a	0.45	μM	nitrocellulose	membrane	(Bio-Rad)	via	wet	transfer	

for	1	hour	at	24	V	(1	amp).	Membranes	were	blocked	for	1	hour	at	room	temperature	in	5%	

non-fat	milk	dissolved	in	TBS-T	(1X	TBS,	0.1%	Tween	20;	Sigma)	before	incubation	with	

primary	antibody	overnight	in	the	cold	room.	See	Table	1	for	a	list	of	primary	antibodies	

and	dilutions.	
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Membranes	were	washed	next	day	in	TBS-T	and	then	incubated	in	secondary	

antibody	for	1	hour	at	room	temperature.	See	Table	2	for	a	list	of	secondary	antibodies	and	

dilutions.		Membranes	were	again	washed	in	TBS-T	and	then	covered	with	Pierce	ECL	

reagent	(Thermo	Scientific)	before	protein	detection	using	either	x-ray	film	or	an	

ImageQuant	LAS	500	imaging	machine	(GE	Healthcare).		

Table	2:	Primary	Antibodies	

Antigen	 Host	
Species	

Application	
(Dilution)	

Source	 Product	#	

BNIP3	 Rabbit	pAb	 WB	(1:1000)	
IF	(1:100)	

Sigma	 HPA00315	

BNIP3	(ANa40)	 Mouse	mAb	 WB	(1:1000)	
IF	(1:100)	

Abcam	 ab10433	

β-Actin	 Mouse	mAb	 WB	(1:5000)	 Sigma	 A3853	

α-Tubulin	(11H10)	 Rabbit	mAb	 WB	(1:1000)	 CST	 2125S	

HA-Tag		(6E2)	 Mouse	mAb	 WB	(1:1000)	 CST	 2367S	

His-Tag	(27E8)	 Mouse	mAb	 WB	(1:1000)	 CST	 2366S	

	

Table	3:	Secondary	Antibodies	
Antigen	 Host	

Species	
Conjugate	(dilution)	 Source	 Product	#	

Rabbit	IgG	 Goat	 HRP	(1:10,000)	 Bio-Rad	 170-6515	

Mouse	IgG	 Goat	 HRP	(1:10,000)		
(1:20,000	for	actin)	

Bio-Rad	 170-6516	

Rabbit	IgG	 Goat	 Biotinylated	(1:200)	 Vector	Labs	 BA-1000	

Mouse	IgG	 Goat	 Biotinylated	(1:200)	 Vector	Labs	 BA-9200	

Biotin	 	 Alexafluor	488	
Streptavidin	

Life	Technologies	 S11223	



	 35	

2.6	Immunofluorescence	imaging	of	cells	

Cells	were	seeded	on	glass	coverslips	in	24-well	dishes	at	50,000	cells	per	well	and	

treated	next	day	(U87)	or	after	two	days	(HEK293)	with	50-1000µM	H2O2	for	24	hours.	

Cells	were	incubated	with	400	nM	MitoTracker	Red	CMXRos	(Invitrogen)	for	45	minutes	

and	either	fixed	overnight	at	4°	with	200µL	of	3.7%	Formaldehyde	in	1X	PBS	or	for	15	

minutes	at	room	temperature	with	2%	paraformaldehyde	in	1X	PBS.	Primary	antibody	was	

a	1:100	dilution	of	Rabbit	anti-BNIP3	in	10%	FBS/1X	PBS/0.1%	NP-40.	Secondary	antibody	

was	a	1:200	dilution	of	Biotinylated	Goat	anti-Rabbit.	Tertiary	antibody	was	a	1:500	

dilution	of	Streptavadin-conjugated	Alexafluor	488.	Incubation	times	were	1.5	hours	each	

at	room	temperature,	washing	twice	for	5	minutes	in	1X	PBS/	0.1%	NP-40	after	each	

incubation	period.	Coverslips	were	placed	cell-side	down	on	slides	with	VECTASHIELD	

Antifade	Mounting	Medium	with	DAPI	(Vector	Labs)	and	visualized	on	an	Olympus	IX82	

confocal	microscope	with	FLUOVIEW	4.3	software.	

2.7	Real	time	RT-PCR	

HEK293	cells	were	seeded	in	100	mm	dishes	at	1	x	106	cells	per	dish	and	allowed	to	

grow	for	2	days.	They	were	treated	on	the	3rd	day	with	0-1000µM	H2O2	or	hypoxia	for	5	

hours	and	then	harvested	by	gently	washing	the	cells	from	the	plate	before	transferring	to	

a	15	mL	tube	and	centrifuging	for	5	minutes	at	290	x	g.	Supernatant	was	removed	and	RNA	

was	harvested	using	an	RNeasy	Mini	kit	(QIAGEN)	according	to	manufacturer	instructions.	

Genomic	DNA	was	removed	from	harvested	RNA	samples	using	DNA-free	DNA	Removal	kit	

(Invitrogen)	according	to	manufacturer	instructions.	RNA	concentration	and	purity	were	
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determined	using	a	NanoDrop	2000	spectrophotometer	(Thermo	Scientific),	with	a	

260/280	ratio	of	1.8	considered	pure	RNA.	

cDNA	was	prepared	from	RNA	using	qScript	cDNA	SuperMix	(Quanta	Biosciences)	

according	to	manufacturer	instructions.	The	cDNA	was	diluted	1:4	using	ddH2O	and	PCR	

plates	were	set	up	using	BNIP3,	Actin	and	GAPDH	PrimePCR	assays	(Bio-Rad)	according	to	

manufacturer	instructions.	No	Reverse	Transcriptase	(NRT)	and	No	Template	(NT)	

controls	were	included	in	each	run.	A	hypoxic	sample	was	included	as	a	positive	control	for	

BNIP3	expression.	GAPDH	mRNA	increases	under	hypoxia.	

2.8	ROS	staining	of	cells	

HEK293	and	U87	cells	were	seeded	in	6	well	dishes	at	a	density	of	3	x	105	cells	per	

well	and	allowed	to	grow	24	hours	before	treating	with	1	mM	hydrogen	peroxide	for	1	

hour	or	2	hours.	Cells	were	harvested	by	trypsinization	and	centrifugation	at	290	x	g	for	5	

minutes.	Working	in	the	dark,	cell	pellets	were	resuspended	in	200μL	of	1X	PBS	with	3.2	

μM	of	dihidroethidium	(DHE;	Sigma),	5	μM	of	CM-H2DCFDA	(DCF;	Life	Technologies),	or	5	

μM	of	MitoSOX	Red	(Life	Technologies).	The	cells	were	then	incubated	in	the	dark	at	37°C	

for	15	minutes	before	transferring	into	round	bottom	FACS	tubes	and	diluted	with	

additional	PBS.	Samples	were	analyzed	immediately	along	with	unstained	controls	on	a	

Novocyte	flow	cytometer	using	the	BL1	channel	for	DCF,	and	the	BL2	channel	for	DHE	and	

MitoSOX	Red.	

2.9	TMRM	staining	of	cells	

HEK293	cells	were	seeded	3	x	105	per	well	in	6	well	dishes	and	allowed	to	grow	24	

hours	before	treating	with	hydrogen	peroxide	for	24	hours.	Before	the	time	point	was	
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complete,	some	untreated	cells	were	incubated	with	10	μM	FCCP	(Abcam)	for	15	minutes	

at	37°C	as	a	positive	control,	after	which	all	samples	were	incubated	with	200	nM	TMRM	

(Life	Technologies)	for	20	minutes	at	37°C.	Cells	were	then	harvested	in	the	dark,	following	

usual	procedures.	Cell	pellets	were	resuspended	with	1X	PBS	and	then	transferred	to	FACS	

tubes.	Samples	were	analyzed	immediately	along	with	unstained	controls	on	a	Novocyte	

flow	cytometer	using	the	BL2	channel.	

2.10	Plasmid	isolation	

LB	broth	was	prepared	by	combining	25	grams	of	LB	broth	powder	(DIFCO)	per	

litre	of	ddH2O	and	autoclaving	to	dissolve.	For	bacterial	selection	purposes,	1	μL	of	

carbenicillin	or	kanamycin	antibiotic	(ThermoFisher)	was	used	per	mL	of	LB	broth.	

Bacterial	culture	flasks	containing	LB	broth	were	inoculated	with	DH5alpha	competent	

bacteria	(ThermoFisher)	containing	HA-tagged	BNIP3	WT	plasmid	resistant	to	

carbenicillin,	or	His-tagged	BNIP3	ΔTM	PTET	vector	resistant	to	kanamycin,	originally	

prepared	by	previous	members	of	the	Gibson	lab.	The	BNIP3	ΔTM	plasmid	has	a	deletion	of	

amino	acids	164-184,	which	is	the	entire	transmembrane	domain.	The	plasmids	were	

incubated	overnight	in	a	37°C	shaker	and	were	harvested	next	day	using	a	Plasmid	Maxi	kit	

(QIAGEN)	according	to	manufacturer	instructions.	Plasmid	concentrations	were	

determined	using	a	NanoDrop	2000.		

2.11	BNIP3	transient	over-expression		

HEK293	cells	were	seeded	in	6	well	dishes	at	a	density	of	5	x	105	cells	per	well	and	

transfected	at	60-70%	confluency	using	Lipofectamine	2000	(Invitrogen).	For	the	

transfection,	1	μg	each	of	pcDNA3.1	empty	vector	(Invitrogen),	ΔTM	BNIP3	or	WT	BNIP3	
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plasmid	DNA	was	diluted	in	100	μL	Opti-MEM	(Gibco)	and	combined	drop-wise	with	12	μL	

of	Lipofectamine	2000	diluted	in	30	μL	Opti-MEM.	After	incubating	at	room	temperature	

for	30	minutes,	the	transfection	mixtures	were	further	diluted	in	1.2	mL	Opti-MEM	before	

using	this	mixture	to	replace	media	in	the	wells.	Cells	were	incubated	at	37°C	in	the	

transfection	mixture	for	4	hours	before	replacing	with	complete	media.	Cells	were	either	

harvested	next	day	for	western	blot	to	confirm	successful	transfection	or	treated	with	

hydrogen	peroxide	for	24	hours	before	harvesting	for	cell	death	assay.	

2.12	BNIP3	knockdown	using	siRNA	

HEK293	cells	were	seeded	in	6	well	dishes	at	a	density	of	5	x	105	cells	per	well	and	

transfected	at	60-70%	confluency	using	Lipofectamine	2000.	For	the	transfection,	200	

pmol	of	BNIP3	siRNA	was	diluted	in	250	μL	Opti-MEM	and	combined	drop-wise	with	5	μL	

of	Lipofectamine	2000	diluted	in	250	μL	Opti-MEM.	After	incubating	at	room	temperature	

for	30	minutes,	the	transfection	mixtures	were	further	diluted	in	2	mL	Opti-MEM	before	

using	this	mixture	to	replace	media	in	the	wells.	Cells	were	incubated	at	37°C	in	the	

transfection	mixture	for	4	hours	before	replacing	with	complete	media.	Cells	were	either	

harvested	after	two	days	for	western	blot	to	confirm	successful	knockdown	or	treated	next	

day	with	hydrogen	peroxide	for	24	hours	before	harvesting	for	cell	death	assay.	

2.13	Quantification	and	Statistical	analysis	

Quantification	of	western	blots	and	immunofluorescent	images	was	conducted	using	

ImageJ	software116.	For	western	blot	quantification,	mean	grey	values	were	obtained	for	

each	band	of	interest	and	for	background	regions	without	bands,	and	then	background	

values	were	subtracted	and	a	ratio	of	the	relative	values	was	calculated	for	each	band.	To	
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obtain	mean	grey	values	for	BNIP3	fluorescence,	background	fluorescence	was	first	

subtracted	from	each	image	and	then	a	region	of	interest	was	drawn	around	each	cell	to	

measure.	The	JaCoP	plugin	of	ImageJ	was	used	to	quantify	colocalization	of	BNIP3	and	

mitochondria	by	measuring	Pearson’s	correlation	coefficient	and	Manders’	overlap	

coefficients	for	each	cell	of	interest.		

Graphs	for	Figures	6	and	7	were	prepared	using	Microsoft	Excel.	Preparation	of	all	

other	graphs	and	statistical	analysis	of	all	data	were	conducted	using	GraphPad	Prism	7.	

Two-way	ANOVA	and	Sidak’s	multiple	comparison	tests	were	performed	on	Figures	2C,	2F,	

12B,	13B,	15A,	15C,	16B,	and	17.	One-way	ANOVA	and	Tukey’s	multiple	comparison	tests	

were	performed	on	all	other	graphs	that	were	analyzed.	To	avoid	pseudoreplication	of	

results,	statistical	analysis	was	only	conducted	on	experiments	that	were	performed	more	

than	twice	(N=3	or	greater),	such	that	Figures	3,	4,	and	15B	were	not	analyzed.	

A	large	“N”	was	used	to	signify	the	number	of	times	an	experiment	was	

independently	performed,	while	a	small	“n”	was	used	to	signify	the	number	of	technical	

replicates	for	each	experiment.	Statistical	significance	was	noted	in	graphs	as	*p-value	<	

0.05,	**p-value	<	0.01,	***p-value	<	0.001,	****p-value	<	0.0001,	or	NS	(not	significant).	
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B	

Chapter	3:	Results	
	 To	determine	the	sensitivity	of	HEK293	cells	to	oxidative	stress	induced	cell	death	

following	hydrogen	peroxide	treatment,	I	treated	HEK293	cells	with	a	range	of	hydrogen	

peroxide	concentrations	for	24	hours	and	then	measured	total	cell	death	manually	using	

acridine	orange/ethidium	bromide	(AO/EtBr)	staining.		The	amount	of	cell	death	with	

treatment	increased	in	a	range	from	about	170%	(10	μΜ	and	50	μΜ	treatments)	to	260%	

(1	mM	treatment)	compared	to	untreated	cells	(Figure	10A).	The	increase	in	cell	death	over	

time	was	then	determined	over	a	time	course	with	200	μM	hydrogen	peroxide	treatment	

for	4-48	hours	and	was	measured	by	AO/EtBr	counts.	Cell	death	increased	by	about	230%	

over	time,	in	a	time	dependent	manner,	compared	to	untreated	cells	(Figure	10B).	

	
Figure	10:	Total	cell	death	increases	with	hydrogen	peroxide	treatment	and	time.	(A)	
HEK293	cells	were	treated	with	0-1000	μM	hydrogen	peroxide	over	24	hours	before	
staining	with	Acridine	orange/Ethidium	bromide	and	counting	live/dead	cells	manually	on	
a	fluorescent	microscope.	N=5,	n=1,	with	two	counts	per	sample.	(B)	HEK293	cells	were	
treated	with	200	μM	hydrogen	peroxide	over	48	hours	and	analyzed	by	Acridine	
orange/Ethidium	bromide	counting.	N=4,	n=2,	with	two	counts	(repeats)	per	sample.	Bars	
represent	standard	error	of	the	means.	Except	where	noted	with	lines,	significance	stars	
are	against	the	untreated	control.	
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To	complement	the	Acridine	orange	studies,	I	then	proceeded	to	take	additional	cell	

death	measurements	using	flow	cytometry,	this	time	treating	both	HEK293	cells	and	U87	

cells	with	hydrogen	peroxide	for	24	and	48	hours	and	then	staining	with	trypan	blue,	a	

fluorescent	dye	that	permeates	dead	cells	but	not	live	cells.	Flow	cytometric	analysis	of	cell	

death	in	HEK293	cells	showed	a	dose-dependent	response	to	hydrogen	peroxide	that	was	

similar	for	both	time	points	(Figure	10	A-C).	Cell	death	in	U87	cells	was	higher	and	more	

obviously	dose-dependent	after	48	hours	treatment	than	after	only	24	hours	(Figure	10	D-

F).		The	highest	dose	of	hydrogen	peroxide	(1000	μM)	lead	to	cell	death	in	most	of	the	

populations	of	both	cell	lines,	with	averages	of	75%	and	86%	death	in	U87	cells	(at	24	and	

48	hours	respectively)	and	averages	of	81%	and	94%	death	in	HEK293	cells	(at	24	and	48	

hours	respectively).	The	second	highest	dose	of	hydrogen	peroxide	(800	μM)	lead	to	

average	death	percentages	of	40%	(24	hours)	and	45%	(48	hours)	in	HEK293	cells,	and	of	

20%	(24	hours)	and	36%	(48	hours)	in	U87	cells.	Overall,	these	results	suggest	that	

oxidative	stress	affects	cell	populations	in	both	a	dose	and	a	time-dependent	manner.		

To	confirm	that	hydrogen	peroxide	was	entering	cells	and	causing	increased	levels	

of	internal	reactive	oxygen	species,	I	treated	HEK293	cells	with	1	mM	hydrogen	peroxide	

for	2	hours	and	then	stained	for	internal	hydrogen	peroxide	using	CM-H2DCFDA,	for	

superoxide	using	DHE,	and	for	mitochondrial	superoxide	using	MitoSox	Red	(Figure	12).	

These	dyes	only	produce	fluorescence	once	metabolized	in	the	presence	of	ROS.	Cellular	

levels	of	both	hydrogen	peroxide	and	superoxide	increased	following	hydrogen	peroxide	

treatment,	with	an	average	4.8-fold	increase	in	internal	hydrogen	peroxide	levels,	an	

average	1.7-fold	increase	in	general	superoxide	levels,	and	an	average	3.9-fold	increase	in	

mitochondrial	superoxide	levels.	
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Figure	11:	Total	cell	death	increases	with	hydrogen	peroxide	treatment	in	HEK293	
and	U87	cells	in	a	dose-dependent	manner.	(A)	Total	cell	death	in	HEK293	cells	treated	
with	hydrogen	peroxide	for	24	hours,	as	analyzed	by	flow	cytometry	with	trypan	blue.	(B)	
Total	cell	death	in	HEK293	cells	treated	for	48	hours.	(C)	Comparison	of	total	cell	death	at	
24	and	48	hours	in	HEK293	cells.	(D)	Total	cell	death	in	U87	cells	treated	for	24	hours.	(E)	
Total	cell	death	in	U87	cells	treated	for	48	hours.	(F)	Comparison	of	total	cell	death	at	24	
and	48	hours	in	U87	cells.	N=3,	n=3.	Bars	represent	standard	error	of	the	means.		
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Figure	12:	Oxidative	stress	increases	internal	reactive	oxygen	species	in	HEK293	
cells.	HEK293	cells	were	treated	with	hydrogen	peroxide	for	2	hours	and	then	analyzed	for	
relative	ROS	levels	by	flow	cytometry.	(A)	Fold	change	in	percent	fluorescence	with	CM-
H2DCFDA	staining	for	cellular	hydrogen	peroxide.	N=2,	n=3.	(B)	Fold	change	in	percent	
fluorescence	with	DHE	staining	for	cellular	superoxide.	N=2,	n=3.	(C)	Fold	change	in	
percent	fluorescence	with	MitoSox	Red	staining	for	mitochondrial	superoxide.	N=1,	n=3.	
Bars	represent	standard	deviation.	

	
I	stained	U87	cells	with	CM-DCFDA	and	MitoSox	Red	treated	U87	cells	and	treated	

with	hydrogen	peroxide	for	one	hour	(Figure	13).	Cellular	levels	of	both	hydrogen	peroxide	

and	mitochondrial	superoxide	increased	following	hydrogen	peroxide	treatment,	with	an	

average	20-fold	increase	in	hydrogen	peroxide	levels	and	an	average	1.4-fold	increase	in	

mitochondrial	superoxide	levels.	Although	the	U87	cells	were	treated	for	less	than	the	

HEK293	cells,	the	increase	in	cellular	hydrogen	peroxide	levels	seen	in	U87	cells	was	

considerably	higher	than	the	increase	seen	in	HEK293	cells	(20-fold	vs.	4.8-fold).	

Mitochondrial	superoxide	levels	increased	less	in	U87	cells	than	in	HEK293	cells	(1.4-fold	

vs.	3.9-fold)	but	this	can	be	explained	by	the	shorter	treatment	time.		
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Figure	13:	Oxidative	stress	increases	internal	reactive	oxygen	species	in	U87	cells.	
U87	cells	were	treated	with	hydrogen	peroxide	for	1	hour	and	analyzed	for	relative	ROS	
levels	by	flow	cytometry.	(A)	Fold	change	in	percent	fluorescence	with	CM-H2DCFDA	
staining	for	cellular	hydrogen	peroxide.	N=1,	n=3.	(B)	Fold	change	in	percent	fluorescence	
with	MitoSox	Red	staining	for	mitochondrial	superoxide.	N=1,	n=3.	Bars	represent	
standard	deviation.		

	
To	determine	whether	oxidative	stress	was	affecting	mitochondrial	membrane	

potential,	I	treated	HEK293	cells	with	two	concentrations	of	hydrogen	peroxide	for	24	

hours	and	then	stained	with	TMRM,	a	cationic	dye	that	is	readily	sequestered	in	negatively	

charged	(polarized)	mitochondria	but	not	in	more	positively	charged	(depolarized)	

mitochondria	(Figure	14).	For	a	positive	control	I	treated	cells	for	15	minutes	with	FCCP,	an	

electron	transport	chain	uncoupler	that	causes	mitochondrial	membrane	depolarization	by	

increasing	proton	entry	to	make	the	internal	environment	more	positively	charged117.	

Untreated	cells	had	an	average	median	TMRM	fluorescence	intensity	of	66,900,	which	

dropped	to	an	average	of	12,900	with	FCCP	treatment.	While	treatment	with	the	lower	

concentration	of	hydrogen	peroxide,	400	μM,	did	not	produce	a	statistically	significant	
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change	in	median	TMRM	fluorescence	intensity,	the	average	intensity	decreased	to	59,800.	

Meanwhile,	the	higher	concentration	of	hydrogen	peroxide,	800	μM,	significantly	decreased	

median	TMRM	intensity	to	19,600.		

	

Figure	14:	Oxidative	stress	reduces	mitochondrial	membrane	potential.	HEK293	cells	
were	treated	with	hydrogen	peroxide	for	24	hours	or	FCCP	for	15	minutes	to	disrupt	
mitochondrial	membrane	potential.	Median	fluorescence	intensity	of	TMRM	dye	was	
measured	by	flow	cytometry.	N=3,	n=3.	Bars	represent	standard	error.	Except	where	noted	
with	lines,	significance	level	is	against	untreated.	NS	=	Not	Significant.	

	
Next	I	wanted	to	establish	whether	BNIP3	protein	levels	increased	with	hydrogen	

peroxide	treatment.	I	treated	HEK293	and	U87	cells	with	either	hypoxia	(as	a	positive	

control)	or	a	range	of	hydrogen	peroxide	concentrations	for	24	hours	and	then	lysed	cells	

and	western	blotted	for	BNIP3	protein	levels.	β-actin	protein	levels	were	also	probed	for	as	

a	loading	control.	In	HEK293	cells,	hydrogen	peroxide	treatment	increased	BNIP3	protein	

dimer	levels	progressively	by	averages	of	2.7-fold	(10	μM	hydrogen	peroxide)	to	3.1-fold	(1	

mM	hydrogen	peroxide)	compared	to	the	untreated	control	(Figure	15).	By	comparison,	

hypoxia	increased	BNIP3	dimer	levels	by	an	average	of	9.1-fold.	BNIP3	protein	levels	for	
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cells	treated	with	lower	concentrations	of	hydrogen	peroxide	varied	considerably	from	blot	

to	blot,	and	actin	levels	for	the	hypoxia	sample	on	each	blot	were	consistently	lower,	

presumably	because	very	small	volumes	were	needed	to	obtain	the	same	amount	of	

protein	for	this	sample.	This	may	have	affected	loading	accuracy.	Bands	for	the	BNIP3	

monomer	were	not	visible	on	the	HEK293	western	blots	except	for	in	the	hypoxia	lane,	so	I	

was	unable	to	assess	whether	BNIP3	monomer	levels	changed	in	HEK293	cells	with	

hydrogen	peroxide	treatment.		

	

	Figure	15:	Oxidative	stress	increases	BNIP3	protein	levels	in	HEK293	cells.	Cell	
lysates	were	harvested	for	western	blot	after	treatment	with	hydrogen	peroxide	or	hypoxia	
for	24	hours.	Levels	of	the	BNIP3	dimer	(60	kDa)	and	β-Actin	(42	kDa)	were	quantified	
using	ImageJ	software.	N=3.	Bars	represent	standard	deviation.	Except	where	noted	with	
lines,	significance	is	against	untreated	control.	Lines	show	significance	against	hypoxic	
control	only.	Hyp.	=	Hypoxia	

	

There	was	no	increase	of	BNIP3	levels	in	U87	cells,	as	hydrogen	peroxide	treatment	

decreased	BNIP3	protein	dimer	levels	by	averages	of	0.81	for	the	50	μM	hydrogen	peroxide	

treatment,	0.96	for	the	200	μM	hydrogen	peroxide	treatment,	and	0.88	for	the	1	mM	
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hydrogen	peroxide	treatment	(Figure	16).	Levels	of	the	BNIP3	monomer	also	appeared	to	

decrease,	with	1	mM	hydrogen	peroxide	treatment	decreasing	monomer	levels	by	an	

average	of	0.53.	As	a	positive	control,	hypoxia	increased	BNIP3	dimer	levels	by	at	least	4.5-

fold	and	increased	monomer	levels	by	at	least	3.7-fold	(data	not	shown).	As	with	HEK293	

cells,	actin	levels	for	the	hypoxia	sample	were	consistently	lower,	presumably	due	to	

smaller	volumes	loaded.	

	

	

	

Figure	16:	Oxidative	stress	does	not	increase	BNIP3	protein	levels	in	U87	cells.	Cell	
lysates	were	harvested	for	western	blot	after	treatment	with	hydrogen	peroxide	for	24	
hours.	Levels	of	the	BNIP3	dimer	(60	kDa),	BNIP3	monomer	(30	kDa)	and	β-Actin	(42	kDa)	
were	quantified	using	ImageJ	software.	N=3.	Bars	represent	standard	deviation.	NS	=	not	
significant.	
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Analysis	of	BNIP3	mRNA	levels	in	HEK293	cells	was	conducted	by	quantitative	RT-PCR	

after	treatment	with	a	range	of	hydrogen	peroxide	concentrations	for	5	hours	(Figure	17).	

Primers	for	β-Actin	and	GAPDH	were	used	as	standards,	and	treatment	with	hypoxia	was	

used	as	a	positive	control.	I	found	that	this	short	exposure	to	oxidative	stress	gradually	

increased	BNIP3	mRNA	levels	in	a	dose-dependent	manner,	from	a	1.15-fold	increase	with	

a	10	μM	hydrogen	peroxide	treatment	up	to	an	average	1.4-fold	increase	with	a	1	mM	

hydrogen	peroxide	treatment.	In	comparison,	hypoxia	dramatically	increased	BNIP3	mRNA	

levels	by	an	average	of	25.8-fold	relative	to	the	untreated	control	(data	not	shown).	This	

suggests	that	acute	oxidative	stress	does	not	induce	BNIP3	gene	expression	as	strongly	as	

hypoxia	does.	

Figure	17:	Oxidative	stress	increases	BNIP3	mRNA	levels	in	HEK293	cells.	BNIP3	
mRNA	levels	after	treatment	with	hydrogen	peroxide,	relative	to	untreated	control.	RNA	
was	harvested	from	HEK293	cells	following	stimulation	with	hydrogen	peroxide	for	5	
hours.	Analysis	of	BNIP3	mRNA	levels	was	by	qRT-PCR	using	primers	for	BNIP3,	β-Actin	
and	GAPDH.	N=3,	n=3.	Bars	represent	standard	error.	
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To	determine	whether	BNIP3	localizes	to	mitochondria	during	oxidative	stress,	I	

seeded	HEK293	and	U87	cells	on	coverslips,	treated	with	hydrogen	peroxide	for	24	hours	

and	then	performed	immunofluorescent	staining	of	BNIP3	and	mitochondria.	In	HEK293	

cells,	oxidative	stress	appears	to	heighten	both	BNIP3	fluorescence	and	colocalization	with	

mitochondria	in	a	dose-dependent	manner,	as	indicated	by	the	increasing	amount	of	yellow	

colour	in	the	merged	images	with	increasing	doses	of	hydrogen	peroxide	(Figure	18).	In	

U87	cells,	BNIP3	was	clearly	localized	to	both	the	nucleus	and	cytosol	of	treated	and	

untreated	cells	(Figure	19).	In	untreated	U87	cells	the	mitochondrial	fluorescence	is	

noticeably	tubular	in	appearance,	which	is	suggestive	of	intact	mitochondria,	while	in	U87	

cells	treated	with	800	μM	hydrogen	peroxide	the	mitochondrial	fluorescence	is	punctate	in	

appearance,	which	is	suggestive	of	mitochondrial	fission	and	fragmentation118.		

To	confirm	whether	oxidative	stress	increases	BNIP3	fluorescence	intensity	in	

HEK293	and	U87	cells,	I	measured	the	mean	grey	value	for	BNIP3	fluorescence	in	the	

immunofluorescence	images	(Figure	20).	I	found	that	BNIP3	fluorescence	increases	in	

HEK293	cells	in	a	dose-dependent	manner,	but	changes	as	a	bell	curve	in	U87	cells,	with	

fluorescence	levels	increasing	with	200	μΜ	hydrogen	peroxide	treatment	and	decreasing	

again	to	untreated	levels	with	higher	doses.	This	suggests	that	BNIP3	levels	do	not	increase	

in	a	dose-dependent	manner	in	U87	cells,	which	is	consistent	with	western	blot	results.	

To	confirm	whether	oxidative	stress	increases	BNIP3	colocalization	with	

mitochondria	in	HEK293	and	U87	cells,	I	measured	both	Pearson’s	and	Manders’	

coefficients	for	immunofluorescent	cells.	Pearson’s	coefficient	is	a	measure	of	the	linear	

relationship	or	correlation	between	the	positions	of	two	fluorescent	signals,	with	a	value	
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between	-1	(mutual	exclusion)	and	+1	(complete	colocalization)119.	Manders’	coefficients	

are	measures	of	the	proportion	of	overlapping	pixels	in	both	fluorescent	channels,	with	

values	between	0	(no	overlap)	and	1	(complete	colocalization)119.	For	this	study,	the	M1	

value	indicates	the	fraction	of	total	BNIP3	fluorescence	that	overlaps	with	mitochondrial	

fluorescence,	while	the	M2	value	indicates	the	fraction	of	total	mitochondrial	fluorescence	

that	overlaps	with	BNIP3	fluorescence.		

For	HEK293	cells,	the	Pearson’s	coefficient	value	increased	with	hydrogen	peroxide	

treatment	in	a	dose-dependent	manner	(from	0.34	for	untreated	to	0.51	for	1	mM	H2O2	-

treated	cells),	demonstrating	that	colocalization	of	BNIP3	with	mitochondria	also	increases	

in	a	dose-dependent	manner	(Figure	21A).	Values	for	the	Manders’	coefficients	suggest	a	

general	increase	in	the	fraction	of	BNIP3	fluorescence	overlapping	with	mitochondria	

(from	0.48	for	untreated	to	0.85	for	1	mM	H2O2	–treated	cells),	while	the	fraction	of	

mitochondrial	fluorescence	overlapping	with	BNIP3	also	seems	to	increase	compared	to	

untreated	cells,	but	in	a	bell	curve	with	the	lowest	fraction	of	overlap	(0.29)	seen	in	

untreated	cells	and	the	highest	fraction	of	overlap	(0.8)	occurring	in	50	μΜ	H2O2-treated	

cells	(Figure	21B).		

For	U87	cells,	the	Pearson’s	coefficient	value	did	not	appreciably	change	with	H2O2	

treatment,	as	both	treated	and	untreated	cells	showed	a	considerable	amount	of	

colocalization	(Figure	22A).	Values	for	the	Manders’	coefficients	likewise	showed	there	

was	no	meaningful	change	to	the	fractions	of	overlapping	fluorescence	with	hydrogen	

peroxide	treatment	(Figure	22B).	The	majority	of	mitochondrial	fluorescence	was	

colocalized	with	BNIP3	fluorescence	across	all	conditions	(from	0.77	for	the	800	μΜ	H2O2	
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condition	to	0.88	for	the	50	μΜ	H2O2	condition),	while	a	consistently	lower	proportion	of	

BNIP3	fluorescence	was	colocalized	with	mitochondrial	fluorescence	(from	0.49	for	the	50	

μΜ	H2O2	condition	to	0.53	for	the	800	μΜ	H2O2	condition).	

Figure	18:	Oxidative	stress	increases	localization	of	BNIP3	with	mitochondria	in	
HEK293	cells.	Representative	images	of	immunofluorescent	staining	of	BNIP3	and	
mitochondria	in	HEK293	cells	treated	with	hydrogen	peroxide	for	24	hours.	Images	were	
captured	on	a	confocal	microscope	using	line	sequential	scanning.	Each	image	is	of	a	cluster	
of	cells.		
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Figure	19:	Oxidative	stress	increases	localization	of	BNIP3	with	mitochondria	in	U87	
cells.	Representative	images	of	immunofluorescent	staining	of	BNIP3	and	mitochondria	in	
HEK293	cells	treated	with	hydrogen	peroxide	for	24	hours.	Images	were	captured	on	a	
confocal	microscope	using	line	sequential	scanning.	Each	image	is	of	a	single	cell.	
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Figure	20:	BNIP3	fluorescence	increases	in	a	HEK293	dose-dependent	manner	in	
HEK293	cells	but	not	in	U87	cells.	Mean	grey	values	for	BNIP3	immunofluorescence	in	
(A)	HEK293	and	(B)	U87	cells	treated	with	hydrogen	peroxide	for	24	hours.	At	least	14	
HEK293	cells	and	at	least	24	U87	cells	were	quantified	per	condition	using	ImageJ	
software.	Bars	are	mean	with	standard	error.	Colour	of	significance	stars	corresponds	to	
each	comparison	(e.g.,	blue	stars	indicates	comparison	with	untreated	condition)	
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Figure	21:	Colocalization	analysis	for	immunofluorescent	HEK293	cells.	(A)	Pearson’s	
coefficient	showing	correlation	between	pixel	locations	for	BNIP3	and	mitochondria.	There	
were	no	significant	differences	between	means.	(B)	Bar	graph	of	the	Manders	coefficients	
showing	means	of	the	fractions	of	overlapping	BNIP3	(M1)	and	Mitochondria	(M2)	pixels.	
Except	where	noted	with	lines,	significance	stars	are	against	untreated.	(C)	Manders	
coefficients	showing	fractions	of	overlapping	green	(BNIP3)	and	red	(Mitochondria)	pixels.	
Seven	(7)	cells	were	quantified	per	condition	using	ImageJ	software.	
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Figure	22:	Colocalization	analysis	for	immunofluorescent	U87	cells.	(A)	Pearson’s	
coefficient	showing	correlation	between	pixel	locations	for	BNIP3	and	mitochondria.	(B)	
Bar	graph	of	the	Manders	coefficients	showing	means	of	the	fractions	of	overlapping	BNIP3	
(M1)	and	Mitochondria	(M2)	pixels.	(C)	Manders	coefficients	showing	fractions	of	
overlapping	green	(BNIP3)	and	red	(Mitochondria)	pixels	for	each	cell.	At	least	12	cells	
were	quantified	per	condition	using	ImageJ	software.	There	were	no	significant	differences	
between	means.	
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I	next	transfected	HEK293	cells	with	empty	pcDNA3	vector,	HA-tagged	wild-type	

(WT)	BNIP3	or	His-tagged	ΔTM	BNIP3	over-expression	vectors	to	explore	the	role	BNIP3	

was	playing	in	oxidative	stress-induced	cell	death.	The	ΔTM	BNIP3	vector	encodes	a	

truncated	version	of	BNIP3	that	can	act	as	a	dominant	negative	against	the	full-length	

protein,	so	over-expression	of	this	truncated	protein	would	interfere	with	the	activity	of	

endogenous	BNIP3.	I	confirmed	over-expression	of	WT	and	ΔTM	BNIP3	by	collecting	cell	

lysates	24	hours	after	transfection	and	western	blotting	for	HA-tag,	His-tag	and	BNIP3	

(Figure	23).	Ponceau	stain	was	used	to	confirm	loading	(data	not	shown).	Transfection	

efficiency	was	approximately	80%	at	48	hours	after	transfection,	based	on	co-transfection	

with	GFP.		

I	treated	the	transfected	cells	for	24	hours	with	200	μM	hydrogen	peroxide	and	

measured	cell	death	by	staining	cells	with	AO/EtBr	and	counting	manually	with	a	

fluorescent	microscope	(Figure	24A).	Average	death	in	cells	transfected	with	WT	BNIP3	

was	markedly	higher	than	in	cells	transfected	with	the	control	vector	or	ΔTM	BNIP3,	with	a	

mean	of	26.4%	death	for	WT	BNIP3	cells	compared	with	means	of	15.8%	for	control	cells	

and	14.8%	for	ΔTM	BNIP3	cells.	Average	death	after	hydrogen	peroxide	treatment	was	

similar	across	conditions,	with	only	a	slight	increase	in	death	for	control	cells	and	ΔTM	

BNIP3	cells	(20.6%	and	18.6%	respectively).	Strangely,	hydrogen	peroxide	treatment	led	to	

a	decrease	in	average	cell	death	for	WT	BNIP3	cells	(22.3%	with	treatment	vs.	26.4%	

without	treatment).	
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Figure	23:	Western	blot	for	proteins	lysed	from	HEK293	cells	transfected	with	
pcDNA3	vector,	HA-tagged	wild-type	(WT)	BNIP3	or	His-tagged	ΔTM	BNIP3.	(A)	Blot	
was	probed	with	mouse	anti-HA-tag	antibody.	(B)	Blot	was	probed	with	mouse	anti-His-tag	
antibody.	(C)	Blot	was	probed	with	rabbit	anti-BNIP3	antibody.	

I	then	examined	total	cell	death	over	48	hours	in	HEK293	cells	transfected	with	

empty	pcDNA3	vector	or	ΔTM	BNIP3	over-expression	vector	and	treated	with	400	μM	

hydrogen	peroxide	(Figure	24B).	Measurements	were	again	taken	by	staining	with	

AO/EtBr	and	counting	manually	on	a	fluorescent	microscope.	Average	cell	death	was	

significantly	lower	in	ΔTM	BNIP3	cells	than	in	control	cells	at	18	and	24	hours	of	treatment,	

but	not	at	48	hours	of	treatment	or	at	less	than	18	hours	of	treatment.	

To	more	accurately	determine	the	level	of	cell	death	in	HEK293	cells	transfected	

with	pcDNA3	and	ΔTM	BNIP3	vectors,	I	treated	cells	with	a	range	of	hydrogen	peroxide	

concentrations	over	24	hours	and	measured	total	cell	death	by	flow	cytometry	with	trypan	

blue	staining	(Figure	24C).	I	found	that	average	cell	death	with	treatment	was	not	

significantly	different	between	control	and	ΔTM	BNIP3	cells	at	any	of	the	treatment	

concentrations.		
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Figure	24:	Total	cell	death	for	HEK293	cells	transfected	with	pcDNA3	or	BNIP3	over-
expression	vectors.		
(A)	Mean	cell	death	for	HEK293	cells	transfected	with	pcDNA3,	WT	BNIP3	or	ΔTM	BNIP3	
and	treated	with	200μM	hydrogen	peroxide	for	24	hours.	Measurements	were	by	AO/EtBr	
counts	on	a	fluorescent	microscope.	N=5,	n=2.		
(B)	Mean	cell	death	for	HEK293	cells	transfected	with	pcDNA3	or	ΔTM	BNIP3	and	treated	
with	400μM	hydrogen	peroxide	over	48	hours.	Significance	is	pcDNA3	versus	ΔTM	BNIP3	
for	each	condition.	Measurements	were	AO/EtBr	counts.	N=2,	n=2.	Statistical	analysis	was	
not	performed.	
(C)	Mean	cell	death	for	HEK293	cells	transfected	with	pcDNA3	or	ΔTM	BNIP3	and	treated	
with	0-1000μM	hydrogen	peroxide	for	24	hours.	N=5,	n=3.	There	were	no	significant	
differences	between	the	means.	
Bars	represent	standard	error.	
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To	determine	whether	endogenous	BNIP3	caused	oxidative	stress-induced	cell	

death,	I	transfected	HEK293	cells	with	siRNA	against	BNIP3	to	reduce	its	levels.	I	confirmed	

knockdown	of	BNIP3	by	collecting	cell	lysates	48	hours	after	transfection	and	western	

blotting	for	BNIP3	levels	(Figure	25A).	I	then	treated	knockdown	and	control	cells	with	

hydrogen	peroxide	for	24	hours	and	measured	death	by	flow	cytometry	(Figure	25B).	I	

found	that	BNIP3	knockdown	significantly	decreased	average	cell	death	in	cells	treated	

with	both	400	μM	hydrogen	peroxide	(11.2%	vs.	19.9%	death	in	control	cells)	and	600	μM	

hydrogen	peroxide	(13.9%	vs.	18.2%	death	in	control	cells),	as	well	as	providing	a	slight	

reduction	in	death	in	untreated	cells	(9.4%	vs.	12.9%	death	in	control	cells).	Mean	cell	

death	was	not	significantly	different	between	knockdown	and	control	cells	at	higher	

concentrations	of	hydrogen	peroxide	treatment.	

	

	Figure	25:	BNIP3	knockdown	provides	some	protection	against	cell	death	in	HEK293	
cells.	(A)	Western	blot	for	BNIP3	levels	in	HEK293	cells	transfected	with	siRNA	scramble	
control	(siControl)	or	pooled	siRNA	against	BNIP3	(siBNIP3).	β-Actin	was	probed	for	as	a	
loading	control.	N=1.	(B)	Mean	cell	death	in	HEK293	cells	transfected	with	siRNA	and	then	
treated	with	hydrogen	peroxide	for	24	hours,	as	measured	by	flow	cytometry	with	trypan	
blue	staining.	N=3,	n=3.		Bars	represent	standard	error.	
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Finally,	to	confirm	the	effects	of	endogenous	BNIP3	on	oxidative	stress-induced	cell	

death	I	used	Murine	Embryonic	Fibroblast	(MEF)	cells	that	either	expressed	wild-type	

BNIP3	(WT	MEF)	or	did	not	express	BNIP3	protein	(KO	MEF).	I	treated	these	cells	with	a	

range	of	hydrogen	peroxide	concentrations	for	24	hours	and	then	measured	total	cell	death	

by	flow	cytometry	with	trypan	blue	staining	(Figure	26).	Mean	cell	death	was	moderately	

but	significantly	lower	in	BNIP3	knockout	MEF	cells	than	in	BNIP3	wild-type	MEF	when	

treated	with	200	-	800	μM	hydrogen	peroxide	(9.79%	vs.	12.87%	at	200	μM;	19.64%	vs.	

25.72%	at	400	μM;	35.89	vs.	44.67%	at	600	μM;	70.61	vs.	84.59%	at	800	μM),	with	the	800	

μM	treatment	condition	displaying	the	most	meaningful	difference.	Mean	cell	death	was	not	

meaningfully	different	in	BNIP3	knockout	MEF	cells	than	in	WT	cells	when	treated	with	

1000	μM	hydrogen	peroxide	(93.12%	vs.	92.79%).		

Figure	26:	Loss	of	BNIP3	moderately	decreases	oxidative	stress-induced	cell	death.	
Mean	cell	death	on	BNIP3	wild-type	(WT)	and	knockout	(KO)	Murine	Embryonic	Fibroblast	
(MEF)	cells	treated	with	hydrogen	peroxide	for	24	hours,	as	measured	by	flow	cytometry	
with	trypan	blue	staining.	N=5,	n=3.	Bars	represent	standard	error.	
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Chapter	4:	Discussion	and	Conclusion	
In	this	study	hydrogen	peroxide	treatment	was	used	to	induce	oxidative	stress	in	

the	transformed	human	embryonic	kidney	cell	line	HEK293	and	the	human	glioblastoma	

cell	line	U87.	Oxidative	stress-induced	cell	death	increased	in	both	a	time-dependent	and	

dose-dependent	manner,	as	expected	from	treatment	with	a	molecule	known	to	damage	

proteins,	lipids	and	DNA87,88,92.	U87	cells	were	somewhat	more	resistant	to	oxidative	stress	

induced	cell	death	at	the	highest	treatment	levels	than	HEK293	cells,	which	is	consistent	

with	the	fact	that	resisting	cell	death	is	a	hallmark	of	cancer120.	The	reduction	in	cell	death	

at	higher	doses	of	hydrogen	peroxide	could	potentially	be	attributed	to	molecular	

differences	between	the	two	cell	lines.	

Internal	levels	of	both	superoxide	and	hydrogen	peroxide	increased	in	both	cell	

lines	after	treatment	with	hydrogen	peroxide.	While	relative	quantities	of	both	species	

increased	appreciably	in	HEK293	cells,	a	dramatic	increase	was	seen	in	internal	hydrogen	

peroxide	levels	in	U87	cells.	Cancer	cells	often	have	high	levels	of	ROS	and	increased	

antioxidant	activity87,	which	may	explain	this	observation.	Damage	caused	by	ROS	would	

increase	superoxide	production	at	mitochondria	and	other	sites88,	leading	to	increased	

hydrogen	peroxide	due	to	rapid	conversion	by	antioxidant	systems.	Intracellular	staining	

for	mitochondrial	membrane	potential	with	and	without	hydrogen	peroxide	treatment	in	

HEK293	cells	confirmed	that	the	treatment	disrupted	mitochondrial	function.		

BNIP3	protein	dimers	increased	with	a	24-hour	hydrogen	peroxide	treatment	in	

HEK293	cells,	with	a	slight	upward	trend	that	may	be	dose-dependent	but	was	not	

statistically	significant.	The	BNIP3	monomer	was	not	present	in	measureable	quantities.	In	
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contrast,	BNIP3	protein	dimers	in	U87	cells	did	not	show	a	clear	trend	in	expression,	

whereas	BNIP3	monomers	appeared	to	decrease	with	hydrogen	peroxide	treatment.	As	

BNIP3	dimers	are	resistant	to	both	detergent	and	reducing	conditions	I	was	unable	to	

measure	total	protein	levels	in	either	cell	line,	making	it	impossible	to	determine	from	the	

quantified	blots	whether	BNIP3	protein	levels	changed	overall	in	U87	cells.	A	decrease	in	

protein	levels	caused	by	increased	proteasomal	degradation	could	be	examined	using	the	

proteasome	inhibitor	MG132,	but	that	avenue	was	not	explored	during	this	study.	

Similar	to	the	western	blot	results,	qPCR	for	BNIP3	mRNA	in	HEK293	cells	revealed	

a	small	increase	in	levels	after	5	hours	treatment	with	hydrogen	peroxide,	indicating	a	

weak	induction	of	gene	expression.	The	5-hour	time	point	was	selected	to	observe	relevant	

increases	in	gene	expression	prior	to	the	increased	protein	expression	seen	at	24	hours.	

However,	it	is	possible	that	greater	upregulation	of	mRNA	would	have	been	seen	at	a	

different	time	point.	BNIP3	is	known	to	be	over-expressed	in	glioblastoma17,	suggesting	

that	mRNA	levels	should	also	be	high	in	the	U87	glioblastoma	cell	line.	However,	as	I	did	

not	measure	BNIP3	mRNA	levels	in	U87	cells,	I	cannot	comment	on	whether	these	levels	

increase	with	hydrogen	peroxide	treatment.	

Immunofluorescent	staining	for	BNIP3	and	mitochondria	in	HEK293	after	hydrogen	

peroxide	treatment	shows	an	increase	of	BNIP3	fluorescence	and	colocalization	with	

mitochondria	with	treatment,	suggesting	that	oxidative	stress	leads	to	increased	

mitochondrial	localization	of	BNIP3	in	HEK293	cells.	BNIP3	fluorescence	also	increases	in	

U87	cells	when	treated	with	lower	hydrogen	peroxide	concentrations	(50	and	200	μΜ),	but	

not	in	cells	treated	with	higher	concentrations.	Similarly,	Pearson’s	correlation	coefficient	

suggests	there	may	be	a	slight	increase	in	colocalization	of	BNIP3	with	mitochondria	when	
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U87	cells	are	treated	with	200	μΜ	hydrogen	peroxide	but	not	with	higher	concentrations.	

However,	this	increase	is	not	statistically	significant	compared	to	untreated	cells.	Both	

treated	and	untreated	U87	cells	showed	considerable	partial	colocalization	of	BNIP3	with	

mitochondria,	with	the	majority	of	mitochondrial	fluorescence	colocalizing	with	BNIP3	

fluorescence	according	to	the	Manders’	coefficient.	These	results	show	that	some	amount	

of	BNIP3	protein	is	already	present	at	mitochondria	in	untreated	cells,	and	that	acute	

oxidative	stress	does	not	appreciably	alter	this	fact.	BNIP3	is	also	noticeably	present	in	the	

nucleus	of	U87	cells,	which	is	consistent	with	the	fact	that	BNIP3	is	expressed	in	the	

nucleus	of	glial	cells67.	It	is	possible	that	nuclear	BNIP3	is	contributing	to	a	survival	

response	in	U87	cells	during	oxidative	stress,	reducing	somewhat	the	level	of	death	seen	in	

U87	cells	compared	to	HEK293	cells.	

As	splice	variant	BNIP3	is	known	to	act	as	a	dominant	negative	against	full	length	

BNIP333,	I	over-expressed	a	truncated	BNIP3	protein	that	should	act	similarly,	in	order	to	

explore	BNIP3’s	role	in	oxidative	stress-induced	cell	death.	I	found	that	over-expression	of	

ΔTM	BNIP3	had	little	effect	on	survival	of	HEK293	cells	treated	with	hydrogen	peroxide.	

The	transfection	efficiency	was	approximately	80%	at	48	hours	after	transfection,	but	it	is	

possible	that	the	over-expression	vector	did	not	function	as	intended.	However,	full	length	

BNIP3	may	not	be	responsible	for	death	during	acute	oxidative	stress,	in	which	case	

inhibition	of	its	function	would	not	decrease	cell	death.		

Silencing	of	BNIP3	expression	in	HEK293	cells	using	siRNA	resulted	in	a	statistically	

significant	decrease	in	cell	death,	although	the	decrease	was	minor	and	was	not	observed	

at	the	highest	treatment	concentrations.	Likewise,	hydrogen	peroxide	treatment	of	BNIP3	

knockout	MEF	cells	lead	to	a	minor	decrease	in	cell	death	compared	to	BNIP3	wild-type	
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cells.	These	observations	suggest	that	BNIP3	is	not	the	main	actor	in	oxidative	stress	

induced	cell	death.		

If	that	is	the	case,	we	must	question	why	BNIP3	mitochondrial	localization	increases	

in	HEK293	cells	following	hydrogen	peroxide	treatment,	and	what	function	it	is	performing	

there.	It	is	likely	that	oxidative	stress	causes	mitochondrial	damage,	leading	BNIP3	to	

mediate	mitophagy	(autophagic	removal	of	mitochondria)43.	For	some	cells,	BNIP3	may	

also	induce	cell	death.	However,	BNIP3	induction	of	cell	death	is	weak	compared	to	other	

BCL2	family	members20,30,37,38.	Thus	it	would	be	reasonable	for	cellular	response	to	acute	

and	highly	damaging	oxidative	stress	conditions	to	involve	mediation	of	cell	death	by	more	

potent	regulators	such	as	BAX	and	BAK.	

In	conclusion,	this	study	demonstrates	that	acute	oxidative	stress	increases	cell	

death,	upregulates	BNIP3	expression	and	increases	colocalization	of	BNIP3	with	

mitochondria	in	HEK293	cells,	but	only	increases	cell	death	in	U87	cells.	It	does	not	appear	

that	acute	oxidative	stress	has	an	affect	on	BNIP3	expression	or	localization	in	U87	cells.	

Overall,	BNIP3	may	participate	in	acute	oxidative	stress	induced	cell	death,	but	is	not	

required	for	it	in	HEK293	cells,	U87	cells,	or	in	MEFs.		
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Chapter	5:	Future	Directions	
While	this	study	sought	to	investigate	the	effects	of	acute	oxidative	stress	on	the	

expression,	localization,	and	function	of	BNIP3,	future	research	should	explore	the	effects	

of	chronic,	low	level	oxidative	stress.	A	review	of	the	literature	shows	that	several	studies	

have	demonstrated	an	increase	in	BNIP3	expression	upon	treatment	with	hydrogen	

peroxide27,54,121.	An	experiment	that	treated	hepatoma	cells	with	25	or	40	μM	hydrogen	

peroxide	every	15	minutes	for	2	hours	resulted	in	stabilization	of	HIF1α122,	suggesting	that	

repeated	application	of	hydrogen	peroxide	could	lead	to	upregulation	of	BNIP3	expression.	

As	BNIP3	induction	of	cell	death	is	delayed	compared	to	other	family	members20,30,37,38,	the	

protein	is	far	more	likely	to	play	an	important	role	in	cellular	response	to	ongoing	stress.	

Considering	that	acute	oxidative	stress	led	to	disruption	of	mitochondrial	

membrane	potential	while	increasing	mitochondrial	localization	of	BNIP3	in	HEK293	cells,	

it	is	also	possible	that	BNIP3	may	regulate	mitochondrial	membrane	integrity.	Future	

experiments	could	explore	this	possibility	using	mitochondrial	dyes	with	hydrogen	

peroxide	treatment	and	knockdown	of	BNIP3,	and	by	western	blotting	for	release	of	

executioner	proteins	such	as	cytochrome	c	and	caspases	from	mitochondria.	

This	study	also	did	not	determine	the	type	of	cell	death	that	was	induced	by	acute	

oxidative	stress	in	HEK293	and	U87	cell	lines.	Future	experiments	should	investigate	the	

cell	death	type	using	inhibitors	against	apoptosis	and	autophagy,	as	well	as	whether	

proteins	involved	in	autophagy	and	apoptosis	were	upregulated	or	activated	in	response	to	

hydrogen	peroxide	treatment.	Some	preliminary	exploration	suggested	that	levels	of	the	

autophagy	protein	beclin1	increase	with	hydrogen	peroxide	treatment	in	a	dose-dependent	
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manner	in	HEK293	cells,	but	further	experimentation	is	needed	to	confirm	whether	

autophagy	levels	change	with	hydrogen	peroxide	treatment	and	whether	autophagy	is	

contributing	to	cell	death	or	survival.	

Additional	experimentation	using	non-cancerous	glial	cells	such	as	murine	

astrocytes,	as	well	as	other	glioblastoma	cell	lines	or	brain	tumour	initiating	cells,	would	be	

beneficial	to	confirming	the	role	of	BNIP3	in	oxidative	stress-induced	cell	death	in	both	

cancerous	and	non-cancerous	brain	cells.	Measurement	of	BNIP3	mRNA	levels	with	and	

without	hydrogen	peroxide	treatment,	and	of	BNIP3	protein	levels	under	oxidative	stress	

with	and	without	the	proteasome	inhibitor	MG132,	would	also	be	helpful	to	strengthen	the	

conclusions	of	this	study.	
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