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ÀBSTRÀCT

The magnet i zat ion ot two very di lut.e spi n glasses of

Manganese in Platinum (pt + 2400 ppm Mn and Pt + 1100 ppm

un) has been measured with a SQUID magnetometer as a func-

tion of applied magnetic field and temperature" The magneti-

zation is measured at fixed temperatures in a variable

applied magnetic field up to 60 Gauss, for several t,empera-

tures above the glass temperaLures, Ts's, In addition, time

effects were also studied for the 2400 ppm sample for up to
2 hours at several temperatures both above and below To "

The samples were found to exhibit, as T + Tor critical
behaviour which is an indication of a phase transition at

Te. The temperature dependence of the cubic term in a smalt

H expansion of the magnetization showed a 'divergence' as

T '+ To from above. Moreover, the data also gave good scal-
ing which also supports a thermodynamic phase transition
hypothesis. The critical exponent 7 þ¡as found to be 2.10 t
0.1 and 2.31 t 0 " 1 for the 2400 ppm and 1 1 00 ppm samples,

respectively, while ß was determined to be 0.6 t 0.1 and 0.8

t 0 "2, respectively, by constructing the scaling function 
"

Time effects were found to be present at temperatures above

and below To, but they diminished quickly for T

time dependence of the magnetization was well described by a

stretched exponentiaJ- function.
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I NTRODUCTI ON TO SPI N GLASS SYSTEMS

1.1 GENERÀL BACKGROUND

Over the last decade, Lhe term spin glass has become a

popular topic of controversy in the literature on magnetism.

A spin grass system may be defined as a magnetic alloy vrhere

the spins on the impurities become locked or frozen into
random orientations below a characteristic freezing Lempera-

ture, To. The long range RKKY interaction is believed to be

responsible for the cooperative freezing of the spins. À11

spin glass systems exhibit certain characteristic features,
among which are the sharp peak at Ts in low-field a.c. sus-

cept ibi I i ty measurements , a broad max imum in spec i f ic heat

measurements, and the onset below Te of irreversibilities,
remanences, and time dependences with the apprication of an

external, static field"

The original materials, in which the characteristic
properties of spin grasses were first observed, were dilute
aJ-loys of transition metal impurities in nobre matrices.
rndirect investigation of such materiars r¡¡as started as ear-
ly as 1932 when Néer attempted to obtain a better under-

standing of the magnetic properties of pure transition met-

als" rt was not untir the early 70's, with cannelra and

Mydosh's(1972, 1973) observations of a cusp-like peak in
a"c, susceptibility measurement.s of AgFe al]oys, that an

explosion of interest in this subject arose.

i_.
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The cusp in t.he lo¡'¡-fie1d a,c. susceptibility measure-

ment suggests that some type of phase transition occurs at

the freezing temperature. In addition, the splitting of the

Mössbauer spectrum and the measurement of the anomalous Halt

effect show clear features at Ts supporting this viewpoint.

However, measurements of the electrical resistivity and spe-

cific heat, also the remanences, magnetic hysteresis, and

time-dependent effects observed in spin glasses are diffi-
cult to reconcile with a phase transition approach. The

debate over whether a spin glass actually undergoes a phase

transition has been raging over the years and the question

has not yet been resolved.

1.2 EXPERIMENTAL PROPERTIES

The most obvious way of deLermining the freezing temp-

erature To is by a.c. susceptibility measurements which give

a cusp at To. Cannella and Mydosh(1972, 1973) measured the

a,c. susceptibility of several Àu.Fe alloys and some of the

results are shown in f igures '1 . 1 and 1 "2 " The peak becomes

rounded with the application of low externar fields from 10

to 20 mT" It was also observed that Ts is roughly linearly
related to the concentration c below 1 at.% but it Þras pro-
portional to czls oLherwise. The data can be fitted to a

Curie-Weiss Law above To " ÀlLhough only a very small depen-

dence of To on the frequency of the a.c. fierd was observed

for AuFe alloys (ttoltzberg et aI, , 1979) , a stronger depen-



dence was observed in PtMn (Lecomte eL al
(¡tulder et aI., 1981). Moreover, magnetic

rare earth systems have been recognized

est frequency dependence of To (Fischer,

6, 1983) and PdMn

semiconducLors and

t.o have the strong-

198s)"

^ÞHozo
ÞFvttr,q
H (/'l
Fl()
Etr'
¡r 'did '3<H

trt
Çr<zí
HH
-l Fl

20 40 60

TEMPERÀTURE ( K )

80o

Figure 1.1. Low field a.c. susceptibility of
four ÀuFe alloys with different concentration"
(after Cannella and Mydosh, 197g).
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t2 r6 20 24
TEMPERATURE ( K )

Figure 1"2" À.c. susceptibility
alloys in zero field ; o o

and @ @ @ represent that in a f.

flux density of 1OmT, 20mT and

respectively. (Àfter Ford, 1gg2

of two ÀuFe

or I

ield with

30mT

).

The presence of a phase transition may also be inferred
from transport coefficients. Neither tt¡e direcL measurement

of electricar resistivity nor its derivative give anomalous

features at ro. There exists a concentration dependent maxi-
mum which occurs at a temperature Truo

good correration between the temperature corresponding to
the maximum of d(A p )/at (A p = p a¡oy - p pu.e merat) and To

was f ound in AuFe (Mydosh et al" 1974') , this reration breaks

down for AuMn and Àgcr systems (r'ord and Mydosh, 1976). Fig-

4-



ure 1 .3 shows the

by Mydosh et. a1.

sistivity obeyed

resul-t. of
(1974) 

"

the relat

resistivity measurement on AUFe

They found that the impurity re-

ion,

¿p(r,c) = c Apo + a(c) r¡2.23

at low t,emperatures, where C is the concentration, T, the

temperature and a9o, the residuar impurity resistivity" The

coefficient À(c) varies slowry with concentration. As the

temperature increases to around Te, ap is found to be pre-
dominantry linear in T. Àt extremely row temperatures, ress

than 0"3K, Laborde and Radhakrishna(1973) have observed a 12

dependence,
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Again, if a phase transition does take place at To, an

anomaly at To would be expected in a spec i f ic heat (mol-ar

heat capacity) , Cm, measurement. Þlenger and Keensom( 1 975,

1976) have examined the specific heat of AuFe and CuMn al-
loys and their resulLs are displayed in figure 1"4" They

found no anomaly at To, as defined by a.c. susceptibility
measurements on other portions of the same sample" At very

low temperatures, Cm has a large, concentration independent

cont,ribution which is linear in T. A broad peak occurs at a

temperature, Tmax, above Te but no definite correlation be-

tween these two temperatures has been foundi Cm then behaves

as 1/f at higher temperatures. Nevertheless, some recent

investigations have suggested that. some sort of anomaLous

features exist at Te. Martin(1979, 1980a,b) has observed a

knee at Te in C^/f vs T plots for CuMn a1loys. Fogle et

aI"(1981) have also examined CuMn alloys and found an anoma-

Iy at Te in Arcn/T)/lt vs T plots as shown in f igure 1"5"

In addition, the latter group have also discovered an anoma-

1y at To in the quadratic term, B, luhen C^/t is expanded as

a function of H, ie,

c^/r = À + BH2

Figure 1"6 shows the quadratic term,

temperature.

7-
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In studying the magnetic remanence of spin glasses, one

can consider t¡oo different experimental situations, namely,

the isothermal remanenL magnet.ization (f"n.¡¡") and the ther-

moremanent magnet.ization (r.n"M. ) " rn the I .R.M" case, a

specimen is cooled in zero field, followed by an application

of a field, H, and then the field is turned off s]owly" In

the T,R"M. situation the specimen is measured in zeÊo field

after cooling the sample from above to below To in a field
H" Figure 1 "7 shows these two remanent magnetizations for

ÀuFe, by Tholence and Tournier (1974)" It is noted that

both I "R.M. and T.R.M" saturate at the same value but T"R"M"

reaches this value at a lower fie1d"

-T 
herrrprenronenl mogne t i¿o I i on

Isolhermol remonenl mognetizolion

Ë.

2,2
zÐO¡

RÉ
!1pr
EP
64
#v

o o-5 2.O

Figure 1"7. Field dependence of t.he thermoremanenL

magnetization (t.n"u" ) and t.he isothermal re-
manent magnetization (l"n"u") for a AuFe a11oy

at T<<To.(efter Tholence and Tournier, 1974).

ro r.5

H(KOe)
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The remanence and irreversible behaviour of spin glass-

es can also be seen in their hysLeresis loop. Figure 1.8 is

a diagram of typical hysteresis Ioops. Part (a) represents a

zero field-cooled situation where the inner line is the re-

versible part. t^lhen the applied f ield H exceeds the critical-

fietd, ãD I "R"M. starts to develop which corresponds to the

outer loop of part (a) " Part (b) represents a field-cooled

spin glass which has a distinct shifted hysieresis loop. The

unusual character of' a field-cooled spin gJ-ass can be com-

pared with that of a typical ferromagnetic loop shown in

(c) 
"

MÀGNETIZÀTION M

T<To

¿

--a3'-

i;í''
--(c)

(b)

(o)I
I
I
l)

I
I
I
,
I

I
I
I
I

MÀGNETIC FIELÐ
STRENGTH H

F i gure

against

cooled

(c) is

1.8. Hysteresis loops of magnetization M

magnetic field strength H. (a) spin glass

in zeyo field and (b) in a magnetic field.

ferromagnet" (etter Mydosh, 1975) "
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The time dependence of t.he remanence, both the I.R.M.

and T.R.M", takes on logarithmic and/or exponential form.

Figure 1.9 shows typical data due t.o Guy (1978 ) f or the time

decay of the T.R.M. f or a 2 at"% AuFe alloy. For t.imes

greater than 10s, boLh I.R"M" and T.R.M. decay can be de-

scribed by the form (Ford, 1982)

M = Mo S fn(t)

where Mo is a constant and S is
depend on the fieId, temperature

Èhors, such as Chamberlin et al
st.retched exponent iaI f orm,

also a constant which can

and material. Other au-

" ( 1 984 ) have shown that a

M = Mo exp[-(t/tp) r -n]

is able to characLerize the T.R"M. for CuMn and ÀqMn sys-

tems, where tp depends on the temperature and t.he time in
which the sample was left in a constant field at a constant

temperature before the fietd v¡as turned off (the 'wait
time')" However, recent work by Nordblad et aI.(1986) has

demonstrated that the total relaxat.ion of the magnetization

for a CuMn alloy must be described by a pure logarithmic de-

cay superimposed on a stretched exponential form:

12



}"l = S'H In(t) + r¿r + Mo exp[-(t/tr)1-n]

where S' is the relaxation rate at
the fieId, Mr the intercept at log.¡o

mic decay"

dynamic equilibrium, H

(t)=0 for the logarith-

tl
Z,z
2ggE
fr$9il
Ê,9H6:t ,{
utf

4'48 K

6.53 K

8.58 K

ro.5 K

l?-44 K

lo ?o 40 60

TIME

roo 2@ 400

r(s)

Figure 1 .9"

function of

been field

Thermoremanent magnet izat ion

time for a 2 at"% ÀuFe a1loy

cooled in 12.8 mT" (¡f ter Guy,

decay as a

which had

1978)
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1.3 THE FORMÀTION OF å SPT N GLASS

At extremely 1ow concentrations, the impurities are

separated so far apart that they basically are non-interact-
ing. The experimental properties of such systems can be

explained in Lerms of the Kondo framework: bel-ow the Kondo

temperature, which depends on concentration, the impurity
becomes non-magnetic due to its interaction with the conduc-

tion electrons.

Às the concentration increases, the local moments begin

to interact via the RKKY mechanism which is an indirect
interaction between impurity spins through the conduction
erectrons" À locar spin polarízes the surrounding conduction
electrons which subsequently polaríze another impurity spin.
Hence r ân indirect coupling between two magnetic spins
occurs which, as shown in figure 1.10, can be either ferro-
magnetic or antiferromagnetic depending on their separation.
Because of the random positions of the impurity spins within
the crystal, the magnetic interactions are also arbitrarily
disLributed" Therefore, the impurity spins become randomry

'locked' in prace below Te and so the spontaneous magnetiza-
tion vanishes. The RKKY interaction will- be discussed in
more detail in the next section.

14



There are two criLeria in order to obtain 'good' spin

glass systems (rord and Mydosh, 1976) . Firstly, t.he impurity

should have a high solubility in the host, ât least up to 10

at"%, to ensure that the impurity is evenly distributed in

the host. Second1y, the alloy should have a low Kondo temp-

eraLure, less than 1K, so that one is dealing with good mo-

ment systems. Tables 1"1 and 1"2 are extracted from Mydosh

and Nieuwenhuys(1980) showing the'grades' of spin glasses

f rom some cornmon combinations.

DI STA}{CE r

Figure 1"10" J(r) is the RKKY exchange interaction
between Lwo spins. The negative sign of J(r=À) implies
an antiferromagnetic interaction between spins at o

and at À" J(r=B) is positive so that spins at o and

at B have a ferromagnetic interaction. (efter Ford,

1982) "

k
Ð

15



Impurity: V Cr Mn
Host

XS XS COOD XS+T XS XT

XS XS GOOD XS XS XS

GOOD GOOD GOOD XS+T XT

Tabre I " 1 . spin glass combinations of noble metal -
transi t ion metal . , Good_' represents the most

favourabre combinat.ions. xs and xr indicates the spin
glass behaviour is limited by the lack of solubility
and too high a Kondo temperature respectively.
(efter Mydosh and Nieuwenhuys, 1980)

Impurity Cr Co
Host

simple

exchange
enhanced

Tabre 1"2" spin grass combination of transition metal

Lransition metal" sG and GM represent favourabl-e spin
glass combination and giant moment combination

respectively" XS and XT denotes those combinat.ions

l imi ted by solubi 1i ty problern and hi gh Kondo

temperature. (¡fter Mydosh and Nieuwenhuys, 19BO)
16
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1.4 THE RKKY INTERACTION

The exchange inLeraction, -Jð.4 , between an irnpurity
spin S ana the host induces a porarization of the conduction

electrons spins È . The conduct.ion spins in turn interact
¡sith another impurity erectron and thus an indirect coupring
bet.ween two impurities is deveroped via the conduction erec-
tron gas. this interaction is calLed the RKKY interaction
due to the major contribution by Ruderman, Kittel, Kasuya

and Yosida in developing its formulation. The forlowing is
an outline of the derivation of the RKKY interaction based

on Kirrel(1968) and Ho(1982)"

Consider the spin polarizarion ð tïl
gas when a magnetic moment is placed in
sumptions of this analysis are (Ho, 19BZ)

->
M(r)

o(i) =

of

ir.
a free electron

The basic as-

(1)

1. free electron model at absolute zero
2" linear response approximation

3. static magnetic field
4" energy corrected to 2nd order only, within non-degen-

erate perturbation theory"

We have

8ue
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QI

By the linear response approximation, the three quanti-
ties can be written in Lerms of Fourier series:

where the magnetization of the electron gas per unit volume

M(;) is related to the magnetic fierd H(i) and the suscepti-
bility xo (i) by (¡rittet, 1968 )

¡t(i) = I dsr'x (i - i-l sci-l
0

N(i)=AM^urp(iô"Ël
ä 

-q ---.--= ( 3a )

H(il=tn exori-{"il (3b)aq

x^ (i) = À x- e>çci{ . i) ( 3c )o ä'.q

*nere { i s the rec iprocal latt ice vect,or

Substitute equations (3) into (Z), we obtain,

rt(i) = 
å 

*n nn ex_ori.{ " i)

and Mq = *n nq

- 18



Therefore, the probrem can be reduced to finding the static
spin susceptibility Xo of a free electron gas upon the ap-
plication of the Fourier componena tn cos(ü il"

The Hamiltonian at absolute zero is

cos ({H-

where the first term is the kinetic energy while the second,

. i.l
l_

P.2
-l->->I - + u- I o. . h
í2m 'b ' r- q

+
1.

)

-+r.)
l-

->+Io..h
ia q

H=
I

uB cos({ "

is the perturbation.
rection,'then (xitte1,

If hq is taken to lie along the x_di_
1968),

+ ol) (e
a

-r-q "
I

=-u-hl4I1
¿

¿ (o.o1'a

The f irst order correction of the energy, . Êlä, lt > , is
egual to zero because of the ort.hogonality of the prane $rave

states (nittet, 1968 ) ; t.he 2nd order correction of the en_

ergy f or state k can be shown to be (ttittel, 196g)

(2)
c"k

I

4

1-f. r-r
(urh")2[- 'k*q *- 'k-q 

-l
rc-cc-c "k "k+a "k "k-q

19



Þ¡here ek is the free erecLron energy for 
"tut" 

Ï and fk is
the Fermi-Dirac distribution.

The total 2nd order energy correcLion is a summation

over all occupied k states and it. becomes (xittel, 1969)

I
_(2) -b =--(urhO)2r'{q)

4

where F(q)=rft-fL*o
krk*q_ek

The susceptibility for r¡rave vector q is

^ -(2)dL
v=,!

ð (nagnetic fietd)2

xn = ufr rcc)

Hence, t.he suscepLibirity in real space is, from (3) (xit-
te1, 1968),

xo (i) = 
å 

uå F(q) exp(iä " il

_ *uå ."h2kfl-2þrcosh"_
- \t/(2r)3 h2 rq

20



where kF is the Fermi vector.

Assume the interaction between the impurity snin 3o and

the conduction electron spin t. is a delta function of thel-

form:

-rr3.Ë.6(¡.).dar-
l_

The magnetic field at the conduction erectron site can then
be written as (Ho, 19BZ)

¡vith a Fourier component of

J
//eff(i) = 

-3o 
orirl

BUn

J
äerr(q) = 

- 
3o

8ue

J .-+ -+

o(i)=-Ðy eag'rÊa I +..q 0g-uB q

using equations (1) to (3), the spin density can be ex-
pressed in the form (Ho, 19BZ) z

-21



From (4)

-'o(r) =
(2n) 3 g' h'

In figure 1 "11, the spin

function of distance from the

is largest for small r; and

site, when kF r>>0, then (Ho,

Jm sln Z\r - zk.r' cos 2k¡

r'
l3o

pola r i
impur i ty
at large

1982)

zation is
site, r"

di stances

plotted as a

The function

f rorn ttr" 3
ct

o(ú) ,ì, -
2\r cos 2\r

ru

That is, the spin polarization oscillates with a period of
-'lnk,' * and its amplitude decreases as r-3.

The above discussion assumes that the impurity is
praced in a non-interacting free electron gas. However, for
transition metal hosts, such as pd and pt, the conduction

d-electrons are confined to a narrow band. The coulomb in-
teractions among those conduction eletrons must be t.aken

int.o account, and the free electron susceptibility must be

substituted with that for an interacting erect,ron gas in or-
der to obtain the appropriate spin poJ-arization. I f the

coulomb interaction is a ô-function with strength v on lat-
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Figure I.II. Conduction electron spin densÍty
o(r) as a function of distance from an impurity
moment placed in a metallic host. (After l.rlhite,

1970)
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tice sites,
1960):

the susceptibility would be modified as (wo1ff,

3/4 E- F(a)uå
X-(q) = I-2/3vlr(q)

Theref ore, X' (q)

susceptibilit.y provides a longer range f or o (

pushes out the f irst zero of o(È). Both t,he

and enhanced cases are ptotted in figure 1.12

this enhanced
-+r) such that it
non-interacting

The conduction erectron spin polarization provides the
mechanism for the interaction between two impurity spins.
For an impurity 3i located at R, , it induces a spin polari-
zation otÈ - ñ, ) on the surrounding conduction erectrons. rf
another impurity spin 3-. .¡ R. interacts with these polar_ll
ized conduction erectrons, the indirect interaction between

these two impurity spins would be described by the Hamirto-
nian (Ho, 1 982 ) :

-1- J- m
,- "h 2t1.n - 2\rr cos 2\r

(2r)3 g'h2 ru
]B

c,

u-
"RK(Y - 3"

IJ
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1,5 EDWARDS-ÀNDERSON MODEL

In describing the magnetic transition at To, Edwards

and Ànderson (1975) posturated t.hat although there is no mean

ferro- or antiferromagnetic configuration in a spin glass

system, there exists a ground state where each spin

'freezes' in a preferred direction which is randomly orient-
ed and different at every site. The existence of this ground

state, they showed, is sufficient to give rise to a phase

transition and a cusp in the susceptibitity. rt is also as-

sumed that if trjis the exchange interaction between spins i
and j while e,.. is the probability of f inding a pair of spins-rl-
at i and j, ti"n

ttijtij=o

on any scale of the alIoy, Furthermore, if one observes a

spinÈ-.(o)ut t=0, the probability q that this spinÈ.CtlwiIl- a ------¿ z 
l_

point at the same direction at any later time, even as t -+ -,
is nonvanishing" À new order parameter for characterizing
the phase transition is then defined as (Moorjani and coey,

1984):

q=lim<<
f-+co

3. ror
l-

.ê
f

(t)>>
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where the inner set of angular brackets represent.s the ther-
mal average while Èhe outer set represents the average over

aII spins. Hence at T=0, one expects g=1, at T > To, g=0.

In setting up the spin glass problem, Edwards and Àn-

adopted a classical approach on the following Hamil-

and treated the spin vect.ors as magnet ic dipoì_es

vrere able to orient in any direct ion:

derson

ton ian

which

I
H---

2

where the second term is the

from the appficat.ion of an

the spins. The first term is
tween two spins i and j with
by the Gaussian distribution,

l
+
S.

a

energy cont,ribution resulting
h..

external magnet.ic f ield -] togue
the exchange interaction J1¡ be-

Jr. having a probability givenrJ

->rh..l_
l_

-+t J.. s.l_l rr-l

P(J.. )
r_l

-2u..
e>Ð(- tl )

2J2,/n J

where J is

Edwards

energy over

which In(z)

the standard deviation.

and Anderson then evaluated the average free
the distribution p(Ji.) by the replica method in
is replaced by the approximation

TnZ=Iim
n-+0

I
n

(zn - t)
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where z ís the parLition function" The reprica method can be

physically interpreted as an averaging process over n iden-
tical systerns, Yr, Yz, y¡ The average is over all the

couplings of any two repricas, which represent the system at
different times" Therefore, the replica-replica correlation-
function (or coupling) behaves in the same manner as the

long-time auto-correration function, ie. the definition of
the order parameter q (Moorjani and Coey, 1984)"

cept

They

rbll.r

arrived at the following expression for the sus-

ty (Moorjani and Coey, 1984) ,

X=Xp(1 -q)

where Xp= N(g u, s)2 /gv T = c/r, is the usuar paramagnetic

susceptibility" X obeys a Curie law above Ts because g=Q for
t ;' To " À kink occurs when x sLarts to deviate from Lhe cu-
rie law at ro, as qÉ0 for T<To. rn non-zero magnetic fields,
the cusp becomes rounded with a field twenty times stronger
than that needed in experiments (t¡oorjani and coey, 1994).

The Edwards-Anderson moder also gives rise to a cusp at rs
in the specific heat, which is in serious disagreement with
experimental data.

one obtains (t'toorjani and Coey,

1984)

Àt 1ow temperat.ures,

-28



and

A2 T
l\4X--\-/ A aconstantT 3ti To

so e+ 1 and X * â constant as T -+ 0.

1 "6 SHERRINGTON AND KIRKPATRICK MODEL

sherrington and Kirkpatrick (1975) presented a spin
grass model which was based on the fact that one can exactly
sorve a ferrromagnet using molecurar field theory with an

exchange interaction of infinite range" They used a simirar
approach for disordered systems to solve the spin gl_ass

problem" The sherrington-Kirkpatrick model consists of an

ensembre of N spins coupled by infinite-ranged rsing ex-
change interactions. The Hamiltonian is

2 ,-Tq=l-(-)-'-
3rT

0

I
H=--L J.. S. S.) ;¿.; r-l r- l

where J.. has a Gaussian distribution,rl

1 (J.. - J )2
P(J..)=-ex¡[- a] o lta¿J /2r J 2 J'

S. = + f
l-
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Because the interaction is of infinite range, extending to
all spins in Lhe rattice and not just nearest neighbours,

one has to scale J and Jo as

The order parameter and magnetization are defined as
(r'ischer, 1983 )

I
q = - I . Si ,l = .. S.rl r,:

Ni -L J.

I
m=-I<S.>ñ=<<SitTtJ

Ni ]- I

where

over all sites, so t.hat q is the average of the square of
the local magnetization" They then solved the problem by

evaruating the free energy with t.he reprica trick and f inar-
ly arrived at a pair of coupled equations for q and m (uoor-
jani and Coey, 1984):

1 22 }ot 3 mq=-Idzew(--)tanh2t z+ o I
/2t¡ 2 kT kT

I z' to,\ 3 m
m=-IdZexo( --)taú[ z+ o f

/ñ 2 kT kT

3
T-0u--oN

3
-t-u--

N



As shown in figure 1"13, the magnetic phase of the sys-

tem depends on the rati o Jo/3. I f Jo

enough antiferromagnetic exchange interactions to produce a

spin g1ass. For Jo < J, the antiferromagnetic interactions
dominate the ferromagnetic ones and so the spin glass state
is preferred.

1 .25

1.00

0.75

0.50

0 "25

50 0.75 1.00 1.25

Jo

J

KT

T

.0
0l

0
0"

Figure 1.I3. Phase

KirkpaËrick model.

diagram in the Sherrington-
(Sherrington et al., 1975)

FERRO
SPIN GLASS
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The susceptibility from the

model takes on the form (Sherrington
She r r i ngt on -K i r kpat r i c k

and Kirkpatrick, 1975)

x(r) = I'
1-Joxo

where Xo

obeys a

To = J/kB .

appl ied

is the susceptibility for Jo=0 . The susceptibility
curie lar¿ above t.he phase transition r+hich occurs at

Figure 1 "14 shows the susceptibility in both an

field and zero field"

There is a flaw in the sherrington-Kirkpatrick moder:

the entropy becomes negative as T + 0" De Àlmeida and Thou-

less (1978) examined the model in the rsing version and

found that this unphysical result is due to the instabirity
of the solution below To where the symmetry between repricas
breaks down" This instability arso occurs in non-zero fields
and hence an instability line (¡t rine) can be drawn in the
H-T plane. This line represents the transit.ions from param-

agnetic to replica-symmetry-broken order.

Gabay and Toulouse(1981) investigated the sherrington-
Kirkpatrick model using a Heisenberg spin system and found

two transition lines" The Gabay Toulouse (ct) line repre-
sents the onset of canting or transverse irreversibility
whire the AT line expresses the longitudinal irreversibili-
ty. Therefore, the system crosses over to regimes of weak

and then strong irreversibility as it goes across the GT and

ÀT lines respectively"
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Figure 1

and GT lines
The ext.ens i on

in zeÊo field

.15 is a 3-dimensional diagram showing

in the spin glass region in non-zero t
of these two lines to the ferromagnetic

is also drawn.

the AT

ields.
reg i on
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Figure 1.14. Predicted behavior of the differential
susceptibilíty in the Sherrington-Kirkpatrick rnodel.
The solid lines represent the susceptibility in zero
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applied field of H=0.lJ. (After Sherrington et al.,
197 s)
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1 "7 PHASE TRÀNSTTTONS À,p SCÀLrNc LÀWS

The cent,rar quest.ion in the study of a spin glass sys-

tem is whet.her it actuarly goes t.hrough a phase transition
at ro" rf this is the case, one would expect to see a dis-
continuity in some physicar properties of the system at. To,

such as the susceptibility.

rn thermodynamics, one can characterize a phase tran-
sition by the behaviour of the Gibb's function. The Gibb's
function for a magnetic system is defined by:

c(r,u)-u rs-MH

where u is the internal energy, s the entropy and T the

temperature. Its differentiar form is given by (Elriott,
1983)

dG=-SdT-MdH

A phase transition occurs when there is a discontinuity in
the Gibb's function. The order of the phase transition is
the lowest order of derivative of the Gibb's function in
which a discontinuity appears. Hence one can identify the

order of the phase Lransition by observing the discontinu-
ities in the t.hermodynamic quantities v¡hich are related to

36



the Gibb's function" For example,

specific heat are given by (effiott,
the susceptibility and

1983):

âH2

If a magnetic system experiences

sition, the above two quantities
at Te while the first derivative
ous throughout.

â2G
T-

aT2

a second order phase tran-
would become discontinuous

of G would remain continu-

db
V:A,I ¡--"lIT H

The cusp in the a.c. susceptibility of spin glasses
suggests a phase transition which, however, is not consis-
tent with the resurts of specific heat measurements. There-
fore, the spin gJ.ass phase transition wourd be a more com-

prex one than the usuar thermodynamic phase transition
outlined above.

The critica
characterized by

exponents'. In

define a reduced

1 phenomena at a phase transition can be

a set of indices calÌed the 'critical-point
examining the phase change, it is natural to
temperature:

mñ
+-0

T
U
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Now, Lhe crit.ical-point exponent ø of a thermodynamic quan-

tity o(t) is defined as

ln D(t)
0=limt-+0 t

which means D goes as t0 as t->0. For a ferromagnetic phase

transition, the critical exponent,s are defined from the
spontaneous magnet,ization, the susceptibiJ-ity, and the spe-
c i f ic heat in zero f iel-d as f olrows ( stanley , 1971) z

M(T) a_ = B(_ t)" [ 1+ ..."" I -_M(o) - 
i 13

h _c-(-t)-Y (l-+."..) T<T H=0
Xo C(t)-Y(r+.".., ,rro H=0

A' (- t)-0 (1 +-...¡ T <T H = oC,.=[ o ]ri A(t)-0(r+"..) 
"r"o 

H=o
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where M(0) and Xo are normalization constants, A, A', B, C,

c' are the coefficients of the leading term in the expres-

sions and a, d', ßt 7¡ I' are critical indices given by

Stanley(1971).

The importance of these criticar-point exponents is
that they give a set of universar inequarities describing
the phase Lransition, which transcends a particular magnetic

system. For exampre, the Rushbrooke inequarity is (stanrey,

1971)

d2+Zß+7

This set

ing Law i

The

based on

eral ized

of inequalities can

s invoked"

become equalities if the ScaI-

Static ScaJ-ing Law for the ferromagnet.ic system is
the assumption that the Gibb's function G is a gen-

homogeneous function, ie" (Stanley, 1971)

a. a-,
G(Àtt, IHH)=ÀG(trH)

This equation is satisfied wi

scaling parameters at and a*

critical-point exponents can

th any value for À, and two

It can be shown that all the

t.hus be written in terms of at
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and aH. rt also forrows that the set of inequalities men-

tioned above can be shown to be equalities" For instance,
the Rushbrooke inequality becomes (Stanley, 1971)

d2+2ß+I'=2

Another conseguence of this homogeneity assumption of
the Gibb's f unction is t.he scal-ing equation of state which

relates the magnetization of a ferromagnet to the magnetic

field and reduced temperature (Ho, 1981):

^HM=tÞF( *¡-)t

The corresponding susceptibility is (yeung , 1997) z

where g.(t) are non-universal correction terms. Àlr the ex--1

pansion t,erms diverge as ! -+ 0" including the zero f ierd
susceptibility, X(0,t) tu t-Y

40



The scaring Law equation of stat.e f or the spin glass
has not been developed as formally as that for the pure fer-
romagnet. No evidence exists for a criticar divergence in
the zero field susceptibility for a spin grass. However, a

fierd eNpansion of the coupled equations of the sherrington-
Kirkpatrick model for a spin glass (yeung, 1gg7) shor¿s t.hat
while the coefficient of the linear term in the magnetiza-
tion is finite for all t, the coefficient of the non-rinear
terms in the magnetization arr-diverqe as t -+ o, suggesting
that the non-linear terms in the magnetization courd be de-
scribed by a scaring law of the form (omari et al., 19g3):

\L(H, t) = M(H, t) - a(t) H = H tß F
,', H2
(----=)
-Y +ß
L

where M¡¡¡ denotes the non-l_inear magnetization
coefficient of the linear magnetization, and

critical exponents.

Such an expression of the
glass system has been derived
suki (1977) 

"

Scaling Law fcr the spin
phenomenologically by Su-

, a(t)
and B

the
:',' are
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EXPERÏ MENTÀL

2"1 SÀMPLE PREPÀRATÌON

The two PtMn samples (pt + 2400 ppm Mn and Pt + 1'100

ppm Mn) were prepared f rom a master sample of Pt + 2"24 at.%

Mn. The component materials used in preparing the master

sample were 99.99% pure platinum wire from Leico Industries

Inc. of Ner^' York and specpure grade manganese f lake f rom

Johnson Matthey Chemicals Limited of London, England. À so-

lution of 50% nitric acid, 25% acetic acid and 25% vtater vras

used to etch the manganese flake to get rid of the oxide on

the surface.

The Pt wire was melted into a pellet shape on the water

cool-ed copper hearth of an argon arc furnace with a sur-

rounding atmosphere of 200 torr pressure of 99 "996% pure ar-
gon gas" The pellet was then rolled into a sheet"

The appropriate amounts of Pt and Mn were then melted

in the arc furnace with the Pt sheet wrapped around the

etched Mn flake in order to minimize the amount of Mn loss

during melting. The melting process was repeated six times

with the sample inverted each time to insure the homogeneity

of the alloy. The final product was then annealed at a temp-

erature of 650 t 200C for 34.5 hours to remove defects as

much as possible. Às a result, the master sample had a nomi-

nal concentrat ion of 2.24 aL.% l'Ln in Pt . The range of con-
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centration, if meltinq loss was t.otalIy due to Mn or to Pt,

was f rom 1 "94 at "% to 2 "24 at "% respectively.

The nomi.nal 2400 ppm Mn in Pt sample was prepared by

diluting the master sample with pure Pt" The master sample

and the additional pure Pt were melted in the arc furnace

under the same conditions as before" The melting v¡as re-

peated seven times with the sample inverted every time.

There was negligible loss during these melts. The alloy was

then annealed at a temperature of. 6500C for 35 hours. Àfter

the sample was spark cut into a cylindrical shape with aver-

age diameter of 0"360 cm and length of 1 cm, it was ann-

ealed again at the same temperature for about 24 hours. Fi-
naIIy, the cylindrical sample vras electropolished with the

solution of

60% saturated solutíon of calcium chloride in water

36% water

4% HCl

using 10 volts and an a.c. current of 3 amp"

Taking into accounL the melting loss in preparing the

master sample (tt¡e melting loss in the preparation of the

dilute sample was negligible), the concentration range of

the sample r¡as f rom 2060 ppm to 2400 ppm.

The nominal 1 1 00 ppm Mn in Pt sample was prepared from

the same master a1loy using an identical technique. The
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melting

was also

ÞJa s f rom

Ioss during the preparation of the '1 100 ppm sample

negligible" The concentration range for the sample

970 ppm to 1100 ppm.

1.2 DILUTiON REFRIGERÀTOR

The. magnetization measurements were performed in a

tle3/tlea Ditution Refrigerator system purchased from S.H.E.

Corporation, San Diego. The system consisted of a model

DRI-236 Dilution Refrigerator Cryostat, and a Pumping and

Gas Handling System" These will be discussed in more detail
later.

The operation of a ue3/uea ¿ilution refrigerator is
based on the fact that a mixture of approximately 30% heti-
um3 and 70% lneliuma separates into two phases at low temper-

atures. Figure 2"1 is a phase diagram of liquid He3-Hea mix-

tures " For temperatures above approximately 0"9K, the

liquid is essentially a homogeneous mixture of the 2 iso-
topes; the À line separates the normal and the superfluid
phase" Phase separation starts to occur at a temperature of

about 0.9K. Àt very Low temperatures, one phase is virtual-
Iy pure liquid He3 and the other phase is the pure Hea con.

taining about 6"3 at.% Hes even as the temperature approach-

es absolute zero (nose-Innes, 1973) " He3 'fLoats' on top of

t.he Hea as it is lighter than the latter. The Hea-rich

phase has superfluid properties and hence He3 moves through

it unhindered. Therefore, the Hea-rich phase is analogous to

- 45



a free space containing a gas; the Hea provides a space for
He3 to move freely like the atoms of a gas.

À liquid can be cooled by evaporation when its vapour

is pumped away. In the same wây, if He3 atoms are removed

from the Hea-rich phase, the concentrated He3 liquid r,¡ould

be cooled down because of the 'latent heat of evaporation'
as He3 at,oms'evaporate' into the Hea-rich phase.

o.6

O.4

o

ATOMI C

1.O
X1 x2

f¡l
É
Þ
E

É
f¡l
O.
E
Í¡l
E{

IN
CONCENTRÀTION OF HE3

HE3/HE4 MrxruRn

Figure ?"1" Phase diagram of liquid Het/u.o

mixtures. Àt any temperature T less than Ts

(separation temperature), two phases appear

with the concentration of X1 and X2. The

I line separates the superfluid phase from the

normal phase. (efter SÈanIey, 1971)

UPER FLUI

I

I

I

I

I

I

I

I
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2 "2 "1 Cryostat

Figure 2"2 shows a diagram which contains the essential

features of a ue3/tle4 dilution refrigerator cryostat. In

Lhe dilution cryostat, the cooling takes place in the mixing

chamber" The proportion of He3 and Hea in the mixture is
chosen so thaÇ when phase separation occurs, the upper part

of the mixing chamber is fi1led with concentrated He3 liquid

and the lower part with Hea-rich phase.

The He3 atoms are distilled from the Hea-rich solution

in the still which is connected with the mixing chamber by a

capillary tube. À heater is installed in the stil1 to pro-

vide heat for the evaporation of He3 atoms which evaporate

preferentially in the He3-Hea mixture because of the lower

boiling point of He3.

The 1oK cold plate is a

pillary opening to the helium

the helium dewar is pumped on

the cold plate can be reduced

plate condenses and cools the

is mostly in gaseous form"

small volume which has an ca-

dewar. HeIium flowing in from

, so that the temperature of

to approximately '1 oK. The cold

incoming He3-Hea mixture which

Each step on the six-step heat exchanger is made up of

tvro copper tubes in close contact, each containing sintered

copper. The close thermaL contact of Lhe two tubes enables

the cool outcoming mixture to further cool the 'warm' incom-

ing one before the latter reaches the mixing chamber.
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The He3-Hea phase separation occurs in the mixing cham-

ber and cooling starts when He3 atoms are removed to replace

those 'evaporated' in the st i 11 . The ' evaporated' He 3 atoms

are pumped out of the still and subsequently returned to the

cryostat. The warm He3 gas is initial-Iy cool-ed as it passes

through the precooling coil in the helium dewar. The mixture

condenses as it travels through the 1oK cold plate and is

further cooled down as it is forced through the impedance

and goes through the stilt" The final cooling of this incom-

ing mixture takes place in the heat exchangers before it en-

ters the mixing chamber to replenish the Hes atoms removed.

2"2"2 Pumpinq and Gas Handlinq System

Figure 2.3 is a diagram of the purnping and gas handling

system which has four mechanical purnps and two diffusion
pumps. The Sargent Welch model 1374 mechanical pump is used

to pump on the 1oK cold plate and the Hea dewar. A Sargent

welch 1402 mechanical pump, along with a diffusion pump,

evacuates the vacuum can. Another Sargent Welch 1402 purnp

is for pumping on the interconnecting tubes and cleaning the

cold traps. Àn Edwards model 660 sealed mechanical pump is

used for circulating the mixture in a closed system. The

second diffusion pump, the booster, is to reinforce the cir-

culation of the mixture but it was found to be not very use-

ful in our system.
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2 "3 MAGNETTZATION MEASUREMENTS

The magnetization

which included a model

model 300 rf head and a

which were manufactured

was measured v¡ith a SOUID system

MFP multi-function SQUiD probe, a

model 30 SQUID control unit, â11 of

by S.H"E. Corporation, San Diego.

The pick-up coil system consisted of two coi1s, each

with 9 turns of 0.007" Niobium-Titanium wire, wound astati-

cally (counterwound) on a coil former which was made of

E-merson and Cuming Stycast 1266 epoxy. The coil radius was

0.170" and the separation of the coils vras 0.750" centre to

centre. The epoxy coil former was installed inside a copper

chamber which was suspended from the bottom of the mixing

chamber with screws. The NbTi leads from the pick up coils
(ca11ed the ftux transformer) vrere enclosed in PbSn tubing

and connected to two screws on the SQUID probe. Figure 2.4

shows details of the sample chamber. Figure 2"5 shows the

position of the SQUID senor and the sample chamber relative

to the dilution refrigerator unit "

of the sample chamber attachment.

Figure 2.6 is a close-up

I f the pick-up coils Í¡ere perf ect in geometry, t.he as-

taticity of the two coils v¡ould give zero resultant signal

when both of the coils were exposed to egual magnetic field.
Therefore, only the signal due to the sample, which was

situated in the lower coil, would be picked up. However, the

coils rùere not perfectly constructed and so a background
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signal was also registered along with the sample signal.
Hence the background musL be subt.racted from the total sig-
nal for analysis. The magneLizat.ion data s¡as read with a

Racal-Dana model 5003 digital multimeter in volts.

The applied magnetic field was generated by a pair of

Hermholtz coils and a constant current source. The latter
Þtas able to supply a current of up to 1 ampere and its cir-
cuit is shown in f igures 2.7 through 2.9.

The Helmholtz pair consisted of two coils, one wound on

a brass former and the other on a delrin former. The mean

radius of the two coils, which was equal to their mean sepa-

ration, $¡as 6.033 cm" Each of the two coiLs was wound with
650 turns of #31 gauge copper wire and the Helmholtz pair
provided a field of 96"81 gauss/ampere at the centre on the

axis. À Racal-Dana model 5003 digital murtimeter was used

to read the current, by measuring the voltage across a 10

standard resistor. Figure 2"4 shows the position of the

Helmhortz pair v¡ith respect to the sampre chamber while fig-
ure 2"10 is a picture which indicates how the Helmhortz pair
was mounted on the vaccum can"

A germanium resistor, (model GR-200À-30 by Lake Shore

Cryotronics, Inc. of Westerville, Ohio), r{as mounted in good

thermar contact above Lhe sample holder (see figure 2"4) to
measure the temperature of the sample" The resistance was

read with a potentiomeLric conductance bridge (moder pcB by
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S.H.E., San Diego). A calibrat.ion of the germanium resist.or

was supplied by the manufacLurer as shown in figure 2"11" À

particular data point between two known point.s was deter-

mined by linear interpolation.

The temperature of the mixing chamber (and hence the

sample) was control-1ed using a nominal 1001? Speer carbon

resistor and a heater, both mounted in close thermal contact

on the mixing chamber. Figure 2"12 shows a block diagram of

the temperature control system. A picowatt a.c. resistance

bridge (model LR-10 by Linear Research, San Diego) was used

to compare the resistance of the carbon resistor with the

.value set on a 4-disc concentric decade resistor, which cor-
resqonds to the desired temperature of the mixing chamber.

The resistance bridge produced a signal which v¡as propor-

tional to the imbalance between the 2 resistors; the signal

was fed into the temperature control unit (mode1 ÀTC by

S"H.E. ) which in turn fed current to the mixing chamber

heater. The system was found to be able to maintain a temp-

erature stability of 5 x 10-4 Kelvin at 50 mitlidegree and 5

x 10-3 KeIvin at 800 millidegree.
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RESULTS

3.1 MÀGNETIC PHÀSE DIÀGRÀM FOR PTMN

Figure 3"1 is a magnetic phase diagram extracted from

Wassermann(1982). At concentrations below 500 ppm, the Mn

impurities are essentially noninteracting and their behav-

iour is dominated by the Kondo effect: the impurities become

nonmagnetic as the temperature decreases below the Kondo

temperature T = 25 mK for Mn in Pt. Samples with concentra-

tions f rom 0.1 to about 2"5 aL"% were f ound to sho¡,¡ def inite
spin glass behaviour (wassermann, 1982) wittr freezing temp-

eratures To c impurity concentration ct and our Samples, by

no accident, faIl into this concentration range" The RKKY

interaction is believed to be the dominant mechanism at work

in the spin glass regime.

From 2"5 to 9 at "% M'n, To rises more rapidly than lin-
early with concentration, which is evidence for the onset of

Èhe formation of clusters which are antiferromagnetically
ordered, and the system becomes a typical cluster g1ass. Be-

tween 10 and 15 aL"76 ïtln, a ferromagnetic component devel-

opes, probably due to the presence of small regions of fer-
romagnetic short range ordered PtsMn phase, and competes

with the antiferromagnetic component, and the system enters

a crossover regime"

3.
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Beyond this concenLrat ion , ferromagnet ic order ing

becomes dominant over the antiferromagneLic coupling; -the

reason may be thaL when three Mn atoms are located closely

together during crystallization, one of t.he antiferromagnet-

ic nearest neighbour (nn) un sites jumps to a ferromagnetic

next nearest neighbour (nnn) site due to the lattice energy

instability; hence, the number of nnn ferromagnetic

couplings increases (Lecomte et al. , 1 983 ) " Therefore, a

mixed phase of cluster glass and ferromagnet exists in this

concentration range up to a concentration of 25 ai-"% at

which the stoichiometric composition PLsMn is formed. PtsMn

is a ferromagnet and it has a face-centered cubic structure

with the Mn atoms at the corners. À11 of the Mn atoms hence

occupy the nnn sites and therefore only the nnn ferromagnet-

ic coupling exists"

3.2 BACKGROUND ST GNÀL

The two NbTi pick-up coils were wound astatically so

that when they are located symmet.rically about the centre of

the He1hmoltz pair and so exposed to equal magnetic field,

the currents induced in these t,wo pick-up coils should be

equal in magnitude but opposite in direction. Therefore only

the signal induced by the sample, which was situated in the

lower pick-up coi1, should be registered. However, due to

the imperfect geometry of the pick-up coils and/or that of

the Helhmoltz eoils, the cancellation rdas imperfect and a

background signal was recorded along with the sample signal.
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The background signal was found to be temperature inde-

pendent i n t.he Lemperature range vre wor ked on . F i gure 3 .2

shows a typical set of background data (the x's) measured at

a temperat,ure T = 361 mK. The applied field and magnetiza-

tion are expressed in units of amperes and volts respective-

Iy" The calibration f or t.he applied f ield was ru 98"5 Gauss/

Ampere, while that for the magnetization (emu-cm-a/voIL) had

not been determined at the Lime the thesis vras writ.ten. How-

ever, the analyses are independent of the system of units
chosen, and hence all subsequent plots are expressed in

terms of volts and amperes.

we performed least sguare fits of polynomials of vari-
ous order to the background and found that a fit with a lin-
ear and third power term represented the background most ap-

propriately with coefficients as follows:

lr{ = -85.20 H + 9.85 ¡1s

The solid line
Therefore, the

data by subLrac

in f igure

PlMn sample

ting the fit

3.2 represents the fitted curve.

data was obtained from the total
t.ed background curve.

66



o
?
(D

O
?
.D
tJ^)

Oo

c)ãC)
'oJç
Ð

Z-6
Oo

C\JFco
C
r!
L'Ò
L¡J C]z.'
t

o
?
LO

O
?
CD

O
O

l. oo D.lD 0.20 0.30 0.40
ÊPPL]TD F]ELDtPI1P.)

0 .50 0.60

Figure 3.2. The x I

background at T =

a least square fiL
plus a cubic term.

s represent a typical set

361 mK. The solid Line is
of the data to a linear

of

-67



3 " 3 },IAGNETT zÀTI oN MEASUREMENTS

3.3,1 DeterminaLion of the Freezinq Temperature

À measurement of magnetization as a function of temper-

ature at a f ield of 2 Gauss was carri.ed out f or each sample

in order t.o determine the spin glass ordering temperatures.

Both the 2400 ppm and 1 1 00 ppm samples were cooled to the

lowest temperature in zero field and then the magnetization

was measured while the sample rras warmed in a field of "v2 G.

(e f ield of 0.0044 ampere ¡ corresponding to "v 0.44 Gauss $¡as

used to offset the local earth's magnetic field in order to
achieve a zero field condition.) In addition, the magnetíza-

tion of the more concentrated sample was measured again as

it was cooled in the same fie1d.

All these measurements hrere done with a SQUID magnetom-

eter, which senses only chanqes in magnetization, and thus

the original magnetization data vras only recorded relative
to an arbitrary zero. To determine the absolute magnitude,

we assumed that the magnetization follows a Curie Law (M -
u/r) at high temperatures. Therefore, by plotting the high

temperature magnetization data versus 1/temperaturer w€ ob-

tained the zero magnetization by extrapolating to 1/f = 0.

Figure 3.3 shows the curves of the adjusted (hence absolut.e)

magnet.ization ( in volts) plotted against temperature for
both samples. Both of the zeio field cooled curves exhibit a

peak which defines the freezing temperatures. The freezing

temperatures, To, for the 2400 ppm and 11.00 ppm samples were
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found to be 200 t 5 mK and 100 t 3 mK respectively, The

freezing temperature roughly scales with the Mn concent,ra-

tion, and the magneLization of the more concentrated sample

is about double of that of t.he less concentrated one at high

temperatures (well- above both peaks) as expected"

The magnetization has a strong time dependence below To

in the zeÊo field cooled case" The temperature of each data

point was allowed to stabilize for approximately 10-15 min-

utes before changing to a new temperature" If vre were to

wait for an infinitely long time at any temperature, the

magnetization would eventualJ-y reach its saturation va1ue,

represented supposedly by the field-cooled curve. We also

found that time effects persisted even at temperatures above

To i the time effects at temperatures above Ts faded allay

quickly as the temperature increased.

3.3.2 Maqnetization Data for the 2400 pÞm Sample

Kaneyoshi(1975) and Southern(1976) developed a mean-

field effective-field model for disordered systems with spin

1/2 impurities, later modified by Roshko and williams( 1985)

for arbitrary spin S, which yields the same coupled equa-

tions for the magnetization M and order parameter Q as those

of the Sherrington-Kirkpatrick model" These coupled equa-

tions are:
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1 22 }oL 3 m

o=-IdZexp(--)tarh2i Z+ o )
/2t¡ 2 kT kT

r z, !o4 3 m

m = 
- 

! dZ exp( - -) 
tanht

/Ztr 2 kT kT

If t,hese equations are expanded for small values of the ar-
gument of the Brillouin function, the magnetization can be

expressed as a power series in the applied field H above the

ordering temperature To = ¿/X å

M(H,t) = a(t)H + b(t)H3 + c(t)us +

where

I
a(t ) ¡,

t+1-ñ

Jwith ñ = _[
J

1
b(t) tu--f (t)

tr 2

1
c(t) ,ì, -Z f (t)

tl t+

with y = l

with \' = 3

and t is the reduced temperature defined as (t-to)/To" The

zero field susceptibiliLy a(t) is finite for all tempera-

tures t
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diverge as t -+ 0 from above. fz(t) and fq(t) are non-uni-

versal correction terms: which represent. non-critical con-

Lribution to M and which approach consLanLs as t + 0"

In order to verify the predictions of the field model,

we measured the magnetization as a function of field at 11

different temperatures above To = 200 mK for the 2400 ppm

sample. Figure 3"4 is a M versus H plot for a few represen-

tative temperatures. The initial slope, which represenLs the

coefficienL of the linear term in the magnetization, (ttre

zero field susceptibility), increases as the temperature ap-

proaches the freezing temperature. This behaviour agrees

with the prediction for a(t) which is expected to increase

as the reduced temperature, t, decreases.

Figures 3.5(a) and (b) disptay tt/tt versus H2 plots for

aIl 11 temperatures measured. Às expected, the initial slope

in this case, which represents the coefficient of the cubic

term in the magnetization, b(t), increases as the tempera-'

ture moves toward To" Figure 3"6 shows the estimat.ed cubic

term in more detail for 3 out of the 11 temperatures" Notice

that as the slope of the straight line increases, its range

of validity in field decreases dramatically, so that as one

approaches To, Èhe straight line is reaIly only a tanqent to

the low field dat.a and may represent a serious underestimate

of the correct H3 coefficient.
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Figure 3"7 is a plot of coefficient b(t) against the

reduced t.emperature, t, on a double logarithmic scale" The

value of U(t) at high temperatures can be fitted to a good

straight line and the slope is the critical exponent 7 which

describes the divergence in the ¡1s in M. However, the graph

breaks away from linearity at low temperatures. The breaka-

way is 'probably due to the Iimitations of our measurement

rather than the failure of the theory. One possible source

is the underestimate of the slope mentioned above. Ànother

possibility is the dynamics of the critical fluctuation: the

characteristic time for the fluctuations in magnetization

grows prohibitively long as T + To and exceed the term con-

stant of the experimental measurements. This mai mean that

certain components of the magnetization may not have time to

develop fully during the time constant of the measurement,

so that some information is lost.

The vertical error bars on the 7-plot were determined

by t.he slopes of the worst straight lines (which give the

steepest and the shallowest slopes within the error bars) in

the M/H vs ¡12 pIots. The horizontal error bars due to the

LemperaLure instability were negligible except for the data

at the two lowest. temperatures. From figure 3"7, the best

val-ue of 7 was f ound to be 2.1 É 0.1.

77



D

o)
CD

|-
('D

LJ)

C).-
g)
(D

t.-
(D

1,.)

s

cr)

ND
.=
o)
CD

F-
(D

LD

rr)

cn

F
z.
t!

LL
LL
[J
D
LJ

¿ s 6 iósho-'

Figure 3.7. Coefficient B plotted against T in
1og-Iog scale gives rise a straight line with a

slope of 7, the critical index by which the

cubic Lerm in the magnet.ization diverges, The

breakawav of linearitv for the l-owest Èemnerâtìr!'es'-- " -J

i s 1i kely due to l imi tat i on of the exper imental

technique.

REDUCED TTIlPTRÊTURE

78



3.3.3 Scalinq Func t i on

As discussed

magnetization in

magnet izat ion can

function of H and

in chapter 1, the f
equat ion 3. 1 suggest.s

be represented as

expansion of the

the non-linear

iversal scaling

i eId

tha L

aun

_.2
Ò11

tp F(-:ç*E)\L(H,t) = M(H:t) - a(t)H = H

In the mean-field effective-field mode1, both 7 and ß take

on a value of 1" Figure 3"8 shows a plot of the magnetíza-

tion data for the 2400 ppm sample in the form lu/n
a(t)lt-ß vs gz/¿7*ß with 7 = 2.1 as determined in section

3.3.2 and with ß = 1.0 predicted by the theory as well as

determined in other systems (for example, in ÀgMn, Bouchiat

1986; in CuMn, Omari et.al. 1983) " with the exception of

the two lowest temperatures, the data scale very weII. The

non-universal behaviour for the data at the two lowest temp-

eratures is not surprising since the breakaway from lineari-
ty on the 7-p1ot occurs at these very temperatures. We

therefore expect to see the data at these temperatures be-

have di f f erently f rom t.he rest. I f vre ignore the data f rom

the two lowest temperatures, the scaling function defined by

the remaining temperatures is found to be raLher insensit.ive

to the change of ß. However, we have determined Èhat ß -

0.6 È 0.1 produces t.he best se aling and f igure 3.9 is a
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scal-ing plot with 7 = 2.

both figures 3.8 and 3"9

totic behaviour lim F(x)
x-+0

the lowest temperatures,

scaling function.

1 and ß - 0.6" The straight line in

corresponds to the predicted asymp-

c x. wit.h perhaps the except ion of

the dat.a is well represented by the

3 .3 .4 Ànalvs i s f or the '1 1 00 ppm sample

We have performed an identical analysis on the data for

t.he 1 '100 ppm sample. Figure 3. 10 shows the data f or f our

representaÈive temperatures plotted as magnetization M

against applied field H, while figures 3.11(a) and (b) are

plots of U/U vs U2" Àgain, we observe that the initial
slope of all three plots increases as T -+ Te from above.

That is, both the linear term a(t) (initial slopes in figure
3"10) and the cubic term b(t) (initiat slope in figures

3.11 (a) and (b) ) increase as T -+ To f rom above, âs predicted

by the mean-fieId effective-field theory. Furthermore, the

t.heory also predicts a divergence in U( t ) of the f orm 1/t as

t + 0 from above" Figure 3"12 is a plot of the coefficients
b(t) against the reduced temperature on a double logarithmic

scale. With the excepLion of the two lowest temperatures,

the data defines a good straight line which has a slope t 7 =

2.31 t "10. The breakaway from linearity for data at the

lowest temperatures is probably of th.e same origin as thaL

for the 2400 pprn sample.
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Figure 3.13 shows a scaling pJ.ot for all the data from

the 1100 ppm sample with I = 2 "31 determined f rom t.he 7-plot
and with ß - 1"0 predict.ed in the mean-field effective-field
theory. The plot shows fairly good universaL behaviour ex-

cept at the lowest temperatures. Again, a change in ß was

found to have only a very subtle influence on the universal

behaviour of the high temperature data. The best scaling

rùas f ound f or data at high temperatures with ß = 0.8 t 0 "2 "

Figure 3"14 is a scaling plot for the high temperature data

withT=2"31andß=0.8"
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3 "4 TIME EFFECTS

We also investigated time effects for the 240A ppm sam-

p1e. As mentioned in section 3,3,'1 , the magnetization exhib-

ited a strong t.ime dependence and these time effects per-

sisted even aL Lemperatures above. To estimate the

temperature (above To) at which time effects first become

significantr wÊ first heated the sample to a temperature T

off the field and observed the decay of the remanent magne-

tization as a function of time. lf it vras instantaneous, we

turned on the field again, Iowered the temperature to an-

other value, and repeated the procedure. After a sequence of

such measurements v¡e eventually reached a temperature at

which the sample first showed noticeable time effects; this
temperature was approximately 262 mK(= 1.31 To), and a ref-
erence temperature (t*) was defined to be 262 mK"

We measured the decay of the thermoremanent magnet iza-

tion for the 2400 ppm sample as a funcLion of temperature.

The sample vras cooled in a field of 2G from T* to a desired

measuring temperaLure T". The time t.o cool f rom T* to T"

was called L, t (wait t ime 1 ) " Once the desi red t.emperature

T" was attained, w€ waited for an additionat period of time

t,o'(wait time 2), to ensure temperature stability, before

the magnetic field h'as turned off" We then recorded the

thermoremanent magnetization (in volts) as a function of

time for a period of up to 2 hours (7200 sec)" Àt the end of
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this timer w€ heated the sample back to the reference temp-

eraLure T*, so the sample was well into the paramagnetic re-
gime. The magnetization reading in this regime should corre-

spond to that in zero field and hence the absolute value of

the magnetization could be obtained by subtracting this zero

magnetization reading.

We studied the time effects at seven different tempera-

tures, 3 above Te and 4 below. The cooling time to,t from T*

to T" was clearly a variable depending on Tn, but the temp-

erature equitibrium time t"t was chosen consistently to be

60 minutes "

Às mentioned in section 1.3, various forms have been

proposed by different authors to describe the dependence of

the remanent magnetization of a spin gIass" The more common

forms suggested are the logarithmic and stretched exponen-

tial form and combination of them. To determine the form

which fits our data, wê have plotted the data in several

different vrays.

The remanent magnetization was first plotted on a lin-
ear scale against time on a logarithmic scale in order to

test for a logarithmic time dependence. Às shown in figure

3;15, although restricted portions of each curve for differ-
ent temperatures might be consistent with a straight line,
overall the data exhibits definite curvature. Hence, a log-

arit.hmic form is not sufficient to completely describe the

data at any one of the temperatures.
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Figure 3"16 shows a plot of the remanent magnetization

against time on a double logarithmic scafe, ãs a test for a

povùer law dependence. À simple power law decay of the rema-

nent magnetization rsith time (t-") would yield a straight
line with a slope of (-n). Clear1y, the data for all temper-

atures is convex downward with increasing curvature as the

temperature increases" Hence a power law decay is also not

appropriat.e to describe the data.

Ànother possible form for the decay

magnetization is a stretched exponential:

of the remanent

f

14- = M exp[ (" )1-n ]K0-t
P

From this expression, it follows that:

- d In(l'{^)
logt 

d;fl 
= - n log(t) + [ 1og(I - n) + (n - 1) loe(tn) l

so that, a plot of log I dln (u* ) /ðt ] vs log t should yielci

a straight l ine wit.h a slope of -n and an ' intercept' of | =

1 sec of (1-n)/tpt-"" Figure 3"17 is a plot of the data in
this form; the solid lines represent the best-fit straight
lines using a least sguare method" Despite the scattering
(which is expected when the derivative is numerically per-
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formed) , the data are well descríbed by straight 1ines.

Moreover, there does not exist any of t.he systematic curva-

ture which v¡as observed in both of t.he previous two plots.

As a result, it is concluded that t.he data can be well de-

scribed by a stretched exponential form, at least within the

time range of the measuremenLs.

From the least square fits performed on the data for

different temperatures, tp and n were evaluated from the in-
tercept and slope respectively and table 3"1 lists their
val-ues f or all the temperatures. Figures 3.18 and 3.19 are

the plots of n and tp vs T/To on a linear-linear and on a

logarithmic-linear scale respectively. As shown in figure
3"18, the n's for T

those f or T ç To, but no def inite correl-ation could be drawn

from the limited number of data points with large error
bars. Therefore, n is basically constant with a value of

approximately 0.82 within experimental error. On the other

hand, figure 3"19 shows the drastic change in the value of t
as a f unction of temperature; tp is very srnal-l (< 10 sec)

for T To and increases rapidly by orders of magnitude as

the temperature falls below T6, approximate)-y exponentially.
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TEMPERÀTURE tp (sec) n

220

211

202

198

192

172

149

mK

mK

mK

mK

mK

mK

mK

1.8 t "2

1"2 t "2

8.8 1 "4
84 r 15

134 t 19

2672 t 1112

27708 t 9923

842 t .018

852 t "014

833 t .006

778 r "008

795 t .005

797 t "009

816 t .006

Table 3.1. À list of n and tp , parameters

of the stret,ched exponential f orm f or

the remanent magnetization at different
temperatures 

"
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Figure 3.20 shows numerically generaLed pl_ots of a

st.retched exponential function with n = 0.85 and with three

different values of tp (to = 1,102, and 104 sec). These

three values of tp !{ere chosen to be of the same order of

magnitude as those obtained exponentially for T = 0"211t<, T

= 0.198K and T = Q.149K respectively. The time window 4

< t < 104 sec enclosed by vertical lines represents t.he time

range over which t.he exper iments srere carr ied out . Not ice

that the value of tp is closely related to the position of

the inflection point in the curves. Às a result, the shape

of the curves within the time window depends on the value of

tp relative for the window" Hence we may understand the

gradual change in curvature from concave down to concave up

behaviour in the data in figure 3.15: the curves for differ-
ent temperatures are characterized by different values of tp

which in turn determines the position of the inflexion
point¡ so that different portions of the stretched exponen-

tial curves are captured by the fixed time windor+ used ex-
per imentally "

The streÈched exponential form of the time dependence

can be shown to be physically interpretable. There are two

modeis discussed by chamberlin(1985) which yield a fraction-
al povrer of time in the exponent. The first theory "consid-
ers a cooperative relaxation of a primary system of dipoles
perturbatively coupled to a secondary continuum of low-ener-
gy excitation whose density of available l-evel-s is linear in
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energy" (Chamberlin, 1985) " Às t.he dipoles relax, the prima-

ry system couples with the secondary continuum which in turn
influences the relaxat.ion raLe. The second theory is based

on a physical picture of a paralì-el ensemble of independent-

ly relaxing constituents. The system is based on a hierarch-
ical constraint that "the degrees of freedom of a relaxing

system are ordered into a hierarchy of levels so that level
k+1 cannot begin to relax until the degrees of freedom in

leve1 k have found a combination that releases them" (Cham-

berlin, 1985)

3 " 5 CONCLUSION

The two very dilute spin glass samples of Pt + 2400 ppm

Mn and Pt + 1100 ppm Mn were found to exhibit critical be-

haviour as T -+ Te f rom above. The cubic term of the magneti-

zation, in the expansion in small H, shows a'divergence'as
t -+ To from above predicted in the mean-fie1d effective-
field theory. Such behaviour is an indication of a phase

transition at To, as determined by the peak in the zeîo

field cooled magnetization as a function of tempreature.

The coefficient of the cubic term clearly demonstrates the

divergence as shown by the 7-pIots" The flattening of t.he 7
plots at low temperature is like1y due to limitation of the

experimental technique rather than a failure of the theory"

The critical index I was determined from the 7-plots to be

2.1A È 0.1 and 2.31 t 0.1 for the 2400 ppm and 1100 ppm sam-
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ples, respectively, and these values are similar to those in

other systems investigated by other authors. The other crit-
ical index ß !'ras estimated to be 0.6 t 0.1 and 0"8 t 0"2

from the best fit to a universal scaling function" The well

behaved universal scaling function is also another evidence

for a phase transition" However, the determination of a

phase transition is obscured by the time effects above and

below Ts, which probably influence the positíon of thepeak

in the magnetization as a function of temperature.

It has been discovered that time effects occur not

only below To but also above Toi nevertheless, the magneti-

zation decay quickly becomes insignificant as the tempera-

ture increases in the paramagnetic regime. Both the loga-

rithmic and por.Ier law forms h'ere found to be insufficient to

describe thetime effect data for the 2400 ppm sample" Con-

versely, a stretched exponential form represents the data

well at least within the time window of t.he experiments. À

parameter of the stretched exponential form, n, has a value

of 't,0 .82 f or aII temperatures whi le another parameter, tp ,

increases exponentially as the temperature decreses below

To"
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