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Abstract

A general literature review was conducted to obtain a suitable, accurate, effi-
cient and inexpensive tool to model some engineering applications of electromagnetic
waves. The finite-dilference method solution of the time-dependent Maxwell’s equa-
tions is selected lor this task. The finite-difference time-domain (FDTD) technique
is applicable to a wide range of problems. It offers many advantages as an electro-
magnetic modeling, simulation, and analysis tool.

A general FDTD computer code is developed based on the time-dependent
Maxwell’s equations to model and solve three-dimensional clectromagnetic prob-
lems. In order to lacilitate the use of the FD'I'D code and improve its capabilities,
the contour integral method is employed to obtain a general set of difference equa-
tions. The code developed is used to study the specification of the space cell size
and time stepping increment. A numerical experiment is conducted to give insight
and understanding to the space increment selection. A natural requirement of the
I'D'T'D technique is the use of outer radiation boundary conditions which simulate
an infinite space for the open boundary problems. A detailed study on the most
commonly used radiation boundary conditions is presented.

The FDTD special capability of modeling thin wives is investigated. The imple-
mentation and application of lumped circuit elements are investigated by deriving
general 3-D modeling equations for passive and active lumped circuit elements. In
order for the 3-D code to be complete and general, a near-field to [ar-field trans-
formation is presented. This part of the code is used to transform the near-field
data, which is a natural product of the FDTD simulations, to the far-ficld to obtain
antenna radiation patterns or the radar cross-section of 3-I) structures.

The FDTD code is used to obtain the radar cross section for two scattering

v



geometries, a conducting cube and a dielectric sphere. The developed code is also
applied successfully to model three antenna configurations. These are a monopole
mounted on a conducting hox, a bent-slot antenna {lush mounted on a rectangular
conducting box and a quarter-wavelength monopole antenna mounted on an anto-
mobile’s roof. Scattering and radiation resulis obtained using the developed code
agree very well with published and available data.

The implementation of the code for planar microstrip circuits is considered via
its application to several microstrip lines, a line-fed microstrip patch antenna and
an aperture-coupled microstrip patch antenna. Microstrip parameters such as the
elfective dielectric constant, characteristic impedance, scattering parameters and
imput impedance are obtained.

I the area of electromagnetic interference and compatibility (EMI/EMC), the
code is used to study clectromagnetic coupling to wires inside shielded enclosures.
The shielding effect of metal cabinets and enclosures is also demonstrated. The M
test envivonment is studied for an open-sight, a screened room, and a screened room

lined with absorbing materials.
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CHAPTER 1

Introduction

The science of electromagnetics plays a major role in predicting and understand-
ing many of nature’s phenomena and it has contributed greatly to other areas of
science. Over the years the science of electromagnetics has been involved in wide
range of applications such as scattering, radiation, transmission-line coupling, elec-
tromagnetic interlerence (IEMI), lightning and clectromagnetic pulse (EMP), shield-
ing and electromagnetic compatibility (JMC), filters, magnetic circuits, biomedical
applications and communications.

An extensive and substantial amount of work has been reported in the literature
towards predicting, verilying and trying to understand clectromagnetic radiation
and scattering phenomena. The purpose of this research is to obtain a suitable,
accurate, ellicient and inexpensive numerical mathematical model which is capable

of modeling a wide range of electromagnetic problems.

1.1 Literature Review

Iingineering analysis and design eflorts in the area of electromagnetics can be
classified into three major categories; experimental, analytical, and computational.
Iixperimental is a limited, inflexible and expensive approach. Each specific problem
requires a unique setup, also not every problem in nature can fit under this category.

Similarly analytic solution is only possible for small class of problems for which the
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object boundaries coincide with the complete constant-coordinate surfaces of an or-
thogonal coordinate system. Other cases become tractable only il approximations or
idealizations can be made. Some of the available analytic techniques are, separation
of variables, reciprocity theorem, and equivalence principle.

On the other hand, computational electromagnetics is one of the newest and
fastest growing rescarch area. This is due to the advances in the technology of
high-speed large-central-memory computer systems. Computational electroma gnet-
ics imvolves the electromagnetic modeling, simulation and analysis of clectromagnetic
responses of complex systems to various sources. [t provides an understanding ol
the system response that allows for the better design or modification ol the system.
Cienerally speaking, numerical techniques are only tools developed to solve a math-
ematical model (equations). Most of nature’s phenomena can be modeled using
mathematical models in integral or differential form. Based on this, most available
numerical techniques arve classified as integral or differential models.

[t is well known that Maxwell’s equations provide the basis for studying electro-
magnetic effects. Maxwell’s equations can be given in a differential or integral lorm.
Accordingly, numerical techniques may take two different directions depending on
how the equations are manipulated to obtain the starting equations. The integral
and differential equation models can be classified further into another two classes
depending on the domain of computation. For the case where the time dependent
is sinusoidal, the computation will be carried over the spatial domain at specific fre-
quency, this is called frequency-domain approach. In the case where the transient
response is required the time dependent factor can not be suppressed. Therefore,
the computational domain is space and time dependent. This is called time-domain
approach.

Over the years researchers utilized all four combinations of classes in an effort to
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obtain an efficient, accurate, and time saving approach. In order to grasp a better
understanding of the available numerical techniques, this veview will be hased mainly

on the two major models of Maxwell’s equations.

1.1.1 Integral Equation Model

The starting point for developing an integral equation model in electromagnetics is
the selection ol an appropriate Green's [unction for the problem of interest. The
mtegral equation model can be formulated in either the frequency-domain, where
the harmonic time variation exp(jwt) is assumed, or in the time-domain, where
time is treated as an independent variable. Whether frequency or time dependent,
formulation is used, the integral equation model reduces the problem into an integral
equation in terms of specialized Green’s lunctions with the surlace ficlds as nnknown
quantities. This usually vesult in a system with a dense matrix equation.

Method of moments (MoM) is considered the leading method in the integral
cquation [requency-domain approach. It is a general procedure for solving lincar
equations. The use of method of moments has become popular in electromagnetics
after the work of Richmond [1], [2] and Harrington [3], [4].

Ior [requencies above the resonance region, the geometrical theory of diffraction
(GTD), an asymptotic theory developed by Keller [5], can be used. This is an exten-
sion of the geometrical optics theory. A hybrid technique for combining the method
of moments with the geometrical theory of diffraction is extended by Davidson and
Thiele [6] to account for the natural coupling between two monopole antennas on
a large circular cylinder by means of curved surface wave diffraction. Combining
method of moments with GTD will result in a great saving in time and memory.
This is because the computation time of GTD is independent of increasing problem

size in frequency, in contrast with the MoM.
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The time-domain integral equation approach is used by many authors in the
literature. Gomez et al. [7] studied the interaction of transient electromagnetic pulse
(EMP) with perfect electric conductor structures. The electric field integral equation
and the magnetic field integral equation were both used in the development of their
code.  Another method which uses the time-domain integral equation approach
is the singularity expansion method (SEM) [8]. This method employs the use of
method of moments where the zeros of the determinant of the system matrix define
the locations of the natural resonances of the structure in terms ol exponentially
damped sinusoids.

Formulating the integral equation model in the time-domain offers substantial
advantage over its [ormulation in the frequency-domain. It provides more inlorma-
tion and a better understanding of the system response. Also numerical techniques
in general, due to the discretization process, produce unwanted information (arti-
facts). These unwanted artifacts are usually separated in [requency from the desired
time-domain data using Fourier transformation, whereas such separation does not

oceur in the frequency-domain.

1.1.2 Differential Equation Model

The differential equation model can be regarded as a model which applies Maxwell’s
equations locally. This means that the spatial variation of the fields must be devel-
oped from sampling in as many dimensions as possessed by the problem. Due to the
locality of the differential model, it is capable of treating medium inhomogeneities,
nonlinearities, and time variations in a straightforward manner.

Maxwell’s equations in the [requency-domain have been employed using many
approaches. One approach [or solving Maxwell’s equations is to divide space into two

parts. One is a spherical region of finite extent, enclosing the object. In this region
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solutions are obtained using the finite element method. The rest is the space outside
the spherical region in which the electromagnetic waves are expanded in terms of
spherical harmonics. The solutions from these two regions have to be matched across
the common connecting houndary. Chang and Mei [9] pioneered a solution along
these lines for a two-dimensional geometry and called it the unimoment method.
Later this approach was extended to 3-1) problems, and it is commonly known in
literature as the finite clement method. Castillo ef al. [10] used this technigue to
analyze general multiconductor printed-circuit transmission line systems for both
lossless and lossy cases. Merewether and Fisher [I 1] applied the equivalence tech-
nique to the problen ol predicting the fields inside aperture-driven cavitics. Their
approach allows the prediction of the fields penetrating large apertures into com-
plex cavities using the finite-difference analysis procedure. Beaubien and Wexler [12]
used the finite-difference method for predicting higher order waveguide modes.
The last class in this review is the use of Maxwell's equations in time-domain.
One technique is the use of point-matched finite-element formulation [13]. Another
approach is the transmission line matrix (‘TLM) method [14]. TLM method is based
on the equivalence between Maxwell’s equations for the electric and magnetic fields
in a medium, and the equation for the voltage and currents on a network of con-
tinuous transmission lines. One other approach which has been introduced recently
to the electromagnetic community by Fettweis [15] is the wave digital filter (WDI)
method. This method is based on simulating the actual continuous-domain system
by means of a discrete-domain system in such a way that all features of the actual
system are preserved. Finally the finite-difference time-domain (IFDTD) method
developed by Yee [16], has been used extensively in electromagnetic applications. A
general review in terms of capabilities and applications of the FDTD is given in the

following section. A more detailed study will follow in later chapters.
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1.2 FDTD Review

Of the many approaches in computational electromagnetics, imcluding method
ol moments (MoM), finite-difference time-domain (FD'I'D), finite element ('), ge-
ometrical theory of diffraction, wave digital filter (WDI), and physical optics, the
finite-difference time-domain technique is applicable to the widest ran ge of problems.

In 1966 Yee [16] applied the central finite difference to Maxwell’s equations
to develop a technique which is commonly known in the literature as the linite-
difference time-domain (I'DTD) method. It was nearly one decade hefore it was
used to any great extent lor actual applications. This is due to the lack of the
necessary computer hardware capabilitics.

The PDTD technique offers many advantages as an electromagnetic modeling,

simulation, and analysis tool. Its capabilities include,
e Arbitrary three-dimensional (3-) modeling.

e Simulation of electromagnetic field interaction with objects of arbitrary con-

ductivity and {requency-dependent material.

e Predicting the response ol a system such as, scattered field, radiation pattern,
radar cross-section (RCS), currents, penctration and interior coupling, and

scattering parameters for a given excitation.

The basis of the FD'I'D code is the two Maxwell’s equations in time-domain.
These equations are expressed in a lincarized form by means of central finite differ-
encing. Only nearest-neighbor interactions need to be considered as the fields are
advanced temporally in discrete time steps over spatial cells of rectangular shape.

A decade after Yee developed the I'DTD method, many authors and researchers

modified, refined and used the method in different areas involving electromagnetic

6
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wave scattering [17]-[20}, aperture coupling [21]-[23], clectromagnetic interaction

with biological tissues [24]-{26), electromagnetic pulse coupling [27]-[31] and mi-

crowave circuit design [32] and [33]. A primary contribution to Yee's approach was
the introduction ol the integral equation approach (contour integral) by Tallove ¢t
al. [21]. This approach allows the modeling of smoothly curved conducting edges
and surfaces [34].

In the arca ol antenna radiation, Reineix and Jecko [35] used the FDTD method
to analyze microstrip patch antennas. Sheen et al. [36] applied the I'DTD method
to analyze planer microstrip circuits involving microstrip patch antennas and mi-
crostrip filters. Maloney ot al. [37] investigated the application of FD'TD method
to the analysis ol axially symmetric two-dimensional antennas. Recently, Kats et
al. [38] extended the method to analyze clectromagnetic radiation [rom a system
containing horn antennas. Also Tirkas and Balanis [39] applied the FD'TD to model
antenna radiation by wire and aperture antennas mounted on finite size ground
planes and pyramidal horns. In a recent work by I[lusscin and Sebak [40] they
applied the FIDTD to study the radiation from mobile antennas.

Rescarch efforts in the area of the FDTD method are currently divected to-
ward advancing its capabilities to model curved three-dimensional clectromagnetic
scattering or radiation problems. Holland developed a finite-difference solution of
Maxwell’s equations in a generalized nonorthogonal three-dimensional coordinate
system using tensor notation [41]. Based on the Holland approach, FFusco has ap-
plied the curvilinear FDTD approach to model two-dimensional scattering problems
[42].

Similar research efforts also continue using the computational fuid dynamics
(CI'D) approach and the finite-volume time-domain (FV TD) method. Shankar et

al. used the CIFD approach to obtain solutions to Maxwell’s equations for two-
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and three-dimensional problems involving curved surfaces [43], [44]. Using the CFD
approach Maxwell’s equations ave first cast into conservation form and then solved
using a linite-volume discretization procedure. A modified FVTD approach for
solving Maxwell’s equations was applied by Madsen and Ziolkowski [45], [16]). Their
approach, which is based on the integral lorm of Maxwell’s equations, allows the
use of general nonorthogonal grids and is a divect genecralization of the canonical
staggered-grid finite-difference method. A similar approach using the FVT1 method
was reported by Holland et al. [17]. Taflove and Umashankar used the contour
path integral to extend the FD'TD method to model curved conducting surfaces by
distorting the grid locally to the structure geometry [18]. Advances to the contour
path IFDTD method were reported in a recent work by Jurgens et al. [34] and [48].

The DTD method is also capable of modeling hybrid clectromagnetic systems
that contain passive and active lumped clements. Sui et al. [19] extended the
two-dimensional I'D'TD method to include lumped elements inside the grid. Dis-
crete voltage and current sources with internal impedance are modeled by specifying
the appropriate current/voltage characteristics of the source elements. They also
treated both linear and nonlinear circuit elements. Chamberlin et al. [50] used
[requency-domain and I'IYID to study the behavior of a nonlinearly-terminated
dipole. Recently an extension of the two dimensional work to three dimensions has
been reported in [51] and [52].

The first part of Chapter 2 of this work discusses in detail the derivation and for-
mulation of the discretized central differenced Maxwell’s equations. The equations
are formulated for lossy dielectrics, which in the limit of infinite conductivity become
perfect conductors. The contour path integral is also discussed and its equivalence
to the Yee algorithm is presented. The second part, FDTD basics, provides details

and guide lines for applying the FDTD formulation. A detailed study of cell size
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requirement and numerical stability is presented. Lattice zoning and incident ficld
specilication for plane wave excitation and other sources are discussed. A briel dis-
cussion on the use of outer radiation boundary conditions is presented. Finally the
chapter concludes with a schematic diagram [or code requirements and development.

Detailed and inclusive studies regarding the choice and applications of the radi-
ation boundary conditions is reported in Chapter 3. Discussions on the derivation
and application of Mur radiation houndary conditions, generalized and higher order
radiation conditions and super-absorbing boundary conditions are presented.

Chapter 4 shades light on two of the I'DTD special capabilities and their appli-
cations, namely, thin wire modeling and Tumped civeuit elements modeling. Deriva-
tion of proper equations and their implementation in the FIDTD code of passive and
active lumped element are provided.

The translormation of the near-field data, which is a natural product ol the
DD simulation, to the far-field and its application to 3-D scattering and rvadi-
ation problems is discussed in Chapter 5. Scattering by a conducting cube and a
diclectric sphere is presented to exploit the capabilities of the 3-1) FDTD code. In
the area of antenna applications, three antenna configurations are modeled, they are
a monopole mounted on a conducting box, a bent-slot antenna flush mounted on a
rectangular conducting box and a quarter-wavelength monopole antenna mounted
on an automobile rool. The last part of Chapter 5 concludes with applications of the
method to the radiation, power dissipation and efficiency computations of a dipole
antenna.

Chapter 6 covers in details the use of FDTD in the application of planar mi-
crostrip circuits. Some special considerations regarding excitation modeling and
radiation condition requirements are provided. Three microstrip circuits are dis-

cussed. These are a microstrip line, a microstrip line-fed patch antenna and an
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aperture-coupled microstrip antenna.

The use of the FD'TD in the area of clectromagnetic interference and compat-
ibility (EMI/EMC) is considered in Chapter 7. The chapter starts with a detailed
introduction and delinitions related to electromagnetic interference and system com-
patibility. The chapter then discusses the coupling ol electromagnetic sonrces with
wires in shiclded enclosure and also discusses the shiclding effect of a sereened and
shielded cabinet. Simulation of an EMC test environment is also considered. M-
nally Chapter 8 ends with conclusions about the presented work and offers some

recommendations lor potential future work.

10



CHAPTER 2

Theory of FDTD

2.1 Fundamental Concepts

2.1.1 Maxwell’s Curl Equations

It is well known that Maxwell’s curl equations provide the basis for studying clectro-
magnetic phenomena. In general, Maxwell’s equations can be given in dillerential or
integral form, depending on how the equations are manipulated to obtain the start-
ing equation. Solution to the time-dependent Maxwell’s equations are unknown
except for few special cases. This is due to the implementation of the boundary
conditions.

The differential time-domain Maxwell’s equations in a linear isotropic and [re-

quency independent medium are given as:

OB
JD
/ H _ —_— _‘
V x 5t +J (2.2)
where
B=uH (2.3)
D=cE (2.4)
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This is all the information needed to completely specify the field behavior in
linear isotropic materials as long as the initial ficld distribution is specified and
satisfies Maxwell’s equations. The initial time is often taken as time zero. The field
quantities and sources are set to zero at that time.

[lence, the starting point for the FDT'D formulations is the curl equations (2.1)-

(2.1). They can be vewritten into the form used for FDTD:

L).— = —lV x B (2.5)
ot J1;
d)]f v R (2.6)
o1 & &

lMer J = oK is used to allow for lossy diclectric material. E is the clectric field,
H is the magnetic field, ¢ is the electric permittivity, o is the electric conductivity
and st is the magnetic permeability.

In a rectangular coordinate system, (2.5) and (2.6) are equivalent to the following

system of scalar equations:

oH, _ 1ok, o] (2.7)
o p| oz Jy | -
O, 1[0, OF,] )
i (28)
oI, _ 108, 0B, (2.9
ot p | Oy du | 9)

0L, 1 [0H, oH,

o =l oL ok (2.10)
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ar, 1[oH, OH, o

= - - — =~ — ol 2.11
ot e | Oz o ¢ Y] (2.11)
or, _\lat, ol . (2.12)
at ¢ | du dy |

2.1.2 Yee Cell Formulation

The system of six coupled partial differential equations of (2.7)-(2.12) Torms the hasis
ol the I'D'T'D algorithm for electromagnetic racdiation, interference, and interaction
with three dimensional objeets.

The system in (2.7)-(2.12) is dillerenced lollowing Yee [16] notation. Here a

space point in a rectangular grid is denoted as
(2,7, k) = (A, JAy, kAZ) (2.13)

and any [anction of space and time in the rectangular grid at point (7,7, k) is given

as
PG k) = F(iA, Ay, kAzy, nA) (2.14)

where Aw, Ay, and Az are, respectively, the grid space increments in the x,y, and
z coordinate directions, At is the time increment and i, 7y k, and n are integers.
The Yee I'D'TD algorithm is applied on a staggered grid, IFig. 2.1. The Carte-
sian components of the electric field are the unknowns on one grid and the Cartesian
components ol the magnetic field are the unknowns on the second grid offset from
the first by a half-cell distance in each Cartesian direction. This is known as cen-
tered finite-difference with a second order accuracy. The space derivatives can be

expressed as,
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Vd
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Figure 2.1: Yee cell geometry.
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Similarly the time derivative can he expressed in the same manner such as,

OF (3,5, k) FmVR(G G k) — B2 g k)
At N At

+ O(Ah)

[
it
o

(2.16)

"To achieve the accuracy of (2.16), the electric field and the magnetic field val-

ues on the two grids are evaluated at alternate half time steps (leap-frog manner).

Implementing these expressions to (2.7)-(2.12) results in a system of six difference

equations, the following are the six finite-difference time-domain expression for the

magnetic and electric field components, respectively.
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. . At
HAH2 G S L2 k12 = H"\2(0 54 1/2 k4 1/2 :
{[E2G. + 12,0+ 1) = B0, 5 + /Q,L-)}/Az

UG+ 1/2) = B2 (5 + Lk + 1/2))/ Ay} (2.17)

At
P12,k +1/2)
(G Lok 1/2) = B2 Gk + 1/2))/ A

Hy P PG /2, 0k + 120 ) = 17 2 12,5 k4 1/2) +

HEE A 2,5, k) — B2+ 12,5k 4+ D]/Az} (2.18)

At
(e 12,0+ 1/2.k)
([ (i 1/2,5 + L k) — B2+ 172,45, 1))/ Ay

IR G 12,5 4 12,0 ) = 1204 12,5+ 1/2,8) +

UG+ 12 k) = B+ 1,5+ 1/2,k))/Ax} (2.19)

. a)(z(l-]/EZ/; k);l)!
kg 1/9 5 1. _ e(x+ 3 m <
l":t' (?—I-]'/‘z?.}‘;" ) - 1+U(t+l/2],.‘~).«’_\il (I—I_J'/Z ]1 )
2e(141/2,5,k)

N At 1
o(i+1/2, hk)At
e(t+1/2,5,k )l+m

(2G4 1/2,5 4 1/2,k) — H29P (4 1/2,5 — 172, 8)]/ Ay

H[HP G 12,5,k — 12) — B2V (04172, 5,k + 1/2) Az} (2.20)
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_oli it 1/2.k)AL
ALES W 5 1. _ 2e(4,3+1/2,k) ,ln
Lyt g+ 2.k ) = T 202y (4,7 +1/2, k)
(i1 1/2.8)
At I

) o(ig+1/2,k)Al
(o 12 R) 1+ S

{[H"+‘/° (1.5 + 1/2.k 4+ 1/2) — HIV2(05 4+ 172, ] — 1/2)]/A

HHIVVRG = 12,5 12,k — HEPVRG 125+ 12,k ]/Af} (2.21)

_olid R%l/ﬂA!

o 2e{t. A‘“/) "
Gk 2 ) :l+a(ulj+1/9m[ (2.0, k + 1/2)
2210,k +1/7)
At I

+
3 ) |M_l£)ﬂ
stk +1/2) 14 2(2,”1/9)
{[[11}[/2()+]/)]A+1/) jn—l—l/) i/Z}}z+i/2}/.A1

HUP G = 12k 1 2) = PG 12k - 1/2)]/&;;} (2.22)

2.1.3 Contour Integral Formulation

The Yee algorithm for FDTD was originally interpreted as a direct approximation
of the pointwise derivatives of Maxwell’s time-dependent curl equations using nu-
merical central differences. Although this interpretation is useful for understanding
how I'DTD models wave propagation away [rom material surfaces, however, it has
a distinet drawback in modeling fine geometrical features properly, such as wires,
slots and curved surfaces.

Contour integral formulation is a generalization of the traditional FDTD
method, and it is capable of modeling such fine geometries. This approach in-
volves a more macroscopic combined field description based upon Faraday’s law
and Ampere’s law in integral forms and implemented on an array of clectrically

stnall specially orthogonal contours. The contours of Ampere’s and Faraday’s law
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intersect cach other’s enclosed surfaces in the same manner as the links in a chain
intersect, Fig. 2.2. For a lossless dielectric region Faraday’s and Ampere’s are given,

respectively, by

P

P B ds=—4E-a 9.9:
afLB ds jéE (2.23)
—O—/D-d - %H-dl (2.21)
ai-s Sh-(: T

To illustrate the approach, consider the H. component ol the magnetic field
and the encircling electric field components shown in Fig. 2.2 (a). The usnal Yee
notation is used, and the field locations are separated by Ax, Ay and Az as usual.
Now applying (2.23) to the contour in Fig. 2.2 (a) , assuming that the ficlds are
unilorm along each side ol the contour and H.(2,3, k) equals the average value of

i over the surlace s, the result is the usual FD'TD update equation,

MGy k) B, g k) — Bai,j + 1, k) .

T Ay
As (2.25)

Next, applying Ampere’s integral equation (2.21) to the contour in Pig. 2.2 (b)

results in the Yee time-stepping expression for £, for the free-space case that was

obtained directly from implementing the curl I/ equation with finite difference.

0,5, k) Ho(6,5 — L k) — Ha(s, 5, k) L g k) = Hy G = 1, k)

at Ay Az

(2.26)
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. /

(b) /

Y

Figure 2.2: (a) TF'araday’s contour integral. (b) Ampere’s contour integral.
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2.2 Computational Aspects of FDTD Technique

The first consideration that needs to be determined before starting any namerical
calculation is the cell size. For accurate results. the cell size must be small enough
at the highest [requency of interest and, due to computational resources limitation,
it has to be large enough to keep resources requirement manageable (53], A cell
size is divectly related to the wavelength ol the the problem under consideration.
The wavelength depends on the material in which the wave is travelling. Thus, the
greater the permittivity, the shorter the wavelength at a given frequency and the
smaller the cell size required. The second important consideration is the masximum
time step, it can be obtained divectly using Courant condition [53].

Since the numerical algorithm lor Maxwell’s curl equations defined by the linite-
diffevence system has a linear dependence upon the components of the electromag-
netic ficld vectors, therelore, this systen is valid for either the incident field vector
components, the scattered field vector components or the total field vector compo-
nents. Thus, the FD'TD code developed is based on dividing the space into two
distinct regions (total field region and scattered field region), separated by rectan-
gular surfaces which serve to connect the fields in each region. This approach will
enable the use of the incident ficld in analytic form at the connecting boundary. For
problems which do not have an incident field as an excitation, such as for antenna
radiation calculation, grid zoning is not required, instead a total field calculation
will be used.

Whether total or scattered fields are computed in the outer region, Mur’s [54]
first or second order absorbing boundaries, a relatively reflection-free and easily

implemented termination for the FDTD space, will be used.
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2.2.1 Cell Size and Numerical Stability

The aceuracy of the I'DTD solution is highly dependent on cell size selection. The
smaller the cell size the more accurate the solution. The eritical question is “How
much smaller?” [53]. A commonly used constraint is 10 cells/A or less at the highest
[tequency of interest. In some cases, such as antenna imput impedance or a very
accurate near field information. A/20 or even smaller cells may he required. However,
in special cases reasonable results have been obtained with much sinaller number
of cells [55]. For regions of dillerent dielectric materials, the maximum cell size is
determined by the wavelength in the region of the highest permittivity.

The grid dispersion error is anothier key point in selecting a cell size [53]. Due
to the [act that DT is an approximate technique, therelore, waves of different
[requencies will travel at different speeds. For accurate and stable solutions, the grid
dispersion error must be reduced to an acceptable level. This can be accomplished
by reducing the cell size [56]

In order to understand the effect ol cell size on the accuracy of the IPDTD
algorithm, a numerical experiment is conducted to study the effect of different cell
sizes on the accuracy of the magnitude and the phase of the surface current on a
conducting two-dimensional square cylinder Fig. 2.3. The cylinder electrical size is
kos = 2, where s is the side of the cylinder and %, is the wave number in {ree space.
The excitation is assumed z—polarized TM, plane wave incident on the conducting
cylinder with an angle of ¢! = 0°.

Four diflerent cell sizes are considered for this numerical experiment, they are
A= A/6m, A\/13m, A/207 and A/327 and it is assumed that the cell is a square cell
with A = Az = Ay. The magnitude and phase of the surface current distribution,

extracted from the FDTD solution using the discrete Fourier transform (discussed
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A
Moy

Figure 2.3: Geowmetry ol the square cylinder.

in appendix 13), is compared to that computed using the {requency-domain clectric
field integral equation (EIFTE) method, which is solved using the method of moments
(MoM).

It is observed from IMig. 2.4 that the accuracy for A = AfGm is poor specially
for the phase part. lHowever, for cell size in the range of A = A/137 to A\/20x
the accuracy has improved. From Figs. 2.5 and 2.6 it can be observed that the
magnitude and phase of the FDTD computed surface current agree with the MoM
solution results. Tig. 2.7 illustrates the effect of using a very small cell size. It
is clear that the accuracy of the surface current has been allected, this is due to
the fact that as the cell size gets smaller the absorbing boundaries get closer to
the structure, this can be avoided by increasing the number of cells between the
structure and the outermost boundaries, however, this increases the computational
requirements.

Once the cell size is determined, the maximum size of the time step At follows
immediately from the Courant condition [36]. To understand the basis for the

Courant condition, consider a plane wave propagating through a I'D'TD grid. Within
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one time step any point on this wave must not pass through more than one cell,
because during one time step the wave can propagate only from one cell to its nearest
neighbor. To insure the stability of the time-stepping algorithm, Af is chosen to

satisly the inequality [57)

—_

At <

172

X 1 L 1

Cinaa {AIQ + A + A2
where ¢4, = \/% is the maximum electromagnetic wave phase velocity within the
media being modeled. A detailed discussion on the effect of Courant condition on

the stability and the accuracy of the FI'I'D solution can be found in {53].
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Pigure 2.4: Magnitude and phase comparison of FDTD and MoM results for the cylinder

surface current distribution, for A = A/6x.
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Figure 2.5: Magnitude and phase comparison of FDTD and MoM results for the cylinder

surface current distribution, for A = A/13x.

24



Chapter 2 Theory of FDTD

W IH
N
|

o T

*f —
— . - M M - N ; .
W; i 2 FOTD A=1201 : %ﬁﬁ
0 T | T l T | 12 ‘ T { ¥ | T t T ﬁ
a b c d
Position On Cylinder Surface
100

0 MoM ? : ;
+ FDTD A=)M20r : :

T T T T

a b
Position On Cylinder Surface

Figure 2.6: Magnitude and phase comparison of FDTD and MoM results for the cylinder

surface current distribution, for A = A/20x.
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Figure 2.7: Magnitude and phase comparison of FDTD and MoM results for the cylinder

surlace current distribution, for A = A/327.
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2.2.2 Grid Zoning and Plane Wave Source Condition

Due to linear dependence of Maxwell’s curl equations upon the components of the
electromagnetic field vectors, the computational space of the FDTD will be divided
into two distinct regions as shown in Fig. 2.8, separated by a rectangular virtual
surface which serves to conmect the fields in each region.

Total Field

/ Region
/]
v

Interacting

tructure
/7/5

=

Plane Wave
Scurce *

Seattered Field
Region

Figure 2.8: Grid zoning,

Region 1, the inner region of the FDTD space, is denoted as the total field
region. This means that the finite difference system operates on total-lield vector
components. The interacting structure of interest is embedded within this region.

Region 2, the outer region of the FDTD space, is denoted as the scattered
field region. Analogous to region 1, it is assumed that the finite difference systein
operates on scattered-field vector components only. The outer space planes bounding
region 2 called space truncation planes or outer radiation boundary , which serves

to implement the free-space radiation condition.
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The incident wave, generated along one edge of the surface connecting the two
regions, propagates through the total field region and is subtracted out of the other
end. To demonstrate the use of this grid zoning, consider one edge of the connecting

swrface j = 7, in a 2-D case, as shown in IMig. 2.9.

Region 1
t
HX
t — ¢t
t
: Yy B, Hy
e
—
HX
Region 2

Figure 2.9: Plane wave source.

I22(2, §o) at any time step is composed of the total electric field. It is updated
using the ordinary FDTD, however, since 113 (in region 2) is used to update 12.(z, §,),
H:e must be added to it to account [or the total field. On the other hand, updating
H (%, 7o—1/2) require the subtraction of /¢ from (1, jo) used to update H(i, j,—

1/2).

2.2.3 Incident Field

An important feature of using grid zoning is that the incident field can be expressed
in a close simple form [53]. The incident field may be specified as a Caussian pulse
or a sinusoidal continuous plane wave (CW).

A time domain incident plane wave can be expressed in terms of its spherical
coordinates components. The direction of the incident plane wave is specified using
0, measured from the z-axis, and ¢, measured from the x-axis, with the origin at
the center of the FDTD Cartesian system. Next, let a unit vector # point from the

origin in the direction of § and ¢, an incident plane wave from this direction can be

28




Chapter 2 Theory of FDTD

specified as:

E = [Egé + 1«;‘@;3] [+ (F - #) e+ Rje) (2.28)
~—E¢ - JEI{) 5 . 1 -~ 3 o«
H= O+ —ol f(t+(F -F)fc+ R/c) (2.29)
Ul i

here § and g:} are the spherical coordinate system unit vectors, 1 is the impedance
ol Iree space, ¢ is the speed of light, and ¥ is the vector from the origin to point in
the FDTD computation space at which the incident field is evaluated. T may be
any lunction ol time, i.e. sine wave or Gaussian pulse. R is an arbitrary reference
distance, it is chosen so that the incident field does not appear suddenly at the
scattering object, but rather propagates gradually into the FDTI) space.

The amp]i'tndc}s ol the Cartesian components of the incident field are obtained

as follow [53]:

v = Igcoslcosd — Fysing
Iy = ligcosfsing + Eycosd
F, = —Eysind

I, = (=TFgcoslcosg + Eysing) /y
Hy = (—Ezcoslsing+ Eycos) [y
H, = (lysind) /[y

In order to incorporate the relative time delay for any field component, i.e. £7,

at cell (4,7, k) and time step nAt, (7 - #) will take the following form,
7 - = ((¢ + 1/2)Aw cos ¢sin 0 + JAysin ¢sinl + kAzcos ) (2.30)

The 1/2 cell offset in (2.30) is due to the location in the (2,7, %) Yee cell of the £,

component. Similar offset must be included for each field component.
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2.2.4 Radiation Boundary Condition

In many scattering and radiation applications, the structure ol interest is situated in
an open space. In such cases the radiation condition at infinity should be satisfied,
i.e., the scattered or radiated field should propagate into houndless space. However,
the 'DT'D computational space is hounded by necessity. Therefore, scattered or
radiated fields arriving at the outermost boundary will be reflected back and will
contaminate the interior field quantities. One approach to reduce or eliminate the
rellected wave is the application of radiation boundary condition (RBC) at the
outermost boundavy. This boundary condition acts as an absorber which absorbs
arviving waves and simulates an infinite space. Implementing such a boundary
condition will reduce the number of cells needed to model the free space surrounding
the scatterer or antenna. This will result in a correspondin g saving in computer time
and resources.

Based on the above dilferent considerations, a computer code is developed. A

simplified flow chart of the code appears in Fig. 2.10
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Figure 2.10: Corrected fortran code flow chart after [64].
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CHAPTER 3

Radiation Boundary Condition

3.1 Introduction

In many scattering and radiation applications, the structure of interest is situ-
ated in an open space. In such cases the radiation condition at infinity should be
satislied, pe., the scattered or radiated field should propagate into houndless space.

However, the 'DTD computational space is bounded by necessity. Therefore, scat-

will contaminate the interior field quantities. One approach to reduce or climinate
the reflected wave is the application of radiation boundary condition (RBC) at the
outermost boundary. This boundary condition acts as an absorber which absorbs
arriving waves and simulates an infinite space. Implementing such a boundary con-
dition will reduce the number of cells needed to model the free space surrounding the
scatterer or antenna. This will result in a corresponding saving in computer time
and resources. Recent research work on RBC focus on the development ol tech-
niques that reduce the reflection coefficient at the outer boundary surface. A newly
developed absorbing houndary condition, called perfectly matched layer (PML}, has
been developed by Berenger [58] and extended to 3-D geometries by Katz et. al, [59].

The need for an RBC in open space problem can be illustrated by considering
field components at the outermost houndary of the computational space. Such field

components can not be updated using the regular FDTD equations discussed in
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Sec. 2.1.2 because they require knowledge of some field components out side the
computational space.

A partial differential equation which permits wave propagation only in a certain
direction is called a “one-way wave equation”. Absorbing boundary conditions are,
therefore, obtained by starting [rom the wave equation and deriving a one-way wave
equation [rom it that allows propagation in the outward direction only. This chap-
ter will develop the theory and numerical implementation of three useful radiation
conditions. These are the Mur radiation boundary condition, the higher order radia-
tion boundary condition, and the modified or super-absorption houndary condition.
Numerical experiments will be conducted to show the validity and to compare the

accuracy ol the three schemes.

3.2  Mur Radiation Boundary Condition

‘The derivation of Mur radiation boundary condition, can be explained in terms
of a diflerential operator factoring [18]. Consider the two-dimensional wave equation

in Cartesian coordinates,
aﬂ::v + Uyy - Cf_2lft1 =10 (JE)

where U is any scalar ficld component, the subscripts xa, yy, and £t denote second
partial derivatives with respect to 2, y, and ¢, respectively; and ¢ is the wave phase
velocity. Applying the partial differential operator to the two-dimensional wave

equation one obtains,

L=D2+ DD = (3.2)
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which can be given in a simpler form as,
LU =0 (3.3)

The operator L can be factored into two operators representing (4) traveling and

(—) traveling waves as follow,

LU= 1LY =0 (3.1)
where
L =D, — % | — 52 (3.5)
with
o P (3.6)

(Di/c)

The operator, L1, is defined similarly except for a © + 7 sign before the radical.

It has been shown by [60] that at a grid houndary, @ = 0, the application ol L~
to the wave function, U/, will exactly absorb a plance wave propagating toward the
boundary at an arbitrary angle 9, I'ig. 3.1.

Therefore, L™, applied at = 0 functions, simulates an exact analytical radi-
ation boundary condition which absorbs waves propagating toward the boundary
@ = 0 from the interior of the computational domain. The operator L1, is perform-
ing the same function for a wave propagating at an arbitrary angle toward the other
@ boundary at @ = h, Fig. 3.1.

The operators derived here are non-local in both space and time, this is due
to the presence of the radical in ( 3.5). This would prohibit the direct numerical
implementation of LU = 0 as an RBC. This difficulty can be overcome by approx-

imating the radical by a Taylor series expansion. A two-terin expansion would take
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h

0.0 h

Figure 3.1: 2-D computational domain for RBC application.

the lollowing form,

- 1.
Vi—s2~] 532 (3.7)
Substituting ( 3.7) into ( 3.5) for the negative operator, and multiplying the resulting
equation by Dy, one obtains the (ollowing approximate analytical RBC, which can

be numerically implemented at = 0. Such an approximation is called Mur’s second

absorbing boundary condition.
1 ¢ o
[-]:L‘i- - EUH + g[jyy =0 (36)

However, if the radical is to be approximated by a single-term Taylor series, this

will result in Mur’s first order boundary condition which takes the following form,
t

Up—-U,=0 (3.9)
c

Analogous approximation to other grid boundaries can be derived; i.e. 2 = h,y =0,
and y = h.
Extension of the above derivation into three-dimension is a simple task and

it follows the above development closely. Thus, the approximate analytical RBC,
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which can be numerically implemented at boundary surfaces in the three dimension

grid are,

1 - L ,
Uy = =Un 50y + S0 = 0 v =0 (3.10)
and
. | - g o
{7+ ;{’!r - %T;yy - %{;2: =10 r=h (3.11)

similar equations for y and = boundary surfaces can be obtained.

These approximate representations of an RBC have been found to be very ol-
lective when implemented using the dilferencing scheme proposed by Mur [51]. A
detailed discussion on the implementation of the approximate RBC equations is
discussed in [31] and [61]. As an application of such approximations to electromag-
netic problems, (3.9) and (3.10) will be discretized Tor £, at @ = 0. in the lollowing
manner for a three-dimensional grid:

First order Mur absorbing boundary condition,

N0, k172 ) = BNk 1/2)

oAt — A _ o -
m(l'ferl(l:J,k—i— 1/2) = 10,5,k + 1/2))  (3.12)

Second order Mur absorbing boundary condition,

B0, 7, k+1/2 ) =B Y14,k +1/2)
Co AL — Az

+(50At + Az

2Az pe . it g -
+m(»fz(0;j=}v+1/3)—Lz(laj,f'»+1/2))

Ax(c,At)?
(Ay)2(co At 4 Az
+(EM0,7 — 1, k+ 1/2) 4+ E2(L,7+ 1,k + 1/2)

(B Lk +1/2) = 770,57,k + 1/2))

+3 20,5+ 1k 1/2) = 282(0,,k + 1/2)

“2E3(1,5,k + 1/2) + B2(1,5 — Lk + 1/2))
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Ax(c,At)? o o
E20, 7,k +3/2) — 2E™(0, 5.k + |
ToA) et + Ay (000 3/2) = 2B2(0,5, k4 1/2)

B0, 5,k = 1/2) + B2(1,5,k + 3/2)

=2E(L 4k 1/2) + E2(1 5k — 1/2)) (3.

3.3 Generalized and Higher Order RBC

It is evident [rom the previous section that the approximation ol the onc-way
wave equation is dependent on the order of approximating the radical /1 — <2,
However, the order of approximation affects the accuracy of the numerical solu-
tion. Thevelore, a higher-order approximation to the radjcal will result in a better
accuracy of the numerical solution [62].

Trefethen and Halpern [63) proposed a generalization of the two-term Taylor

series approximation to the radical, using the rational function approximation

5. Po(s)  po -k pas® 4
S T I e 3.14
= ) = T (3.14)

where p,,, and ¢, are polynomials in s of degree m and n, respectively., It is clear

that (3.14) reduces to Mur’s first order approximation of the radical by selecting

m = Lin =0 and py = 1, called type (1,0) and reduces to Mur’s second order
approximation by choosing m = 2,n = 0, Po =1 and py = —1/2 called type (2,0).

The use of the general type (2,2) rational function

. e o2
Vi< g2 o POt P28 (3.15)

1+ ggs82

gives the general third-order, approximate, analytical RBC in two-dimensions
Po a1e
Ui + 27U,y — Uit = p2cUsy = 0 (3.16)

which takes the discretized form for use in finite-differencing for any field components

U at 2 = 0 as follows:
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U105 ) = U2 (L) + U™ (1, 5) — U™2(0,5))
+eo(U7(0,5) + U0, 7) — UL, 5) — UM (1,5))
Fes(U0,5) + U7(1,5) = UP(1,5) = 110, )
s (UM(Lj 4+ 1) = 201, 5) + U (1, — 1)
=00, + 1)+ 2070, 5) — 70,5 — 1)
TN G+ D) =20 L) 0L = 1)
=00, 4 1)+ 2077 1(0,5) = U (0.5 — 1)) (3.17)
—es (U7(1,5 + 1) = 20 (L, 5) + U"(1,j — 1)
HU™0, 5+ 1) = 2070, ) + U™(0,5 — 1)
=N G+ ) 20 (1) = T (1L, — 1)

—U"TH0, + 1) 4 207710, 5) = U0, — 1)

where

cAtfA — py
cAL/A + pg
eAtfA
cAL/A+ py
3po ,
= AUA T (3.18)
g2{cAt/A)3
eAL/A + pg
p2(cAt/A)?
cALfA + pg

Cy =

Cy ==

Cy =
Cy =

Where A is the space increment. Appropriate selection of p and ¢ coeflicients pro-
duces various families of RBC’s [62]. For example, taking po = 1,p; = —3/4 and

¢2 = —1/4 gives the Pade (2,2) approximation. Absorbing boundary conditions
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with higher degrees of interpolation, i.c. four and five, can be obtained by replacing

the radical, respectively, by

24

= o+ st 4 pys .
VI— &2~ _ (3.19)
1 "f— (]232

: po + past Py -
o ‘ 3.20
\/—5 | + ([232 + f]:i-‘i'l ( )

The devivation ol such approximation and their implementation will not be pursued

here due to their complicated forn.

3.4 Super-absorbing Boundary Condition

Generally speaking, most practical absorbing boundary conditions usually can-
not absorb outgoing waves completely. In return a reflection error will propagate
back into the computational domain, which will result in some error. This is due
to the approximate representation of the onc-way wave cquation. Although most
schemes proved to be good absorbers and obtained an accurate solution, however,
in some cases such as, printed circuit, and microstrip structures, they fail to provide
very good accuracy. This is because such structures adopt a high resonant behav-
ior, also waves arrive at the outermost boundary at different velocities. T hus, better
absorbing boundary conditions, not only will result in a more accurate numerical
solution, but outer boundaries can be brought closer to the modeled structures,
resulting in considerable savings on computer memory space and computation time,

The super-absorbing boundary condition is a scheme which works on reducing

the error resulting from the imperfect boundary conditions, and to minimize wave
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propagation back into the computational domain [64]. To understand how the super-
absorption technique works, consider the transverse magnetic (T'M) wave in two-
dimensions space. In this case only three field components will be present namely,
fr.. H, and H,. These field components can be updated using the usual FDTD

technique,

(i) = B2+ e [P 1/2,5) — 007 G- 12, 5)

— U2V 2y 4 2 /2)| (3.21)
R G + 1/2) = I PG 1 /2) + e [ ) = 27 (G 4+ )] (3.22)

Hy P26 412, 0) = 172604 1/2,5) + e [ 1,5) - TN (3.23)
where

ey = AtfeA

ey = At/pA

The location ol these field components is illustrated in I’ig 3.2, in the follow-
ing formulation the term /2 will be dropped out from the H-field components
for simplicity. Assuming the line at which i = M is the outer boundary, and from
(3.21)-(3.23) it is clear that only £, components need to be computed, while the I,
components on the same boundary do not affect the computation of internal vari-
ables. The discussion will be limited to this boundary only since other boundaries
can be treated in the same way.

Usually £, at this boundary is updated using a radiation boundary treatment,

as discussed in the previous two sections. However, due to the imperfection of
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Ez(M-1,j+1) Hy(M-1j+1)
' kY]

( i ¥* DEz(Mj+1)
Hx(M-1,j) Hx(M,j)
Hy(M-1,4)
. h X 1] Ez(Mg)
Hx(M-14-1) 3 Hx(M-1)
Hy(M-1,-1)
b 3 * D Ez(Mj-1)
y Hx(M-14-2) X Hx(MJ-2)
Hy(M-14-2)
) b % pEz(Mj-2)
i=M-2  x M-1 M

Tligure 3.2: Two-dimensional finite-difference orid.
- o

available absorbing boundary schemes, a vellected error will propagate back into the
computational domain, which will result in a less accurate solution of the internal
points. This propagation is due to the update of the 1, field components just inside
this boundary. Assume 1) is updated by an absorbing boundary condition, and
£749) s the solution as if an infinite space is present, i.e., no boundary limitation,
at ¢ = M. The error produced by the presence of an absorbing boundary condition

can be denoted as
errl = EMO(M, 1) — 2O (M ) (3.24)

As usual the computed £2() is used to update H,’;“/ ? using the difference equa-

tion (3.23), and it would take the flollowing form
Hy M = 1,5) = Hp™ V2 4 e [ 200 (M, 5) — B2 (M — 1, 7 (3.25)

where H;‘“/ ? contains the error passed on by M%), Upon substituting (3.24) into

(3.25) the updating equation for H 2 will take the form,

HPH PO (M — 1, 5) = HPH2OM — 1, 5) + cperr] (3.26)
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where [/7+1/2() is the solution with no boundary condition.
Let the boundary condition applied to ) be applied to H;”"/ 2, and denote
the value computed by the boundary condition as H wH2@) . The error for H nilf2

can be given as,
cerv2 = HpH PO(M — | iy — 200 4 (3.27)

The two errors. errl and err2, are not independent, they are related by the same
relation that relates /77 and H,;*"’!/z, since the same absorbing houndary is applied

to both ¢uantities [61]. The relation between £, and 1f,. devived in Appendix A, is

“ry = —Cryd J"5): (328)
where
¢y sin KA .
Crad = —T—QoRT (».3..33)
S -

Thus, using ( 3.26),( 3.27) and ( 3.28), and by climinating the errors, one gets

erat HIVPO (M — 1, §) + ¢ HrH /2 (M — 1, §)

3.30
crar + e ( )

rrnt+1/2(e F 7Y —
HpPWH (M — 1, 5) =

The solution of H, obtained [rom (3.30) contains no reflection error. However,
this solution can not be implemented numerically due to the presence of ¢pp. There-
for, some approximations have to be done. In order to ensure the accuracy of the

solutions, the grid size A is chosen to be small enough so that
A< A/10 (3.31)
which makes

koA <1

wA\t < 1
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Therefore

C2 Sin ’*I_ZA A
o~

CTA = W ~

- (ci&t)

where ¢ is the speed ol light in the medium. With these approximations (3.30) can

) cos ) (3.32)

he rewritten as

s D HAF 2D A5 1 3 b1 20020 1 3
orar -, gy = <0 W= L)+ oy W= 1.J) (3.33)
y - : cosl + p

where
AN
r=x
[n many applications. the incident angle # of the out going wave is unknown. Fqua-
tion (3.33) can be simplified farther by assuming the wave is normally incident on
the boundary,

it XM — 1, §) 4 pHEH2O(M — 1)

HIPHPHO(M 1, 5) =
y ( J) T,

(3.31)

Using (3.34) will produce less reflection error in H,, however, I, is still less
accurate and contains the original error vesulted [rom the absorbing boundary. A
more accurate [/, can be obtained by recalculating its more accurate value using

(3.21), which contains the more accurate value of H, obtained from (3.34).

BY(M, ) = 127 (M = 1) 4 — [ (M — 1, ) — B2 (0 — L) (3.35)

C2
This step is nccessary for some absorbing boundary conditions in which E(M,j)
is used as a previous value to update and compute B2 (M, 7). In summary, the
procedure of the super-absorption technique for the outer boundary at i = M for a

T'M wave as given in [61] is as follows:
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¢ Choose an absorbing boundary condition on boundary nodes E2 (M, j).

Compute H_;“/?(JW —1,7) using the regular finite-difference scheme to obtain

HPH PO (M — 1, 5).

o Apply the same absorbing houndary condition, used with /2., on {, to obtain

VA (M — 1),

Recaleulate H, using (3.34).

Recaleulate [2, using (3.35).

For the two-dimensional 1'F case the super-absorption technique is applied in
the same procedure as lor the 7'M case, with the exception that the operations will
be applied on 1., I, and Ioy instead of £, I, and H,. Similarly in three-dimensions
space, the procedure will follow exactly the two-dimensional case, except that the
super-absorption operations are applied on two pairs of nodes, i.e., lor the surface
t = M, one pair is found by the #£.(M,j, k) and H,(M — 1,37, k) nodes, the second

pair is found by the 72,(M, j,k) and H,(M — 1,3, k) nodes.

3.5 Comparison and Numerical Tests

In this section numerical simulations are performed to test and compare the
accuracy of the RBC’s considered in the previous sections. The analysis for two-
dimensional problems is similar to the one applied by Moor et al. [61] and [62]. Fig.
3.3 shows two domains on which the two-dimensional 'D'TD algorithm is computed
for the transverse magnetic 7'M, case. §) is the larger domain whereas 1, is the
smaller one. Y is used to simulate an infinite space, this can be accomplished by

choosing an observation time domain shorter than the time needed for the wave
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to reach the outer boundary, this way there will be no reflection error propagating
back into the computational domain. On the boundaries of the domain s, RBC’s

considered in the previous section are applied.

[¢]
Line Source

v

>

Test Boundary

Figure 3.3: 2-1) computational domain for numerical experimentation.

A line source is located in the center in both domains; grid position (25,25) in
the smaller domain. The computational space for the smaller domain is taken to
be 50 x 50, while the larger domain has a computational space of 400 x 100. By
calculating the difference between the solutions in the two domains a measure of the
reflection caused by the boundary of £ is obtained. At each time step the difference

is defined to be,
err(iyj) = B2(i,7) — BL(i, ) (3.36)

The pulse used in this analysis is the same as the one used by [61], and it is defined

as;
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(10 — 15 cos wi € + 6 coswyf —cosw &) € <7

152(25,25) = (3.37)
0 {7
where
- 7= 107" ¢ = nAt
o= 350 T = & = nAt
;)}'T' 2
wpy = m=1,2,3
T

and At = A/2¢ = 25.0ps is the time step used. Such selection of the time step
restricts the wave to travel one space cell in two time steps. The source point in
Fig. 3.3 is 25 cells away [rom the lower boundary of ), at y = 0. Therefore, it
takes the wave 50 time steps to arvive at the outer boundary ol €0, at y = 0. An
observation point along the x-axis, one cell above the lower boundary ol Q, at y = A
and at £ = 80AZ, is chosen to study the local error defined by (3.36). The time profile
ol the compact pulse is shown in g, 3.4.

The experiment is carried out for five types of RBCs, these are: a hard boundary
condition, where the outer boundary tangential electric field components are set to
zero, Lo, = 0; a first order Mur type; a second order Mur type, a third order RBC
with po = 1, py = —=3/4 and ¢, = —1/4, which is called Pade’s (2,2) approximation;
and lastly, the super-absorption technique is applied along with the hard houndary
and Mur’s first order type.

Three sets of results have been obtained. Figs. 3.6- 3.11, compare the behavior
ol the wave along the z-axis at the lower boundary of the y—axis, y = A, at ¢t = 80AL.
It is clear from Iig. 3.6 that a great amount of rellection is propagating back into
the grid. Iowever, a significant reduction in this reflection error is observed in

Iig. 3.7, which corresponds to the use of Mur’s first RBC. Moreover, the behavior
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Figure 3.0 Compact pulse wave source.

has improved lurther as the order of approximation increases, as shown in 1% gs. 3.8
3.9. It should be mentioned here that, such improvement will add to the cost of the
code in terms of space memory and computation time, also one should be carelul in
using the higher ovder approximation. The reason for this will be discussed later in
this section.

The application of the super-absorption technique is illustrated in IYigs. 3.10-
3.11. One can easily observe the improvement in the performance of the hard and
Mur’s first RBC’s alter the introduction of the super-absorption technique.

The second test is done through the use of q.{ 3.36). Results are shown in
Iligs. 3.12- 3.13, and illustrate the local ervor produced using RBC’s under study.
The test, again, is performed along the z-axis at the lower boundary of the y-axis,
y = A and t = 80A¢L.

The last test is performed at node (25,1) for 260 time steps, the purpose of
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this test is to examine the performance of the RB(’s under discussion over a period
of time. IMigs. 3.14- 3.18 illustrate the effect of using a higher order RB(’s. It
is clear that as time progresses, the reflected error increases with the higher order
approximation RBC’s. This is due to the imperfection of the RB(s, which will
result in some rellection, error, back into the domain. This error, in sonie cascs,
accumulates and adds up as time progresses.

The same tests have been conducted for the three-dimensions case, however,
only the results which reflect the amount of error will be shown. The domain space
is taken to be 50 x 50 x 50 cells. A Gaussian point source located in the center of
the domain is used to excite the grid. Results in Figs. 3.19- 3.20 are observed along
the line y = A,z = 25 and & =1, i.e., at (4, A,25), where A = 5 pumn is used along
with the Courant condition At = A/2¢ with ¢ the speed of light in Irce space. The

Gaussian pulse used for this experiment is shown in Iig. 3.5,

E, Field v/m
o o o
B =2 o)
| ] ]

o
N
1

R S e e e
0 10 20 30 40 50 60 70
Time Stepn

Iligure 3.5: Gaussian pulse wave source.
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2-D Results
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Figure 3.6: P field at points (i,1) and 1 = 80AI computed in the larger and smaller

domain. The smaller domain is truncated with £ = 0 RBC.
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Iigure 3.7: £ field at points (i,1) and ¢ = 80At computed in the larger and smaller

domain. The smaller domain is truncated with Mur first order RBC.
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Figure 3.8: [/, field at points (i,1) and ¢ = 80AL computed in the larger and smaller

domain. The smaller domain is truncated with Mur second order RBC,
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Figure 3.9: F, field at points (4,1) and ¢ = S80Al computed in the larger

and smaller domain.  The smaller domain is truncated with third order RBC,

Po = LO,ps = —0.75 and ¢y = —0.25
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Pigure 3.10: 2 field at points (i,1) and £ = 80A/ computed in the larger and smaller

domain. The smaller domain is truncated with # = 0 and super-absorption RBC.
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Iigure 3.11: E; field at points (i,1} and ¢ = 80A¢ computed in the larger and smaller
domain. The smaller domain is truncated with Mur first order and super-absorption

RBC.

51



Chapter 3

Radiation Boundary Condition
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Figure 3.12: Comparison of the reflection error of F,{i, I} at ¢ = 80AL, computed using

Mur first, second and third order RBC.
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Figure 3.13: Comparison of the reflection error of E.(¢, 1) at t = 80A!, computed using

£ = 0 and super-absorption, Mur first and super-absorption, Mur second and third order

RBC.
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Figure 3.14: Comparison of the time vesponse of 17.(25,1). computed using the lareer
g ; 23 8

domain and the smaller domain truncated using Mur frst RBC.
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Iigure 3.15: Comparison of the time response of I7:(25,1), computed using the larger

domain and the smaller domain truncated using Mur second RBC.
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Figure 3.16: Comparison of the time response of 12:(25, 1), computed using the larger

domain and the smaller domain truncated using third order RBC,

Large Domain :

N N ettt E,=0 and Super :
16
X :
£ §
S 0o -

o :
@ ;
i :
ul 5 :
0 T | T | T ’ T | T I T | 7 | T ]
0 35 70 105 140 175 210 245 280
Time Stepn

Iigure 3.17: Comparison of the time response of £:(25,1), computed using the larger

domain and the smaller domain truncated using {7 = 0 and super-absorption RBC.
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Figure 3.18: Comparison of the time response of E,(25,1), computed using the larger

domain and the smaller domain truncated using Mur first and super-absorption RBC.
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3-D Result
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Figure 3.19: Comparison of the reflection ervor of (i, [,25) at £ = 80AL, computed using

F = 0, Mur first and second RB(,
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Figure 3.20: Comparison of the reflection error of E.(4,1,25) at t = 80At, computed using

E = 0 and super-absorption, Mur first and super-absorption and Mur second RBC.
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CHAPTER 4

FDTD Special Capabilities

4.1 Introduction

The FDTD method has become increasingly popular in the area ol computa-
tional clectromagnetics, this is due to its computational efliciency, accuracy, divect
physical interpretation, and diversity. The last two lcatures are the main scope
ol this chapter. The Yee algorithm for FD'TD was originally mterpreted as a di-
rect approximation of the point-wise derivatives of Maxwell’s time-dependent curl
equations using numerical central differences. However, such development has dis-
tinct drawback in modeling fine geometrical structures such as wires, slots, curved
surfaces and lumped circuit elements.

Usually these structures are very small in at least one dimension as compared
to the main body of the object being modeled. One way to overcome this problem
is to reducing the cell size throughout the computational space, however, it is com-
putationally expensive, and impractical il computer resources are inadequate. A
more practical way to deal with this situation is to use large FDTD cells throughout
the computational space, and approximate the small geometry elements by modify-
ng the large cell field equations. Development of this approach requires the use of

Maxwell’s equations in integral form. It was shown in Sec. 2.1.3 that the difference
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equations could be obtained from the integral form of Maxwell's equations.
In this chapter the contour integral formulation, Sec. 2.1.3, will be extended to

model thin wire structure and lumped circuit elements in electromagnetic systems.

4.2 Thin Wire Modeling

Thin wire structures are commonly used in antenna and coupling applications.
Usually these wires are much smaller in radius than other structures of the modeled
object. Approximating the wire as being the same size as the object modeling cell,
may yield poor results, as both antenna impedance and coupling are sensitive to
wire radius [53].

In this section the contour integral method [21] is used to approximate the effect

ol a wire with radius smaller than the FDTD cell on the FDTD updating equations.

Ex(i, i, k+1)

.
>

Ez(i,3,x)

[ 3
T H (. LK) Ez(i+1rjrk)
Yii,Jr

v B

-
—

_.I EX(i!jrk)

Yo

Figure 4.1: Field locations and geometry for thin wire.

Consider the geometry shown in Fig. 4.1, a conducting circular wire of radius 7,
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is positioned and centered on the F,(7, 1, k) field component. The wire radius, r,,
is assumed less than Ax/2, which from the definition of the cell size, Ax < A/10,
implies that r, < A. Therefore, it can be assumed that the normal electric and
circurnferential magnetic fields in the vicinity of the wire have 1 /7 dependence, where
ris the radial distance from the center of the wire. Thus, the spatial dependence ol
1,(2, 7. 1) within the contour can be approximated as,

H,(r .0~ Al ) (4.1)

the electric field £,.(r, j. k) along the upper and lower contours as,

. AR -
I (r, g, k) = Tﬂﬁ,_-(?.._j, &) (1.2)
2 '
with f2:(2, 7, k) along the axis of the conducting wire set to (i, 7. k) = 0, and

F(4, 7, &) is assumed uniform along the right contour.
Application ol Faraday’s law, Iig. (2.23), to the contour passing through the
lour electric field locations results in,

—;zA/a / Hy(i, 5,k —ﬁﬁ? 0— 1.+ 1,5, k)Az

ha : Ax d Az t ,
[ Bk DS Y g AR (1.3

which after evaluating the integrals and approximating the time derivatives as finite

diflerences reduces to

2AL
ffn-H/Q i k) = f]n—1/2 ik (s Lk
Y (4,7, k) y (7,4, )+;LA$]1'1(A3?/?’O)FZ(E+ 7y k)
(o2 (2,5, k) — Ep(, ,k + 1)] (4.)

_i_
Az
Bquation (4.4) is the new updating equation of the magnetic field, H,at (i,5,k)
in the vicinity of the wire. However, for each 15.(%,7, k) along the thin wire, there are
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four /I field components associated with it. This requites the derivation of another
three equations lor updating the remaining magnetic field components and are given
by,

2At

HOY200 gk = B Y2 ) — ;
M k) v k) A In{Ax/r,)

L85, 1)

+/7E (Fi g k) — F0HG gk -+ 1) (1.5)
. . DAL .
PR ) = 1T G g ) - RN
+11A3 fzy(z,j._k) — gk + i)} (4.6)
L o QAL ,

MUV G Ry = VR g : Gk

L0 = Lk = 170 = k) + Ay n(aggry k)
Af ]Im. 5 4 ,ll) l,’ln S } 1 ] l T)

+,'l/? [ '{,,.(?-,j-, T ey (#,7, k+1) (1.

and the electric field components are updated using the usual FDTD equations.

4.3 Lumped Elements Modeling

The modeling of lumped circuit elements in the FDTD algorithm can be accom-
plished in two ways. One way is to use the integral forin of Maxwell’s cquations,
this approach is useful in modeling elements which occupy less than one space cell in
the 'DTD grid. The second approach is to use the traditional Maxwell’s curl equa-
tions, this approach is applicable to elements that occupy a single FIYTD space cell.
Both approaches depend on the physical understanding of the Maxwell equation

representation.
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Both B, L and C lumped clements and discrete voltage and current sources with
internal impedance are modeled. By specifying the appropriate T —V characteristics
of the sources and the clements, both passive and active, linear and nonlincar circuit
clements can he treated. Start with Maxwell’s equation in the time domain for cur]

H. iec.,

JE
VxH=0E+:-
X ol + It

(4.8)

To understand the physical meaning of (1.8) consider the /. component ol the

clectric field surrounded by #, and I, magnetic field components,

: , ol ,
H:=all, + c—= 1.9
(VxH).=0cl,+ 5 (1.9)

The curl H term in (4.9) vepresents the total current density llowing in the cell
surrounding the electric field component 12, The o/, term in the right hand side
ol (4.9) is the conduction current density flowing through the cell in the z direction.
T'he next term involving € and the time derivative of [, is the displacement current
density flowing through the cell in the z direction.

Using the cell notation Az, Ay and Az and assuming fields are constant across

the cell. Multiplying (4.9) by AzAy and inserting appropriate Az factors, yicld

AwAy ~ Ert 4 gy
o A Z

AzAy(V x H™YY) = X = > n
A:I;Ay Errt e ,
z z 4.1

AR A (1.10)

The first term is the total current flowing in the Az Ay area surrounding the I7, field
component. The term JA—E\:% can be identified as the conductance of an FDTD cell

for a z component of electric ficld, and E%ﬁ is the capacitance. The term o F, in
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. (4.9) is obtained from the conduction current J, and evaluated at n + 1/2 time
step. Therefore, (21! + £7)/2 is used to approximate the term o f2,. If a lumped
inductor is to be added in parallel with the capacitor and resistor, Eq. (4.10) will

take the following form,

5 . ]'j_’}‘} | + ’Jln [,lrl-{-] l'j?’
AwAy(V x Y a e R B B =
rAy(V x ). 2 -
Az o)A
/ IDHE(H (E] l)
[J J0

where £ is the lnmped inductance in Henvies. Asswming /2, constant over a time
interval At, then the integration can be approximated as a summation. hence the

updating equation lor [, will he,

| — fiat AxAy .
[,4}11.4—1 — 4'7(, [,m v ]l'rl~}—l/2 _
I+ 4ot AT C’A’)( * )
L(H—Gm Z By (1.12)

Equation (4.10) provides a simple tool lor modeling lumped elements, i.e. R,
and /. No modification of the FI)TD equations is required, since the modeling of
such passive elements can be accomplished by adjusting the material propertics of
the cell in which the lamped element is located.

Squation (4.11) can be obtained using an alternative approach by considering

the curl /I Maxwell’s equation in the following form,

D
Vx}1:3c+%—+31 (4.13)

where D = ¢E, J. is the conduction current density, and Jj is the lumped element
current density. Assuming the lumped clement is located in frec space at [5,(7,7, k)

field point. Keeping in mind the following relations,
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L= 1t xdl (1.14)

equation (<1.13) can be given in terms of the total current flowing through the cell

as.,
-[ :If+jt':%—f!f (‘1.]5)

where £ is the total current flowing through the cell in a given direction, [; = JiArAy
is the current through the lumped element to be modeled, 1. is the conduction

current and f is the displacement current. Solving (4.13) for 17771 one gets,

Al B [n+ 1/2

1.16
cAxiy (1.16)

‘ AV .
H;*H — l,’:'; n _:_(v % Hu»l—l/z)z .

f1, as mentioned carlier, is the lumped element current which can be obtained from
the 1 — V relation. Equation (4.16) is capable of modeling any lumped element,
passive, active, linear or nonlinear, as long as the current /voltage relation is known.

"The lamped resistor, inductor or capacitor can be modeled easily by substituting
into (4.16) the appropriate 7 — V relations for each component. In finite difference
terms these relations take the following forms for a z-directed current for the resistor,

inductor, and capacitor, respectively:

I;,H_l/z(?,j, ;t) = 'ZL\_; [E:-I-l (%J; k) + ]512(15.]7 'I‘)] ((]!7)
zAt E

123G, 5 k) = A[A > (i, k) (4.18)
o om=1

1G5,k = C0F (MG 5k - 126,,) (1.19)
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The corresponding updating equations for Is(2, 5, k) are

| — AtAz
2]€EQA1AU i"rl(f ] k)

],uH—l(l ,] )11) I+ s

2R=pAAY

T TR | (Vo 1), (1.20)
+ 2Rz, AzAYy
for the resistive lumped element,
Al
BINGGk) = BT k) + | | (W x [y, (1.21)
’ N . v

for the capacitive mmped element. and

BN G k) = B G k) —(T X HH2)

A - !n? 3 Y0
- AIAU Z e, g,k (1.22)

“o =1
for the inductive lumped element.
Substituting (4.17)-(1.19) into (*1.16) results in an updating equation to model
a parallel RLC' cireuit. Other circuit elements such as a resistive voltage source can
be modeled in a similar way. Again assume a z-directed lumped element located in
free space at F.(Z, 7, k), the I — V relation that describes the behavior of a resistive
voltage source can be expressed in the following form,

Az e Ve
o B GRR) F BB 4 (123

ITl+1/2 L) =
(l J’ ) Rs

where V" is the source voltage and R, is the internal source resistance.
For a nonlinear circuit element, such as diode, the current flowing through the

diode is expressed by,

],1 = [{; [exp (qV;g/}uT) - 1] (1[-.24)
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where ¢ is the charge of an clectron, V; is the voltage across the diode, k is Boltzman’s
constant, and 7' is the temperature in degrees Kelvin, Expressing the diode voltage
using field representation as,

Vi= " [ G k) + B0 G, 3 k)] (4.25)

hence, the updating field cquation for a diode Tumped clement will be the following

transcendental equation:

, At , At
ankles ooy N, 7 s f nt1/2 - .
Lo{exp [=q (B27 g k) + B2, k) Azfkr] — 1} (1.26)

4.4 Numerical Application

I this section application ol the theory presented in the previous two sections
will be demonstrated. The first application to be considered is the effect of the wire
approximation on the accuracy of the input current and impedance of a wire dipole
antenna. Comparison with the method of moments (MoM) is also demonstrated.

The wire is of 57 cm length and 0.281 em radius. The problem space for the one
cell approximation is 51 x 51 x 81 cells, with the cell dimensions Az = Ay = 0.5em
and Az = 1.0cm. The two transverse dimensions are selected 0.5¢m to provide
the same cross-sectional avea as does the wire radius for the MoM and the one
cell FDTD method. On the other hand, the problem space for the small radius
approximation (contour integral method) is 31 x31 x81 cells, with the cell dimensions
Ax = Ay = Az = 1.0cm, and a wire radius of 0.281em. In both cases the wire is

positioned at the center of the computational space.
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For the FDTD calculation the dipole is center fed with a Gaussian pulse of 1.0V

amplitude, so that the electric field in the gap of the anteuna is specified as
2,1,k = =V (At Az (1.27)
where V(£) is a Gaussian voltage source of the form
V(t) = exp—(t —t,)}/7? (1.28)

with 7, = 32\t and 7 = to/ 1, and the pulse truncated Tor + < 0 and ¢ > 2t,. The
time step was set to the Courant limit of 11.11ps lor the one cell approximation and
11.93ps for the contour integral case.

The current flowing through the center of the dipole can be sampled by tak-
ing the discrete approximation of the line integral of the M, and H, components

encircling the electric field, so that 7, is obtained [rom
Tin(niNE) = (1272 (0,5 — 1, k) — BP0 5, B Aw

T HE2 GG, k) — MG 17 8] Ay (4.29)

with the spatial indices (7,7, &) correspond to the location of the 15.(1, 3, k) electric
field in the feed gap. During the progress of the FD'TD calculations this current is
saved for each time step. The FD'TD calculations are continued until all transients
are dissipated, in this case 8000 time step, so that the Fourier transform yiclds the
steady-state frequency domain response of the antenna. At the termination of the
FDTD computations the input current and voltage are Fourier transformed into
frequency domain using the discrete Fourier transform, and the input impedance

calculated as,

V(w) = Z(w)(w) (4.30)
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For comparison, MoM results were obtained using the Numerical Electromag-
I ;
netic Code (NIXC). The wire length was divided into 57 segments, which corresponds
to a segment length of 1.0cm, this is the same as Az in the FD'T'D caleulation.
The time domain input current of the dipole, obtained using the one cell and
contour integral approximations for the FIYT'D calculation are shown in IMig. 1.2
and Fig. 4.3, respectively. ig. 4.1 and Fig. 1.5 show the corresponding IFourier
translorms ol the two currents, in magnitude and phase, compared to the results
obtained using the MoM. One can easily observe the effect of the wire approximation
in the I'DTD calenlations on the accuracy of the input current. Similar observation
can be obtained by examining the input impedance shown in Ilig. 4.6 and Fig. 4.7,
for the one cell and contour integral approximations, respectively.
The carrent hehavior is also observed at a position of 15 cell from the lower end of
. I : o .
the dipole antenna. The time domain response along with the corresponding ourier
transformed responses for the one cell and the contour integral approximation are
. AN 3 A B
recorded in Pig. 4.8-Fig. 4.11.
The next numerical experiment involves loading cell number 15 from the lower
end of the dipole with three lumped circuit elements. The voltage response across

the lumped element can be obtained through relation (4.14), such as
Va(nAt) = E2(4,5,k) - Az (4.31)

where /2, is the z-directed electric field at the load position. The current flowing
through the specified load cell can be obtained using Eq. (4.29). Fourier trans-
forming the two quantities into frequency domain and using Eq. (4.30), the lumped
impedance in frequency domain will be obtained.
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The first loading element considered is a 500 resistor. The implementation of
this load into the FDTD equations can he accomplished using ecither the physical
resistor method Iiq. (4.10) with specified conductivity of o = 25/m, or using the
numerical resistor method Eq. (1.20). The time domain current and voltage response
are shown in I'ig. 4.12-Fig. 1.13 respectively. The caleulated load impedance is
compared in Mg, 4.1 using (1.10), (41.20) and the ideal value of the resistor. It is
observed that over the span of DC to 3G H 2, the maximun deviation is 0.65¢) for
the two methods, respectively, [rom the ideal value,

The second numerical experiment involves loading the same cell of the dipole by
a capacitor of ¢/ = 6pf'. Again this is done using physical and numerical implemen-
tation, 15q. (4.10) and liq. (1.21), respectively. The current and voltage responses
across the capacitor are shown in Iig. 1.15 and Ilig. 4.16, respectively. The load
impedance obtained using the two methods is compared against the ideal capacitive
reactance obtained using circuit theory., From circuit theory the capacitive reactance

in the lrequency domain can be obtained simply [rom

7 —J ¢
lulu) = =2 (4.32)

where w is the radian frequency, w = 2z f, (' is the capacitance in Farad, and j =
v/—1. The comparison is given in Fig. 4.17 where excellent agreement is observed.

Finally an RLC parallel circuit is implemented using I'DTD. The inductor value
is chosen as £ = 4.2nH with R and ' having the same values as used in the
previous simulations, this is to provide a resonant circuit at 1|GHz. The FDTD

implementation is done through the use of the numerical implementation, with the
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17 updating equation for the RLC' parallel circuit being,

]’;rn-|—E S ;{) - i B 21??02—\;&&; Eoiﬁiy En(
(k) = |+ _AR:  CAs '
2ResAxAy soAwAy

At/e, "
+i | _Aias Y (\_/‘ « [ +1/>)

2Rz, AzAy + foAnAY

Az(At)?
—1 + AtAz CAz Z ]!‘: ([gi)
2RsoAxAY + s, ArAy m=l1

i,j,k)

The transient current and voltage across the lumped cireuit are provided in
Iig. 4.18 and I"ig. 1.19, respectively. The veal and tmaginary values of the lumped
impedance Zppe obtained using FDTD is compared to the cireuit theory value in
Fig. 1.20. 'The agreement is very good and the circuit behaved as expected at
resonance. I'ig. 4.21 shows a comparison of the absolute value of the humped cireuit,
impedance | Zp¢| caleulated using FD'T'D and cirenit theory. The variation ol phase
with [requency of the three modeled cases, R, (! and parallel RLC', are reported in

Fig. 1.22.
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Figure 4.2: Input current for the wire dipole with one cell approximation radius.
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Pigure 4.3: Input current for the wire dipole with contour integral approximation.
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Figure 4.4: Magnitude and phase of the input current for the wire dipole with one cell

approximation.
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Pigure 4.5: Magnitude and phase of the input current for the wire dipole with contour

integral approximation.
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Figure 4.6: Magnitude of the input impedance for the wire dipole with one cell approxi-

mation.

Figure 4.7: Magnitude of the input impedance for the wire dipole with contour integral

approximation.
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_2 T ' T | T E |
0 5 10 15 20 25 30 35
Time Sec (x10°9)

PFigure <1.8: Current response at location (0,0,15), 15 cells form the lower eud of the wire

dipole with one cell approximation radius.
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Figure 4.9: Current response at location (0,0,15), 15 cells form the lower end of the wire

dipole with contour integral.
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Figure 4.10: Magnitude and phase of the current at cell 15 of the wire dipole with one

cell approximation.
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Figure 4.11: Magnitude and phase of the current at cell 15 of the wire dipole with contour

integral approximation,
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Figure 4.12: Iransient current through the 500 resistance at cell location {i.7.15).

Va Volts (x109)

0 5 10 15 20
Time sec (x109)

Figure 4.13: Transient voltage across the 50§ resistance at cell location (4,7, 15).
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Iigure 1.14: Comparison of the lumped resistance value calculated using 'DTD, CFRDTD

and the ideal value R = 501,

0 5 10 15 20 25 30
Time sec (x10°9)

Iigure 4.15: Transient current throngh the capacitor at cell location (7,7, 15).
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Figure 4.16: Transient voltage across the capacitor at cell location (4, 5, [5).
2 L i 2. 7

0.5 e e R :, .

& o0
x :
G
o

N e

] : —e—' CFDTD :
; © |-~2-- FDTD z
: : _._‘0._. Theory

_1 T ; T I T I T { T ’ T I

o} 0.5 1 15 2 25 3

Freq (x10°%

Figure 4.17: Comparison of the lumped capacitive reactance value calculated using FDTD,

CFDTD and circuit theory.
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Figure 4.18: Transient current through the parallel RLC circuit at location (i, 7. 15)
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Figure 4.19: Transient voltage across the parallel RLC circuit at location (¢, 7, 15).
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Figure 1.20: Comparison of the real and imaginary lumped impedance caleulated using

CI'DTD and circuit theory.
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Figure 4.21: Comparison of the lumped impedance | Z1re| calculated using CFDTD and

circuit theory.
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Figure 4.22: Phase variation of R, C, and parallel RLC with frequency.
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CHAPTER 5

Application to 3-D Scattering and Radiation

5.1 Introduction

The DT caleulations only produce information of the electromagnetic fields
within or adjacent to the scattering or radiating object, such that the fields are
contained within the FD'TD computation space. However, FD'T1) can also be applied
to analyze scattering [rom radar targets or radiation Irom antennas, with the desired
results being the far zone scattered or radiated fields that lie outside the FDTD
space. This can be accomplished through use of the equivalence principle, where
the near field information is used to obtain the equivalent tangential electric and
magnetic currents. These currents are then transformed into the far field region
to obtain the scattcred or the radiated fields. The application of this technique
in the FI'I'D algorithm is discussed in detail in the following scction. Later in
this chapter the far field data are obtained for some applications involving three

dimensional scattering and antenna radiation.
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5.2

Near Field to Far Field Transformation

Usually the solution to clectromagnetic scattering/radiation by arbitrary con-
3 3 3

ducting bodies involves to the determination of the induced surlace electric-current

distribution on the body. Then, these currents are used to caleulate near or far

field data. Such a procedure is applicable when the structure involved is simple

and has a smooth surface. However, when the surlace becomes complex in shape or

loaded with dielectric materials, this requires a unique lormulation for ecach object,

A uselul alternative would be to obtain the scattered/radiated field information [rom

oll-surface near-field data, rather than the surface current data [65]. The near-ficld

(E.H) (E.H)

______________ | == — — — m e
| I
(E.H) Al B B A !
f | A & B have same medium !
: i characteristics :

|
.' | |
| > !

I
: ! No Sources and Zero :
! n 4__: Fields f
: ! }

S
| S | i
—————————————— | — —+ — e e e — el - — |

Boundary ]
seq=nxH Mieq=-nxE

original problem Equivalent Problem External to S’

Figure 5.1: Near field to far field transformation surface.

information required for such transformation is a natural product of FDTD compu-

v » . ’ .
tations. Assume an arbitrary closed virtual boundary surface S , which separates

the exterior infinite region B and the interior region A containing the object. The
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closed surface S is chosen rectangular in shape to conform with the distinct planes
ol the FD'TD lattice Fig. 5.1. If @ is the outward unit normal vector at the surface
S', then according to [65] an equivalent problem external to S is set up by defining
the equivalent tangential clectric currents Jseq and equivalent tangential iagnetic

ol
currents Mg, on 5" such that,

Jseq = 1 x H(r) (5.1)

Mie, = —i x E(r) (5.2)

Seq

Transforming the equivalent sources of (5.1) and (5.2) over the free space (ireen’s
lanction as discussed in [66] vields the far-lield, With (€05 tar 7o) being vegion B

medinm characteristics, the lar-field expressions lor 0 and ¢ polarization will take

the form,

g = (=3kono)[Ag + Fy/n,) (5.3)
By = (=7kono)[Ag — Fy/n.) (5.4)

where

Ag = Agcoslcoso+ Aycoslsing — A, sind

ty = Fypcoslcosd+ I, cosOsin¢g — I, sinf
Ay = —Aysing + A, cos ¢
Iy = —Fysing+ Fycos¢ (5.5)

where A and F are the magnetic and electric vector potential in the far field region,

respectively, and they are given by [66]
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A (—ikor)
5 5”.' S S ’ .
- / / elibor’ cosd) g (5.6)
Cdwr
?,q
[ ’ , r o, s . ¢ JUR
rcosé = (x cosd+y sind)sind + =z cosl (5.7)

here, (@',y", 2") is the location of the equivalent source in Cartesian coordinates.

The procedure discussed above is frequently called the [requency domain far
zone transformation, this is because the data used in this translormation is [requency
domain data. IFrequency domain data can be obtained rom time domain data in
one of two ways. The first way requires the FDTD space to be illuminated by
a continuous sinusoidal wave (CW). This mecthod requires an individual FD'TD
ran for every [requency of interest. I'requency domain data can be obtained when
the wave form reaches a steady-state. This can be done by observing the peak
positive- and negative-going values of fields over a complete cycle of the wave form.
A second approach is to use FDTD with a time-limited pulsed excitation (pulsed
I'DTD). This procedure is used to obtain far field results at multiple [requencies.
For each frequency of interest the discrete Fourier transform (DEFT) of the time
domain tangential fields (surface currents) on the closed surface surrounding the
FDTD geometry is updated at cach time step. This provides the complex frequency
domain currents for any number of frequencies.

Determining the tangential fields and surface currents can be illustrated by
considering the contribution from a single FDTD cell. This cell lies on the surface
of 5. The complete structure far field data can be obtained by summing similar

contributions from all cells on the surface. Due to the nature of the Yee cell, the
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field quantities are not specified at any particular surface of the cell [53]. Therefore,
nearby cells are used to determine the tangential field values at the center of the
cell faces. As an example consider the electric field component [77 tangential to
the transformation surface S° and at the center of a particular (7,7,%) Yee cell
lace.  £22 must be found by appropriate spatial averaging of £ value from cell
(2,7. &) and from adjacent cells. Assume that part of the integration surlace under
consideration has an outward unit normal vector # = §. Then at the center of the
cell lace, 197 = (L4, j4 L k) 4+ B2(2, 7+ 1, k4 1)) /2 (the magnetic field components
at this point will require averaging four termns)[53]. Using Iiq. (5.2) this electric field

component will produce the magnetic surlace current,
My = —gx Iz (5.8)

thercfore, 122 on this surlace contributes only to /7, the surface area of integration
is Aw - Az and the value of L7 is assumed constant over this surface. In order to
keep track of the relative time delay for each cell face in the integration surface, a
spatial reference at the center of cell (i, jo, ko) will be located, ex., the center cell
of the Cartesian computation space would be an appropriate reference point. The
vector from the reference cell to the center of the Yee cell face in the integration
surface is
T o= (6 —1)Axd + ( + 1/2 — 5)AyG + (k — k) ALk (5.9)
‘The value of 1/2 is added because the integration surface of the i, 7, & cell face
under consideration is offset by 1/2 cell in the y direction away from the cell center.
Similarly a T1/2 cell contribution must be considered for all the cell faces on the S”

integration surface.



Chapter 5 Application to 3-D Scattering and Radiation

5.3 Application to Scattering Problems

Of the many applications of I'DTD in computational electromagnetics, the first
FDTD successful application reported in the literature was the problem of scattering
and interaction with two-dimensional (2-D) objects [57]. The algorithm was then
extended and modified to include three-dimensional {3-D) objects.

As stated in chapter 2, FIVT'D s a divect solution of Maxwell’s time dependent
curl equations, By time stepping, and repeatedly implementing the finite difference
algorithm of the curl equations at each cell of the corresponding space grid, the
incident wave is tracked as it first propagates to the structure and then interacts
with it via surface current excitation, diffusion, penetration, and diflraction. For
scattering applications, the computational space is divided into a total field region,
the region containing and surrounding the object, and scattered field region, the
region outside the total field region and truncated by the outer radiation houndarics.

In this section two types ol 3-D objects will be studied. IFirst scattering by
a conducting cube is considered. The cube is embedded in a 3-ID free space grid
and excited by a sinusoidal z-polarized plane wave with ¢ = 90° and ¢t = 0°,
accordingly the plane wave will have the ficld components Bt and H; and propagates
in the —a2 direction. The cube is assumed to have an electrical size koa = 1, where
a is the half-width of the face of the cube. The computational space is taken as
90 % 50 x 50 cells and each face of the cube spans 20 x 20 cells. The modeling of the
conducting cube is done by forcing the tangential components of the electric field on
the surface of the cube to zero. A near-field to far-field transformation is carried out

in a procedure following the discussion in Sec. 5.9. Iligure 5.2 shows a comparative
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normalized radar cross-section obtained by I'DTD and method of moments based
on the Numerical Electromagnetic Code (NEC).

The second type considered is the scattering by both a lossless and lossy dielec-
tric sphere. The modeling of the sphere is done by approximating the sphere by a
stepped surface. The sphere is situated in Iree space and excited by an r-polarized
plane wave with #° = 180° and ¢’ = 0°. Hence, the plane wave will have the field
components 1% and H; and propagates in the = divection. The sphere is assumed
to have £, = 3.0 for the lossless case and 2, = 3.0 and ¢ = 0.0 for the lossy one.
An electrical size ke = 7 is assumed, where a is the radins of the sphere. Iig. 5.3
shows a comparison ol the radar cross-section of the two case with the lossless case
exact solution. Iig. 5.4 shows the back scattering cross-section of a conducting
sphere with respect to ka in the vicinity of a spherical cavity resonance. The sphere
is excited by a plane wave with 07 = 90° and ¢* = 0° and a = 0.437\. It can be
observed that the results are smooth and did not encounter any singular hehavior
at the resonance frequency of the conducting sphere, to the contrast of an integral

equation solution.
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Figure 5.4: Back scattering behavior of a conducting sphere, at ¢ = 0°, § = 90° and

a = Q.437A.
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5.4 Application to Antenna Radiation

In this section the FI'T'D technique is implemented to obtain the radiation pat-
tern of three antenna conligurations. Pirst, a wire antenna mounted on a rectangu-
lar conducting box is considered, the wire antenna is assumed a quarter-wavelength
monopole connected to the top of the rectangular box. The geometry is an aApprox-
imation to a small hand-held radio unit with attached antenma. The effect of the
box size on the radiation pattern is studied using two different size boxes. Radiation
pattern results obtained using the developed FIYTT) algorithm are compared with
the same rvesults reported in [53] using method of moments.

The second configuration considered is a hent-slot antenna fush mounted on
a rectangular conducting box modeled using FDDTD. Two antenna conligurations
are modeled based on slot position. Kuboyama et al. [67] studied six types of such
antenna. In their calculations, the equipment box was assumed rectangular, the
surface of the hox and the slot were modeled by wire grids. Method of moments
was then applied to find both the electric and magnetic currents distributions on
the slot. The two models examined in this paper agree very well with the results
obtained by Kuboyama et al. [67].

The third antenna configuration considered is a quarter-wavelength monopole
antenna mounted on an automobile’s roof. Nishikawa and Asano [68] have replaced
the model of the automobile by a theoretical model and then the geometrical theory
of diffraction was applied to obtain the radiation pattern. The same model is used
in the FDTD computation and the results obtained agreed with [68].

The feed for the three configurations under study can be modeled using three
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different approaches [39]. First, an equivalent frill generator can be used by forcing
the four tangential magnetic field components at the position of the feed surrounding
the wire to a known function. This produces a current distribution on the surlace
of the wire. As the unit cell of the grid becomes small, the input current of the
feed point can he estimated by evaluating the line integral of the four surrounding
magnetic fields (Ampere’s law). This will provide an accurate estimate of the input
impedance of the antenna. Second, an equivalent delta-gap voltage generator can be
used by forcing the normal component of the electric field at the feed point to have
a sinusoidal form. In order to accomplish this, a unit cell of the FD'T'D grid must be
reserved lor this purpose. Third, an impressed current source can be incorporated
mto the I'DTD equations. The teed will be modeled using an equivalent delta-gap
generator.

Since this chapter deals only with the radiation pattern, the second type of feed

will be employed in all simulations, such as,
Ei,7,k) = =V(rAD/A (5.10)
where A is the space increment and V(£) is a sinusoidal voltage source given by,

V(t) = sinwt (5.11)

5.4.1 Monopole Mounted on a Box

The antenna under consideration is shown in Mig. 5.5. Kunz and Luebbers [53] have
studied this type of antenna using the FDTD technique. The purpose of reproducing
the same results is to show the validity of the computer code developed. Two
different size boxes will be considered with the dimensions given in I'ig. 5.5.
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The anterma is modeled using a space increment A = Az = Ay = Az = 5mm,
this corresponds to 40 cells per wavelength A /10. The time stepping is chosen as
Al = A[(2¢).

For the box with L, = 130 mn the space was modeled by 72 x 62 x 86 cells, and
[ar fields zone were caleulated in one degree increments using the procedure discussed
in Sec. 5.2, For L. = 200 nun box, the problem space was 72 % 62 x 100 cells. The
conducting box ol the antenna is modeled by lorcing the tangential components
of the electric fields on the surface of the box to zero. The monopole antenna is
modeled using a wire ol finite radius. Again the wire is modeled by forcing the
axial clectric field on the surface of the wire to zero. In order to incorporate the
modeling ol the monopole antenna in the finite-difference equations, the contour
integral interpretation ol Maxwells integral equations can he applied over a wire
subgrid model of the three dimensional wire antenna as discussed in Sec 4.2,

The radiation patterns were desired in the ¢ = 0° (x — z) plane, ¢ = 90° (y — z)
plane and § = 90° (z — y) plane. Radiation patterns were calculated for box sizes
L: = 130mm and L, = 200mm, with the monopole centered on the top of the
box. Results obtained are shown in Fig. 5.6-Fig. 5.11. It is clear that the radiation
patterns of the antennas is similar to the behavior of a wire antenna. T hey comply

very well with the results obtained with the method of moments calculations.
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h=ti4

Lx=60 mm
Ly=10 mm

” Lz=130 or 200 mm
X / Ly 7 h=50 mm

Dipole Radius r=0.5mm

Figure 5.5: Monopole antenna on a rectangular hox.
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Figure 5.6: Radiation pattern of monopole antenna on a box, x-z plane, ¢ = 0° and
L. = 130mm.

E, FDTD

180

Figure 5.7: Radiation pattern of monopole antenna on a box, y-z plane, ¢ = 90° and
L, = 130mm.
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Figure 5.8: Radiation pattern ol monopole antenna on a box, # = 90¢ and L. = 130mm.
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Figure 5.9: Radiation pattern of monopole antenna on a box, x-z plane, ¢ = 0° and
L, = 200mm.
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180

Figure 5.10: Radiation pattern of monopole antenna oun a hox. ¢ = 90° and L. = 200nun.

270

Figure 5.11: Radiation pattern of monopole antenna on a box, x-y plane, § = 90° and
L, = 200mm.
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5.4.2 Bent-Slot Dipole

The bent-slot antenna was first developed by Kuboyama et al. [67] for UHF portable
communication equipment. Two bent-slot antenna configurations are shown in
Ilig. 5.12. The box is assumed to be a vectangular conducting box.

Two of the six antenna confligurations discussed in [67] will be modeled using
the FD'TD, Fig. 5.12. These two configurations are chosen based on the location of
the slot. The other four configurations can he modeled divectly with no difficulties
and no special treatment is needed.

The conducting box in both types is modeled by forcing the tangential compo-
nents of the electric fields on the surface ol the hox to zero, except for the portion of
the surface that includes the slot. The slot is assuned to be of A2 length and the
feed is modeled by exciting the center of the slot by a delta-gap voltage generator.

The computational space for type I is modeled by 70 x 75 x 95 cells, which
corresponds to A=d4mm. This space increment is chosen so that the slot width is
only one unit space step.

IYig. 5.13 shows £, and Fy patterns in & — y plane for a type I antenna. T'hese
patterns were generated by the vertical and horizontal parts of the slot, respectively,
and are shown to be symmetrical figure-eight patterns orthogonal to cach other. It
is clear that the patterns obtained using the FDTD are perfectly symmetrical due
to the symmetrical structure of the antenna. The £y and Ey patterns in the vertical
cut are shown in Fig. 5.14, it is clear that /2 is nearly omnidirectional. The radiation
patterns are normalized with respect to their maximum pattern value in each plane.

Results obtained using FDTD match very well with the ones obtained by [67], with
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a difference of about 1dB in the maximum beam direction.

Iig. 5.15 shows the radiation patterns for type 11 antenna. In the @ — y plane,
the £, and iy patterns are nearly symmetrical figure-eight patterns orthogonal to
cach other. The asymmetrical patterns are duc to the asymmetrical structure of the
antenna. The /5 pattern in the & — z plane generated by the horizontal parts of the

slot hecomes nearly omnidirectional Fig. 5.16.
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(a) =4 mm
Lx=40 mm
Ly=60 mm
Lz=180 mm
’ z Siot Lenglh=124 mm

(b}

Iigure 5.12: Bent-slot antenna on a rectangular box. (a) Type L. (b) TypeIl.
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E, FDTD
E, FDTD
E;, MoM
E, MoM

270

180

Figure 5.14: Radiation pattern due to bent-slot antenna, x-z plane, ¢ = 0°. Type L.
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Figure 5.16: Radiation pattern due to bent-slot antenna, x-z plane, ¢ = 0°. Type II.
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5.4.3 Monopole Mounted on a Car

The conliguration of the automobile body and the monopole anternna is shown in
Fig. 5.17. The antenna employed is a quarter-wavelength (A/4) monopole and is
located in the center of the roof. The hottom of the hody is 0.4n high from the
earth and the vool is 1.2 m high [rom the carth. Nishikawa [68], used a sinipler mode]
in which he neglected the ellect of the windshield and the interior of the automobile.

The radiation pattern is computed in two fundamental vertical planes, i.e. v —=z
plane along the body length and y — = plane along the body width. The vertical
plane patterns are determined by the profile of the automobile body mounting the
antenna.  The I'D'TD geometrical model of Fig. 5.17 consists of three perfectly
conducting plates vepresenting the roof, engine hood and trunk hood of the body.
Through all the simulations the engine hood and the trunk hood arc assumed to lie
in the horizontal (and thus are not slanted).

The FD'TD computational space is taken as 153 x 116 x 68 cells. The spatial
stepping is taken to be (A/12), which corresponds to A =6.25 em, the time stepping
is taken to be, At = A/(2¢) at 400M H = {requency.

Again the tangential components of the electric field on the conducting plates are
set to zero, £, = £y = 0. Also the axial electric field tangential to the monopole sur-
face is set to zero. The magnetic ficld components surrounding the wire is updated
using the contour integral approach. The earth is simulated using a lossy material,
the relative complex diclectric constant of the carth is given as €, = ¢, — j&,, where
£x = 0/(we,), w=2x f with f the frequency of operation.

I'ig. 5.18 and Tig. 5.19 show the radiation patterns of A/4 monopole at the
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center of the roof in the @ — z plane and y — 2 plane, respectively. Results based on
the GTD are also shown for comparison [68]. All patterns arc normalized for the
maximum value of the clectric field in the 2 — z planc. The value of g, for dry soil

earth model used is g5 = 5 — j0.1 at 400 Hz frequency [68].
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Figure 5.17: Mobile monopole antenna and Automobile model.
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Figure 5.18: Radiation pattern Ej from the automobile antenna, in the x-z plane

£07D
G

-0

Figure 5.19: Radiation pattern Ej from the automobile antenna, in the y-z plane
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5.5 Antenna Radiated Power and Efficiency

The capabilities of the FITD to caleulate antenna radiation pattern and input
impedance has been demonstrated successhully in previous chapters. This section
proceeds to deal with antenna radiated power and elficiency. A pulse excitation will
be used so that vesults for a wide range of {requency can be obtained from a single
FIDYPD vun.

The antenna used here is the same as the one discussed in Sec.4.1. The reason for
choosing the dipole antenna is that comparison data can be obtained casily using
the available MoM based Numerical Electromagnetic Code (NEC). The antenna
structure and excitation will be repeated here for convenience only.

The dipole antenna is of 57 e in length and 0.281 ¢ in radius. The problem
space is 31 x 31 x 81 cells, with the cell dimensions Az = Ay = Az = 1.0cm. Small
radius approximation (contour integral method) is used to approximate the dipole
radius. The dipole is center fed with a Glaussian pulse of 1.0V maximum amplitude,

so that the clectric field in the gap of the antenna is specified as,
12,4, k) = —V(nAt)/ Az (5.12)
where V(1) is a Gaussian voltage source of the form,

V(t) =exp—(t —t,)*/7? (5.13)
with #, = 32At and 7 = to/4, and the pulse truncated for ¢+ < 0 and ¢ > 2t,. The
time step was set to the Courant limit of 11.93ps.

Using the same procedure discussed in Sec.4.4 the input current /(¢) and voltage
V(t) of the dipole antenna can be obtained using Eq. (4.14). Irequency domain data
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can be obtained using a Fourier transform after all transients are dissipated. The

cquivalent steady-state input power is simply given at each frequency by,
3 , o -
Prpw) = ;;R(i [V (w)l™(w)] (5.14)

Dissipated power can also be computed in a simple way. Assuming that part
ol the antenna has a conductivity of o and the electric field {7 is uniform within a
single FIDTD cell, then the equivalent steady-state power dissipated in a single ccll

is given by,

12, (w))? dv

[)(iis ("‘)) - / o

gATAY

= Eo{w)Az]
T LTI s
= (Vi (w))” = B W (w)|* (5.15)

where IV;(w) is the Fourier transform of F2,(, 5, k) at the location of the conductive
cell. Therefore, it can be seen from (5.15) that the dissipated power can also be
determined by considering the FDTD cell to contain a lumped resistor R with
voltage V; across the cell in the z-direction. When many FD'I'D cell locations contain
dissipative materials Eq. (5.15) is repeated for each cell in ecach field component
direction, and the total power dissipated is given by the sam. The efficiency of the
system can be calculated as follows,

Pin - f)di.s

> (5.16)

ef ficiency =

In order to illustrate this procedure a 508 resistance is placed 15 cells from the
lower end of the dipole, the implementation of the resistance is done numerically.
The input power is calculated using Eq. (5.14) and the result is compared with
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that obtained using the MOM solution, I*ig 5.20. The dissipated power in the 500
resistance and the total radiated power are shown in Figs. 5.21 and 3.22, respectively.

The result for the dipole efficiency is shown in Fig. 5.23 and compared with the
result obtained using MoM solution. The agreement is quite good, except at the
lower [requencies. The disagreement at lower frequencies can be attributed to the
poor performance of the FDTD. This is because the antenna appears very shorts
(electrically) and the voltage and current are almost 90° out of phase. Thus, a small
error in the computed phase of the leed current will result in a large error in the

value ol F,.

110



Chapter 5 Application to 3-D Scattering and Radiation
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Figure 5.20: Input power lor the dipole antenna.
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Figure 5.21: Power Dissipated in the 50 Q resistance.
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Figure 5.23: Antenna efliciency.
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CHAPTER 6

Application to Planar Microstrip Circuits

6.1 Introduction

Microstrip antennas and planar printed civcuits have gained a great deal of
popularity in the past decade. This is due to a number of advantages such as low
cost, low weight, low profile, conform-ability with existing structures, and case of
fabrication and integration of printed circuits with active devices.

Usually microstrip cirenits and antennas are labricated on a substrate, or on a
number of substrates backed by a metallic sheet (conducting ground plane). TFor
microstrip antennas the radiating elements consist of thin metallic patches or slots
in a metallic sheet, located at an interface, cormmonly consisting of a dielectric and
air. Practically, microstrip antennas can be classified into three categories based
on the feed structure type. These are: a coaxial probe feed, a microstrip line feed,
and an aperture-coupled feed. The coaxial-fed structure is often used with a single
clement or small array because of the ease of matching its characteristic impedance
to that of the antenna. On the other hand, microstrip line-fed structures are more
suitable for larger arrays due to the case of labrication and lower costs, however, the
serious drawback of this feed structure is the strong parasitic radiation [69]. The

aperture-coupled structure has all the advantages of the former two structures, and
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isolates the radiation from the feed network, leaving the main antenna radiation
uncontaminated. This feed structure was first proposed by Pozar [70].

I'requency domain analysis of microstip circuits has generally been done using
planar circuit concepts in which the substrate is assumed to be thin enough that
propagation can be considered in two dimensions by surrounding the microstrip
with magnetic walls. Limitations of this method are that, fringing, coupling, and
radiation must all be handled empirically. Also the accuracy is questionable when
the substrate becomes thick relative to the width of the microstrip [36]. In order to
ally account for these effects, it is necessary to use a full-wave solution.

Recently the FDTD method has been used by many authors to study the
[requency-dependent characteristics of microstrip discontinuitics [33] and [71]. Anal-
ysis of a line-led microstrip patch antenna, a microstrip low-pass filter and a mi-
crostrip branch line coupler have been reported in [36]. The application of I'DTD
to the three types of {eed structures has been reported in (72].

T'his chapter will discuss in details the choice of the excitation pulsc and the
application of the absorbing boundary conditions for microstrip applications. Later,
three microstrip structures will be studied, these are a microstrip line, a microstrip

line-fed patch antenna, and an aperture-coupled microstrip antenna.

6.2 Source Consideration and the Radiation Conditions

A sample microstrip structure used in most of the computation models is shown

in Fig. 6.1. At time ¢ = 0 all field quantities are assumed zero throughout the
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computational domain. At time ¢ = | an excitation pulse is launched underneath
the microstrip line as shown in I%ig. 6.1. The excitation pulse used in this study is
a Graussian pulse which has a smooth wavelorm in time, and its Fourier transform
is also a Gaussian pulse centered at zero frequency. These characteristics make the
Gaussian pulse a perfect choice lor investigating the frequency-dependent. charac-

teristics of microstrip civenits.

Source
plane

Excitation

Figure 6.1: Microstrip geometry and computation domain.

An ideal Gaussian pulse which propagates in the positive y-direction takes the
following expression [71],

72

E(t,y) = exp |- (6.1)

where ¢ is the velocity of the pulse in the specific medium, with the pulse maximum
at y = yo at £ = p. The choice of the parameters 7, and o are subject to two
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requirements [T1]. First, the pulse must be wide enough to contain cnough space
divisions for good resolution and at the saine time to be narrow enough to maintain
a substantial amplitude within the frequency range of interest. For that, the space
discretization interval Ay has to be small enough to model the smallest dimension
ol the structure and the time increment has to be small enough to meet the stability
criterion discussed in Chap. 2. If this requirement is not met a smaller Ay has to
be used. The selected pulse width W is defined to be the width between the two
symmetric points equal to 5 percent of the maximum value of the pulse. Therefore,

T is given by

V/9)2
exp ~(—2—j§—3 = cap(—3)(~ %) (6.2)
or
I 104 .
p— 1 104y (6.3)

V3o

By making this choice of T', the maximum frequency which can be calculated is,

£ L Ve
T T 2 10Ay

(6.4)
The second requirement is that the choice of ¥4 and ¢y be made such that the initial
turn on of the excitation will be small and smooth.

Another important treatment which needs to be considered in modeling mi-
crostrip circuits is the absorbing boundary condition. As shown in IYig. 6.1, the
structure consists of a ground plane and dielectric substrate toped with a thin con-
ductor. These electric conductors are assumed to be perfectly conducting and have
zero thickness. They are treated by setting the tangential components of the elec-

tric fields to zero. The edge of the conductor should be modeled with electric field
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components tangential to the edge lying exactly on the edge ol the microstrip. The
remaining five boundaries have to be truncated using suitable absorbing boundary
conditions. Due to the structure of the microstrip circuit, the pulses on the ni-
crostrip lines will be normally incident to the mesh walls. This leads to a simple
approximation to the absorbing boundary conditions, that is the tangential fields on
the outer boundaries obey the one-dimensional wave equation in the direction nor-
mal to the mesh walls. This leads to a Mur first ovder absorbing houndary condition
as discussed in Sec. 3.2, It should be noted here that Mur second order absorbing
boundary conditions which accounts for oblique incidence will not work on the mesh
walls of the microstrip structure and yield an unstable solution. It should be noted
also that the normal incidence asstunption is not valid for fringing (evanescent) ficlds
which are propagating tangential to the walls. Therefore, the sidewalls should be far
away so that the fringing fields arc negligible at the walls. Another way to improve
the hehavior of the absorbing boundary condition is to use the modified absorbing
boundary condition discussed in Sec. 3.4, or to implement a dispersive boundary
condition scheme, [73] and [74]. Onc final note regarding the absorbing boundary
condition is, special care should be taken when applying the absorbing boundary at
the source plane. During the launching period of the Gaussian pulse no absorbing
boundary is assigned to the plane, however, once the pulse has passed the source
planc and starts propagating inside the grid, the absorbing boundary should be

switched on to absorb any incoming wave from the computational grid.
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6.3 Microstrip Lines

Microstrip lines are considered an essential structure in microstrip antennas,
and microstrip circuits. They are the basic building structure of these circuits.
Consider the microstrip line given in Iig. 6.2, the 5082 microstrip line is assumed

match terminated in the y-direction.

Ground

Plane Excitation

Figure 6.2: Microstrip line geometry.

This specific example is selected from [75]. The width of the strip line is W =
2.54mm and the height of the substrate & = 0.762min, with ¢, = 2.22. The substrate
and the ground plane are modeled using two space cells, thus, Az = 0.381mm. The
other two dimensions are taken to be of the same length as Az. The total mesh size
used for this simulation is 60 x 120 x 30 cells.

One important parameter that can be obtained from this simulation is the ef-
fective dielectric constant e, ;(w), which can be used to account for the dispersive
characteristics of the microstrip line [33]. The effective dielectric constant e, 75lw)
can be calculated by taking the FFourier transform of £, (t) at two dilferent positions
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underneath the center of the microstrip, with separation I = [, — Ly along the

propagation direction see Iig. 6.2,

Ewyy=1L)= / Bty = Ly)e Wdt (6.5)
Ew,y = Ly) = / TRty = La)em s (6.6)

Taking the ratio of (6.53) and (6.6), one gets the transfer [unction of this section of

the microstrip line as follow,

el M ('6.7)
1w,y = Ly)

where
7iw) = alw) + j3(w) (6.8)

a(w) is the attenuation constant and can be neglected due to the fact that the mi-
crostrip line is assumed perlectly conducting. Therefore, ¢, 77{w) is deflined through

B(w) as,

!

Aw)?

w2e,ft,

Eress(w) = (6.9)

The propagation behavior of the vertical electric field component 2, at different
positions along the propagation direction just underncath the microstrip line is
provided in Fig. 6.7. The dispersive propertics of the microstrip line are observed
in the distortion of the pulse as it propagates away [rom the plane source. The
variation of the effective dielectric constant with frequency is given in IFig. 6.8 along
with a comparison obtained using the empirical formulas discussed in [76]. Tt is clear
that the I'D'TD results agree very well with [76] over most of the frequency range.
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The variation of the characteristic impedance with frequency, Z.(w), is obtained
through the relation Vj, (w) /I, (w). Here I, (w) is the Fourier transform of the input
current defined as the loop integral of the magnetic fields surrounding the metal
microstrip. ¥(w) is calculated by taking the Fourier transform of the linc integral
of the vertical electric field, /£,(¢), under the center of the microstrip. Fig 6.9 shows
the spectrum ol Z.(w) of the microstrip line.

Now reconsider the above microstrip line, with the exception that the line is
open circuited rather than match terminated, Fig 6.3 (a). The transient respPonse
ol the clectric field £, just underneath the microstrip line is given in IMig 6.10. It is
clear that the incident pulse has rellected with minimum amount of distortion. The
magnitude of the rellected pulse is slightly lower than that of the incident pulse,
indicating some loss duc to radiation [rom the unmatched open end.

The scattering matrix ol the open end microstrip line contains one element only,

Sy, and it is defined as [71]

(6.10)

where V. f(w) is the transformed reflection voltage at the open end discontinuity, and
Vine(w) is the transformed incident voltage at the same position. In this calculation,
Vie(w) is observed at the reference plane T'—77, 30Ay from the source plane, I"ig 6.3
(a), which is located far enough from the discontinuity to allow the separation of
the incident and reflected pulses. Thus, transmission line formula (6.10) can be

calculated as [71],

Vies (w)@w(W)L
Vielio)e @7
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Figure 6.3: Geometry of, (a) open end microstrip line, (b) matched open-end microstrip
line.
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where L is the displacement of the reference plane from the discontinuity. I'ig. 6.11
shows the calculated results of the magnitude and the phase of S11(w) for the open
end microstrip line under consideration.

The last experiment in this section is to match terminate the open-end microstrip
line by a 50Q Tumped resistance IMig 6.3 (b). The implementation of the lumped
resistance is accomplished using the technique discussed in Sec. 4.3, The termination
elfect is evident in I"ig. 6.12, where the refllected pulse observed in Fig. 6.10 is almost

eliminated.

6.4 Microstrip Line-Fed Patch Antenna

The detailed geometry of the line-fed vectangular microstrip antenna is given

in I"ig. 6.4. This antenna can be easily modeled using FD'TD. The height of the

L[omm

12,45mm

ymmm

—_—

2.46mm

Figure 6.4: Line-fed rectangular microstrip antenna.

substrate is modeled using three cells, therefore, Az = 0.265 mm. In order to
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model the dimensions of the patch correctly in the z and y directions, Az and
Ay are chosen so that an integer number of nodes will fit the patch. Thus, the
reiaining space increments are, Az = 0.389 mm and Ay = 0.4 mm, which results
in patch dimensions of 32Az x 10Ay. The width of the microstrip line is modeled
using 6 cells in the a direction, and 50 cells are used to model its length. The
total mesh dimensions used to model the antenna and the surrounding space are
60 x 100 x 16 in the @, y, and = directions, respectively. The time step A7 s
chosen such that At = Az/(2¢) = 0.4416pS. A CGaussian pulse with 1" = 34A¢
and to = 37 is launched at £ = 0 underncath the microstrip line and switched oll
mmmediately after it passes the source plane. The simulation continued for 7500
time step. The application ol the absorbing boundary condition at the source plane
has been implemented five cells away from the source plane. This will eliminate any
undesirable effects of switching from source to absorbing boundary.

The veturn loss St (w) is calculated using (6.10) at reference plane 7'—7" which is
displaced a distance of 40Ay form the edge of the patch. The spatial distribution of
E.(x,y,t) just beneath the microstrip patch at 200, 300, 100, and6G00 time steps ave
shown in Fig. 6.13. The transient response of the electric field L,, just underncath
the strip line, used in calculating S1,(w), is shown in Ilig. 6.14. The return loss
results are provided in Fig. 6.15, with the operating resonance at 7.5 GHz almost
exact while additional resonances are observed and they are in very good agreement
with [36].

The input impedance of the antenna can be calculated from S1i{w), by trans-
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forming the reference plane to the edge of the microstrip patch i.e.,

. l ‘Sf 'Q'jkl‘
Donlw) = % + S1ic

where k is the wave number on the microstrip, L is the length from the refler-
ence plane 1" — 1" to the edge of the microstrip patch, and Z. is the characteristic
impedance of the microstrip line, assumed constant at 50 £ with an effective per-
mittivity ol 1.9 is used to calculate the wave number. Input impedance results near

the operating frequency are shown in Iig. 6.16, it is noticed that at the resonance

frequency the input impedance is close to 50 2.

6.5 Aperture-Coupled Microstrip Antenna

The treatment of the aperture coupled microstrip antenna is similar to that ol
the microstrip line-led patch antenna, except for the coupled microstrip antenna
the microstrip patch is located on one substrate and the feed network is on another
substrate Iig 6.5. These two substrates are separated by a conducting ground plane
with a slot on it to allow for power coupling from the feed network to the patch
antenna. The example used for the FDTD simulation is selected after [77]. Both
substrates are delined to have the same permittivity, e, = &,4 = 2.54, the height of
both substrates is assumed equal, b, = ky = 1.66 mm. The other antenna dimen-
sions, which are clarified in Fig. 6.6 are as follow, Wy, = 4.8mm, W, = 1.66mm, L, =
11.2mm, L; = 20.4mm, L, = 40.0mm and Ly, = 30.4mm. The total grid size used
for this simulation is 60 x 130 x 30 cells with Az = Ay = Az = 0.8mm. Similar to

the microstrip line-fed patch antenna, a Gaussian pulse with 7' = 20A¢ and to=4T
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Ground
Plane

Figure 6.5: 3-D geometry of aperture-coupled microstrip patch antenna.

Figure 6.6: Geometry of aperture-coupled microstrip patch antenna, x-y plane.
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is launched at ¢ = 0 underncath the ground plane and above the microstrip line.
The time step At is chosen such that At = Az/(2¢).

The spatial distribution of E.(a,4,%) just bencath the microstrip patch at
200,300,100, and 600 time steps are shown in Pig. 6.17. The transient response
ol the electric field /7. on the microstrip line close to the slot is given in g, 6.18.
One can easily observe that the first pulse is due to the incident pulse, Tollowed by
the fivst reflected pulse due to the slot, and the second refllected pulse due to the
open end strip line.

The return loss results are provided in Fig. 6.19 and were obtained using
I2q. (6.10). The first resonance is observed at the design [requency of 2.2GH =

and the other one is observed at 6.27C H .
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Pigure 6.8: Effective dielectric constant of the strip line as a function of frequency, FDTD

(solid) and microstrip theory (dashed).
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Figure 6.9: Characteristic impedance of the strip line as a function of lrequency.
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Figure 6.10: Transient electric field, F,, distribution just beneath the open end strip line
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Figure 6.11: Magnitude and phase of the frequency dependent Sy; parameter of the open

end strip line.
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Figure 6.12: Transient electric field, F,, distribution just beneath the open end 5302 match

terminated strip line at a distance I = 3.81mm.
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Figure 6.13: Distribution of E,(%,y,t) just underneath the dielectric interface of the

line-fed mi-cmstﬂp patch antenna at 200, 300,400 and 600 time steps.
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Figure 6.14: Transient electric field, #7,, distribution just beneath the strip Hne of the

microstrip patch at a distance £ = 40Ay from the pateh edge.
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Figure 6.15: Return loss 571 of the microstrip patch antenna.
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Figure 6.16: Input impedance of the microstrip patch antenna near the operating reso-

nance at 7.175G H z.
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Figure 6.17: Distribution of E.(z,y,t) just underneath the dielectric interface of the

microstrip patch of the aperture-coupled microstrip antenna at 200, 300,400 and 600 time
steps. ’ '
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Figure 6.18: Transient electric field, £, distribution Just above the strip line of the

aperture-coupled 1icrostrip antenna at a distance L = 80Ay [rom the open end of the

strip line.

1
1T 2 3

s e !

4 5 6 7
Freq Hz (x10°)
Figure 6.19: Return loss S, of the aperture-coupled microstrip antenna.
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CHAPTER 7

Application to EM Interference and

Compatibility

7.1 Introduction

Many environments have high levels of electromagnetic radiation due to a con-
centration of transmitting devices. Other types ol electrical equipment generabe
leakage of clectromagnetic radiation during operation even though it is not their
[unction to radiate. Unwanted radiation from sources such as these can interfere
with the operation of many electrical equipment. A very good example of such
interference is that experienced by a navigation system on board of a ship.

All ships have a navigation and communication system on board, which oper-
ates at high frequencies in the HF and VHF ranges, in addition to the presence of
commercial computing and monitoring equipment, as well as power generation and
propulsion equipment. All these cquipments add to the complexity of the operating
environment. High VHIE signal power levels interfere with the computing equipment
and corrupt collected navigation data. Coupling of high level RF signals into the
computing equipment occurs via power and interface cables, and via direct entry

through cabinet or enclosure apertures. Time varying magnetic fields generated by
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rotating machinery could influence and degrade the performance ol a nearby high
resolution color monitor.

The immunity of electrical equipment against any electromagnetic interference
is known as the susceptibility of the system. It is thus important to test electrical
equipment to determine how well it functions when subjected to unwanted clectro-
magnetic radiation, and how will is it shiclded against unintentional electromagnetic
interlerence, 1M,

Another vietimof EMT is printed civenit boards, PCB. The EMI emission source
that most modern digital electronic devices have in common is the direct current
(DC) bus that supplies and distributes necessary electric power to integrated cir-
cuits. DC buses are used in almost all digital electronic devices, including satellite
transmitters and receivers, electronic tools [or medical research and care, personal
computers, cellular and cordless telephones, and electronic games and toys. The
DC bus becomes an unintentional radiating antenna when minute residual switch-
ing signals are emitted from the ICs. The simultaneous switching current at 200
M Hz or at higher rates will induce on the DC bus a considerable current fluctuation
at the clock frequency rate. Thercfore, the DC bus plays a crucial role in coupling
ISMI from switching solid-state devices to both conducted and radiated paths. Pre-
dicting EMI from DC buses in digital equipment is a vast topic, a literature review
on I'MI in printed circuit boards has been done by Gravelle and Wilson [78]. The
study provides a very good discussion on the EMI sources and the measures needed
to insure voltage and current waveform integrity throughout the interconnecting

paths. The suppression of conducted and radiated emission, and hardening against
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susceptibility failure are also discussed.

Thus, the problem of EMI/EMC can be classified into two classes. The first class
is an intrasystem problem, for which the EMI may come from within the system. The
causes of such EMI may be owed to printed circuits, clock, and switching transients.
The second class ol 1EMI is the intersystem problem, which may come from outside
canses and applications such as radio transmitters, microwave relay, air craft, local
oscillator, radar transmitters, power lines and generators, and lightning strokes.

Flectromagnetic test chambers were developed to provide shielding [rom external
clectromagnetic radiation, and to provide an environment in which standardized
clectromagnetic radiation test procedures could be developed for many types of
radiation sources. In order to determine the susceptibility of a device to radiation
using these test chambers, the device must be subjected to the radiation [requencies
and field strengths that are representative of the environment in which the device will
operate. However, measurement equipment itsell can produce changes in the test
environment which may be critical in the interpretation of the results. Therefore,
an overall characterization of the EMC test or actual operational environment is
necessary [or a complete study of EMC.

There is a great deal of complexity in the shape, interconnections and details
of actual real life equipment and systems. Modeling such equipment is not an easy
task. Some of the features necessary in the modeling method suitable for EMC

studies are discussed in [79], [80], they arc:
e it must be capable of modeling complex shapes,

e it must permit simultancously the modeling of regions inside and outside a
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shield,
e it must be capable of modeling wire like structures,
e it must be suitable for modeling space with inhomogeneous properties,
o it must be capable of dealing with open houndary problems,

e its application and interpretation must retain as much physical meaning as
possible, to allow the user some leel of the nature of simplifications and as-

sumptions necessary in any exercise ol such complexity.

No numerical method can score the maximum in all iterns in the list above, liow-
ever, some methods are better suited to EMC problems, e2., Method of Moments,

finite difference time domain and transmission-line modeling.

7.2  Field to Wire Coupling

A generic EMC problem can be described as an equipment shield, which may
consist of metallic or carbon-fiber composite parts and open slits (apertures). Part of
the EM energy penetrates through parts of the shield and couples into the system
(device) wiring and often through other penetrations of the shield such as power
cables, add further paths where I'M radiation can couple into cquipment.

An ideal EMC problem is given in Fig. 7.1 with the goal here to study the
field coupling to a wire placed inside a shiclded enclosure, where such a problem
requires simultaneous modeling of the regions internal and external to the enclosure,

apertures and wires. Two examples are considered for this application. In the first
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Figure 7.1 Generic EMC problem geometry.

example a perfectly conducting box of dimensions 0.36 x 0.6 x 0.4 meters is placed
on a perlectly conducting ground. The hox has an opening of dimensions 8 % 12 ¢m
and a conducting wire of a vadius » = I is placed at the center of the hox with
the upper end short-circuited to the box and the lower end terminated with 500, A
pulsed plane wave with the electric field polarized parallel to the wire is incident on
this box. The transient current in the 50 resistance is observed and recorded in
Vig 7.2. Results obtained using the I'DT'D) simulation are in good agreement with
the experimental result produced by [79].

The second example of the application of FDTD to this type ol problem is
considered for the configuration shown in Fig. 7.1. A perfectly conducting box of
dimensions 0.546 x 0.546 x 0.546 meters is place in free space. A center fed dipole
antenna of length 0.156 meter is placed a distance of 1 meter form the center ol the
conducting box, while a wire of the same length as the dipole antenna is placed at
the center of the box with its center loaded by a 500 resistor. The wire and the

dipole antenna both are assumed to have a radius of 2.6mm. The box has an opening
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in the 2 — z plane of dimensions 13 x 7.8 cm. The wire and the space surrounding
it are modeled using 'DTD. The space cell dimensions used in the modeling of the
problem are 2.6 x 2.6 x 2.6 ¢, and the box is modeled by assuming the surface
tangential components ol the electric field to be zero. The small radius wires, the
dipole antenna and the wire, are modeled using the contour integral approximation.
A Gaussian pulse is used to excite the dipole antenna, and the time step At = A/2¢
1s used.

In order to get a good understanding ol the EMI/1MC relationship three dil-
ferent simulations will he implemented . The first simulation to he implemented, is
to model the configuration in Iig. 7.1 without the box. The separation hetween the
antenna and the wire is kept the same as described above. The effect of the dipole
antenna presence on the wire is observed in Fig. 7.3, where the current through the
5082 rvesistance is vecorded. The shielding effect of the conducting box is recorded
in I%ig. 7.4, again the cwrent through the 508 resistance is recorded, and it is clear
that the box has reduced the EMI generated by the dipole antenna. Lastly, the
slot in the conducting box is covered with a lossy absorbing material. The mate-
rial has a permittivity ¢, = 2.5 and a conductivity o = 0.04. It is evident from
Iig. 7.5 that the absorbing material placed at the slot has reduced the coupling
effect substantially.

The effect of the shield presence on the degree of electromagnetic interference is
needed, this will help in the design of proper enclosures and cabinets. To illustrate
this effect, the structure in Ilig. 7.1 is modeled without the wire. The same space

increments and time stepping is used, then the field, in this case the E, component,
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is observed at a position near the center of the box, for two simulations. In the
first simulation the box is removed and the time-domain field response is recorded,
see Iig 7.6. Then the same field component is observed at the same position in the
presence ol the box, Fig 7.7. It is clear [rom the two figures that the presence of
the metallic box has reduced the interference generated from the external source.
"The frequency response of the two observations is recorded in I g. 7.8 and Fig. 7.9,
respectively. The eflect of the shield presence is demonstrated by taking the ratio
of 12.(f) with shield and E.{f) with no shicld, the vesults obtained are provided
in Iig. 7.10. One can conclude that the metallic box did provide a good shield
except at selected frequencies, thus the designer should avoid having any of these
[requencies as the operating frequency in the equipment needed to be enclosed by

this specilic enclosure.
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Figure 7.2: Current in the 508 resistance due to coupling with the field due to plane wave
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Figure 7.3: Current in the 508 resistance due to coupling with the dipole field, with no

box.
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Figure 7./4: Current in the 50Q resistance due to coupling with the dipole field, with hox
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Figure 7.5: Current in the 508 resistance due to coupling with the dipole field, with box
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Figure 7.6: Time-domain I, response near the center of the hox position, with no hox

present,
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Figure 7.7: Time-domain I, response near the center inside the box.
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Figure 7.8: Frequency response of the field near the center of the box position, with no
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Figure 7.9: I'requency response of the field near the center inside the box.
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7.3 EMC Test Environment

Practical EMC problems possess a great deal ol complexity such that it is im-
possible for an available analytical and numerical technique to handle it without a
number of assumptions and simplifications. This in turn requires the verification
and validation of a number ol careful measurements and tests. Currently the testing
ol equipment and devices for EMC is necessary both for validation purposes and in
order to comply with EMC regulations.

However, EMC testing is not an easy task, actually the complexity is much
more involved, since one major requirement is that testing equipment and measuring
process should not affect or distorted the measured gquantity. This requirement is
difficult to meet, especially at high [requencies, where the equipment under test
(BUT) and the measurement system form a closely integrated interaction system.
‘Therelore, the equipment and environment of testing must be modeled together

with BUT in order to obtain accurate results from the simulation.

7.3.1 Effect of Testing Equipment on EMC Environment

In this section the effect of testing equipment on screened EMC rooms is studied.
The screened room dimensions are taken as 2.35 x 4.55 x 2.45 meters. The space is
modeled usingra. I'DTD cell of dimensions Az = Ay = Az = 5.0 cm. The walls of
the screened room are assumed perfectly conducting and are modeled by setting the
tangential components of the electric field to zero. An impulse /2, field excitation
is applied along a line from the floor to the cciling of the room, 1 m away from one

end of the narrow wall. The resonances and the field profile are then obtained for
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a number of configurations. I'irst the screened room is considered empty and the
resonant [requencies are calenlated by observing the £, component of the electric
field near the center of the room. The time domain E, field is then transformed into
[requency domain using Fourier transformation. Iig. 7.11 illustrates the resonance

=4

behavior of the screened room. Resonance is observed at, [ =75.5, 99.5, 125.5, 200,
223 and 246M I =, over the range lrom DC to 250M H = 'f‘lrae second experiment
involves a small measuring dipole of 15 em length placed one meter a way lrom the
other narrow wall. The resonance behavior of the field inside the room is illustrated
i I7g. 7.12. Fhe effect of the small dipole on the amplitude and resonant [requency
is almost insignificant compared with Fig. 7.11. However, a significant change in
the amplitude and resonant [requency is observed when a dipole of I meter length
is used, this is demonstrated in IMig. 7.13.

Another important aspect is the ellect that the measuring dipole would have on
the field profile inside the screened room. To illustrate this, the £, field strength
at the center of the room is obtained over the 2 — y plane at one of the resonant
[requencies. Figure 7.14 illustrates the field behavior at f = 125M Hz for an empty
room. I'igure 7.15 demonstrate the effect of the small dipole on the field profile at
the same frequency as the previous case. The field profile of the long dipole is given
in IYig. 7.16 at 96 M H z. It is clear from this figure that changes are induced by farge

dipoles. These effects become more pronounced at higher frequencies.
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Figure 7.12: Resonance inside a screened room with a 15¢m long wire.
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Figure 7.13: Resonance inside a screened room with a 1m long wire.
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7.3.2 Screened and Anechoic Rooms

Practically there are three major EMC test environments which are, an open area
test site (OATS), a screened room and an anechoic chamber.  However, each of
these facilities has some basic drawback. The QOA'TS is neither source nor environ-
mentally controlled. Sereened rooms exhibit a strongly resonant hehavior at high
[requencics, and this complicates the interpretation of measurements. On the other
hand the anechoic chamber displays resonant hehavior at low [requencies where the
elfectiveness of the radiation absorbing material (RAM) is limited.

The screened room used for the simulation in this study is of dimensions 1.8 x
0.1 x 2.4 meters. The excitation line is place at the center of the simulation space and
the field pattern for the screened room obtained at one of the resonant frequencies,
I = 19MHz, is shown in Fig. 7.17. It is clear that in this environment and
at this [requency any EMC measurement will be highly affected by the position
of ol the equipment under test (EUT) and measurement equipment, due to the
resonance behavior of screened room. One way to reduce this effect is to place
artificial absorbing boundaries at the walls and the ceiling. Fig. 7.18 illustrates the
use of Mur’s absorbing boundary conditions at the walls and the ceiling, the floor
on the other hand is left as perfectly conducting. It is clear that the field pattern
obtained is more representative of an open site condition.

In practice RAM consists of a synthetic material loaded with conducting par-
ticles. It is usually shaped in blocks of a conical form and is placed on the walls,
floor and ceiling of the screened room. As mentioned eatlier, the effectiveness of this

material is limited at low [requencies and in order to improve its performance very
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thick blocks of RAM are necessary.

The numerical implementation of the RAM can be done based on two assump-
tions. I'irst, the details of the conical shape were not modeled directly. Instead
the RAM is modeled by uniform cubical blocks placed on top of each other with a
thickness ol 10 cells. Secondly, the electrical properties of the RAM material are
assumed constant and do not vary with position. Therefore, in the simulation the
RAM is assumed to have a permittivity =, = 2.5 and conductivity ¢ = 0.04 which
correspond to electric resistivity p = 25(m. Based on these parameters and as-
sumptions, the profile of the electric field 7. is obtained and shown in IMig. 7.19, the
room in this case is fully lined with RAM, the peak near the center corresponds to

the excitation point and the plot is for the same [requency as in the previous case.
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CHAPTER 8

Conclusions and Recommendations

8.1 Conclusions

A review for some of the available numerical technigques has been conducted in
an ellort to select a suitable approach capable of inodeling, simulating and ana-
lyzing clectromagnetic phenomena. Comparison criteria were based on versatility,
accuracy, elliciency and cost.

The FDTD technique offers many advantages as an clectromagnetic modeling,
simulation and analysis tool. Its capabilities include, arbitrary 3-I) modeling, in-
teraction of EM waves with objects of any conductivity and {requency-dependent
material. It is capable of predicting any type of response such as scattered field,
radiation pattern, radar cross-section, current, penetration and interior coupling.
Nevertheless, the FDTD technique is easy to implement.

A key advantage on preferring the use of FD'T'D over other numerical techniques
such as MoM and I'E, is its simplicity and ease of implementation. For example, the
MoM is regarded as an integral equation technique, which requires the need of using
specialized Green’s function for each specific problem. These Green’s functions are
geometry dependent and sometimes are hard to obtain. Nevertheless, the use of

MoM or IF'E techniques usually ends up with a system ol matrix equations. This
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will add to the complexity of the two techniques. Another important key advantage
of using FD'T'D is its capability of handling time-domain based problems. On the
other hand, the MoM and FIi techniques have to be modified in order for them to
handle such {eature, and usually the time dependent terms are treated using the
finite difference technique.

The I'D'TD technique is based on the two Maxwell’s curl equations in a derivative
form in time-domain. Only nearest-neighbor interaction, interpolation and extrapo-
lation, need to be considered without matrix inversion or integration requirements.

A general 3-1) code has been developed based on the Yee cell formulation. The
code also uses the contour integral method which is capable of modeling very thin
structures such as wires and very narrow apertures. Three outer radiation houndary
conditions are studied and employed for open space problems in order to truncate
the computational space. The capabilities of the code extend to include the mod-
eling of lumped linear/nonlinear circuit elements both, passive and active. The
modeling equations lor lumped cireuit elements have been derived for passive and
active lumped elements. FDTD results have been verified and compared well with
circuit theory results.

A general far-field routine has been developed to obtain far field information
from FDTD near-field data. The code capabilities have been demonstrated through
several electromagnetic applications including 3-D scattering by conducting and
diclectric objects. In the area of antenna radiation, three antenna configurations
have been modeled. These are a monopole mounted on a conducting box, a bent-

slot antenna [lush-mounted on a conducting box and a quarter-wavelength monopole
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monnted on an automobile’s roof. Radiation pattern results obtained for the three
configurations are in a very good agreement with published results.

Furthermore, the capabilities of the FDTD technique in modeling planar mi-
crostrip circuits have been demonstrated via the calculation of a microstrip line
cffective diclectric constant and its characteristic impedance. The code has been
successiully used to model line-fed microstrip patch and aperture coupled microstrip
patch antennas.

In the area of EMI/EMC, the code has been used to study clectromagnetic
coupling with wires inside shielded enclosure. The shielding eflect of a metallic
cabinet and an enclosure has heen obtained. Simulation and testing of the M
test environment has heen studied by simulating open-sight, screened rooms, and
screened rooms lined with radiation absorbing materials (RAM). The capability of
the 'D'TD to model EMI/EMC problems makes it a potential substitute to the

available expensive EMC test sites and environments.

8.2 Recommendations

The I'DTD technique has been developed, tested and applied successfully to
several electromagnetic problems, however, still there are several areas which need
to be investigated and improved. Potential arcas of improvement can be summarized

as follows:

¢ Investigation of the application of more accurate numerical RBC is one po-

tential area for improving the accuracy of the FDTD code. A successful RBC

160



will result in a reduction of memory and time requirements of sirulations.

e A second important area which would improve the capabilities and the accu-
racy of the FDTD) technique is the use ol hybrid techniques, ive., mixed FDTD

and MoM, or 'D'T'D and boundary element (BI5M ). Such implementation will

climinate the need of RBC.

e Another arca which will lead to an improvement in the capabilities of the
FDTD is the use ol conlormed cells in place of the traditional Yee's cubic
cells. One suggestion is the use of the I'E conlormed cell. Such development
will improve the capability of the FDT'D in modeling complex and arbitrary

structures.

Nevertheless, the current FDTD code could be used to mvestigate and study

more advanced electromagnetic problems such as,

o T'he effect and the hazard of clectromagnetic waves on biological tissues and

structures.

o [llectromagnetic interference and cross-talk in printed circuit boards and VLSI

interconnects.

o The use of circuit simulators such as SPICE, to model complex lumped circuit

elements which could be integrated with the FDTD code.
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APPENDIX A

Realtion of Electric and Magnetic Fields for

RBC Application

To study the relation between the clectric and magnetic field components assume
that the clectric and magnetic components are of the following lorm:

R e S (A1)

H, = H_UU(_;_-',i(wnAt—k_l-iA—A—_,,_jA) (A.2)

Py

where the subscripts v and v corresponds to z, y, or = components, and 3 = /—1.
Assumning the problem under consideration is a 1'M 2 — D, thus, one can assume
fip = 14y = 0 and I, = 0. Upon substituting (A.1) and (A.2) into the difference

equations (3.22) and (3.23), the following relations will be obtained.

HysinwAtf2 = oI, sinky, A /2 (A.3)
HysinwAtf2 = —cy I, sink, Af2 (A.d)

Therefore,

H,  cysink,A[2 .
E,  sinwAt/2 (A-5)
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and
[{y _ _cg.sin Ar:UA/Q (A.6)
/7. sinwA#/2 '
Similarly for the '/ case where H, = il, = E. = 0 the following relations arc
obtained,
I, _ hC;.Sii] k,,A/fZ (AT)
H. sinwAt/2
and
& _ o« Isin ]{'HA/Z (A5)
1. sinwAL/2
The signs on the right hand side of (A.5), (A.6), (A7) and (A.8) may change

lor wave propagating in the other divections, such as if the wave is assumed to have

the following expression,

];;1( = ]j’u.(lej(wn&t-l—kj:{A_kyj!—\) ("\g)
H, = [oeilonattheis=hyi) (A.10)
then
Hy  cysink,A[2

E.  sinwAt/? (A-11)

for T'M waves propagating in the (-) = direction.
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APPENDIX B

Discrete Fourier Transformation

The magnitude and phase of the envelope of pulsed FDTD arc determined by
taking the discrete Fourier transform of the time-domain waveform. The discrete

Fourier transform (D171} is given by

Nt 2akn )
GUEAL) = At S g(nAnLF) =012, - NF (B.1)

n=0

Where g{nAt) is the discrete time-domain field value (from FDTD), n is the time
step index, N is the length of the DIYT (number of available [requencies), A f is the
[requency resolution, and & is the [requency index. j is complex number, j = v—1.

The magnitude and phase of (kA f) are equivalent to the magnitude and phase
ol the steady-state envelope for frequency # = EAS. The summation in (13.1) is
updated at every I'DTD time step, and the final values are normalized by the DI'T
ol the incident pulse. The complex value G(EAf) must be stored for every field
components at each [requency of interest and at every cell where the frequency
response is calculated. Tor single frequency calculation, the storage overhead {for
pulsed FDTD is smaller than for continuous wave (CW) 'DTD. The overhead for
pulsed FIYTD increases linearly with the number of frequencies.

It is worth noting that the DFT algorithm is more efficient than the fast
Fourier transform (FI'T) algorithm for computing the frequency response from
pulsed FD'I'D when only a limited number of available frequencies are of inter-
est. Since N must always be greater or equal to the number of FDTD time steps,

therefore, in all far-field computation N is taken equal to the FDTD time step.
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