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Abstract

The goal of the Q-weak experiment is to make a measuremehegirbton’s weak charg@\‘;v =

1 - 4sirf 6y to an accuracy of 4%. This would represent a 0.3% determination of the weak
mixing angle sif 6y at low energy. The measurement may be used for a precisibaftée Stan-
dard Model (SM) prediction on the running of $ify, with energy scale. The Q-weak experiment
operates at Thomasfderson National Accelerator Facility (ferson Lab). The experiment deter-
minesQ\‘,’V by measuring the parity violating asymmetry in elastic &t@cproton scattering at low
momentum transfe®? = 0.026 (GeVc)? and forward angles~( 8°). The anticipated size of the
asymmetry, based on the SM, is about 230 parts per billioh)(pith the proposed accuracy, the
experiment may probe new physics beyond Standard ModetateW scale.

This thesis focuses on my contributions to the experimemiuding track reconstruction for
momentum transfer determination of the scattering pro@esbsthe focal plane scanner, a detector |
designed and built to measure the flux profile of scatterezireles on the focal plane of the Q-weak
spectrometer to assist in the extrapolation of low beaneatitracking results to high beam current.
Preliminary results from the commissioning and the firstperiod of the Q-weak experiment are

reported and discussed.
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Chapter 1

Theory and Motivation

1.1 Introduction

The Standard Model (SM) of particle physics describes ttegactions of elementary particles. This
theory has successfully described a wide variety of phenanrenuclear and particle physics and
has been empirically tested through a large number of exjgeitis over the past several decades.
However, there are still reasons for us to believe that theasSktomplete. Many questions cannot
be answered by the SM, which suggests a more fundamentaiigti&st of nature. Over years
of efforts by physicists, many experiments have been carriedootést the SM and search for
possible new physics. Direct searches for new particlepar®rmed at high energy scale, such
as those being performed at the Large Hadron Collider (LHG@ERN (European Organization
for Nuclear Research). Indirect searches are conductemvat lenergies and seek to test the SM
through precision measurements. Q-weak is an example of-aih@rgy experiment seeking to test
the SM.

The greatest achievement of the SM lies in its success afgacating quantum chromodynam-
ics (QCD) and electroweak theory into a single frameworkelasn a gauge field theory. Elec-
troweak theory unifies the electromagnetic and weak intierze The weak mixing angl&y char-

acterizes the mixing between the electromagnetic (EM) agakvinteractions. As with all coupling
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constants in quantum field theory, the weak mixing angleegasr “runs” with the momentum trans-
fer of the interaction. Precision measurements of the ngnim turn allow a test of the SM. To date,
the predicted running of the weak mixing angle has not bety ¢onfirmed with existing data;
more precise measurementsgf at low energy scale are needed.

The Q-weak collaborationl] (see AppendixD for a collaboration list) at Jeerson Labora-
tory [2] is conducting a parity-violating electron scattering 8) experiment, to attempt an ex-
traction of the weak mixing angle at low momentum trans@? & 0.026 (Ge\/c)?) through pre-
cise measurement of the proton’s weak ché@ﬁp The proton’s weak charge will be determined by
measuring the parity-violating asymmetry in elastic el@etproton scattering at lo®? and very
forward angles. The goal of Q-weak is to determine the prstaeak charge to 4% combined
systematic and statistical uncertainties, correspontirig3% uncertainty in sfrow [3].

In this chapter, the physics of Q-weak will be reviewed, uldihg the theoretical basis of the
electroweak interaction, the methodology of PVES measentsn and the motivation to conduct

such a dificult and precise experiment.

1.2 Theoretical Background and Motivation

1.2.1 Electroweak Standard Model and the Weak Mixing Angle

The Electroweak Standard Model unifies the electromagiaigcaction and the weak interaction
based on the spontaneous symmetry breaking of the 8&(H)L)y local gauge group} 5, 6, 7]. In
this theory, elementary fermions (leptons and quarksyaeteby exchanging vector gauge bosons.
A fundamental parameter called the weak mixing angle (omWig anglepw characterizes the

mixing of the SU(2) and U(1) spaces with gauge bosszi = 1,2,3 andB,. It describes the
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transformation of the original bosons &s 9]:

A = Bcosbw + W sinby, (massless photon field) (1.1
W = (W Fiw?) / V2, (massive charged weak boson field) (1.2)
Z = —Bsin6y + W° cost. (massive neutral weak boson field) (1.3)

The resulting boson fields are a massless photonAigidto massive charged weak boson fielis,
and a massive neutral weak boson figldViasses are incorporated through spontaneous symmetry
breaking via the Higgs mechanism, [LO, 11]. The weak mixing angle relates the gauge coupling

constantg for SU(2) andg’ for U(1) by:

/

sinfy = € = g—’ COSOy = E, = L, tanfy = g_’ (1.4)
g ) /gZ + gr2 /gZ + gr2 g

wheree represents the electric charge of a positron.
Fermions in this theory have three types of gauge intemactidth each Lagrangian density

expressed in Einstein notation a3:[

_ 9 n
-LQ - ,—gz n g’2 jEMA“ 5 (15)
‘L ‘[92 + gl2
Z

= 47, (1.6)

g .
Lw = W (T + T W) (1.7)

corresponding to the EM sector, weak charged sector and meagkal sector, respectively (see the
Feynman diagrams in Fid..1). J* are fermion currentsf,, Z, andW; represent boson fields;
the upper index indicates a contravariant component and the lower indaxdicates a covariant
component. The factors involving couplingsgéndg’ in the Lagrangian expressions may also be

represented by the weak mixing angle according to Egh.
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Figure 1.1: Fermion gauge interactions in the standardrelg@eak model.

The QED Interaction

Eqgn.1.5describes the EM interaction][between a massless photon fiéld and the fermion EM

current
Tty = D avir"vi, (1.8)
i
where the sum is over all fermion currents running over alrgs and leptonsy; is the electric
charge of the fermion in units & y* (u =0, 1, 2, 3) are Dirac matriceg; andy; are the annihilation
operator and creation operator , respectively.

The Weak Neutral Current Interaction

Eqn. 1.6 represents weak neutral current interactiof, [/, 13] between a massivé® boson field

and the fermion weak neutral current (WNC):
T4 =3 |y + dolui, (1.9)
i

whereys = iy%'y?y3, g, andg), are the vector coupling and axial-vector coupling of therfien.

They are given by{, 9, 13:

gy = 2T} — 4q; sir’ A, (1.10)

gy = —2T%, (1.11)
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in which Ti3 is the 3rd component of the weak isospin of fermi@md has the value e#% or —%, o]

is the electric charge of the fermion in units@fThe couplingsgiV andg‘A reflect the weak vector
charge and weak axial charge of fermions. In the SM at tresl,|éve lowest order in perturbation
theory, the values of weak vector charge, weak axial chafggg with electric charge for the

elementary fermions are listed in Taldlel

Fermion ¢ v oa

Leptons| ve, v, v, 0O 1 -1
ew,t -1 -1l+4sifow 1
Quarks | u,ct ¢ 1-8Ssifew -1
dsb -1 -1+%sifey 1

Table 1.1: Electric and weak charges of elementary fermiiotiee Standard Model at tree levél].

For a description of the parity-violating electron scattgmprocess, a set of SM parameters for
quark weak couplings;1s andCy; (f = u, ¢, t, d, s, b quarks), is also commonly used. T@¢; and
Cy: are low energy #ective PV couplings, characterizing the WNC interactiotwlgen an electron

and a quark. This set of quark parameters is related to theegiyametergy andga by:

o = —2Cur, (1.12)
2C
f 2f
=—— 1.13
S 4sir? Gy (1.13)

The C1; andCys correspond to the weak vector charge and axial charge oksjuegspectively.
Explicit expressions for these quark weak couplings arensarized in Tablel.2 The Q-weak

measurement is expected to establish constraints;grmndCyq4, which will be discussed in Sec-

tion1.4.1
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Quarks Cit Cot

uct | —i(1-&sirfow) -3(1-4sirfow)
dsb | -i(-1+4siay) 1(1-4sifaw)

Table 1.2: Quark weak couplings at tree levdl [

The Weak Charged Current Interaction

Eqn. 1.7 describes the weak charged current (WCC) interactici T] in which a massiven=*

boson field is coupled to a charged current
Ty = D WA (1-7°) i (1.14)
r

Being diterent from the electromagnetic and neutral currents, irclwbnly fields with the same
charge can be mixed, the weak charged current requires amgecto be raised or lowered; there-
fore, the@i' andy; in Eqn. 1.14represent fermion fields from fiierent particles. Since only QED
and WNC interactions are involved in the parity-violatirigstic electron scattering processes, we

end the discussion of the WCC interaction here.

1.2.2 Running of the Weak Mixing Angle

Radiative corrections in the SM (also discussed later itiaed.3.5 are responsible for the vari-
ation of the &ective QED couplingx(u?) and QCD couplingrs(u?) with energy scale:. This
variation is referred to as “running” with energy scale. Thening has been well established and
can be predicted to high precision, and is regarded as oredfitmphs of Quantum Field The-
ory. Analogous tar(u?) andas(i?), the dfective weak mixing angléw(u?) also runs. This is a
key prediction made by the electroweak SM[16]. Fig. 1.2displays the running of sfréy with
momentum transfe® (u ~ Q) in theMS (modified minimal subtraction) schent& [5]. The width

of the blue line reflects the theoretical uncertainty. Thecjge measurements in electron-positron
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colliding beam experiments at tizepole pin the overall magnitude of the curve. The minimum of

the curve corresponds to the electroweak s€aie My.

0.25[
= B Qweaki — Current Data
> L — Qweak (in progress)
Ng L — Standard Model
-a |
B E158
0.24 — APV
= : }yWDB
— Tevatron
0.23 — SLC
B 1 1 lllllll 1 1 lllllll 11 llll]ll il LlLlIJll 1 llllllll 1 1 lll“ll 11 lLlHll L L 11ty

0.001 0.01 0.1 1 10 100 1000
Q(GeV)

Figure 1.2: Running of the weak mixing angle. The solid blne khows the calculated running of
sir? 6y in the Standard Model, defined in tMS scheme. The low energy measurements at various
scales are from atomic parity violation (APV) 1, 18], deep inelastic neutrino-nucleus scattering
(NuTeV)[19], elastic Mgller scattering (SLAC E158)(] andZ-pole asymmetries (LEFSLC) [21,

27]. The Q-weak e-p elastic scattering measurements are grgs®. The data point has been
displaced from the theoretical curve to make the size of tte bar more apparent.

By comparing this prediction with precise experimentaulss the electroweak theory of the
SM can be tested. A deviation would indicate new physics béybe SM. To test the running, a set
of precision measurements affdrentQ is required. To date, unlike the gauge couplings of QED
and QCD, whose running below the weak scale has been sttipgested in a variety of ways, the
low-energy running of sit¥y has not been precisely confirmed.

The most accurate measurements have been performed athd&RHERNete™ collider) and
SLC (the Stanford Linear Collider?[, 27] near thez® pole, which fix the value of sfry precisely

near the electroweak scale. An atomic parity violation (ARXperiment {7, 18] extracted the



1.3. Methodology of MeasuringQl, 8

weak charge of the cesium nucleu®@y(Cs)), hence the value of sty at very low Q2. The
NuTeV experiment [9] at Fermilab extracted the value of $#fiy at Q ~ 3 GeV through deep
inelastic scattering of neutrinos from a BeO target. The®nesult exhibits a large deviation from
the SM prediction, but it is still a subject of debate, as tharse of deviation is not clearly known
yet [23]. The E158 experiment at SLAC([] was a parity-violating Mgller scattering experiment
performed at lowQ? ~ 0.026 Ge\2. The reported result is consistent with the SM expectafidre
Q-weak experiment at JLab is performing a parity-violatag elastic scattering measurement near
the sameQ? as SLAC E158. The JLab 12 GeV Mgller and e-DIS measurements &ao been

proposed for future data point&/].

1.3 Methodology of Measuring @,

To lowest order in perturbation theory (tree level), thetpns weak charge@’,, the vector cou-
pling) is expressed as

Q= 1-4sirfoy,. (1.15)

Since the numerical value of ifiy is approximately M, any small change of sify due to new
physics would be relatively enhanced in the observalfe Conversely, siféy can be extracted

to high precision with a relatively lower precision extiaat of Q\F,’V. The Q-weak experiment uses
parity-violating elastic electron-proton (e-p) scattgras a tool to measure the proton’s weak charge

via the weak neutral current.

1.3.1 e-N Elastic Scattering Kinematics

For the process of an electren elastically scattering from a nucledh(proton or neutron),

€ (P1) + N(P2) — € (P3) + N(Py) , (1.16)
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with the four-momenta of the initiad~ andN defined ad?; andP,, and the four-momenta of final
e andN asP3; andPy, respectively. The four-momentum for each particle is camiyn expressed

in terms of its energye and three-momentur, denoted by a contravariant and a covariant four-
vector:

P = (E, p), P, =09uP" = (E,-D), (1.17)

whereu,v = 0,1,2,3 (i.e. P° = E, P! = py, P2 = py, P? = p,), g,, are the elements of the

Minkowski tensor

1 0 0 O
, 0 -1 0 O
Ou = gv = (1.18)
0 0 -1 0
0O 0 0 -1
In Einstein notation, for a particle of mass the four-momentum squared is given by:
P2 = P“P, = E2 - | = m’. (1.19)

Units with7z = ¢ = 1 are employed in this discussion.
The four-momentum transferred from the electron to the earcican be obtained from =

P, — P3. We define the Lorentz invaria@? as:
.50
Q= —q” = ~(P1 - P3)” = 4B, E3sin’ -, (1.20)

whereE; and E3 are the energies of the incident and scattered electronisg @nthe electron’s
scattering angle, in the lab frame. Assuming elastic séadtethe value oE3 can be related t&;

andé by
=]

Es = (1.21)

E1 ’
1+ —=(@1- 0
+M( cosb)

whereM is the rest mass of the nucleon.
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1.3.2 Scattering Amplitude and Cross-section

The process of an electron elastically scattering from deancinvolves both the EM interaction
and the WNC interaction. The interference between the twplitudes leads to parity violation.
To leading order in electroweak theory, the electron-rutlée-N) elastic scattering process is de-
scribed by the Feynman diagrams in Figlirg, representing single exchange for the EM interac-

tion andz® exchange for the WNC interaction.

e N e N

Figure 1.3: EM (left) and WNC (right) amplitudes for elastidN scattering.

The interaction amplitude therefore contains both elesagnetic and weak neutral current

contributions, and the total invariant amplitude is a cehesum ofM, and Mj:
M=M,+Mz. (1.22)

Amplitude for y exchange

The amplitude for the EM interaction i8]

9
M, = draJ el éj@‘M (1.23)
where @Q? is the four-momentum transfer squareg, are the elements of the Minkowski tensor,

anda is the fine structure constan;té"’,\‘,I andy, EN,\; represent the matrix elements of the EM currents
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for a point-like electron and structured nucleon, respebi They can be expressed as,[10]

Jem = QUe (P3, 3) ¥ Ue (P, 51) (1.24)
and

Tews = Un (Pa, s) DU (P2, ) (1.25)
ioc*q,
2M

=l (Par ) [ 77 (@) + TP ()t P ).

The U in the above equations is a Dirac spinor, which is a 4-compioxector, depending on
momentumP and spin states (s = 1, 2 for spin “up” or “down”). Defining the helicity operator
h = ¢ p/|p| with the Pauli spin matrice&, the explicit form for the Dirac spinor in the Pauli-Dirac

representation can be written as 1.0:

UP Y= JEs+m (;;S , (1.26)

Eyrm's
where
1 0
X1 = and y»2= (1.27)
0 1

represent two spin states of the particle: parallel andartllel to its momentum direction, and
Ep=++MP+ [5’2. U = U™ is the Dirac adjoint. In Eqril.24 Q represents the electromagnetic
charge. In Eqnl.25 F] andF) are the EM Dirac and Pauli form factors that represent thestiiai

structure of the nucleorM is the nucleon mass, and” = ii[y“,y"].
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Amplitude for Z boson exchange

The amplitude for the WNC interaction i85, 10]

_ 92 je,ygﬂV_quqv/M§ N,v
16cod$ow” * Q2-MZ “F

Mz : (1.28)

where Mz is the mass o¥Z° boson,jg‘“ andjg"v are neutral currents for electron and nucleon,
respectively:

T3" = Ue (P3, %) v (o + 937°) Ue (Pr 51) = T34y + T (1.29)
and
T = Uy (Pa, sa) TEUN (P2, ) (1.30)

ioq,
2M

Tl (Pa, 0 | R (@) + G (QF) 955 ()l P

N, N,
= jz,\//l + jz,,:’

whereFZ andF# are weak (vector) Dirac and Pauli form factors, @flis the axial form factor.
The Sachs electric and magnetic form factci§] jare defined as linear combinations of the Dirac

and Pauli form factors:

Z Z Z
GLAQ) = F1(Q@) - F1(@). (131)
Z Z Z
@) = F19@) + F39@?, (1.32)
wherer = 4%'22 is a kinematic factor. In the Breit framé&T] of the elastic electron scattering system,
these form factors correspond to the Fourier transformiseo€harge and magnetization densities of
the nucleon. In th&? — 0 limit, GE is equal to the normalized electric charge, éﬁgcoincides

with the magnetic moment. In terms of the Sachs form factibies,EM current and weak neutral
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current for the nucleon in Eqi.25and Eqn.l1.30can be expressed as:

v.N v.N
1 Gy -Gg

2My 1+7

T = T (Pa ) |GLNy* — (P4 + P) Uy (Prs),  (1.33)

ZN ZN
1 GM _GE
2My 1+7

:f?’“ = UN (P4, 1) Gf,]N)’” - (PZ + P‘gl)

+ y“ysei“l Un (P2 s).  (1.34)

Elastic Scattering Cross-section

In the Born approximation, thefilerential cross-section can be written as|{

do (o E 2|M|2 (1.35)
dQ  \4MQ2Eg ’ '

whereE’ and Eg are the final and initial energies of the scattered electrémem Eqn.1.22, the

squared amplitude includes the following three terms:
IMP = [My + Maf? = (M, + Mz) (M, + M) (1.36)

= |My|2 + 2R (M;Mz) + |Mz|2 .

The purely weak parity-conserving (PC) tehwz|2 and the parity-violating (PV) interference term
2R(M; Mz) are small, compared to the purely EM parity-conservinmtle’ﬂyf. Therefore|M|2 ~
|My|2, and the|/\/(y|2 term provides the dominant contribution to the cross-sesswihich is well

known according to the Rosenbluth Formutallf
do _(do
dQ  \dQ /o

The Sachs form factm@é andG{,I are functions ofQ? and have been determined by other experi-

2 0
+27G]," tarf 5| (1.37)

2 2
GE +TG),:/|
1+71

ments B0]. Here, the Mott cross-section describing the scatteningfa point-like spin-0 target is
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given by B
do| ___(hea)® (BN onm)- (hca)® cos'6/2) 1.38
dQmort 4Egsin4(9/2)(Eo) oStz = 4EZsin(0/2) [1+ 28 sirP(0/2)| -39

1.3.3 Parity-Violating Asymmetry

For longitudinally polarized electrons scattering elzgty from an unpolarized nucleon, the relative
difference in the scattering cross seciilbnbetween the two helicity states of the electron is defined

as the parity-violating asymmetry][

_ dO‘R—dO'L

o (1.39)

B dO‘R+dO'|_’

where the subscriptd” and “R’ refer to the helicity states of the left- and right-handexdapized
electrons. In terms of the interaction amplitudes, thigjsiealent to Pg]:
M - M
Apy = —————, (1.40)
M+ M
where MR and M" are the amplitudes for the right-handed and left-handeidityetates, respec-
tively, and

MRE= M, + MBE (1.41)

The y-exchange amplitudes are the same for left- and right-tdaetietrons since EM interactions
conserve parity, while th&-exchange amplitudes ardidirent as they involve parity-violating pro-
cesses. TheM§ andME are calculated by applying chiral projection operatorh@Dirac spinor

of the electron 31]:
1+9°

U(P,s) — ( )We(P,S). (1.42)

By replacing thel/y(P, s) by :—zl(li'yS)(Lle(P, s)in Eqn.1.29for the positive-helicity R) and negative-

helicity (L) electrons, the matrix elements for the neutral weak ictaya between a polarized
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electron and an unpolarized nucleon can be explicitly amitis:

R _ s o 1+y° -1
Mz = sint owUe(Ps3, s3)y, > Ue(P1, 51) m (1.43)
1 GZN_ 2N
a7 ZN_u M E ZN
Un(Pa. s4) |G = (Py + P) Mn T 117 +Y'ysGy lfum (P2, )
and
1 — 1-9° -1
L _
M; = (—§+Sln29W)(L{e(P3a S3)Vu (T)(L{e(Pla Sl)(w] (1.44)
1 GZN_@ZN
a7 ZN_u M E o ZN
UN(Pa, 1) |Gy (PZ+P‘2‘) T + Y ysGy lWN (P2, s).

In Eqgn. 1.40, the parity-conserving contributions cancel in the nuroeraf Apy, so that the
asymmetry is sensitive primarily to theZ interference term. The scale of the PV asymmetry is
typically the 10® (ppm level), which is determined by the relative strengthihef EM and weak
interactions at typicaQ? ~ Ge\~.

Using the above expression&py may be obtained in terms of the various Sachs form factors

as [31, 29
GrQ? |eGLGE +1G},GE — (1 - 4sirf 6w) e'G,GS
a £(GL) +7(Gy)
where
T
Gk = =1.16639x 10° GeV? (1.46)
- V2M2 sir? Gy coL by
is the Fermi constan®] which governs the strength of the weak interaction. Thekiatic factors
g andg’ are:
017t , L2
e=|1+2(1+7)tarf 5| and g =[r(1+7)(1- 7| (1.47)

The Sachs form factors indicate the substructure of theoprtarget. In theQ? — 0 limit,

the weak neutral form factcﬁsé(Qz) coincides with the proton’s weak char%. The neutral
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weak interaction also involves an axial form fac@§ in the third term of the numerator. In this
expression, the notation for the axial form factor is moditi@G3 from the previously useGi. The
difference betweeﬁi andGj lies in radiative correctionsﬁi involves leading ordeZ-exchange
contribution, whileG§ includes more contributions from anapolffeets and other electroweak

radiative correctionsyZ]. The relationship between them can be expressed as:

GS = G4 + 7Fa + Re, (1.48)

81 \2a
1-4sirf 6y’

Typical contributions toFa and R, are shown in Figl.6. The anapole typefiects associated

wheren = Fa represents the nucleon anapole form factor,Ryare radiative corrections.
with the “yZ mixing” amplitudes are the dominant correcticit]. Therefore,Gi is traditionally

replaced byG§ here to reflect the higher order diagrams involving electignetic interactions.

1.3.4 Extracting @,

The Q-weak experiment is performing an elastic e-p scatjeaisymmetry measurement at small
Q? and forward angles. In the limi®? — 0 andd — 0, the kinematic factors have the limiting

behaviore — 1 andr < 1. In this limit, the asymmetry can be expressedlas 1 6]:

0

Apy = [QZQW +FPQ 0)] @0 Ana \/E

dra \/_ [QZQW + Q4B(Q2)] (1.49)

whereFP(Q?, ) andB(Q?) represent hadronic form factors, a@&, is the proton’s weak charge.
The asymmetnApy under this condition includes on@,)v term for a point-like proton and one
hadronic structure term, providing corrections. At Q-wé&alematics, the asymmetry is approxi-
mately proportional to the leading ter@?Qy,, andQj,, = 1 - 4sir? gy at tree level.
The nucleon structure contributions containe®{?) can be reduced by measuriAgy at low
momentum transfer, sind&Q?) enters to orde*, while theQ\’fv enters to ordef)?. However, a
side-dfect of lowering the momentum transfer is that it also redtlcevalue ofApy and hence the

sensitivity toQ\‘,’v. The Q-weak experiment design reached a compromise betivesa two &ects
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by selecting an averag@? = 0.026 (GeV/c)?; at this value, the hadronic term contribute¥/3 to
the total asymmetry of 230 ppb B4].

The proton’s weak charge and the hadronic form faB(@?), containing the contributions from
the nucleon electric, magnetic and weak (or equivalentnsfe) form factors, can be extrapolated
via empirical fits from previous experiments, such as SAMRItEMIT-Bates, GO and HAPPEXx
at JLab and PVA4 at Mainz (seéf, 36, 37, 38, 39, 40] and references within). Thus, once the
parity-violating asymmetnApy is precisely measured by Q-weak, and accurate knowleddgeeof t
hadronic form factors is obtained, the proton's weak chamg hence the weak mixing angle can

be determined.

0.4
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Figure 1.4: Global fit of normalized PVES asymmetrigs, (defined by Eqn1.50 and Qf}, ex-
trapolation toQ? = 0 [41]. The triangular data point indicates the previous dateyrearized by
the Particle Data Group (PDGJ]f the star indicates the Standard Model predictiof];[the solid

curve and shaded region indicate the best fit of existingatadal- bound, respectively. The dashed
line is the fit including theoretical estimates of the anagorm factors {2].

Fig. 1.4 shows such an empirical extrapolaticii] with the existing world data from a number

of PVES experiments, measuring parity violation over @rerange of 0.1 — 0.3 Ge¥/ In this



1.3. Methodology of MeasuringQl, 18

analysis, data were fitted with a systematic expansion afflegant hadronic form factors in powers

of Q?; the parity-violating asymmetries were normalized as:

A @) = =gl = Ol + B (1.50)
4ra N2

which is a dimensionlesQ?-dependent function, referred to as the normalized PV asstnym
Extrapolation ofApy for world data to the forward-angle limit— 0 yields the value of the proton’s
weak chargeQyy. The extrapolation gives the global fit value@f, (Fit)(Q2 = 0) = 0.055+ 0.017,
which has a relative uncertainty of 31%. A prediction of thetpn’s weak charge made in the
Standard Model (see discussion in the next section) givesaeétical value oQ\’,’v (SM)(QZ =0)=
0.0716+0.0008 (indicated by the red star in Fig4), which has a relative uncertainty of 1.1%. The
large relative uncertainty of the global fit value and thféadlence between the global fit value and the
theoretical value motivate a direct measurement oQﬁ)eat low energy — the Q-weak experiment.
With an anticipated uncertainty of 4.1%, including theistatal and systematic uncertaintiesT,

the Q-weak experiment should improve ﬂ@&, measurement accuracy by about a factor of 7.

1.3.5 Electroweak Radiative Corrections

When a particle interacts with various fields, th&eetive values of its physical properties, such
as mass, charge and couplings may change due to radiatrections. For example, an electro-
magnetic field produces virtual electron-positron paieg tthange the distribution of charges and
currents that generated the original electromagnetic. filhiks is a typical radiative correction, re-
ferred to as vacuum polarizatiod]. Examples of vacuum polarization diagrams are shown in
Fig. 1.5.

A renormalization scheme must be introduced in order to rhakeer order corrections finite by
redefining some quantities. The values of physical obs&sabay vary in diterent renormalization
schemes. In the following discussion, the renormalized &jindefined in theMS scheme ] is

used.
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of o

Figure 1.5: Typical one-loop self-energy diagrams, alsovkmas vacuum polarization or oblique
diagrams []. They represent the fermion-antifermion pair (left) anayd$ pair (right) coupling
indirectly to the external fermions via virtual bosons.

Electroweak radiative corrections are higher order ctioes involving the weak interaction
in some way. Figl.6shows two representativeZ mixing loop and box Feynman diagrams that

contribute to electroweak radiative corrections.

Figure 1.6: TypicalyZ loop and box diagrams.

In 2003, J. Erler et al. expressed the proton’s weak changkjding the higher-order contribu-

tions, in Ref. [L5] as:
QY = [one + Adl[1 — 4sirf 6w(0) + A + Oww + Ozz + 0,7, (1.51)

in which pnc Is @ renormalization factor for the ratio of neutral to cletgcurrent interaction



1.3. Methodology of MeasuringQl, 20

strength,Ae andAg are the electron vertex and external leg correctiangy andozz are the pure
weak box graph corrections, aogz is the mixing gamma-Z box graph correction. With the fol-

lowing definitions and quantitie®] 15]:

a = (137.035999679 0.000000094)*, (1.52)
Mz = (911876 0.0021) GeV (1.53)
me = (0.510998910+ 0.000000013) 1072 GeV, (1.54)
& = @(Mz) = (127925+ 0.016) %, (1.55)
& =1- ¢ = sirf 6w(Mz) = 0.231119+ 0.00014 (1.56)

and an energy scaléf dependent constaq,z(A) given by p4]:

C,z(m) =3/2+1 (A=m, =~ 0.77 GeV) (1.57)

the radiative correction parameters in Edjrb1can be obtained as}):

pne = 1+ Ap = 1.0004 (1.58)

Ae = —% - _0.00116 (1.59)
;o (MZ) 1]

AL = —§(1 — 48) [In (E) t5|= -0.00142 (1.60)

7
Dww = 7 = 001884 (1.61)
R L) P S

072 = 7= ( 2 552) (1- 48 + 88" = 0.00156 (1.62)

O,z = 5‘%(1—4§2) In M3 +C,z(A)| = 0.00519 (1.63)
yZ = E F vZ = VU .

The authors also included new higher-order termg iand a5 and updated the analysis of non-

perturbative, hadronic contributions. They reportedNt®scheme value for sfry at low energy
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as:

sir? fw(0) = 0.23807+ 0.00017 (1.64)

Based on this result, the Standard Model predictio@@f(indicated by the red star in Fi.4) was
derived from Egnl.5], as:
Q\F,’V(SM) = 0.0716+ 0.0008 (1.65)

The uncertainties and sources from this analysis are suizedan Tablel.3.

Sources AQY,  AQl/Ql,

Sin? By (My) +0.0006 +0.84% (experimental uncertainty of ify at the Z-pole)
Sir? Bw(O)nagronic = 0.0003  +£0.42%  (hadronic contributions to the running of%tky)
WW-box,ZZ-box +0.0001 +0.14% (strong corrections ¥/W-box andZZ-box graphs)

vZ-box +0.0005 +0.70% (strong corrections taZ-box graphs)
Charge symmetry 0 0% (isospin-breakinteets in nucleon current matrix)
Total +0.0008 +1.12%

Table 1.3: Uncertainties and their sources for the Stant¥odel prediction ofQf, in the MS
scheme 15].

For e-p scattering at Q-weak kinematics, besides the pyimamixing one-loop electroweak
radiative corrections, which have been well studied, orth@most important radiative corrections
for precision electroweak measurements is frathbox diagrams. In 2009, M. Gorchtein and C.
J. Horowitz demonstrated via dispersion theory thatythebox corrections in forward kinematics
were not suppressed by the small weak charge of electrogestigg that the theoretical uncertainty
for Q-weak might be substantially underestimatéd].[ More refined calculations were performed
independently by several groups, and the results are sugedan Tablel.4. The groups tend to
agree that the size of theZ-box correction tdg{,’v is 0.0057 £8%), though they tend to disagree

on the size of a conservative uncertainty to assign to thection, which ranges frore0.0008 to
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+0.0020 €1.1% t0+2.8%).

PV Amplitude Corrections t@\r,’v Authors Reference
atE = 1.165 (GeV)

0.0026+ 0.0026 Gorchtein & Horowitz 49
A(e) x V(p) 0.0047°2500% Sibirtsev, Blunden, 46]
(vanishes ag& — 0) Melnitchouk, Thomas
0.0057+ 0.0009 Rislow & Carlson 47
0.0054+ 0.0020 Gorchtein, Horowitz 49
and Ramsey-Musolf
0.0052+ 0.0005 Marciano and Sirlin 19
V(e) x A(p) (as updated by Erler, Kurylov — 1f]
(finite asE — 0) and Ramsey-Musolf)
0.0037+ 0.0004 Blunden, Melnitchouk, 501
and Thomas

Table 1.4:yZ-box corrections near Q-weak kinematics.

1.4 Constraints on the Standard Model Parameters and New Plgjcs

1.4.1 Constraints on Quark Vector Couplings

As discussed previously, the quark weak couplir@s, andC,¢, may be determined experimen-
tally, as they are related to Sif\y in the SM. Elastic scattering measurements constrain tb@wve
couplingsCy¢. Fig. 1.7 shows the present experimental constraints on the vectaiogs of u-,
d-quarks, as well as the anticipated knowledge after thee@kvmeasurement. The precise atomic
PV measurements and other previous experiments set upith@piconstraints on the combination
of Cy1y + Cy1q, and the recent high precision PVES scattering measursnpeavide an essentially
orthogonal constraint on the combination®f, — C14. The Q-weak measurement is expected to

place dramatically tighter constraints on the couplings.
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Figure 1.7: Constraints on the weak vector couplings fodtguarks {11]. The dotted ellipse rep-
resents the constraint from the combination of atomic paitlation experiments and the previous
experimental limits, including APV Csl[/], APV TI [51], MIT-Bates C [35] and SLAC Deu-
terium [57], Mainz Be [53] measurements. The solid filled green ellipse denotes titeriecision
PVES experiments on hydrogen, deuterium and helium targetsiding HAPPEX $6], GO [37],
PVA4 [38, 39], SAMPLE [14]. The solid green contour indicates the full constraintaoied by
combining all results. The black star indicates the SM ma&tibn. The projected Q-weak 4%
measurement, assuming agreement with the SM, will impos&raw blue band (the anticipated
uncertainty band) onto the phase space plot.

1.4.2 Example of Model-independent Constraints

The e-p elastic scattering process can be described by arevgy &ective four-point interaction
between electrons and quarkg.[Considering the electron-quark weak neutral currergramtion
in the form ofA(e) x V(g), an dtective interaction Lagrangian for parity-violation in patial new

physics, for example new sources of parity violation betwekectrons and light quarks, can be
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expressed in terms of afffective contact interaction as]:

2
Litw = %éymysez hd v a, (1.66)
q

whereg represents the coupling strengthjs the characteristic mass scale, and the quark-specific
coefﬁcientsh@ are couplings associated with possible new physics, reguh a modification of

the e-q coupling. In analogy with Fermi theory, here, the mdwsics could be, for example,
an additional neutral gauge bos@h much as in beta-decay, th&extive Fermi interaction was
eventually discovered to be due to heavy charged gauge ®osbhis is whyA represents the

energy scale of the new physics.

10

i\- (TeV)

0.1

0 & T 3 2r
2 El
Oh

Figure 1.8: Model independent mass limitsl] — the bounds on the size of the interaction repre-
sented by Eqnl.66 The long-dashed red curves shows the limitd > 0.4 TeV) without parity-
violating electron scattering data (atomic PV only). Thédsblue curve shows the limitX/g >

0.9 TeV) including parity-violating electron scatteringperiment. The short-dashed green curve
indicates the reach of the Q-weak experimentd > 2 TeV) assuming agreement with the Standard
Model is observed.
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Fig. 1.8 shows experimental constraints on the parameters of teeactton Lagrangian in
Egn. 1.66 Referring to the figure, the angl® is a flavor mixing angle of the new physics:
h), = cos6y and h{’/ = sind,. New physics is ruled out at the 95% confidence level below the
curves. The Q-weak measurement would improve the lowet bmithe energy scale to coupling

ratio (A/g) to ~2 TeV in this analysis.

1.4.3 Model-dependent Constraints

Many studies have been performed to addrefferdint scenarios of new physics that the Q-weak
experiment may impact. In these studies, several modeks eogsidered as the possible extensions
of the SM, such as Supersymmetry (SUSY) Loops in the Mininugle8symmetric Standard Model
(MSSM), Eg Z’ extra neutral gauge interaction, R-parity-violating (REBUSY, Leptoquarks.
Different experiments haveftiirent sensitivities to the new physics extensions, and dney
complementary to each other. For example, the Q-weak nm@asmt is sensitive to scalar lep-
toquarks, while a purely leptonic experiment like E158 i$ fig!]. Discussions of dierent SM

extensions are beyond the scope of this thesis work; a ragigiven in Ref. [L5].

1.5 Summary

The weak vector coupling of the proton is sensitive to phg/gieyond the SM. This motivates a
precision experiment to use the proton’s weak charge astsedos new physics beyond the SM.
The proton’s weak charge can be determined by measuringtitg-piolating asymmetry of elastic

e-p scattering. Since the asymmetry is very small, meagiirito high precision requires special

experimental techniques, discussed in the next chapter.



Chapter 2

The Q-weak Experiment

2.1 Overview

The Q-weak experiment is being carried out at Thomé&&d®n National Accelerator facility (Jef-
ferson Lab, or JLab)7] in Newport News, Virginia, USA. The goal of the Q-weak expsnt is
to determine the proton’s weak charge to 4.1% combined myie and statistical uncertainties
(see Table2.1 for anticipated uncertainties). This will be done by messuthe PV asymmetry
(~230 ppb) tox 2.5%. The systematic uncertainties are mainly constraimethe experimental
apparatus and beam conditions. In order to meet the final gualstatistical uncertainty has to
be small & 2.1%), implying that enough running time (2500 hours) and high luminosity (more
than 150uA beam current) are required. The experiment was first pegbos 2001 §5], and was
under construction and development from 2002 - 2009. Thallason of experimental apparatus
in experimental Hall C began in November, 2009. After consmising, the Q-weak experiment
entered its first production data-taking phase in Janu@¥] 2nd completed it in May, 2011. Data
collection is anticipated during phase Il from Novemberl 2Ghrough May, 2012, to achieve the
final experimental goal. The results presented in this woekbemsed on the commissioning and
phase | data.

The Q-weak experiment is designed to measure the paritsitiig asymmetry to high precision

26
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Source of uncertainty APphys/Aphys  AQE/QY
Statistical (2544 hours at 15(0) 2.1% 32%
Systematic: 2.6%
Hadronic structure corrections - 5%
Beam polarimetry D% 15%
AbsoluteQ? determination ®% 10%
Helicity-correlated beam properties .50 07%
Backgrounds 5% Q7%
Total 25% 41%

Table 2.1: The anticipated experimental uncertaintieeéQ-weak experiment for both the physics
asymmetry and the extracted;ﬂ54].

detector hut

beam dump

Figure 2.1: 3D model of the Q-weak layout in Hall C at JLap [The electron beam travels from
left to right, going through the target, QTOR spectrometet detector hut.

in the elastic scattering of longitudinally polarized e¢feas from an unpolarized liquid hydrogen

target at low momentum transfer and at very forward anglés. =1 displays a 3D model of the
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Figure 2.2: An overview of the Q-weak experimental setlip The longitudinally polarized elec-
tron beam impinges upon the Litarget. After selection by a triple collimator system, thestcally
scattered electrons can be focused by the QTOR spectroomgteits focal plane and detected by
a set of quartLerenkov detectors. The tracking chambers (Region 1 GEMgioR 2 HDCs and
Region 3 VDCs), which are designed to measfén calibration mode (sub-nA) only, are retracted
during the high currenrdpy measurement.

Q-weak setup in Hall C, and Fig.2illustrates schematically the basic apparatus (the Q-weak
dinate systems are defined in Sectibf). The 1.162 GeV electron beam, longitudinally polarized
in excess of 85%, impinges on a 35 cm long liquid hydrogeretar§cattered electrons with 8°
scattering angle are selected by the subsequent collilmgsdem, and enter the Q-weak toroidal
(QTOR) magnetic spectrometer. Within the magnetic field giastically scattered electrons are de-
flected an additional TQand are focused onto a set of eight qu&rerenkov barsCerenkov light
generated by the scattered electrons is transported dyiritgenal reflection to photo-multiplier
tubes (PMTSs) located at either end of each bar. To achieveettyehigh statistical precision needed

for Q-weak, the main detectors are operated in current mode.



2.2. The Polarized Electron Beam 29

High resolution tracking detectors, indicated by Regionak Glectron Multiplier (GEMs), Re-
gion 2 Horizontal Drift Chamber (HDCs) and Region 3 VertiBaift Chamber (VDCs) in Fig2.2,
are designed to be used in dedicated low current (sub-nAjttmsmode calibration runs f&@? de-
termination and background studies. During high-curremity runs, these chambers are retracted

from the spectrometer.

2.2 The Polarized Electron Beam

2.2.1 CEBAF Accelerator

The CEBAF (Continuous Electron Beam Accelerator Facildggtelerator at JLab can deliver es-
sentially continuous electron bearnsf up to 6 GeV, shared by three experimental halls simulta-
neously. A schematic layout of the accelerator is preseintédg. 2.3. Polarized electron beams
generated in the injector are accelerated by a pair of rdatiog superconducting RF linear ac-
celerators (LINACS) linked by two arcs, and delivered tffatent experimental areas by the beam
switchyard. The 45 MeV electron beams from the injector cavel through the racetrack up to five
times, gaining up to 550 MeV per LINAC. The separate five-gasam orbits in the arcs make it
possible to accommodate variable beam energiestereint halls by selecting aftierent number of
passes. To obtain the required Q-weak beam energy of 1.182Had C uses single pass electron
beam.

In the injector region, the polarized electron beams aregded via the photoelectridtect
induced by a polarized laser beam incident on a GaAs cryBted.oeam for each hall is created by
its own individual laser source and is separated from thenlsdar other halls by timing.

To achieve high experimental statistics, both high beamargation and high beam intensity
are required for Q-weak. Beam currents up to about 2A@@an be provided by the accelerator.
However, limited by the cooling power available for the gygaic targets in Hall A and Hall C, high

current can not be reached simultaneously in both of thdte Bdter an extensive commissioning

1In fact, CEBAF uses superconducting accelerating cavitidgt97 MHz; each hall receives an electron pulse train at
499 MHz repetition frequency.
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Figure 2.3: Schematic layout of the CEBAF accelerafdi].[ The positions of injector, North and
South LINACs and the five-pass arcs are shown, along with dlséipns of the three experimental
halls currently in use.

process, it was demonstrated that L&0could be delivered to Hall C for the Q-weak experiment.

2.2.2 The Polarized Electron Source

The longitudinally polarized electron beam for Q-weak isquced by photoemission from gal-
lium arsenide (GaAs) in a DC high voltage photogtif,[58, 59. The schematic layout of the
polarized source is shown in Fig.4. Circularly polarized photons generated by a laser system
are directed onto a photocathode of strained-superla@i@as [0, leading to highly polarized
electrons liberated by the photoelectriteet. The potential dierence between the source and the
injector extracts the electrons into the injector, and timo the accelerator. The polarization di-
rection of emitted electrons is given by the circular pdation axis of the laser light, and thus
can be reversed by alternating the handedness of the phiatpirtsging on the GaAs crystal. By
using a strained-superlattice GaAs photocathode, the i@athe Q-weak experiment can obtain

an average polarization greater than 85% (see Se6ting).
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Figure 2.4: The schematic layout of the polarized souidg [

Beam Helicity Control

Several optical elements are used for laser control at tlegiped source. One key component is a
helicity Pockels Cell (HPC). The Pockels Cell is a birefeng crystal whose indices of refraction
vary with applied electric fields. By varying the high voleagpplied to the HPC, linearly, circularly
or elliptically polarized light can be selected. The HPCsesras a quarter-wave plate to produce
left-handed or right-handed, circularly polarized lighCf or RCP light) for electron beam helicity
control.

The helicity of the Q-weak electron beam is reversed by cimgrtpe polarity of the high voltage
applied to the HPC at a frequency of 960 Hz. Each ms is referred to as a macro-pulse (MPS),
during which the helicity state is a constant. In between Mitflows, there is a 70s settling time
used to allow the high voltage on the HPC to stabilize.

In order to reduce the noise from beam property drifts, a figiiapattern in the sequence of
“+ ——+"0r“— + +-"1is used in generating the electron’s helicity, with thetfloit selected from
a pseudo-random sequence. Asymmetries are calculate@ddbrgpiartet and are histogrammed.
Averaging the results gives the measured asymmetry. Deblag8city reporting (with 8-quartet

delay) to the data acquisition system is used to eliminageptitential cross-talk between detector
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signals and the helicity state in the injector. For furthgstematic error control, an Insertable Half
Wave Plate (IHWP) is periodically~(every 24 hours) inserted or removed from the laser path to
reverse the direction of the beam helicity. Asymmetry dagaagquired either with IHWP “IN” or

“OUT” (inserted or retracted) to search for false asymnastdue to systematidfects.

Helicity-correlated Beam Property Control

Good control of helicity-correlated beam properties isassary to minimize systematitfects. The
helicity-correlated beam property specifications for Qalware listed in Tabl@.2. Ideally, there
should be no beam property change under helicity reversaleMer, in practice, the laser beam
and the Pockels Cellfkects may lead to helicity-correlated intensity, position angle diferences
on the GaAs crystal. The systematic responses are theffeimaausto the polarization of the emitted
electron beam, leading to a polarization induced transmynmetry (PITA).

A number of techniques are employed to control the heliciiyrelated beam properties. Helicity-
correlated beam intensity changes are signified by the ermgmmetryA;, defined as the relative
difference of beam charge delivered iffelient helicity statesA = % To controlAy, a charge
feedback system is adopted. In the feedback ldg@s measured with the beam charge monitors
(BCMs) in Hall C. The results are then used to determine a r@tage applied to the Pockels Cell
to null Aq. Similarly, a PZT (a mirror attached to a Piezo-electrimsducer, with the angle of the
mirror being changed by application of an AC voltage at loggfrency) feedback loop is commis-
sioned to null out the helicity correlated beam positiofiedlences {x, dy) at the target to the nm

level.

Spin Precession

The polarization of the electron beam at the source is eithigned or anti-aligned with the elec-
tron’s momentum. However, the spin orientation precessasive to the momentum as the beam is
transported through the bending dipoles in acceleraterard end station transport lines. To obtain

longitudinally polarized beam at the experimental tartfet,spin orientation of the electron beam is
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Parameter 2544 hours 8 ms

Beam Intensity Aq< 1077 <3x10%
Beam Energy AE/E < 107° AEJE <3x 107
Beam Position (6X) < 2 nm Tum

Beam Angle (660) < 30 nrad 10Qurad

Beam Diameter (60)y < 0.7 um <2mm

Table 2.2: Summary of systematic error requirements ogihekorrelated beam parameters for the
entire experiment or a quartet spin cycigl]. The helicity-correlated dierences in beam position
Ax andAy, beam directiomé, and Ady, beam energyAE and beam intensitp; are continuously
measured during Q-weak data taking.

manipulated in the source with Wien filters’] 63, 64], which serve as spin rotators to compensate
for the spin precession.

A Wien filter consists of homogeneous electric and magneﬂldéiE and I§), which are per-
pendicular to each other and transverse to the directionawél of the electrons. ThE and B
field strengths are adjusted so that the electrons experizgro net force as they travel through the
crossed fields, while rotating the electron spin vector abmmagnetic field axis.

The net rotation angle of the spin vector, denoted by the \&regie Guien), is adjusted and set
by maximizing the longitudinal polarization measured ia txperimental hall. The slow helicity

reversal status of the experiment is determined by the IH¥gEBther with the Wien angle settings.

2.2.3 Beam Polarimetry

The Q-weak experiment requires knowledge of the electr@ambgolarization to 1%. The beam
polarization is measured by two complementary devices:Halkk C Mgller polarimeter and the

Compton polarimeter.
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Mgller Polarimeter

The beam polarization is measured periodically using thié GiMgller polarimeter {5, 66]. The
measurement is based on the spin-dependent cross-sesyimmatryAy, in the process of elastic

scattering of polarized electrons from polarized electi®n & — e + g, given by:

Ay = ()" - (&) = PP A 2.1)
_ _ . ,
(S_S)TT + (g_g T

where?T and 1| refer to the direction of beam and target polarization, dredanalyzing power is

given by
sin? 9(8 — sir? 9)

(4 - sir? 0)2

and@ is the center of mass (CM) scattering angle. Knowing theetgpglarizationP;, the measured

A(6) = — (2.2)

Awm, and the kinematics of scattering, the beam polarizafigisan be determined. The analyzing
power Az has a maximum value o#% at a CM scattering angle &f = 90°. This corresponds to
a scattering angle in the lab framg, = 1.83°/ VE(GeV), whereE represents the incident beam

energy. This defines the best kinematics at which to perfbemteasurements.

target collimator Q2 /g
/ \ detectors
}-1.0111—}(— 3.20m l 7.85m I

Helmholtz coil Q1
Figure 2.5: The layout of Hall C Mgller polarimetei/, 1]. A superconducting solenoid is used
to drive a pure iron target foil into saturation. Both the meiic field and the foil are oriented
perpendicular to the beam. This results in target electpoterized parallel (or anti-parallel) to the
electron beam direction.

beam

Fig. 2.5 shows a schematic diagram of the Mgller apparatus. Duringe@k measurements,
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the polarized target electrons are provided by a pure irdrofdl um thickness, which is driven
into saturation with a 3.5 T superconducting solenoid. @arjectrons are polarized parallel or
anti-parallel to the electron beam direction and with a pe¢dion known to better than 0.5%. The
preferred kinematics are defined by the spectrometer ma@ieand Q2 and the collimator between
them. Elastically scattered Mgller electrons witt90° CM scattering angles are focused onto the
detectors and are detected in coincidence. The Mgller aggrynobtained by comparing the two
beam helicity states, is used to extract the beam polasizati

The polarimeter is restricted to low beam curreri8 (tA) due to beam-heatingffects which
may result in the depolarization of the iron foil target. &@ation measurements are made weekly
in dedicated runs at low current. Typically, a statisticatertainty of 0.4% and a systematic uncer-

tainty of 0.6% [5] are achieved in a1 hour run.

Compton Polarimeter

A new Compton polarimeter developed for the Q-weak exparirf&/] is used as an independent
polarization measurement. Because it does not requiretims®f a solid target or retuning of the
beam, it permits non-invasive, continuous measuremetuis tonducted in parallel with production

runs. The principle of the measurement is based on the patemn sensitivity of electron-photon

La.o.'er
'
Dt
_ 12sm | 1m g, 22m | pg | 195M | Detector

11.1m

Figure 2.6: The schematic diagram of the Compton polarinjéte

scattering. A schematic diagram of the Compton polarimisteshown in Fig.2.6. The electron

beam interacts with circularly polarized laser light pd®d by a high power green laser system,



2.2. The Polarized Electron Beam 36

and the polarization dependent feature of the Compton-@@si$on is used to determine the beam
polarization. The laser system consists of a 10 W CW (ContisiWVave) green laser with a wave-
length of 532 nm and a low-gain resonant cavity used to loeklaiser. With the cavity gain of
about 100, the stored laser power is approximately 700 — 8@@s\WWFour dipoles are used to divert
the electron beam through a magnetic chicane to separateditered and unscattered electrons.
Backscattered photons are measured by a photon detecterarigular distribution of scattered

electrons is measured by a diamond micro-strip detector.
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photon energy relative to maximum, p

Figure 2.7: Theoretical Compton scattering asymmetryugemnergy of back scattered pho-
tons B8]. For Q-weak kinematics, with 1.162 GeV electron beam ai@22.eV laser light, the
Compton edge energy is 46 MeV, corresponding to1 on the horizontal scale.

The theoretical Compton cross-section asymmetry is wadlakn in Quantum Electrodynamics
(QED), as discussed in Ref:q]. A plot of this function versus energy of the scattered phstis
shown in Fig.2.7. The maximum energy is given by a kinematic lifjtax, known as the Compton
edge. The asymmetry crosses zero when the scattered pmatayy és about half of the maximum
energy E = 0.512 Enax), and rises tAnax = 0.0421 at the Compton edge. By mapping the micro-

strip detector position onto electron momentum, and helneghoton recoil energy, the scattered
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electron asymmetry can be fitted against the theoreticahamtry function to determine the beam
polarization. Typically, a statistical uncertainty ©f1% per hour with an anticipated systematic

uncertainty ok 1% [65] is achievable (see Secti@n5.2).

Figure 2.8: The Compton multi-strip diamond electron dietiel]. This electron detector consists
of four 21 mmx 21 mm planes of diamond, with 1 cm distance in between. Ther8&horizontal
200um wide strips on each plane. Itis located 5 mm from the maimifea position determination
of the incident electrons, from which the momentum can beided.

The utilization of a photon detector and an electron detantthe Compton polarimeter allows
two independent measurements of the beam polarizationthendoincidence between these two
detectors in principle provides useful information foriedtion of the photon detector.

The photon detector consists of a large scintillating elysbupled to a PMT, operated as an
electromagnetic calorimeter. During Q-weak commissignansingle undoped Csl (Cesium lodide)
crystal was used. However, it was found to exhibit phospdamece; the long time “afterglow” in
this material results in history-dependent pedestalsshifits output spectrum. A GSO (Germanium
Silicon Oxide) crystal borrowed from Hall A Compton was u$edabout one month during Run |,

before changing to use a Pb\WWQ@.ead Tungstate) crystal in the remaining measurements te
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April of 2011 [70].

Recoil electrons are deflected from the primary electrombgathe third dipole of the Compton
chicane. By measuring the spatial displacement of recedtains from the main beam, the energy
of the scattered photon may be deduced. A CVD (Chemical Vapgposition) diamond micro-strip
detector is used for this purpose, as illustrated in Ei§. The detector consists of four 21 mx21
mm planes with 96 horizontal 2Q0n wide strips on each. The fine strip pitch on this detectomad|
for good momentum resolution. The detector initiallffeted from poor &iciency mainly caused
by poor grounding of the readout boards, resulting in exnegse experienced in the Hall C tunnel.
This necessitated increasing the detector thresholdsetNeless, percent-level beam polarization
measurements were made in hour long runs during Ruf]l Following redesign and upgrade of

the readout electronics during summer 2011, the perforenaas dramatically improved.

2.2.4 Beam Monitors

A variety of devices throughout the accelerator are empldgemonitor the electron beam. There
are about 40 monitors currently in use along the Hall C beamn [liZ]. In order to reduce sys-
tematic errors arising from helicity correlated beam praps, the accelerator machine conditions
have to be carefully optimized to minimize unwanted chang®m helicity reversal. Non-invasive
measurements of beam parameters (charge Q, beam positiwh ¥ bheam direction X’ and Y’ and
beam energy E) are made continuously during normal datagaka this section, several important
beam monitor devices used in Hall C for the Q-weak experiméhbe introduced. A summary of

helicity correlated beam properties for Q-weak Run | is giwreTable6.3.

Beam Charge Monitors (BCM)

Q-weak employs many of the standard Hall C instruments famrbdiagnostics, including beam
current monitors and beam position monitors. A linear, laisa beam charge monitor (BCM) is
essential, in order to provide accurate normalizationtier®@-weak asymmetry measurements, and

to measure helicity-correlated beam current fluctuationiglvwould lead to false asymmetries.
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Q-weak uses cavity-style BCMs to measure beam current. eThes cylindrical “pilloox”
RF cavities resonant in the transverse EM modepigviit the beam acceleration frequency of
1.497 GHz. When the electron beam excites this resonaneegsociated power is temporarily
stored inside the cavity. Part of this RF power can be readyuain antenna, providing an output
signal proportional to the beam intensity.

The cavity BCMs possess long-term stability, good lingaaitd a large dynamic range. Their
gains are periodically calibrated with respect to the Umsenitor [73], a parametric current trans-
former, which itself is self-cross-calibrated to a preaserent source. One of the important re-
quirements for the BCMs is that the noise in the beam chargesurement must be small with
respect to the counting statistical error in Q-weak maircters. During Q-weak commissioning
and Run I, four BCMs located upstream of the target were ¢perarhe Q-weak main detector
yield was normalized to a combination of two adjacent magjt@CM1 and BCM2. The noise

contributions from BCMs+50 ppm) were estimated to be acceptable (see Se@tiby).

Beam Position Monitor (BPM)

A set of beam position monitors (BPMs) is used to measure ¢aeniposition and angle incident
on the Q-weak target. Beam position is measured with siegPMs, which consist of four/4-
wavelength antenna wireXt{, X, Y*,Y") oriented 90 degrees to each other and parallel to the
beam axis. At 1.497 GHz, beam power is coupled to the antemmaethe output signal amplitude
on each wire depends on the distance from the beam.

Neglecting the finite length and radii of the antennae, a$ agethe finite size of the beam, to
first order, the coupling of the beam to each antenna can bressex a¥ « constant + r, wherer
is the distance of the beam from the BPM cent&}.| Assuming, for example, that the beam is at
Y = 0, thenr is the coordinateX, and the beam position is given by

VARV
X .
RRAVZRVE

(2.3)
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The BPMs are instrumented with Switched Electrode Eleats(SEE). The SEE is a sample-
and-hold module; a single electronics chain is rapidly chndt between the BPM antennae. Via this
technique, electronic gain drifts are cancelledtsét drifts and non-linearities in the electronics are
approximately cancelled if the beam is centered at the BPlhabtheV* andV~ signals are of
comparable magnitude. Therefore, the BPM has excellegtierm stability with the calibration
set simply by geometry.

Instrumented with SEE, the BPMs are stable and linear ovge laurrent ranges, and have
good signal to noise ratios with useful bandwidth40 kHz. The noise of the 4-wire SEE BPMs
for beam currents above 1L\ was shown to meet Q-weak beam requirements. [They also can
be used to make relative beam energy measurements by usikgdtvn dispersion of the beam in
the Hall C arc (40 mif%) and measuring the position in a BPM in the arc. Absoluterbeaergy
measurements are made in dedicated runs using the supgrbhmhere the beam is arranged in
a dispersive tune. In addition to the 4-wire BPMSs, severakitige cavity position monitors are
also available for the beam position measurements. Q-wsek many BPMs to extrapolate the
beam position and angle at the target during Run I, for exanB#M3h04 located 18.9 m upstream
and BPM3h09 3.9 m upstream of the Q-weak target were usedltecdehe beam position at the
target [/7]. A slow position lock on the target is implemented by usiegdback from these BPMs

to adjust steering magnets, so that the position and anglainewithin acceptable limits.

Halo Monitors

Halo monitors are installed on support frames referred thasalo girder and the Q-weak girder
(see Fig2.9). The main purpose of these detectors is to monitor beam tefmed as any primary

beam well outside the nominal beam envelope. Beam halo ielyneaused by beam scraping
in apertures in the accelerator, or interactions with iegidjas in the beamline. A 2 mm thick
aluminum halo target is installed in the beamline on the aider. The halo target has both an 8
mm square, and a 13 mm diameter aperture (the one normallly asea continuous halo monitor

during production running. Electrons scattering from trgéts can be detected by the various halo
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monitors located at fierent positions.

Halo 3/4/5: lucite Halo 6: lucite
Halo 7:scintillator Halo 8: scintillator
(on halo girder) (on Qweak girder)

beam
direction

0 48 inch

i B e |
SCALE 1:30

Figure 2.9: The position of the halo monitors for the Q-wesegiment [/ &].

Each halo monitor consists of a piece of lucite or scintltatoupled to a PMT; incident radia-
tion generates photons in the lucite (scintillator) that@detected by the PMT. Two materials (lucite
and scintillator) are used in halo monitors as they haffeint sensitivities to the incident neutral
particles. Halo monitors 3, 4, 5 (with lucite) and 7 (withrgdlator) are located on the halo girder,
while halo monitors 6 (with lucite) and 8 (with scintillajcaire located on the Q-weak girder, closer
to the Q-weak target. During production running, the haloitoo rates are displayed in real time
to assist in monitoring Qweak beam quality. A typical “goadi rate for Q-weak Run | is about
10 HZuA in halo 3, within its tolerance of 20 HzA, the rate limit for halo 4 is 33 HzA. Beam

conditions are considered to be bad once the beam halo @te=ygnd these limits.
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Beam Modulation

In addition to minimizing helicity-correlated beam proges, it is also important to be able to apply
corrections to the Q-weak asymmetry data to account for esiglual via beam modulations. This
requires us to know both the helicity-correlatedfeliences in beam parameters, and the sensitivity
of the Q-weak main detector to each beam parameter variation

Detector sensitivities to beam property changes are measising either natural beam motion,
or beam modulation in dedicated studies. For the latter, doucore magnetic dipoles in the Hall
C beamline are used to purposely modulate the beam positidraiagle inx andy. In addition,
the beam energiz is modulated with a Superconducting Radio Frequency (SBH)c Based on
these applied modulations, the corresponding detectaitsdties are determined. One advantage
of this method is that it allows for good separation of positand angle changes, which are usually

correlated in natural beam motion.

Beam Raster

The very small intrinsic size of the primary electron beanilQ0um diameter) requires that it be
scanned by a fast raster (FR) system over the tatget to avoid damage of target system due to
beam heatingféects. Beam is steered uniformly over a large area by usingfhgystem installed

in the Hall C beam line tunnel, about 21 m upstream of the Qkweaet [/9).

The FR system consists of two air-core magnets for indepgnsteering inx andy at high
frequency. During Q-weak full current runs, a 4 my# mm square raster pattern was used. The
FR pattern was generated by using two triangular steergmats with frequencie$, = 24.96 kHz
and fy, = 25.08 kHz. The system generates a highly uniform beam iityedsstribution on the

target, and dramatically reduces beam heattieges.
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2.3 Target

The Q-weak experiment employs a 35 cm (4% radiation leAgtbng cryogenic liquid hydrogen
target, which was designed to be operated at/80vith beam power of 2500 Wg]. The basic
design goal was to provide high luminosity & 1.8 x 10°*® cm2s™1) while minimizing density
fluctuations which would increase the widths of the measasgtnmetries.

A schematic view of the Q-weak target loop is presented in Eigj0(a) The LH, target is
contained in an aluminum flask located at the bottom of the Ieee Fig2.10(b). A cryogenic
pump circulates LK in the loop and produces transverse flow relative to the beamatibn. A
heater and a heat exchanger in the loop are used to regudatientiperature of Lbito the nominal
20 K at the design pressure of 35 psia without boiling or fieggz Thermometers and pressure
gauges along the loop provide continuous monitoring ofdleegcial operating parameters.

Aluminum has a factor of ten larger parity-violation asymimeéhan LH, (with the opposite
sign) at Q-weak kinematics. In order to minimize contribas from the aluminum target vessel to
the measured asymmetry, the 2 eell was designed in a cone shape with its wall and end-wisdow
as thin as possible given the requirements for safe oparaifibe cell thickness is 0.254 mm for
the wall, 0.127 mm for the entrance window and 0.127 mm forctr@ral nipple of the 0.508 mm
thick exit window. The cell windows are machined with a certeadius of curvature to reduce
helicity-correlated changes in target length upon beaniamoWith this design, the total rate from
aluminum target windows at 180A beam current is about 27 MHz per octant, or 3% of the elastic
rate from the LH itself.

The target heat exchanger obtains cooling power from bahttK Central Helium Liquefier
(CHL) and the 15 K End Station Refrigerator (ESR) through s@parate transfer lines. Heaters in
the target are controlled via feedback loops that take iné&ion from one of the BCMs so that the
target temperature is stabilized in response to changesaim lzurrent.

Many studies were performed to characterize tiiects due to boiling and density fluctuations

2Radiation length, usually denoted by, is a characteristic length of matter, over which a highrgnelectron loses
all but /e of its energyE by bremsstrahlung, i.e—dE/dX = E/Xo; and X, = 7/9 of the mean free path for pair
production by a high-energy photon.
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Figure 2.10: Two views of the Q-weak high power cryodtdrget. (a) The target control GUI
shows the schematic layout of the target and recirculatiog.l (b) A zoomed-in view of the Q-
weak LH, target cell B(].

with various beam current, pump speed, raster size andthigkwersal frequency settings. During
the planning stages of Q-weak, tests with existing JLabketarmdicated that theftects of target
density noise could be greatly reduced (by a fastd0) by running the experiment at an increased
helicity reversal frequency. This necessitated changdketdnelicity control system at the polar-
ized source. The Q-weak experiment adopted 960 Hz as thenabhlicity reversal frequency,
whereas previous experiments used 30 Hz. During Q-weak éssioning, the boiling contribu-

tion to the main detector asymmetry width was measured tdlpprh at 16:A. The bulk density
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changes have been bounded to less th2¥@t 15QuA. This performance meets the original design
goals B1].

The Q-weak target also has 24 solid targets to allow for baxkgl and systematic studies.
These targets are mounted in either the front or back panallmix frame located beneath the
LH, cell so that the z-dependence of the backgrounds can bectdrdgzad. The targets include
aluminum alloy dummy targets withffiérent thicknesses for target cell window background sgjdie
and carbon targets for Liboiling comparisons. A remote controlled motion systenseclito select

any given target.

2.4 Spectrometer System

The Q-weak spectrometer system is composed of an opticsrdgtinllimator system, a resistive
toroidal magnet with 8-fold symmetry about the beam axis Q®&J, a set of 8 quart£erenkov
detectors, and a set of tracking devices. A brief introdurctvill be given here with highlights on

how the spectrometer achieves the requirements of thigiexget.

2.4.1 Collimator and Shielding Wall

The Q-weak experiment utilizes a triple collimator systemwselect electrons scattered from the
LH, target. A picture of the system is displayed in Figll The middle collimator is the primary
one, defining the acceptance for scattered electrons. Btaffid third collimators are mainly used
to clean up Mgller electrons and EM shower events. The cattins are made of lead alloy. The
openings in each collimator are arranged in 8 azimuthaliyregtric segments, corresponding to
the 8 main detector octants. Extensive Monte Carlo studiere wsed to optimize the collimator
design for maximum elastic rate at the main detectors withimmim contribution from inelastic
events. The optimized openings define the azimuthal acoept®+15°, and polar acceptance to
[4° — 13°]. The scattering angle acceptance defines the ran@8 fifr the measurement.

After selection by the collimator system, elastically semd electrons are focused onto the
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main detector quartz bars by QTOR. Charged backgroundcleertare deflected out of the bar
acceptance. Neutral backgrounds from the target that passgh the collimators are blocked by

the shielding wall constructed downstream of QTOR.

QTOR magnet
nd (primary) coIIima;or'."':: \'

. \°"3rd collimator

Figure 2.11: A view of the Q-weak collimator system duringtallation in the experimental halil]|.
The scattered electron beam entering from the left will gough the first (red) cleanup collimator,
the middle (red) primary collimator and the third cleanuflica@tor into QTOR.

The shielding wall is a concrete wall with eight trapezaldlapertures through which elasti-
cally scattered electrons are admitted. The apertureseaigreed to be large enough so that they do
not afect the acceptance for elastic electrons. The wall alskblpbotons and low energy electron

backgrounds generated in upstream beamline.

2.4.2 Toroidal Magnet

A resistive toroidal magnet (QTOR) is used to focus elalificzattered electrons onto the Q-weak
main detectors. QTOR has eight open sectors symmetricaihtéd around the beam axis. Each
sector is made up of two racetrack-shaped copper coils, esith layer consisting of two 2.20 m

long straight sections, and two semicircular curved sastiwith inner radius 0.235 m and outer
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radius 0.75 m. The copper conductor has a cross section #tkgy 3.81 cm with a center hole
of 2 cm in diameter for water coolin@?]. The coils provide a field integral value of about 0.6/T
along the central trajectory of elastically scatteredteters, leading to a nominal bend angle of 10
for the electrons scattered at3°.

The QTOR magnetic field was carefully calculated via nunatiiictegration of the Biot-Savart
law over the conductor’s current distributions based onsuesl dimensions. The magnetic field
was also mapped to verify these calculations. A photogrdPT@®R during installation and field
mapping is shown in Fig2.12 During Q-weak commissioning and Run |, QTOR was operated at

the nominal 8921 A DC current.

e

- i —— z
\magnet support structure

Figure 2.12: The QTOR magnet installed in Hall G.[A 3D magnetic field mapper was used to
measure the magnetic field.

2.4.3 Main Detectors

Q-weak employs a set of eight quaerenkov detectors to sense elastically scattered etsctro
as Cerenkov detectors are insensitive to neutral backgrouide detector active elements are

fused-silica quartz (Spectrosil 2000) bars which are tamishard, arranged symmetrically about
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the beam axis in the focal plane of the spectrometer. Eachahgidar consists of two 1 m 18 cm

x 1.25 cm bars glued together end-to-end (seeZig3(a). The resultant quartz bar is fixed within
an aluminum detector housing and shielded from externht ligth two covers. Cerenkov light
generated by electrons travels along the bar via totalnateeflection and is collected by 5 inch
(12.7 cm diameter) PMTs attached to either end of the quantz. Brhe Cerenkov signals are read
out either in current mode with low gair 000) bases for asymmetry measurements or in counting
mode with high gain (X 10P) bases for tracking measurements. The detectors are se@pny
aluminum exoskeletons and mounted on a Ferris wheel steuttee Fig2.13(b).

To achieve the desired statistical precision within thecated beam time, the Q-weak main
asymmetry is measured at a high beam current of 150 w®80At full beam current, the rate of
elastic electrons impinging on each bar is 800 MHz, givirg tittal rate of 6.4 GHz for eight de-
tectors. This rate is too high to employ pulse-counting némles; therefore, the asymmetry data
are acquired in current mode. The output DC current(uA) from the low gain PMT bases is
amplified by |-V converters with gain of 1 8, and digitized by 18-bit ADC’s. The main detec-
tor electronics chain achieved noise well within accepmacnteria, being much smaller than the
statistical width due to the photons from tBerenkov process.

During tracking mode runs (discussed in Secfioh4), the beam current is reducedg@00 pA,
and the main detectors are operated in pulse counting madeg high gain PMTs and counting-
mode electronics. The main detector light yield for elexsravas initially characterized in tracking
mode. It was found that one track generaté&$ photo-electrons in each main detector. To increase
this light yield and hence the signal-to-nois¢Npratio, a 2 cm thick Pb pre-radiator was installed
in front of each quartz bar. This increased the light yieldalfgctor of seven and improvedNSby
~20. However, shower fluctuations in a pre-radiator alsmiahice an excess noise10%) to the
octant averaged asymmetry. Essentially all the phase Ivdate acquired with this configuration.
A detailed discussion of the main detector design, construcinstallation, tests and performance

can be found in Ref.d3].

3The Cerenkov signal generation process is discussed in datilei context of the Q-weak scanner detector in
Section3.4.
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Figure 2.13: (a) Main detector assembly at JLab EEL buildii Main detector installed on the
Ferris wheel support structuré][

2.4.4 Tracking System

The Q-weak tracking system is designed to map@Recceptance of the experiment, to measure
the light-weighted response of the main detectors, and doackerize backgrounds. For example,
the goal of measuring the proton’s weak charge to 4% reqtiivaisthe averag€? weighted by
the main detecto€erenkov light yield be determined to 1%. The main detedieisg operated in
current-integrating mode necessitates weighting of therkiaticQ? by light yield. This is referred

to as the light-weightedQ?).

A set of tracking detectors are operated in calibration atrtseam currents below 100 pA, so
that tracks from individual scattered particles can berdateed. Two sets of tracking detectors
are mounted on rotatable frames so that they may be pogitiorte/o opposing octants. Thus, the
entire detector acceptance can be mapped in four sets kirtgameasurements. The detectors are

retracted radially outwards and parked outside the maiectimt acceptance when not in use.

Region 1 GEMs

The Region 1 gas electron multipliers (GEMs) were designedake measurements at the location

right after the first collimator, 1.07 m from the target. ThENds would provide a single position
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point for a track, and together with Region 2 chambers, 18efmints would be used to reconstruct
the scattering vertex. The GEMs did not function during QakvBun |. Therefore they receive no

further mention in this thesis.

Region 2 HDCs

The Region 2 horizontal drift chambers (HDCs) are locatedrdream of the primary collimator,
3.4 m from the target (see Fig.2). Their purpose is to establish the initial trajectory o Htattered
electrons before deflection in the QTOR magnet, and to track to the target to find the interaction
vertex [B4).

In general, a drift chamber consists of planes of paralleksewires at zero potential strung
between cathode planes to which a negative high voltagepigedp The assembly is contained in
a support structure with thin entrance and exit windows, fdledl with a customized gas mixture
(65% argon and 35% ethane during the tests at Virginia Te@%; &rgon and 50% ethane during
Q-weak Run 1). In each sense wire plane, field wires are plaeageen the sense wires to form drift
cells by shaping the electric field. When a charged partiakses through a chamber and ionizes
the gas in particular cells in each plane, the resultingtedas drift toward the sense wire along
the electric field lines in the cell. The measured drift tinggween an external trigger signal and
the resulting sense wire signal reflects the drift distaridteecharged particle as it passed through
the wire plane. However, the hit location can not be idemtiBace the particle may go through
that plane on either the left or the right side of the triggengre. This phenomenon is referred to
as the left-right ambiguity. By sequencing sets of plangk ditferent wire orientations, left-right
ambiguities can be removed, and the particle’s trajectorgugh a multi-plane drift chamber can
be determined.

In Region 2, each of two octants is covered by a pair of HDC dies) which are separated by
42 cm along the beam direction. Each chamber consists oféoplanes X, u, v, X', U, V', represent-
ing wire orientations which are defined in Sectidr) with 32 sense wires per plane. Théfdient

wire orientations and wireftsets in those planes help to identify good tracks and reneft-idht
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(a) (b)

Figure 2.14: (a) The Region 2 HDC chambers constructed ginié Tech. (b) The HDC chambers
in their motion mechanism installed between the seconch@mi) collimator and the third (cleanup)
collimator [1, 85].

ambiguities. The HDCs analysis reconstructs hit positfinsg, then reconstructs a track by mea-
suring the drift time between the wire signal and the patichger signal, and then converting this
time to drift distance based on a parameterized drift vgtodihrough on-board Nanometric pream-
plifier discriminator cards, the total of 768 sense wire algrfor the HDCs are digitized by JLab
“F1” TDCs. The position resolution measured with the HDC456€ - 200um with single plane
efficiencies better than 99%]. During Q-weak Run I, the HDCs encountered some hardware
issues. It was found that there wag ns missing at the beginning of their drift time distribunsy

the single wire #iciency was reduced to 93% due to this issifd.[ The Region 2 chambers can be

operated up to a beam current of about 1 nA.

Region 3 VDCs

The Region 3 vertical drift chambers (VDCs) are locatedrafie QTOR magnet and just before
the main detectors. They are used to measure the trackdtataragnet, and in conjunction with
the HDCs, to determine the momentum of elastically scattetectrons, hence th@? distribution

and main detector light-weighte@?).
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Figure 2.15: (a)The Region 3 VDC chambers constructed aCidtlege of William and Mary. (b)
The VDC chambers mounted on the Region 3 rotator right bethi@dhielding wall I, 85].

In Region 3, there are a pair of chambers in each octant. Hamlzer has an active area of
2.3 mx 1 m, and has 2 planesl,{) each with 281 sense wires. The total of 2248 wire signals
are read out via multiplexing: one TDC channel shares 9 viiresigh delay lines, requiring only
four 64-channel TDC modules. The resolution for an indigidolane is 22Q:m, with single plane
efficiency better than 98% [35]. The VDCs are operable up to a beam current of about 100 nA.

Although both the HDCs and VDCs are drift chambers with samilorking principles, there
are some design fierences between them in order to meet the specific Q-wedkrigacequire-
ments. Details about theirfiierences and how to reconstruct tracks with them will be dised in

Chapterd.

Trigger Scintillator

Two 220 cmx 30.48 cmx 1 cm trigger scintillators are used to provide a trigger amdn refer-
ence for the tracking systeri’{]. They are mounted on the Region 3 rotator behind the VDCs. As
the picture shown in Fig2.16illustrates, scintillation light is collected by PMTs atteed to either
end of the scintillator via light guides. The trigger timeolstained by averaging the time of the left

and right PMT pulses by using a mean-timer. The timing reswiuor these trigger scintillators is
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Figure 2.16: A view of one trigger scintillator on the bené¢hg7].

better than 460 ps, which is more tharffatient to provide a trigger signal and timing reference for

the tracking chambers.

Focal Plane Scanner

The focal plane scanner was developed at the University ohiMeg. This instrument was my main
hardware responsibility for Q-weak; therefore, it will letfocus of a separate chapter (Chap)er
of this thesis.

Tracking measurements are conducted at beam currents hewA, about 3 orders of mag-
nitude lower in current than th&p, measurement. In order to match the tracking results to high
beam current, an extrapolation method is necessary. Tla fitene scanner is designed for this
purpose. Itis also useful in monitoring spectrometer gpaied for background studies.

The focal plane scanner is a smarenkov scanning detector with 1 ol cm active area. It
can be mounted either in front of or immediately behind theédoo octant of the main detector to
sense the electron flux distribution in the focal plane. Iswasigned to be used in both tracking

mode and production mode to extrapolate tracking resudta fow to high beam current.
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2.4.5 Luminosity Monitors

The Q-weak experiment employs two sets of luminosity megsi(bUMIs): the upstream and down-

stream LUMIs, with diferent functionalities. Both of them serve as sensitivertatc detectors.

The Upstream LUMIs The upstream LUMIs are an array of 4 small Cerenkov detesitrated
on the upstream face of the primary collimator (see Big7(a). They are 25 cnx 7 cmx 2 cm
quartz bars coupled with air-core light guides to PMTs ahkends. They sense mainly Mgller
electrons scattered af &nd are used as target density fluctuation monitors. Thedeetdes sense
a total rate of 133 GHz, and therefore can provide precisesuiements in a short time. Being
symmetrically positioned around the beam line, they hagh Isiensitivity to beam position, and
thus can serve as a sensitive beam position monitor.

detector hut
shielding wall

beam
LUMI mounting 'cup’ dump

oy == L
: peam direction

downstream LUMI

. primary collimator

(b)

Figure 2.17: A view of the upstream and downstream lumigasionitors [L, 85]. (a) The 4 up-
stream LUMIs mounted on the upstream face of the primarjneatbr. (b) The 8 downstream
LUMIs installed in the beam pipe near the end of Hall C beaenlin

The Downstream LUMIs The downstream LUMIs, consisting of eight detectors, asgied
to be null asymmetry monitors. Each LUMI is made up of a pietd am x 3 cm x 1.3 cm
Spectrosil 2000 quartz positioned -at0.5° from the beam axis. To reach this very small angle,

the LUMI assemblies are inserted into special cups whiclefpate deep into the beampipe far
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downstream of the target (see Fiy17(b). These detectors are each read out with a Hamamatsu
2-inch (5.08 cm diameter) quartz window PMT via a 35 cm longight guide. The downstream
LUMIs sense a total rate of 100 GHz of scattered e-p elastichaller electrons (the rate ratio

~ 1:1), giving very small statistical error. Since they arevety forward angles, botp? and the
parity violating asymmetry should be essentially zero &ge.1.49. These monitors are therefore
very sensitive to false asymmetries arising from helicityrelated beam properties, and can give
immediate feedback for beam diagnosti¢s][ They are designed to be operated in both event mode
for tracking runs as well as current mode for parity runs. veré mode, the PMTs use high gain
bases anck10 fast pre-amplifiers, read out by scalers or QDCs, whilafagrating mode, unity
gain bases are used and the PMT signals are amplified b@4WMrent to voltage pre-amplifiers

and integrated by 18-bit ADCs.

2.5 Data Acquisition

The Q-weak Data Acquisition system (DAQ)]] is built upon the CODA frameworkd0] devel-
oped at JLab. The system contains electronics crates,ueenlatrollers (ROCSs), trigger-supervisor
(TS) module and DAQ computers, which run Linux and CODA syste A schematic diagram of
the DAQ system is shown in Fig.18 The triggering and event control are performed by the TS,
which is linked to each subsystem (or crate) via triggerrfate8 modules. The TS serves as an
interface between experiment-specific triggering and tA® Bystem, and there are severdfel-
ent trigger sources (as listed in Taldled) available for it. Data from all crates are read out and
transported back to the DAQ computer through ethernet andaared in standard CODA format.
The Q-weak experiment has two modes of data acquisitiontygaurrent) mode and tracking
(event) mode. The electronics for thefdrent modes are arranged irffdient crates. ROCO is in
the crate containing the trigger-supervisor. ROC1 and Bénelectronics room are used for parity
mode, containing the 18-bit ADCs for main detectors and biaenmonitors. ROC9, 10 and 11

in the electronics cage in the experimental hall are usetrdoking mode, containing the TDCs,
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scalers for the GEM, HDC and VDC tracking detectors. ROC4hm ¢lectronics room is also
for tracking mode, corresponding to the VME (Versa Moduled€ard, a computer bus standard,
widely used for many applications in the experimental soiét field) crates housing the QDCs,

TDCs, and scaler modules for the main detectors, triggetisators, and the focal plane scanner.

Event mode Ee‘r:;‘rc’:’r"?ff || Tracking EPICS/slow controls
detectors (ADCs, TDCs, SCAS) ROCs (e.g. High voltage)
Current mode , Silo tape
Current mode || electronics Parity storage
detectors . . ROCs
(integrating ADCs)
DAQ/computer
Run control
Injector Beamline
Beam monitors ROCs
Online analysis
computer
MD_TIR e
TSR ———1 Trigger ROCO
supervisor
MPS_TIR e
- Realtime/Feed
MT TIR | back analysis
- Ethernet

Figure 2.18: Schematic diagram of the Q-weak data acquisgystem.

The main measurements of Q-weak use the parity mode DAQ twdewnain detector sig-
nals. The 16 channel output PMT currents from the main deteare amplified by low noise
trans-impedance pre-amplifiers (I-to-V converters) theadrout by the TRIUMF 18-bit integrating
ADCs [9]1]. Luminosity detectors and beamline instrumentation agdrout with the TRIUMF
ADCs as well. The Q-weak parity mode DAQ uses the MPS triggeetord at 960 Hz helicity

reversal rate to measure the average voltage levels produycthe detectors and beamline instru-
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Trigger Source Type Mode

Region 3 trigger scintillator  TS_TIR event mode

main detector MD TIR event mode

guartz scanner QSTIR event mode
Region 2 scintillator R2.TIR event mode
helicity interval MPSTIR evenfcurrent mode
Clock/pulser FakeMPSTIR evenfcurrent mode

Table 2.3: Main trigger sources and types in Q-weak. Ther@ko other trigger sources available,
such as triggers from Region 1 detector, background deteata random triggers. These triggers
can be combined logically and pre-scaled to an approprétehy the trigger supervisor, to form
the master trigger (MITIR) for the DAQ system.

mentation in each helicity interval. The resulting data flevabout 4.5 MBs, independent of beam
current.

The tracking mode DAQ records a large number of channels &lbelements of the tracking
system for every event, which is triggered by the triggentdtator. The HDC and VDC signals are
read out by F1 TDCs and scalers. The event hits on main detédgger scintillator and scanner
are recorded with VMEbus CAENIP] V792 QDCs, JLab F1 TDCs and SIS3801 scalers. The

tracking mode DAQ is able to read out all the channels at enages up to 6 kHz.

2.6 Data Analyzer

The general Q-weak data analysis paths are depicted ir2Hi§. The data are analyzed by two
analyzer codes: “QwParity” for parity mode data analysm ‘@QwTracking” for event mode data
analysis. Both analyzers have a data decoding stage, im@@dDA files or datastream are decoded
into physical data for each device according to its chanrad,mhich contains the information on
ROC number, data bank and channel number. In further asalfg parity analyzer calculates

the helicity quartet asymmetries, yields and the corredpgnrunning averages, based on delay-
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reported pseudo-random helicity states. The trackingyaaalfinds the partial tracks in HDCs
and VDCs separately, then matches them to tracks and de&srilie momentum and momentum

transfer for each reconstructed track.

CODA Event
Builder F\

Feedback
Analyzer

CODAET )
Realtime
System
f Analyzer
Raw Data
CODA Files

First Pass
Analyzer

Tape Silo CDAQ Analysis I

1
Machines | II

A 4

Master DB
- =Y Server

Other Analyzer
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Figure 2.19: Schematic diagram of the Q-weak data analysisip3].



Chapter 3

Electron Flux Profile Scanner

The Q-weak electron flux profile scanner is a scam@egenkov detector designed to measure the
rate distribution of scattered electrons in the focal plahtne spectrometer; it is thus also referred
to as the Focal Plane scanner. A key criterion for the scasesgn is the uniformity of its response
with position as it moves across the acceptance of the Q-meakdetectors. This will be discussed
in Section3.8. A Cerenkov detector is used since it is insensitive to nepagicle backgrounds.
The scanner system may be positioned immediately upstredowmstream of the main detector in
octant 7 (see Sectich2, the Q-weak coordinates and naming convention, for reé&kto perform
2-dimensional scans of rates in a vertical plane over thecifidlarea of thaCerenkov bar. The
scanner possesses the unique ability to work in countingerabtoth low and high beam current,
and is the only detector in the experiment capable of makiagsurements of tracking parameters
at high current. In this chapter, | present a chronologjcatidered description of the evolution of

the scanner’s design leading up to its first commissionisglte.

3.1 Motivation

As described in ChaptéX in Q-weak, th& Q%) determination and background studies are performed

up to 100 nA with the tracking system. Th&y measurement, on the other hand, is done at

59
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150 - 180uA, where the tracking detectors are inoperable. To obtairfidence in applying the
results from tracking mode to parity mode, tracking restdteermined at low beam current must be
extrapolated to high beam current over 3 orders of magnitude

The SLAC E158 experiment?[]], which measured the electron’s weak charge (refer to the
discussion in Chaptet), successfully employed a similar scanning detector to thaspatial dis-
tribution of the scattered electron beam intensiiy]] That device was found to be crucial to the
success of the experiment, since it was the only means withwb study the spectrometer optics
and perform background studies. A similar scanning detegss also used in the HAPPEX e-p
parity violation experimentd5, 36] at JLab. The Q-weak scanner design was based on the E158

scanner; therefore, the E158 scanner will be discussedne sietail here.

3.2 E158 Scanner Review

As shown in Fig.3.1, the E158 scanner system consisted dletenkov scanner detectors, which
performed radial and azimuthal scans over both e-e and etfesng regionsg4]. In E158, this
system was used to determine optics parameters and confimteNo@rlo predictions of rates (see
Fig. 3.2) for high-energy £ 45 GeV), high-flux ¢ 10! electrongs/cn?) scattered electrons.

As illustrated in Fig.3.3, the active element of each E158 scanner detector was agfieeet-
angular fused silica (synthetic quartz) of size®x 20 mn¥, oriented at an angle of 45 degrees with
respect to the incident beam direction. In order to increélasesensitivity of the device, a rhombic
tungsten pre-radiator with edge dimensions of 5 x 15 mn? was mounted on the upstream face
of the quartz radiatoiCerenkov light generated within the quartz volume was prarted out of the
quartz, and reflected along a 19 mm diameter air-core ligltteguntil being detected by a PMT,

which was operated in integrating mode.
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Figure 3.1: Beam'’s eye view of the E158 scanner syst&fh |
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Figure 3.2: The radial rate distribution acquired by E15heer detector$f], which validated the
Monte Carlo results and hence expected physics backgronflb8. The points are scanner data,
and the histogram is the Monte Carlo simulation. The shadgubn is from the Mgller scattering
contribution; the hatched region is from tap scattering contribution. Mgller arep asymmetries
were measured by the PMTs in region |, Il of the E158 caloténe
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Figure 3.3: The schematic layout of an E158 scanner detgeipr

3.3 Tailoring the E158 Scanner Design for Q-weak

Taking the E158 scanner as a reference, a brief review of &sig features and their optimization

for Q-weak is presented here.

Use of quartz radiators Both E158 and Q-weak scanners use synthetic quaGessnkov radia-

tors; the type of quartz in the Q-weak scanner is the samehsgdhd in the Q-weak main detectors.
Quartz is insensitive to neutral backgrounds from gamma aag neutrons, and is radiation hard,
unlike scintillator. However, the design Gferenkov light transport is more challenging than for

scintillation light, especially for a device used in comgtimode, as discussed below.

Counting mode versus current mode The E158 scanner was operated in current mode due to
the high incident electron flux(10° MHz/cn¥?). In contrast, for Q-weak, the maximum flux at the
focal plane is 1 MHzn? in parity mode with full beam current (18@A). This makes it possible

for the scanner to operate in counting mode. In tracking mods, the rate is 560 Hzcn? below

100 nA beam current. Based on these considerations, thea®-seanner was designed to operate
in pulse counting mode over a large dynamic range of beamsiites. The use of counting mode

also makes the scanner less sensitive to backgrounds tharegrating device.
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Light pipe diameter The E158 scanners used air-core pipe as light guides toedzhokgrounds
arising from interactions with the light-guide material @sposed to the quartz radiator. The Q-
weak scanner design inherited this advantage of usingoaér-gipe, but based on the choice of
a counting mode device, required better light transporthigh eficiency operation. Light-tube
associated backgrounds had been studied extensively by &fed at improving the scanner’s
signal-to-background (B) ratio. It was found in those studies that a smaller diamigbt guide

led to a higher 8 ratio, but smaller signabfl]. The E158 scanner adopted a 19 mm diameter light
guide to pursue a relatively highefBratio. The Q-weak scanner, in contrast, uses a larger (5L mm

diameter light guide.

PMT readout coincidence requirements In order to suppress backgrounds, the Q-weak scanner
employs two light guides and PMTSs viewing two separate mie¢guartz that are optically isolated
from one another, operated in coincidence mode. Thus ripetttormance for both signal amplitude

and 9B ratio are achieved.

Cartesian versus polar scanning The E158 scanners measured circular electron-flux banahetbr
by the scattered electrons in e-e and e-p scattering, bypmparfg “polar” scans in radial and az-
imuthal directions. Each scanner was mounted on a linealomabaechanism to scan radially
relative to the beam axis, and a rotation annulus centeradeoheam axis (see Fi§.1) to allow
measurement of the entire profile of the scattered electiarsontrast, the Q-weak scanner detec-
tor performs 2D Cartesian (they plane) scans along the bottom octant of the main detecter (se
Fig. 3.6). A full bar scan of the Q-weak scanner can cover a large @&a¢mx 26 cm), in excess

of the main detector dimensions, which allows it also to efulfor background studies.

Radiator tilt angle In the E158 scanner, the quartz radiator was constructddantilt angle of
45° relative to the approximately parallel incident electragaim in order to increase light yield.
For Q-weak, this was not necessary, since the electron beamident on the scan plane with an

average angle of about 2fh 6 and azimuthal angle within range of-25° to +25°; this allowed
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for a more compact layout (see Fi§j6).

Geometrical Considerations The Q-weak scanner has to fit in a relatively constrainedoregi
of space inside the main detector shielding hut. It has todsgtipned as closely as practically
possible to the Q-weak main detector of interest. The scatetector was designed to allow its
PMTs to stay outside the scattered electron beam enveldpinizing radiation damage and direct
backgrounds. Unfortunately, this led to location of the PMii a region of unexpectedly high

gamma backgrounds, which posed a particular challengeséstion5.1.1).

3.4 Basic Q-weak Scanner Design

3.4.1 Detector

The Q-weak scanner system consists of two main parts: atdetaw a 2D linear motion assembly.
The detector was designed to work in coincidence mode withdgnsitive components and two
light guides. The structure of the detector is depicted metiigally in Fig.3.4. Two pieces of
fused silica (synthetic quartz) are usedGerenkov radiators. They are optically decoupled from
one another, and are each optically coupled to separategligghes arranged in a “V”-configuration.
The air-core light pipes are lined with a highly reflectivating to improve light transporticiency.

The PMTs at the ends of the pipes are operated in counting.mode

- Cerenkov conical
Scattered —— h
electrons —™ radiator T—p reflector
——
e air-core '
- light guide reflective
‘ tube
|
Side View Beam View

Figure 3.4: Schematic of the Q-weak scanner detector.
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The light generation process from which the scanner detéetives its signals is based on the
Cerenkov fect. For a high-energy electron passing through a quanzesie faster than the speed
of light in quartz,Cerenkov photons are generated in a cone-shaped distribattiout the electron
trajectory with an angled]:

cosf. = (3.2)

1
e’
wheren() is the index of refraction of quartz for the photons with wkangtha; 8 = v/c, vis
velocity of the electrons, armis the speed of light in vacuum. The quartz radiators g~ 1.47
for photons with wavelengti ~ 360 nm. For highly relativistic electrong, ~ 1, and thus the
Cerenkov cone anglé. in quartz is approximately 47 Only incident electrons with an energy

above~0.7 MeV can emiCerenkov photons and be detected. The number of photonagedger

unit path length of an electron and per unit wavelength watieof the photons is given by[ 97]:

ozl 1) o2

dudx 22 7 g

From this formula, the number @ferenkov photons generated inside the scanner radiators ca
be predicted. Th&erenkov light spectrum increases into the UV region at Vesgghs below
400 nm (see Fig3.5). For a 1 cm thick quartz radiator, about 200 photons withewelengths from
300 - 450 nm would be generated by each incident electronalNaftthese photons can be detected
by PMTs due to light transport loss and the quantufitiency of the PMT’s photocathode (see
Section3.9, and Fig.3.21for the PMT wavelength response). Optimization of the ligahsport
process is thus another important part of the detector desig

The two quartz elements arexl1 x 1 cn® cubes, positioned one in front of the other and as
close as possible in tredirection. Each cube is parallel to the vertical focal plari the Q-weak
spectrometer (thg-y plane), and with no tilt relative to its light guide axis. Téeeometrical overlap
of the two sensitive elements forms the fiducial area of tla@ser detector, which is small enough
to allow operation in counting mode. This size is also cdasiswith the typical spatial size of the

variations of the scattered electron rate distributiorhafbcal plane.
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Figure 3.5: Number o€erenkov photons generated by the incident electrons pewamelength
(1 nm) and unit path length (1 cm) in quartz as a function ofptheton’s wavelengthdd].

The detector light yield depends on the thickness of eachgtediator according to EqR.2
A thickness of 1 cm was found to befBaient, through Monte Carlo simulations. Details of the
design and testing of the scanner detector are discussextiini®3.5— 3.8, The specifications of

the final design are given in Secti@rp.

3.4.2 Linear Motion Assembly

The scanner detector assembly is mounted on a movable &idble of scanning over the fiducial
area of the bottom element of the main detector (seedyand measuring the spatial distribution
of the electron rate. The scanner PMT output pulses areimiisated and counted in scalers to
generate rate information, which is correlated with theitmos information provided by the 2D
motion system in order to generate event rate maps.

The 2D linear motion system consists of two stainless-dtaéiscrew driven tables and has
a motion range of 200 crm 26 cm, which extends beyond the fiducial area of the main tietec
(200 cmx 18 cm), with good position resolution- (L00xm) and minimal skewing. To avoid inter-
ference with scattered electrons that could generateityeliependent asymmetries, non-magnetic

material was used as much as possible. DC brushless motmeemployed in the system to avoid
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EM interference with other subsystems in the Q-weak expartpsuch as the main detectors.
One of the most important design considerations for thisanatystem is the synchronization

of the position information with the detector rate inforinat This synchronization is realized by

reading out position and rate information simultaneousiyiie same fast DAQ system. fiBrent

scan patterns can be used to addrefsrdint physics questions.

main detector 6

elastic beam profile

Figure 3.6: CAD model of the scanner system showing the srashetector mounted downstream
of the main detector in bottom octartd. The elastic beam envelope is shown as well.

The 2D motion assembly was designed so that it could be mdumntany octant in principle,
but eventually only the bottom octant was selected for diritplof design. The scanner detector is
attached to the carrier board of the 2D linear motion assgmlth an aluminum support structure.

The final design and construction of the motion system wiliusther discussed in sectidh10.
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3.5 Monte Carlo Simulations of the Scanner Detector and Baakounds

Details of the scanner detector design were studied threx¢gnsive Monte Carlo simulations
based on the Geant4 toolkit(J0, 101]. The scanner was modeled using various geometries and
materials, and the related physics processes, suCkeraskov radiation, scintillation, multiple scat-

tering, bremsstrahlung, etc., were implemented.

3.5.1 Benchmarking to E158

g SIGNAL BACKGROUND
g PMT hits vs Beam Positions
El Lo o 51 mm tube % Soeet, 51
S 0k o o 19 mm tube o ¢ 51mmtube
5 E o E 10 & © © 19 mm tube
k=] Fo_. o E .
b5 I Radiator E
E e :
8 1o
s E 1 .
E :
F g—— Cone —> F e

; r w® o ke L Mww..
£ 01k MO ° %,
3 £ . 107" o
§ E . Y F % \.
. r Cone . r o .
é B - [ & "-. B oo "o.-o.o "~o.
2 102 00° o® . 2| o
';:::_ E oo -. Lo 10 E R
:.5 - @ o o £
5 : @ . L o
= o L i

3L o ° -3
- ST T [ S I I I B B
Z 0o 2 4 6 8 10 12 2 0 2 4 6 8 10 12

Distance (cm) Beam position relative to probe centre (cm)
(a) (b)

Figure 3.7: (a) One of the simulation results from E158 seapaper §4]. (b) Benchmarking the
Q-weak scanner simulation results against E158. Both tiwaselots show the number of photons
reaching the PMT per incident electron versus the beamipositlative to the centre of the quartz
radiator. In this simulation, the PMT is located at 50 cm friva radiator; the quartz radiator size is
0.5 cmx 0.5 cmx 2 cm; only photons in the wavelength range of 300 nm - 450 nnesienulated.

Special care was taken to make sure that optical photon gsesavere simulated properly. To
achieve this, the simulation program for the Q-weak scamar benchmarked against the E158
scanner simulations. Fi@.7 shows an example comparison of one simulated result fron@Qthe

weak scanner simulation code with that reported in the EEg&ppP4]. In this simulation, an
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Figure 3.8: Visualization of the scanner simulation fordfeanarking to E158.

electron beam was directed toward the model detectorflgreint positions along the axis of the
quartz radiator and the air-core light guide (see Bi§), and the number of hits on the PMT per
incident electron was recorded. In these plots, the cerftdreoquartz radiator is defined as the
origin, and the various incident beam positions are express distances on the horizontal axis.
The responses of detectors with twdtdrent light-guide diameters (19 mm and 51 mm) were com-
pared. The simulated signals and background magnitudebddsl mm diameter light guides are
also summarized in Tabi 1, which demonstrates basic agreement between the two siomdaal-
though the PMT hits were little higher in ours than E158'se Bmall discrepancies may arise from
different simulation conditions. In E158, the domin@eatrenkov radiation in the air was simulated,
while neglecting the scintillation process. In our simigiai both processes were implemented,
therefore, our simulated background signals appear Blitdrger than those from E158. In addi-
tion, in the E158 paper, there is no information availabletfi@ optical surface properties of the
quartz radiator, PMT window and PMT photocathode. In ouruation, these optical parameters
were described according to the properties of the quartemaband PMTs used in Q-weak. These
effects should account for theffiirences of simulated signals between the two packages.

From Fig.3.7, it can be seen that when the electron beam strikes the ogdiatatively large

signals are obtained. When the electron beam strikes thmw@drlight guide, the PMT rates are
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Beam location E158 scanner Q-weak scanner
Radiator region 25 30

Cone section (1 - 5 cm to radiator) 0.15 0.3

Straight section (8 cm to radiator 0.008 0.07

Table 3.1: Comparison of the simulated number of photonshieg a PMT per incident electron
for 51 mm diameter light guides.

about two orders of magnitude smaller. Relatively largekigeounds originate in the cone-shaped
light-guide region, which is adjacent to the radiator, asnghin Fig.3.3. When beam strikes the
straight light guide region, the PMT rates decrease witheiasing distance from the radiator. These
plots also demonstrate that with the larger diameter oféfedtive tube, a larger signal @ factor

of 2 increase) is obtained, but with a lowgBSatio (about an order of magnitude decrease). Based

on these results, E158 selected to use 19 mm diameter lighegtor their scanner.

3.5.2 Geometry and Material Studies

Using the benchmarked simulation program, various geaesetnd materials for the Q-weak scan-
ner detector were explored to optimize the design. Hightligkld is a desirable feature, which
requires both dticient light generation andfgcient transport to the PMTs. Light generation was
first estimated based on analytical calculations. Simat&chniques were then used to quantita-
tively understand the light transport process and the tiraniaf light yield with design parameters.
Fig. 3.9 shows an example of the predicted PMT hits as a function oftime angle for the initial
conical light guide section. The rates are highest in thgearf ~ 40° - 55°. Based on this, the
angle 438 was selected in the Q-weak scanner design for easier cotistruand based on a better
match with theCerenkov cone angle in quartz ®r~ 1 particles. To minimize light loss during the
transport process, théfects of radiator wrapping materials, the light guide geoynatd lining ma-
terials, and PMT selections were all systematically saidiesimulations. Detailed configurations

for each component of the scanner detector will be discussgelction3.9.
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Figure 3.9: Simulated PMT hits versus cone opening anglégbf buide for 1.9 cm and 5.1 cm
tube diameters for the Q-weak scanner.

3.5.3 Signal

Simulated light production in the scanner detector indisahat each electron with energy of
1.16 GeV generates about 200 photons within a wavelengtth 68800 - 450 nm in 1 cm thick
quartz. After reflection losses along the air-core lightdgyiabout 45 photons reach the PMT pho-
tocathode. For a typical photocathode quantufitiency (QE) of~ 20% - 25%, about 10 photo-
electrons (PE) would then be sensed in the PMT. This signghinale is sfficient for the scanner
detector because it is operated in counting mode, and sawaound pulses with an amplitude of
about 1-2 PE can be discriminated from the 10 PE signals wi#tively good &iciency and with
small contamination.

In addition to producing dticient signal from the electrons of interest, another magorcern
in the scanner design is how to reduce detector backgrouigisgafrom interactions in the light
guides of both the conical and straight sections. The sitioaldor benchmarking to E158 (see
Fig. 3.7) demonstrates a signal-to-backgroundB(Sratio of about 100, which does not include
the background contributions induced by the Q-weak enui@mt. In that simulation, the elec-

tron beam was simulated to impinge perpendicularly on tfase of the radiator or light guide.
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However, as discussed in SectidrB, the Q-weak scanner is subjected to electrons with a range
of incident angles, which may enhance edffeds in the quartz radiators and vary backgrounds
in light guides. More detailed studies (see discussionseirtiGn 3.8) indicate that in the Q-weak
environment, the scanner has/8 $atio of about 5 - 20, where the signal amplitude is aboutEQ P
and the backgrounds from light guides are less than 2 PE.

One way to increase both signal and signal-to-backgroutialisato install a pre-radiator for the
quartz radiators. A pre-radiator is made of higlmaterial so that a high energy electron beam will
initiate an EM shower in it. In the scanner simulation coderexradiator was implemented, and
its effects were studied. In practice, a 2 cm thick lead pre-radiatoresponding te- 4 radiation
lengths, was installed in front of each main detector; tlaabes pre-radiator also serves as a pre-

radiator for the scanner when the scanner is mounted dovamstof the main detector.

3.5.4 Light-guide Associated Backgrounds

The backgrounds for the scanner detector include all daritons to the scanner signal from in-
teractions occurring anywhere outside the small quartatad. From simulations, the dominant
background for the scanner detector was expected to comeGerenkov and scintillation pro-
cesses in the air volume of the light guides. Compared witiCerenkov light generated inside the
quartz, light yields from the air in the light pipe are smakké¢ Fig.3.7 (b)). A backup option to
reduce the light-guide backgrounds was to fill the guide$ wigjas with lower scintillation yield
(e.g. CQ), though this did not prove to be necessary.

In the Q-weak environment, the scanner light guides wereseghto a high intensity gamma ray
beam (referred to as the “death ray”) generated from bearsictions upstream of the shield house.
Unexpectedly high singles rates due to the “death ray” wewed (for a detailed discussion, see
section5.1.]). The two PMT coincidence requirement for the scanner svauibstantially reduced

its sensitivity to the high intensity gamma background.
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3.6 Cosmic Ray Testing of Prototype Detectors

Based on detector performance simulations, three scamn@stypes, including one single-arm
and two double-arm detectors withffidirent configurations, were designed and constructed at The
University of Winnipeg, University of Manitoba and TRIUMFhey were initially tested using
cosmic rays at the Subatomic Physics Detector Laboratahedtniversity of Winnipeg.

The basic setup for the cosmic ray tests included two skatitiy paddles, the scanner optical
assembly, and related electronics, as shown inFi) (a). The scintillating paddles were located
~ 20 cm above and below the sensitive components of the sctmdefine the paths of cosmic ray
muons that would pass through the quartz radiators. Thdilktiors provided a gate signal for a
charge sensitive ADC, which digitized the PMT output pulses
[Tight yield | [ PE_histo |

Mean 10.71
Pedestal RMS 7.558

Single p.e. peak

Cosmic muon peak
<Np.e.”> =12 p.e.

20 50
# of p.e.
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Figure 3.10: (a) The scanner detector cosmic ray test sethepupper and the lower scintillator
paddles were used to define cosmic muon directions and tadgr@v coincidence gate for the
scanner detector signals. (b) The scanner PMT’s pulse hsjgttrum from cosmic ray tests.
Single photo-electron (PE) events were used to calibraePT output signals, and the muon
peak appears to be larger than 10 PE.

Fig. 3.10 (b) shows a typical pulse height spectrum from one PMT of arsea prototype.
There are three peaks appearing in the figure. The large pkakpon the left side is the pedestal

peak, corresponding to events that missed the active eteohéime detector because of the much
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larger trigger paddle size relative to the quartz radiatoe.sThe wide peak on the right side is the
cosmic muon peak due erenkov radiation by muons in the quartz. The narrow pedleiween,
referred to as the single photo-electron (PE) peak, is mamlised by the thermal noise from the
PMT photocathode, edge events, and low-energy muons. ThHedRitput signals were calibrated
to the number of photo-electrons using the 1 PE peak and thesfa peak in the spectrum. The
test result for the detector photo-electron yield demass good consistency with the Geant4
simulations (see the simulated spectra in Big6for reference).

Extensive tests were conducted with the prototypes. Fampba the light yield using dlier-
ent sensitive components, such as scintillator, acrylit quartz, was tested. PMTs with various
entrance windows and gains were tested. Tests of variokisdigide materials, including Anolux,
Anomet, “MIRO-2" and “MIRO-4" [L0Z], were also performed; about 5 - 30%fdrences in PMT
yield were observed. The “MIRO-4" specular aluminum shei¢h & total reflectivity of larger than

95% showed the best signal and was therefore used in the ¢araher optical assembly.

3.7 TRIUMF Beam Tests

3.7.1 Signal and Comparison to Simulations

Beam tests of the final scanner prototype were performed BIWIR in the summer of 2008. The
tests were conducted in the M11 pion channel using a mixeoh lmégions, muons and electrons.
Electrons were separated from the pions and muons usingeafiffight (TOF) technique with two
trigger scintillators in the experimental area (see thegetip in Fig.3.11and the TOF spectrum
in Fig. 3.12. The beam momentum was selected by a large dipole magnetodimdator system.
Good electron rates~(800 Hz S1 trigger rate; 20 - 40 Hz coincidence rate from S1 @hti§-
ger paddles) and patrticle identification could be achiewedof= 120 MeV/c, and therefore that
momentum setting was used.

Several dferent quartz configurations withx11 cn? fiducial area were compared. Fig.13

shows the scanner pulse height spectra from three typesfifjacations. The configuration (a) with
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Figure 3.11: TRIUMF beam test setup. The beam entered thedvHd from the left side, being
selected by two trigger scintillator paddles located ald@uim apart from each other. The scanner
prototype was installed between the two scintillator pasddl

two 1x 1x 2 cn? optically decoupled radiators was the baseline versionatime; however, it had
the disadvantage that the light yield arising from a quaatiator beyond its fiducial area would
contribute large background signals to the detector, fiiedted the subsequent rate measurements.
Compared with (a), configuration (b) with two<i1 x 1 cn?® decoupled radiators obtained a similar
light yield (~10 PE) and lower backgrounds, but was more sensitive to #uatreh’s incident angle

in 6 and¢. The configuration (c) with one piece ofxl1 x 1 cn? quartz coupled to both PMTs
contributes lower light yield«{ 5 - 7 PE) to single PMT, with low backgrounds, and lower s@rigjt

to tilt angle; however, there is more risk for backgroundtitp be transported between the two
tubes. Based on these comparisons, configuration (b) wastee! 1t was confirmed later that the

sensitivity to electron’s incident angle of configuratidn) ¢lid not strongly fect the scanner’s rate
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Figure 3.12: The TOF spectrum for particle identificatiothea pion, muon and electron beam. The
horizontal scale is time in arbitrary units.

measurements, as will be discussed in Sedién

From the beam tests, the scanner signal yield1d¥ PE per incident electron was calibrated and
confirmed to be consistent with the results from simulatiand cosmic tests. For configurations
(a) and (b), five sides of each piece of quartz were coverddwiiapping materials, only the sixth
being open to the light pipe; for configuration (c), four sid¥ the quartz were covered, the other
two sides being open to two light pipes, respectively. Adegg to simulations and cosmic tests, the
radiator-wrapping materials were expected fi@et the light yield at the 10% - 15% level relative
to the case with no wrapping. In beam test$e&s due to dferent wrapping materials, including
Tyvek, white paper and Teflon, were studied. As shown in Teh& about 10 - 15% variations
were found, which was most likely because the quartz usetefbing were not well polished. The
imperfect total internal reflection (TIR) indicates the ionf@ance of “good” wrapping with a material
of high reflectivity.

In the PMT spectra in Fig3.13 the events between the single PE peak and the wide electron
peak are partially due to quartz edggeets and the backgrounds arising from the conical section of
light-guides. Tests of the scanner’s sensitivity to tilgkes @, ¢) with different quartz configurations

and threshold settings were performed to vary the contabuif edge &ects in the detector signal.
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Figure 3.13: Comparisons of scanner pulse height speclrdgdand (f) from TRIUMF beam

tests with three dierent quartz configurations illustrated in (a), (b) and (e¥pectively. The blue

blocks represent the quartz radiators, which are wrapp#dwiek so as to coupléerenkov light

into the corresponding light guide with low light loss. Canpfiation (a) receives higher rate due to
larger radiators compared with other configurations; coméition (b) obtains the same light yield
as configuration (a), but lower rate than (a); configurationh@s the lowest light yield since the

light generated in one quartz radiator is shared by two sépéght guides.

In the Q-weak environment, the scanner detector output®sept a response to a complicated
function of many variables, including the electron’s irend angles, detector positions, threshold
setting, etc. Therefore, a full Monte Carlo simulation o tQ®-weak environment was needed

in order to assess the anticipated position-sensitivitthefscanner under realistic conditions, as

discussed in Sectioh.8.
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Wrapping material Light yield (number of PE)

Tyvek 10.7+ 0.2
white paper 8.404
Teflon tape 9.4 24

Table 3.2: Comparison of light yield withfiierent radiator-wrapping materials for the configuration
(b) shown in Fig.3.13

3.7.2 Background Light Yield

Besides the detector signal test, the detector backgrovadsalso tested with the TRIUMF beam.
During background tests, the quartz radiators were remoVée detector position was varied so
that the beam would strike fierent positions along the axis of one air-core light guidemfthe
cone region down to the cylindrical region near the PMT.

Fig. 3.14shows a comparison of background measurements at the apae ead the middle of
the cylindrical region, respectively. It can be seen thatlihckground from the cone region of the
air-core light guide is larger than that from the straight p&s indicated by the previous simulations.
For both cases, the background signal amplitudes are atBtelével. These results suggest that
the threshold for the scanner accepting pulses should bebsee 1 PE in order to separate the

light-guide related backgrounds from true signals.

3.8 Monte Carlo Simulations of Scan Hiciency

The fiducial area of the scanner detector, formed by the gemaleoverlap of the two quartz radi-
ators, is a function of the electron’s incident angles, suagitions, and threshold setting, expressed
by A(x, v, 6, ¢, threshold). Since electrons enter into the radiators fudierent directions at vari-
ous positions, the fiducial area may change from one poditidhe other, consequently leading to
changes in the detectoffieiency. The uniformity of the scanning detector respongbeénQ-weak

experimental environment was therefore explored in MorggdSsimulations.
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Figure 3.14: Scanner backgrounds in air-core light guideth(histograms were normalized to the
total number of incident electrons): (a) beam incident @nrtiiddle of the straight light-guide area,
(b) beam incident on the cone area. In each histogram, tialgigak on the right side indicates
the light yield strength of 1 PE.

For this purpose, the previous scanner Geant4 simulatiokega was extended to the Q-weak
environment. The hit pattern of elastic electrons impiggin the main detector obtained in a global
Q-weak Geant4 simulation was used as an event generatdn@canner simulation. Fi§.15
shows a visualization of the scanner simulation in Q-wedlcepThe scanner detector model with
two 1 x 1 x 1 cn? quartz radiators was coded to move step by step automgtaadl measure the
rate distribution in thar-plane. In this package, the center of the event generate®(¢he fiducial
area of the main detector) is defined as the origin of the ¢oatel system. The geometric center
of the scanner radiators varies over the range sf[-100 cm, 100 cm] ang = [-10 cm, 15 cm]
in a plane at constarst downstream of the main detector. Via this extended sinargtiackage,
it was possible to study the detectorfi@ency at diferent positions irx, y andz, and to model
potential applications in the Q-weak experiment. HdL.6 shows examples of simulated scanner
PMT spectra. The light yield of11 PE is in good agreement with TRIUMF beam test results.

A set of studies related tdfects of radiator geometry and detectdiicéency was performed
through simulations. In our consideration, the ideal seamadiator would be infinitely thin and

would have a large light yield. To test the scannefliciency, such an ideal detector was used as
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scanner's quartz radiator

Cerenkov light in air

moving direction of electron

main detector quartz bar

scintillation light in air

Figure 3.15: The scanner simulation visualization. They gemion represents the main detector
quartz bar. The scanner model is located 14 cm downstreatreahain detector, receiving both
primary electrons and secondaries,(e andy) from the Cerenkov bar. The green lines represent
the Cerenkov and scintillation light that is generated anddpanted in the scanner quartz radiators
and in the air.

Scanner light yield (left PMT) at a fixed local position (0,10 cm) Scanner light yield (left PMT) over full scan range
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Figure 3.16: The simulated scanner light yield spectraOf@ PMT (left) spectrum at a fixed local
position (0, 10 cm). (b) One PMT (left) spectrum over the fidan range. The light yields in the
spectra were expressed in units of photo-electron (PE)IGviand’E contributions are mainly from
backgrounds and quartz edge events.
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Figure 3.17: The simulated scanner detecticiency map with threshold setting eD PE at 5 cm
downstream of the main detector. Tkeandy-axes in units of cm represent the local coordinates
defined in the scanner simulation package. Xkexis andy-axis are along the length and width
of the main detector quartz bar, respectively, with theioritefined as the center of the quartz bar.
The color scale indicates the scafia@ency.

a baseline for comparisons, and was defined to havdfameacy of 100%. Detectorfigciency in
our following discussion is defined as the measured coinciel@ate from two PMTs of the scan-
ner detector relative to that from an ideal detector. Theltast eficiency map with a threshold
of ~0 PE is depicted in Fig3.17, which demonstrates a fairly uniform- ©0% - 100%) éiciency
distribution across the entire bar. It is understandalde ttie detector féiciency would decrease
with increasing threshold, as the relative contributioredfie events is reduced. Further investiga-
tions were then focused on the uniformity of tfé@ency distribution at higher threshold settings.
Fig. 3.18 provides an example to address this question, demongtriatiw rate distributions and
detector éiciencies vary with threshold settings (from 0 to 3 PE) whendbktector scans along
the x = —85 cm vertical strip. With a threshold of 1 PE, the scanneedet has anféciency of

~ 80%. Even with a threshold of 3 PE, théieiency is 63% and uniform ta7% absolute.
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Similar studies were performed afffdirent positions, which indicate that for a threshold above
1 PE, most of the edgeffects in the quartz radiators are removed. The active ardzeafdanner
detector and itsféciency at dfferent positions are fairly uniform over the entire scan avih a
threshold above 1 PE. This verified that basic needs for tiegtdesign could be met with our pro-
posed radiator configuration. However, the higher the Huigls the lower the detectoffeiency,
so the threshold setting anéfieiency requirements have to be carefully balanced in aefplica-
tions.

With the extended scanner simulation package, some offest® and applications were also
studied. For example, the defocusinfeets of the elastic electron envelope due to the QTOR
magnetic field were investigated infidirentz-planes to assist in the scanner detector mounting
design. Fig.3.19b) shows an example of a simulated rate distribution withdbanner model at
thresholds of 3 PE for both PMTSs, located 14 cm downstreamaih metector. In this rate map,
the elastic electron image appears in a “moustache” shapdasahifted radially~ 5.5 cm relative

to that in the main detector plane, as displayed in Bifjqa).
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Figure 3.18: Example of the simulated scdficeency versus threshold setting of 0 to 3 PE when
the scanner moves along tke- —85 cm strip in thez-plane 5 cm downstream of the main detector.
The plots in the left column are rate distributions for theatcase, and 0 - 3 PE thresholds from
top to bottom; the plots in the right column are the corresiopoy detector #iciencies for 0 - 3 PE

thresholds settings, respectively.
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detector with 3 PE threshold.

Figure 3.19: A comparison of the simulated rate map seen éwsthnner detector with the rate
distribution in the main detector plane. Local coordinatese used in this simulation. The elastic
electron image seen by the scanner shifts radially.5 cm relative to that in the main detector
plane. The scanneff&iencies of~ 60 - 70% at 3 PE threshold also can be seen by comparing the

color scales, which indicate the rates in the same arbitraitg.
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3.9 Final Detector Design and Construction

3.9.1 Radiator

As mentioned in the previous section, in the scanner detdeto pieces of 1 cnx 1 cmx 1 cm

synthetic quartz were employed as the active elements. Wiey obtained from a main detector
sample block (Spectrosil 2000 quartz), which was precisatywith a diamond saw in the Nano-
Systems Fabrication Laboratory at the University of Mdmdt@see the photos of quartz cutting in

Fig. 3.20. They were placed one in front of the other, giving & x 1 cn? active area.

(b)

Figure 3.20: (a) A quartz radiator being cut with a precisitamond saw in the Nano-Systems
Fabrication Laboratory at the University of Manitoba. (bpt®type quartz radiators after cutting.
The size of these radiators is 1 ol cmx 2 cm.

To maximize the fficiency of the light transport, the surfaces of the quartzewigre-polished
to 100 A (rms) so tha€erenkov photons could be transported inside the quartateadsia total
internal reflection with minimal light loss. The polishingagzdone by hand on a flat plate. Each
element was separately wrapped with white Teflon tape, $attbadight produced in the two quartz
elements was decoupled from each other and sent to an irtlamteair-core light pipe. Each quartz

cube was covered on five sides, the sixth being open to thiedigb.
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3.9.2 Light Guides

The Cerenkov light from each quartz radiator was directed bynsed a reflective air-core light-
guide to the PMTs. The light-guides consist of hollow-tubeed with reflective MIRO-4 Alzak
sheet 107 of thickness 0.08 mm. The light pipe lining was rolled wittbamm-diameter roller
machine. The lining material with an optical finish was proeftl by electrochemically brightening
and anodizing a high purity aluminum alloy. This materias hagh permanent reflectivity-(95%)
and good resistance to corrosion and abrasion, so the ghotonbe transported toward the PMTs
with minimal light loss. Each light-guide is composed of aeshaped section and a straight 51-
mm-diameter cylindrical section. Thes cm long cone-shaped section is a link for coupling the
light from the quartz radiator to the cylindrical sectiontloé light-guide with a small top opening.
The half-angle of the cone is 45which is well matched with th€erenkov angle in the quartz and
reduces the total number of reflections along the tube, amsllihht loss. The small top opening
of the cones also minimizes the chance of light escaping.t#l tength of 50 cm was chosen for
the light-guides. With this length, ficient light is collected by the PMTs, and both PMTs can be
located out of the scattered electron beam profile to recagiation damage.

The light from each quartz radiator is directed into its oight-guide and PMT, and is optically
decoupled from the other light tube assembly. The coincdemte of the two PMTs is used to
signify the passage of a high-energy electron through ba#rtg elements. In order to reduce
accidental coincidences, the light pipes for the twfiedent radiators are arranged in a V-shape
with 90° between them, as depicted in Fi§22 instead of being in line with the incident beam

direction.

3.9.3 PMTs

Light produced in the scanner detector is sensed by two 511firatage XP2268 PMTs manufac-
tured by Photonis Technologie®(J. This PMT features a quartz window and bi-alkali (antimeny
rubidium-caesium Sb-Rb-Cs, antimony-potassium-caesibriK-Cs) photocathode, and has high

sensitivity to a large spectral range from 150 nm to 650 nnih & maximum at 420 nm (see
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Fig. 3.21). The relatively high window transparency and photoca¢hsensitivity in the UV band
makes this PMT suitable faterenkov light collection (refer to Fig.5 for Cerenkov light genera-
tion in the UV region). Photonis S563 voltage dividers atadted to these PMTs. With this type

of divider, and an applied voltage 6f1900 V, the PMT has a typical gain of 10

Typical spectral characteristics
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. \
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Wavelength (nm)
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Figure 3.21: Typical spectral characteristics (photood¢éhsensitivity to photon wavelength) of
XP2268 PMTs [03. The vertical scale indicates the radiant sensitivityjclihis the photoelec-
tric current from the photocathode, divided by the incidexttiant power at a given wavelength.
At a certain wavelength, the quanturfiieéiency, the number of photoelectrons emitted from the
photocathode divided by the number of incident photonsrapgrtional to radiant sensitivity.

Several layers of high permeability magnetic shieldingluding a one layer Photonis MS172
shield, surround the PMTs. A2 cm wide white teflon coupler is added between the Alzak piyge a
the PMT to protect the PMT against possible sparks betwemPMT cathode and the aluminum
light pipe. The coupler, PMT and its voltage divider are hala black PVC (Polyvinyl Chloride)

pipe at the end of the light guide.
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3.9.4 Detector Housing and Mechanics

The quartz radiator elements, the aluminum radiator hs|derd the cone light guides together are
enclosed in an aluminum housing (radiator box) to providaiaelded environment from ambient
light in the experimental hall (see Fi§.22. The geometrical center of the radiator elements is
the center of the box. To minimize scatterinffeets, thin front and back aluminum windows of

thickness 0.6 mm were used.

(@) (b)

Figure 3.22: (a) A 3D CAD model for the scanner detector hagisib) A view of the inner structure
of the as-built scanner detector housing. The front windaa lsack window of the radiator box
were removed so that the radiator elements, radiator roki®d the cone light guides can be seen.

3.10 Linear Motion System

3.10.1 Hardware

The 2D linear motion assembly consists of two stainless stdlescrew-driven tables — one mounted
on the other orthogonally, giving the detector the abildyntove in bothx- andy-directions in Q-
weak coordinates. Fig\.1 in the appendices shows an engineering drawing of the 2@rimetion

assembly from Lintech-Motionl4].
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A custom built 19-inch (48.3 cm wide) rack-mount control l{ege Fig.3.23(a)) was designed
to house several motion control components. Inside thetbaxS300 servo-amplifiers by Danaher
Motion [105], a DMC-4020 motion controller by Galil Motion Control (€], a 24 V DC power
supply, and power goft switches are assembled to form a PID (proportional—intedesivative)
control loop. Commands are sent by the Galil card, commtingdhe required analog speed to
the servo-amplifiers. The amplifiers then provide the reglirive current needed by the servo-
motors to drive table via the ball screw. The position infatimn produced by a resolver (a rotary
transformer) in the motor is encoded in the servo-amplifiarsl sent back to the Galil card. The
communication between the Galil card and the host PC in tnee@k electronics cage is performed

through Ethernet.

position sensor B
(long axis, x-direction)

motor A

carrier table A

\carrier table B
motor B

position sensor A
(short axis, y-direction)

(@) The 19-inch control box for the scanner 2D linear (b) Two position sensors attached on 2D tables
motion system

Figure 3.23: Pictures of the motion control and positiorording hardware.

The control box was shielded in a Pb and concrete housing lacdgdownstream of the scan-
ner, close to the 2D-motion assembly. Radiation hardnessiokystem is a concern. Thus far,
the system has proven to be more robust against radiatioagkathan the Ethernet repeaters used
to communicate with it in the experimental hall. A dedicatethernet line was also created to

minimize communication errors (see Sect®h0.9.
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The maximum motion ranges forandy tables are 2.5 m and 0.35 m, respectively. These
are large enough to scan over the entire fiducial area of thie detector and beyond (see Sec-
tion 3.10.3. When positioned upstream of the main detector, the scarareperform a full bar
scan, covering 2 nx 0.25 m area. When downstream of the main detector, the misti@stricted
to a central scan over 1 m0.25 m range due to spatial constraints arising from cosfiigth the
PMT housings of the main detector. For each table, therevaseehd-of-travel (EOT) switches
mounted on each end to limit the motion range, and one homes\{liith to define an absolute
reference position. Position along the table is determneéative to the home switch. For added
safety, a pair of mechanical fail-safe switches was add¢ke@nds of each table in case the EOT
switches failed to function. These devices are expectedt& im a radiation harsh environment for
a long period of time, so the originally equipped semicomoluproximity sensors, which are used
as EOT and home switches, were also replaced with more leellmbchanical switches (Honey-
well [107] 11SM1 with a solder pin and JS-5 roller leaf actuator). Renmnore, an emergency stop
mechanism designed in the control circuit will halt the rantin response to any switch failure, to
avoid collisions with the surrounding objects.

Two position sensors, linear displacement draw wire paisrgters by A-Tech Instruments(d],
are installed on the tables (see Fig23 (b)) to measure instantaneous detector positions. The use
of potentiometer-based position sensors provides a c@veaway to synchronize the scanner out-
put rate with position signals in the Q-weak fast DAQ systerhey can be read out in an ADC
synchronously with each scaler read. Due to concerns ddtiadihardness, these position sensors
are configured as pure resistive potentiometers withoub#msr signal transducer inside. They are
attached to one end of theandy axes, and their stainless steel cables are hooked on thegnovi
x andy carrier boards. When a regulated stable voltage is apptieass the potentiometer, the
output voltages, which are proportional to the length ofeabawn, directly provide instantaneous

position information.
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Qweak Scanner - University of Winnipeg
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Figure 3.24: The scanner 2D motion control GUI indicatesrd#a-time position information and
the status of each switch.

3.10.2 Software and GUI

For operational convenience, a graphical user interfatd)®as developed with LabView (Labo-
ratory Virtual Instrumentation Engineering Workbenchyraphical development environment pro-
vided by National Instruments.(9]. Several Dynamic Motion Control (DMC) scripts were coded
to conduct diferent motion tasks for various scan patterns. With this G&Hl-time motion sta-
tus and position information can be displayed. The scanoetral PC is located in the Q-weak
electronics cage and may be accessed either physicallgrartfre Linux machines in the counting

room for convenient control and monitoring.
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3.10.3 Mounting of Detector on the 2D Motion System

The scanner detector is mounted on its 2D motion system Vv8adac3nx 20.3 cmx 1.0 cm bridge
plate, which was machined to connect the 2D carrier boardermhe end, and the detector back
supporting plate on the other end. Since #ledentz-planes, the image of the elastic scattered elec-
tron locus shifts in radius (in the globgdirection), the distance between detector and the bridge
plate must be adjusted correspondingly. The bridge platetihverefore implemented with multiple
mounting holes, making it easy to adjust the detector mogrnibsition in the radial direction. So
far, scanner locations in tweplanes have been implemented. From a JLab survey repot, [
one location is 13.92 cm downstream of the certxaflthe main detector, and the other is 18.48 cm
upstream. To reach the upstream location, a 22.86 cm lorg) éxtension stage is added between
the detector and the 2D linear-motion table (see Eig5(a)). The scan range in each plane is listed
in Table3.3. Technical drawings for the 2D motion system, detector dhchaunting parts are
available in Ref. [11]. An additionalz-position further downstream is being discussed for Q-weak
Run II, and another extension bracket has been designedabt(3ke Fig3.25(b)). The goal of
this additionalz-position is to study pre-radiatoffects with a broader scan range in thdirection
downstream of the main detector element, which is currdimiiged to a half-bar scan by the PMT

housings of the main detector.

3.10.4 Mounting in Q-weak

The long table of the scanner 2D motion system is bolted t@ialess steel U-channel, which
serves as a backbone to avoid distortion of the long, heaastr@w assembly. The U-channel is
in turn mounted on the Region 3 rotator legs. Unlike otherkireg detectors, which may be rotated
to other octants, the scanner is fixed in the bottom octamaio@). This scanner mounting design,
despite its limitation to one octant, was selected for sicityg] with an option to pursue mounting

in other octants if confusing trends in comparisons betvirsking and main detector parity-mode
data arose. This additional option has not yet been pursued.

After installation, the detector was fiducialized and syedeby the JLab survey group using
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Z-location X-range Y-range Elastic peak in Y
[cm] [cm] [cm] [cm]
MD octant 7 577.875 [-100.00+100.00] [-344.00, -326.00] -331.70
Upstream scan 559.394  [-100.00+100.00] [-339.00, -314.00] -323.00
Downstream scan 591.792 [-50.00+50.00] [-352.00, -326.00] -336.70

Table 3.3: Scanner detector's motion ranges upstream awdstieam of the main detector in
octant 7, in the Q-weak global coordinate system. The lonatif octant 7 is listed in this table
as well for reference. For the downstream location, the saage in the x-direction is limited by
the PMT housings of the main detector, and that in the y-tloeds limited by the motion range

(26 cm) of the motion table.

-

LS
P LA

(a) The extension stage built to mount the scan- (b) The extension bracket design for scanner mounting at an
ner detector 18.5 cm upstream of the main de- additional downstream locatior 7.

tector.

Figure 3.25: Extension brackets for the mounting scann&ect on the 2D motion system at
differentz-planes.

a CMM (coordinate measuring machine). The scanner sunayltse[l 1] indicate that it has a
position resolution of 100um with high reproducibility € 50 um), as expected. The survey also

gave a precise measurement of the scanner home positioriterccalibration parameters.
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Due to limited space and motor cable length, the control losttfe motion system was posi-
tioned inside the Ferris wheel main detector support sirect 1 m behind the scanner detector.
It was shielded inside a Pb brick and concrete structurdddoeloser to the beam pipe. All signal
cables from the detector and motion controller were routeitié Q-weak electronics cage through
cable trays and patch panels. Shielded cables (RG-58 tamakbe) are used for the signals, and
they are isolated from each other and from other subsystenesitice noise pick-up and cross-talk.

The scanner control PC is located in the Q-weak electrorage.cCommunication between it
and the Galil control card in the experimental hall was fotmdufer from heavy network tféic
during commissioning. Two methods were used to resolvedhamunication problem. One was to
put the scanner communication onto its own dedicated E¢heetiwork. Another was to implement
communication with the scanner controller via its seriat Z2 port through the Hall C port server,
as an alternate means of communication in the event of adailEthernet-based communications.

The communication now performs reliably via both mechasism

3.11 Electronics and DAQ

The scanner electronics were integrated into the Q-weatrefeécs and DAQ system. Since the
scanner detector must operate in both calibration mode arity pnode, the corresponding elec-
tronics had to accommodate the twdfdient functions. As shown in Fi§.26 the scanner detector
uses a set of NIM and VME modules to record detector PMT oatpntl position sensor outputs.
In Q-weak’s tracking mode (“calibration mode”), each se@nRAMT’s analog pulses are digi-
tized by a CAEN V792 12-bit QDC. A JLab F1 TDC is used to measheetiming in relation to
other detectors. Four channels of a Struck Innovative 8y&E3801 scaler count the two PMTS’
singles rates, the coincidence rate and the accidentatideimce rate (the latter is defined by de-
laying one of the PMT signals by 100 ns with respect to therdtheosition signals are digitized
by both a CAEN V792 QDC and a TRIUMF VQWK 18-hit ADC. In calitienh mode, the QDC

is triggered by several fierent sources, including the trigger scintillator, themdetector, and the
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Figure 3.26: Block diagram of the scanner electronics cla@istussed in the text).

scanner self-trigger. In parity mode, the MPS trigger isdugegenerate reads of the four scaler
channels and the detector position, which are recordedeby @WK ADC.

Scanner position measurements are expected to hayeni@8solution at the nominal5 cnys
motion speed; to read these tdistient accuracy requires at least 14-bit ADCs with less thars2
AD converting time for the 2 m long motion range. The 18-bitW® integrating ADC meets these
requirements. The V792 12-hit QDC is used as a backup. Inr dodmatch the signal level and
impedance for these two types of ADCs, voltage followersenmemstructed for the VQWK ADCs
andx1/50 attenuators were used for the V792 position channels.

For rate measurements, in addition to recording the coémcid from both PMTs, a second

delay line was set up in the circuit to record out-of-timenoidences as a direct measurement of
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accidental coincidences. As will be discussed in Sechidnl, the scanner PMTs at times sense
significant backgrounds, leading to high singles rates,thng high accidental coincidence rates,
which may contribute a large fraction of the total coincidersignals. In order to obtain the true

coincidence rate arising from electrons striking the queatliators, the measured coincidence rate

must therefore be corrected. Details of the correctiongmtace will be discussed in Chapter

3.12 Installation and Commissioning

The scanner system was designed, built and tested at theridityvof Winnipeg before being
shipped to JLab at the end of 2009. It was installed in the raxyatal hall in the summer of
2010, followed by detector survey and alignment procedukssseen in Fig3.27, the detector can
be installed either at upstream or downstream of the maettw®tin octant 7 to make measurements

in two differentz-planes.

Figure 3.27: (a) The scanner installed in front of the maitecter in the bottom octant. (b) The
scanner installed behind the main detector.

During the Q-weak commissioning phase in fall 2010, the seametector, motion system,
electronics and DAQ were tested, including detector ligifithess tests, dark rate measurements,
signal timing match, discriminator threshold and pulsetiigptimization. The scanner system was

successfully commissioned, and it was used to perform mea&nts at various beam currents with
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different Q-weak targets.

The scanner was the first detector to produce an image ofatscteaching the focal plane,
which gave early confirmation that the Q-weak spectrometes functioning properly. Soon after
the first scans were acquired and displayed online, the el@as heralded as “having paid for itself
already” [L13. Fig. 3.29shows an example rate map acquired by the scanner deted0Onuat
beam current with the Q-weak LLHarget during Q-weak commissioning. The rate map was made
from the data acquired with a vertical S-shape scan patsem Fig.3.29. During data taking, the
detector was moved continuously in tfadirection at various fixea-positions, while measuring the
instantaneous rate and positid®;( x;, yj (] = 1-26), where and j represent the bin numbers:n
andy). The position in thex-direction changes in 1 cm steps (also used as the bin s&ring a
total of 200 bins. The average rate within each bin, and theesponding average position filla 2D
histogram to form the measured rate map. The one shown iBEZgis a rate map after accidental

coincidence subtraction from the raw coincidence rateibigton.

¥ Position(X,, Y))
bini = 1-200
binj=1-26

X 0,0,

' el Y s A e I s i R s PO v I R T G

— — Y — Y — - Y—» —» — —
lcm
step in X

Figure 3.28: Schematic diagram of the scanner’s verticat& pattern. The system starts the
motion from the home positions for both axes, and moveswvatig the path indicated by the arrows.
The detector moves continuously in telirection with 1 cm steps in the-direction.
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Figure 3.29: The measured rate distribution with accidergncidence rates subtracted, at/o®
beam current with LK target (run 6616). In this figure, the andy-coordinates are the Q-weak
global coordinates in units of cm. The intensity scale shihesate in units of kHz. The rate map
is not normalized to beam current, but a beam current cut pflged in the analysis, and a 0.24
RMS width of beam current distribution was found during thiégn period. A vertical strip near
X = 54 cm due to a beam trip can also be observed.

3.13 Monte Carlo Simulations of Scanner Applications

Monte Carlo simulations were used to study various scanp@ications and motion pattern opti-
mization to address specific physics questions. For instdhe scanner is sensitive to percent-level
QTOR maghnetic field scale variations, especially along thkptane of theCerenkov bar. Fig3.30
shows a simulation of the elastic electron rate along theédyater as a function of the value of BFIL,
a factor used in the Monte Carlo simulation to express thlength of the QTOR magnetic field. A
value of the QTOR DC current of 8615 A at a coil temperature®f2corresponds to a BFIL factor
of 1. For a BFIL factor of 1.04, for example, the correspogd®TOR current is 8960 A. The scan-
ner can thus be used to monitor spectrometer optics ang ¥eafbeam locus on the main detector
during parity runs by performing a vertical central stripiscwhich can be done within one minute.
Possible variations of the QTOR magnetic field méget the rate in detector acceptance, thus the
(Q?). The overall main detector rate itself would be relativeigansitive to these small changes.
The scanner detector possesses the ability to make quicknailly invasive measurements of the
vertical rate profile, and hence can be used to monitor tHati@r of (Q?) across production runs.

As seen in Fig3.31, simulation studies indicate that the scanner has an ajppatedy linear
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response to magnetic field variations and its sensitivitgfdL (AX/ABFIL) is about 1.2 cril%.

This has now been verified by beam test data, as will be disdussChapteb.
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Figure 3.30: Simulated rate distribution with varying BFThe position of the electron peak along
the bar center is sensitive to BFIL variations. With an iase of magnetic field, the elastic peak
moves to outer radii in the spectrometer.
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Figure 3.31: Simulated vertical position variations of #lastic rate distribution centroid deter-
mined by the scanner versus BFIL variations relative to thrainal value of BFIL= 1.04.



Chapter 4

Momentum Transfer Determination

The light-weighted average momentum transfer squé@giifor elastically scattered electrons must
be determined tec1%. This is achieved from auxiliary measurements with a sbigh resolution
tracking detectors at low beam currertLlQO pA) in event mode runs. This necessitates dedicated
tracking software to reconstruct individual tracks acaagdo the output hit information from track-
ing chambers. This chapter will be focused on the Q-weakkTRexronstruction (QTR) program —
one of the areas in which | made substantial contributior@-teeak. Preliminary tracking results

analyzed with QTR on an analyzable subset of the tracking \ddlt be presented.

4.1 Overview

As introduced in Chapte?, the tracking system includes the Region 2 HDCs (locatedregs

of QTOR) and the Region 3 VDCs (downstream). The trackingaet output signals are pulse
arrival times, digitized by TDCs. These signals carry infation about which drift cells have been
hit, and what the drift distances are, via time-to-distacoeversion. The event-based TDC values
are recorded and transferred to the back-end processesoned &n CODA format. The tracking
analyzer decodes the CODA events and registers them in ahiioer, then performs track re-

construction on the hits through QTR. The main functions ®RCare to identify and reconstruct

100
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individual tracks, based on sets of hits in the containetHerthree tracking regions.

Each track is expected to provide a set of hits in 12 planes@E#] and 4 planes of VDCs,
each forming separate straight line partial tracks, siheenagnetic field is close to zero at the
location of the tracking chambers. The two track segmemisedated in the software by simulating
the passage of an electron through the magnetic field of tHeR)magnet, a procedure known as
“swimming”. In this way, front partial tracks are matchedthwback partial tracks to reconstruct
global tracks (see Figl.10and Fig.4.14for reference). For an electron trajectory, the scattering
vertex and scattering angle are reconstructed from theagmstchambers, and the momentum for
the elastic event is confirmed by the downstream chambersQ7 for each track is then calculated
based on the scattering angle and momentum before and edtézrsng, using EqriL.20 Finally,
in order to determine the light-weighte?), the main detector light response is correlated with

each track. In general, the track reconstruction procedar® TR could be summarized as:

e Establish partial tracks for front and back segments, wis@dy, by using a “treesearch”

pattern recognition algorithm (see SectiB);

e Combine front and back partial tracks into global trajee®in space with a “bridging” rou-
tine where the swimming procedure mentioned above is @drai find the best track mo-

mentum (see Sectioh4);

o DetermineQ? with reconstructed global track parameters — scatteringxgescattering angle

and momentum;

e Map out the main detector light response to elastic everdscalttulate the light-weighted

(Q?).

From wire hits to reconstructed tracks, two major algorghtnee-search and bridging, are used
in QTR. Since these processes are time critical, specialwas taken to optimize the algorithms
and code structures for speed of execution. In the followgtions, the main components of QTR

will be discussed in detail.
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4.2 Coordinate Systems and Naming Conventions

For the convenience of further discussion, it is worthwhdeintroduce the Q-weak coordinate
systems and naming conventions. The QTR program, togeftiethe Q-weak simulation, follows

the same definitions and conventions as those used in theregpe installation.

I Global Y
Logal X

Local Y

x
s
Global X

+ =
|O swepo O]
AT

X [B9O7]

Figure 4.1: The Q-weak coordinate systems, including aajlotordinate system and local coordi-
nate systems.

The geometrical center of the QTOR spectrometer is therodfthe Q-weak coordinate sys-
tem. The globak-axis points horizontally to beam left, tlyeaxis points vertically upward, and the
z-axis points downstream along the beam axis to form a righded Cartesian coordinate system.

Eight magnet coils, numbered from 2 to 9 in the clockwisedliom when looking downstream (see
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Fig.4.1), are positioned symmetrically around the beam axis. Thpaste the experimental space
into eight octants, numbered from 1 to 8 in the clockwisediom, with octant 1 starting at the
azimuthal angle = 0°, with each of the other octants being rotated abourzthes by 43 relative

to the last, in turn. The azimuthal angles defined in the corresponding cylindrical coordinates
with respect to the globat-axis mentioned above.

In addition to the global coordinate system, there are locatdinate systems defined for each
of the eight octants. The locataxis points radially outward from the beam line; the logalxis
points in the direction of increasinfy and the locat-axis is the same as the glolzedxis. Therefore,
in octant 1, the locax, y, zdirections are consistent with the globaly, zdirections. In a few cases,
the origin of a local coordinate system is assigned at a kpeqgbosition of the detector in that
octant.

For the main detector in each octant, the two PMTs at the el @uartz bar are marked as
“+” and “-", respectively, according to the PMTyslocation in its local coordinate system. In the
Q-weak parity or tracking analyzer, each main detector P#/idientified with a specific name that
reflects its local and global position, e.g., md1p (main dete octant 1+), md2m (main detector,
octant 2,-), and so on.

For the rotatable tracking drift chambers (the HDCs and VD@sorder to easily identify
which wires have been hit in the planes witlifelient wire orientationsx{, u-, v-wires), anxuv-
coordinate system is defined in the local coordinates. Th€s$iBnd VDCs have terent wire
orientations, and thus fiierentxuv-coordinate systems, which are shown in Eid and Fig.4.3,
respectively. The HDCs have 12 wire planes per octant witketliypes of wire strung at constant
X, U, v orientations, and th&-, u-, v- axes in theirxuv-coordinate system are perpendicular to the
corresponding wires1[L4]. The u-axis andv-axis point in directions at angles = +26.6° with
respect to the-axis. The VDCs have 4 planes per octant with two types of mirentations (- and
v- wires). In the VDCxuv-coordinate system, thieangle between-axis (orv-axis) and thex-axis

is 5313°.
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Figure 4.2: The Region 2uv-coordinates (drawings are based on the descriptions in[Ref] ).
The orientation angles agg = —26.6° andé, = 26.6°.

v-wires u-wires
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wire directions

Figure 4.3: The Region 8v-coordinates (drawings are based on the descriptions in[Ref] ).
The orientation angles agg = —-53.13° andg, = 53.13".

4.3 Partial Track Finding

The tracks individually reconstructed by the HDCs and theCélare referred to as partial tracks.
The partial tracks in the tracking chambers are assumed $traight lines. Pattern recognition is

used to speed the partial track finding process.

4.3.1 Pattern Recognition Algorithm

The QTR borrowed an idea from the HERMES Reconstruction Coig using “treesearch” as its
pattern recognition algorithm. Straight lines are ideatifvia patterns to find tracks in detector sys-
tems dficiently. The treesearch algorithm uses a pattern datahasedntains all possible particle

tracks for a given detector system and resolution.
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Bit Pattern

In order to find straight line partial tracks, the recorded friom each tracking detector are encoded
into a bit pattern. Fig4.4 shows a side view of electron partial tracks passing thrahghHDCs
and VDCs. The two types of chambers havatent drift directions and chamber orientations with

respect to the incident electron path.

Side view of Region 2 HDCs . N .
Side view of Region 3 VDCs

(a) side view of HDC wire planes (b) side view of VDC wire planes

Figure 4.4: Side views of the Region 2 and Region 3 wire plamése Q-weak Geant4 simulation.
Note that the VDCs are rotated about their logalxes by 2454 for better track resolutions. In
both figures, the downstream direction is on the right hade.si

In the HDCs in one octant, there are a total of twelve wire @éawith four planes of the same
wire orientation in eitheu, v or x. In the HDCs, a nominal particle track is approximately e
dicular to the wire planes (see Fig.5). Each plane is divided logically into™2(N = 1,2,3,---)
small cells. The main reason for this division is that eadhozs be considered as a bit of a binary
number to reduce storage and computation time. The cellsksby the incident electron under
consideration are registered as “1” (or “on”), and othersCdg(or “oft”). This forms a 1D bit
pattern for a single wire plane. For any “on” bit, only thefddistance can be determined, as op-
posed to the actual track position, since there is an intriefi-right ambiguity. Information from
consecutive wire planes with the same wire orientation @&p to reduce the left-right ambiguity.
The combination of 1D bit patterns in these planes forms aipattern, as seen in Fig.5.

The VDCs are oriented in such a way that a particle with nohtragectory will go through four
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Figure 4.5: Example of Region 2 HDC bit pattern in four wiranps.

to eight drift cells in a single wire plane. Since the electdift direction is vertical (perpendicular
to the plane), each plane of wires has its own 2D bit pattesrsegn in Fig4.6. The maximum

number of hits for an ideal track is eight, so the bit patteaa &ight columns.

drift direction

— f— e T T T

.
e 00000

I ” 100 01

. I { 100 01
e - 01010
E |7r” 00100
A 00100

A | 01010

i 100 01

- | 100 01
/= 00000
VDC Bit Pattern Binary Representation

Figure 4.6: Example of Region 3 VDC bit pattern in a singleangtane.

A pattern database is generated, which contains all patéitipatterns. By matching detector

encoded patterns against the pre-defined patterns in aagdataibacks are identified. In QTR, the
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pattern database is generated starting from a two bit ‘pgoatiern, then recursively producing all

potential ‘child’ patterns progressively doubling thealesion at each stage.

Pattern Matching

Pattern matching is the process of searching the pattesbalsd, and checking if a subset of detector
hits is close to the bits in the bit patterns. Matched detddte are then fit to a straight line as track
candidates. When matching the actual detector hit pattémrespect to the patterns in the pattern
database, a linear searching method is slow and thus ingatactn QTR, a recursive searching
method is used. For example, consider starting with a trpp@dtern at a resolution of one bin.
All ‘child’ patterns (‘2-bit patterns’) at doubled resoloh are examined. If a matching pattern is
found, the depth of the recursion is increased and the patte compared at the new, doubled
resolution. Then the search restarts with the ‘2-bit detéets the parent pattern. All other child
patterns from the original level of resolution are tested] the track search is repeated at higher
resolution. This track search algorithm is highly recugsiihe resolution is successively doubled
and reacheschamber width) x 2~N afterN steps. A search of the pattern database finds maximally

one track, because only one pattern and one of its childeensad for each level of resolution.

4.3.2 Parameterization of Partial Track Projections

A set of hits, identified by treesearch to belong to a “gooditlks:; is used to construct the line
parameters of a partial track projectionxnu, andv planes. The parameters can be expressed in

terms of slopeskg, ky, k,) and intersectiorieffsets by, by, by) of the linear function

pX kX bX
Ppu | =| ki [Z2F] by (4.1)
P ) ky by

where @y, pu, pv) represent the hit positions in terms of the, v coordinatesz is thezlocation of

thei-th (i = 1...N) hitin the detectors along the track. For all the hits in adljpctions, the linear
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equations can be expressed explicitly as

Px1 Pui Pvi n 1
p>'<,2 pL‘l,Z p\./,z _ Z‘2 1 . ke ki kv , 4.2)
o by by by
PxN  PuN  PuN zy 1
where
k ki
oo| otk (4.3)
bx by by

is the parameter matrix of partial track projections.

In Eqn.4.2, there are X 2 unknowns, which form the 6 elements of the parameter makhe
known variables for the linear equations aigy; andz, obtained from tracking measurements,
detector geometries and survey results. With more equatitam unknowns, the linear equations
can be solved by using a least-squares method.

The above discussion is for the simplest case, assumingltiraeasurements fquy;, p,i and

py,; are treated with the same level of uncertainty, i.e.,
Oxji = Oui = Oy, (i:O‘--N), (4-4)

whereoy;, oyj andoy; are the uncertainties of measuring the hit posifpim x, u andv directions,
respectively, determined by the chamber resolution. Ifathe@ve condition cannot be satisfied, the
measured hit positions should be weighted by their respecincertaintiescy,yj). Because the

equations in Egngl.2are linear, each individual equation can be directly wadhfor instance, as:

1 1 Ky i by
—Pxi = — (iz + b)) = =z + = - 1. (4.5)
O—x,i O-x,i O-x,i X,i

It is possible that several tracks identified by treesearehndthin one ‘road’ (i.e., the tracks
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occupy the same bit array). These tracks will hafEedenty?-values, given by 115

N
V= s > S lpta) - bl (456)

i=1 o

The final partial track parameters are determined for trektvehich has the smallegf-value, as

being the most likely track responsible for the observegditern.

4.3.3 Partial Tracks in Three Dimensions

A partial track is a three dimensional object, whose 3D t@alameters can be constructed from the
parameters of its, u, v projections. Defining a coordinate transformation maRiand its inverse
matrixT = R1, as:

cosf, sing, 1 sing, —siné,

R= , T = - - , 4.7
cosf, siné, COSty SINGy — SINBUCOSHy | _ 50 cose,

whered is the orientation angle of the-, v- axes with respect to the-axis, the transformation

between the localx y) coordinates and the projectad ¥) coordinates is given by:

=R| |, =T . (4.8)

proj proj

Since Region 2 HDCs have wire planes oriented inxtdirection, thex coordinate can also
be obtained from direct measurements. The valug o&n be extracted from a combination of
both direct measurement andto xy transformation, weighted by their respective uncertamtiA

weighted transformation matrik’ can be constructed so that

=T'| v , (4.9)

proj
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where Xyro;j is the weighted combination of the directly measurse@referred to asxs) and the

uv — Xy transformedk (referred to ax,); T’ is the weighted inverse transformation matrix defined

as[L19:
AX2 AXZ AXZ,
11 12
T = AXG + AXG, AXG + AXG,  AXE+AXG, |, (4.10)
T21 T22 0

AXy is the uncertainty of the directly measunedwvhich is the same as thig, in Section4.3.2 and
AXyy is the uncertainty of thev — xy transformedx, determined byr, ando-, via error propagation

in Eqn.4.8.

Partial Track Parameters

From the above procedure, a partial track’su- andv-projections can be obtained. The recom-
bination of x-, u-, v-projections into a 3D partial track is schematically shawiirig. 4.7. Partial

tracks are parameterized in terms of slopes dfgkts in the localX, y, z) coordinates as:

X ky by
z

y =] k by | , (4.11)
1

z 1 0

ke b B

=T Kk b . (4.12)
K

y by © b

proj

Egns.4.11and4.12describe the trajectory of a straight partial track.
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x-projection v-projection

Figure 4.7: Partial track in three dimensionis. f], represented by (x,y, 2) in x-y-z coordinates.
The upstream partial tracks are reconstructed from thembowtion ofu-, v- and x-projections,
represented by (u), f(v) and f(x), from Region 2 and the downstream partial tracks are obdain
from the combination ofi-, v-projections from Region 3. The-, v- and x-planes in this figure
represent the planes in which the 2Dv andx bit patterns are formed.

4.4 Bridging Partial Tracks

The partial tracks from the upstream and downstream sexctibtihe spectrometer are combined by
“bridging” the tracks through the magnetic field of the spewteter. A bridging algorithm is used in
the QTR code for matching the partial tracks and determitiiegparameters (momentum, scattering
angle and vertex) of the combined tracks. The flow chart in£®jillustrates the procedure. Front
and back partial tracks are used as input. Unreasonablgitigidcandidates (partial tracks) are
removed by a filter. Front and back partial tracks are thercheat with a momentum look-up
table. If they cannot be matched, a shooting method, usingkah (the 4th-order Runge-Kutta)

integration method to propagate (“swim”) simulated elecs through the magnetic field is used.
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These procedures are described further in the followingoe:

Next event loop l
L

Take Front & Back partial tracks for Event #

v

Filter

N mits7>

Yes

Momentum Matrix

Yes
Matched?
No

Shooting Method

Yes
Matched?

- |No

Y

Output track parameter

Figure 4.8: Flow chart of partial track bridging.

4.4.1 Track Filter

The filter applies the following cuts with the following defavalues:

e \ertex cut: The vertex of a primary electron defines interaction poinglaktic scattering
process in the target. Since the incident electrons aregawkdd, in the tracking software, it
is defined as the point at which the backward extension frore@dRr 2 partial track passes
closest to the beam axis. The 35 cm long Q-weak liquid hydrageget is centered at global

coordinates of (0, 0, -650 cm). If the z-location of a verties loutside the range [-675 cm,
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-625 cm], QTR considers this partial track not originatimgni the target, and the track is

rejected.

e Scattering angle cut: The elastic e-p scattering angles are selected by the edtns, and
are centered at about &vith a limit range of about [511°]. QTR evaluates the scattering
angles by using the Region 2 partial tracks. A scatterindealngyond the range of {313°]

is rejected.

e Bending angle cut: The magnetic field of the QTOR spectrometer is dominantlynaiial
(By), with small components in the radial and axial directioBs ¢nd Bz); hence, the scat-
tered electrons are mainly deflected in theirection with only small deflection ip. Thed
andg¢ differences of an electron trajectory between the entrancexdnaf ¢he spectrometer
should be within reasonable limits. In QTR, the limits fatr andA¢ are set to [10, 33°] and

[-5°, 5°], respectively.

e Energy cut: Neglecting any energy loss along the trajectory, the mamireunergy of a scat-
tered electron is the beam energy (1.165 GeV). The QTORrgpeeter has a.67 T- m field
integral along the central scattered electron trajectonjch deflects low energy electrons out
of the detector acceptance. Simulations indicate thatdatesed electron energies accepted
by the spectrometer and main detectors are well defined ingeeraf [0.90, 1.165] GeV. If an

electron’s reconstructed energy lies outside this rargetrack is rejected.

4.4.2 Tracking in the Magnetic Field

Electron trajectories through the QTOR magnet are dedugesdlking the equations of motion for

electrons traveling in the magnetic field:

d’r

o7 = evx B, (4.13)

YMe



4.4, Bridging Partial Tracks 114

wherer is the position of the electronj is the velocity, B is the magnetic field, andy is the
electron’s rest mass. The factpr= (1 — v?/c?)~Y/2 (cis the speed of light) arises due to relativity.
Because/ = ‘é—f , the 29 order vector dterential equation can be written as a set of coupfédriler

differential equations as:

dx dv e

ot = Vx, d_tx :_yTb(Vsz—Vsz),

dy dvy e

at W ot _yTb(VZBX -WBy), (4.14)
dz dv. e

@V @ Tm B Tee

which are amenable to solution via th® drder Runge-Kutta integration (RK4).16. The initial
conditions o, Yo, Zo) and {/ox, Voy, Voz) are given by the Region 2 partial track parameters, i.e., th
initial coordinates Xo, Yo, Zp) are obtained by projecting the Region 2 partial track #g-plane up-
stream of QTOR, and the initial velocity is estimated usimg ¢lectron’s momentunpg = ymeVp)

and partial track direction, assuming elastic scatteringrkatics (see Eqr..21for reference).

[ Magnetic field strength in 9=90° plane | [ Magnetic field strength in ¢=90" plane |

B, [kG]
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Figure 4.9: 3D plot (a) and contour plot (b) of the azimuthalgmetic field component, on the
median plane between two coils. The QTOR magnetic field isidated byB,. Its radial and axial
component8g andBz are small.
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The shape of the magnetic field is depicted in Big. The values are read from a field map
that was calculated by numerically integrating the curagnsity distribution in the coils, based
on the as-built coil geometry, and verified with a 3D magngéld mapper §2]. Since the QTOR
spectrometer is driven by a steady DC current, the compudiialues at a specific coil current
can be scaled to other currents.

The resulting field map consists of three magnetic field carepts By, By and B, on lattice
points. The lattice points are defined in cylindrical conades with separationR (2 cm), AZ
(2 cm) andA¢ (1°). The field values at an arbitrary position between lattiog{s are obtained
from three dimensional trilinear interpolations. Two atlirerpolation methods (double bilinear
and nearest neighbor) are also available as options, piegnét trade-& between computing time

and precision.

4.4.3 The Momentum Matrix

The momentum of an electron can be determined iterativetii@npropagation process as a front
partial track is matched to a back partial track. Howevesppgation through an inhomogeneous
magnetic field is time consuming; a look-up-table technigae be used to speed up the bridging
process.

To generate this table, a large number of trajectories witlh-defined kinematics are calculated,
and stored in a look-up table before the analysis. In thestahe recorded back track parameters
(Ros #b, 0, ¢1) are indexed by the front track parametePsRs, ¢+, Zy) in order to facilitate a rapid

search. As the schematic diagram shown in EigOindicates, these parameters are:

e P: the electron momentum (capitd?”is used as the magnitude of three momentum in this

chapter),

e Rg, ¢¢: the cylindrical coordinates of the crossing point, wheojgxting the Region 2 partial

tracks upstream to the= Z; plane,

e Z,: thezlocation of the scattering verteX, = Z¢ — R¢/tand¢, where the; is the scattering
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angle derived from the Region 2 partial track,

e Ry, ¢p: the cylindrical coordinates of the crossing point, wheojgeting the Region 3 partial

tracks to the downstream= Z, plane,

e 6pandgy: the direction angles of the Region 3 partial track, wheireqigcosgy, sinfp, sing; , Costp)

defines the direction unit vector.

B field integration range: Region 3 /<<I>b
Z =[-250 cm, +250 cm] VDCs —%0h.

Region 2 o] Rb

Target HDCs | | & ~ X % X

[-667.5 cm, -632.5 cm == 25
6 P of

—_—

Z, QTOR Z[cm]

/ Magnetic
Field

Z;=-250 cm Z=+250cm Z,=+570 cm

Front track parameters (index): (P, Ry &1 Z,) Back track parameters: (R, ®p, 6, ®'p)

Figure 4.10: Schematic diagram showing the QTR momentukulptable parameters.

The look-up table is generated by varying the front trackapeeters on a lattice. Then the
electrons are tracked from tig plane to theZ, plane. The RK4 algorithm is used to solve the
equations of motion. The calculation results in a “momeninatrix” (a 4-dimensional array), with

elementMp defined as a vector of 4 components, i.e:

Mp = (Ro, ¢b, O, D) PRy 61,2, (4.15)

where parameterB, R;, ¢+ andZ, are integers, used as indices of the momentum matrix element
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In order to enable a rapid search to be made using the lookhlp,tthe 4-dimensional array is
converted into a 1-dimensional array, i.Bo{¢b, 6, #p)PRs.¢1.2z, — (Ro, $b, b, ¢1)i, Y re-indexing.

For example, the following pseudo-code describes a rexingealgorithm:

R_GRIDSIZE = (R_MAX-R_MIN)/DR; // DR, DPHI and DZ:
PHI_GRIDSIZE = (PHI_MAX-PHI_MIN)/DPHI; // the distance between
Z_GRIDSIZE = (VERTEXZ_MAX-VERTEXZ_MIN)/DZ; // two adjacent grid points
index_p = (P-P_MIN)/DP;

index_r = (R-R_MIN)/DR;

index_phi = (PHI-PHI_MIN)/DPHI;

index_z = (VERTEX_Z-VERTEXZ_MIN)/DZ;

index_i = index_p*R_GRIDSIZE*PHI_GRIDSIZE*Z_GRIDSIZE
+ index_r*PHI_GRIDSIZE*Z_GRIDSIZE

+ index_phi*Z_GRIDSIZE + index_z;

In order to determine the indéyof the 1-dimensional array uniquely, the indid@sR¢, ¢+ and
Z, must follow the same sequence given in E4ri5 The electron’s momentum is obtained by

searching the table, and performing an interpolation:

e Three parameteRs, ¢+, Z, are derived from the Region 2 partial track. Their closegime

boring integers are used to compute the corresponding index

e The table is searched with index elemeRt yarying from 900 MeVc to 1160 MeVc in

10 MeV/c steps. This results in a list of matrix elements witfietient momentum.

e By matching the actual Region 3 partial track parameterbedist, and performing a poly-

nomial interpolation, the track momentum is determined.

This scheme greatly reduces the size of the matrix. By opiingithe step width, the momentum

can be determined to an accuracy df%.
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4.4.4 Shooting Method

For tracks which are not within the kinematic region of thenmemtum matrix, their momenta may
be determined by a shooting methdd {]. The adjustable parameter in the shooting method is the
electron’s momentur®. Taking into account the electron energy loss in the tatetinitial value

of P is estimated using the e-p scattering kinematics. By variinand computing the trajectory
with the RK4 algorithm, the front and back partial tracks mx@ched at th&, plane. The Newton-

Raphson methodl[.q is used so that quick convergence is obtained.

)

R(P) )
RU
N
aR
R(P)

oP
R(PL) / o~ \
Slope k = [R(P ) — R(P))/(P — P,

Figure 4.11: Shooting method using Newton iteration.

The shooting method with Newton iteration is illustratedFig. 4.11. A VDC partial track
intersects a downstream plane at a radial distdRgcéo the beam center. For an electron with
momentumP, (n = 1,2,3...), its trajectory will intersect the same downstream plaina edial
distanceR(P,). Ris a monotonically decreasing function®fand the slope &, is

K = dR R(P.) - R(Ps) _ R(Pn+ AP) - R(P, — AP)
“dP PL-Ps 2AP :

(4.16)
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The correction folP,, can be estimated by
0P = 6R/K, (4.17)

wheresR = % [R(PL) + R(Ps)] — Ry andéP = P, — Pp.1, leading to the expression for the iteration:

2 RIP) + RPS)] ~ Ry = (Py ~ Prp) Sl XCS) (418)
b . p._ APIR(Pn + AP) + R(Pn ~ AP) - 2R @19

R(P, + AP) — R(P, — AP)

Defining a resolution variablees, the iterations end when a resolution conditiB(P,) — Rg| < res
(in units of cm) is satisfied at thg, plane. The resolutiones was set to 0.5 cm during testing, and

was adjusted to meetftierent accuracy requirements.

4.45 Momentum Transfer Determination

When determining the momentum transfer, the energy losseoékectron in the target and target
windows must be taken into account. In the target, the pré-past-scattering energy l0ssé& e
anddEpes) can be calculated based on Monte Carlo simulations (seetHig and the electron’s
path lengths before and after scattering, which requireglédtermination of the scattering vertex.
In QTR, the scattering vertex is found by extension of thei®e@ partial track back to the target
region.

The 4-momentum transfer squared is computed by:
2 ’ nZ 0 _ n2 0

where the post-scattering enerfy at vertex is calculated from the reconstructed momenifum
(P ~ E) and the post-scattering energy |a#5,.st (the average valuéEpesp ~ 24 MeV), i.e.
E’ = E+6Epost the pre-scattering enerd at vertex is calculated from the measured beam energy

Ep and pre-scattering energy losS,e (the average valu@Epre) ~ 14 MeV), i.e.Eq = Ep — 6Epre
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(see Fig.4.13for a simulated pre-scattering energy distributiof)s the reconstructed scattering

angle. These variables are indicated in Big.2

LH, target cell

f‘[h: 35cm

BEpos\

6 (scattering angle)

RS cor NN achosiu ok R N I [+

target window nipple
scattering vertex thickness: 5 mil

beam pipe
Aluminum target window (entrance) Aluminum target window (exit)
thickness: 5 mil thickness: 20 mil

collimator aperture
target vacuum chamber window
thickness: 35 mil

1 mil = 0.0254 mm

Figure 4.12: Outline of the energy loss simulation using@reeak Geant4 Monte Carlo simulation
program (QweakSimG4).

The Q? could be determined big, E’ andé, according to Eqré.2Q However, from Eqnl.21,
only two of them are independent variables. Therefore, woydf the three variables may be used
for Q2 determination in QTR. During earlier QTR test®? was determined based @&, ¢ and
(0Eposp- Recently, the tracking analyzer was changed toHgse and(dEpye) for Q? determination.
The precision of the determine@? then mainly relies upon the precision of thg measurement,
Region 2 partial track determination and the estimatioff. in Monte Carlo simulations.

The Q2 must be calculated from valid tracks which genera@esenkov light signal in the main

Cerenkov detectors. The light-weighte@?) is determined by

> HPE)QF

Q@)= =
D (#PE)

(4.21)
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pre-scattering energy
g B prescattering_energy
3 25000— Entries 28440
© B Mean 1148
- RMS 16.95
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electron’s kinetic energy [MeV]

Figure 4.13: A simulated pre-scattering enerfy)(distribution at vertexes in the LHarget. The
average pre-scattering energy los&iByre) = Ep — (Eo) = 1162- 1148 MeV= 14 MeV.

WhereQi2 is the 4-momentum transfer squared for tracnd #PE is the yield of photo-electrons
in the main detector associated with trackPE can be determined from the main detector’s single

photo-electron calibration and ADC pulse height.

4.5 Bridging Performance Test

The Q-weak Geant4 Monte Carlo simulation program, known aedkSimG4, was used to pro-
vide simulated events for QTR, to test its performance. Fifj4 shows some simulated tracks.
Monte Carlo simulated data are particularly well-suited@I'R tests, because this method gener-
ates known kinematic information for each event. In additihe QweakSimG4 can simulate the
light response of the main detector, so that the light-wteighQ?) can be evaluated and compared

with experimental results.
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Front segment inhomogeneous Back segment

B field / “[

R3

Figure 4.14: The simulated tracks and three regions of iingattetectors in QweakSimG4.

Bridging Speed

One of the considerations in the QTR development is the ctimpspeed of the software. In
QTR, the bridging process is one of the most time consumimtg.p@the computing times for two
bridging algorithms are compared in Figl15 Using a 2 GHz single CPU, it takes about 0.06 ms
to determine the momentum of a track by searching the lootabfe, and 6.5 ms by using the

shooting method with an integration step size of 1 ¢/].

RealTime htemp RealTime htemp
Entries 1505 Entries 1505
[ Mean 5.92de-05 500/— Mean  0.006545
RMS _ 1.156e-05 L RMS _ 4.567e-05
500— E
£ 400
400— £
F 300—
300 L
C 200—
200— r
r 100/
100— "
r = r
P P PR WOl P Bun S PR EOI CUTN NN DTS 5 [ oL \ : L
0 0.02 0.04 006 008 0.1 012 0.14 0.16 0.18 0.2 0.0062 0.0064 0.0066 0.0068 0.007 0.0072
RealTime RealTime
(@) (b)

Figure 4.15: Computing time comparison fofffdrent bridging algorithms. (a) Computing time
(seconds) for the look-up table method. (b) Computing tisee¢nds) for the shooting method.
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Residuals

The momentum reconstruction was tested with “ideal” sinmalavents for which multiple scatter-
ing was switched  in the simulation. In this way each simulated event providedean partial
track pair for QTR. In order to mimic theffects of detector resolution and partial track finding
accuracy, the ideal partial tracks in Region 2 and Regiona@ntiers were smeared according to
Gaussian distributions in positions and angles Withstion = 500um andogope = 0.1 degree. The
test results with and without this smearing are comparedgn4=16 Referring to this figure, the
momentum residual represents the momentutieidince between reconstructed events and gener-
ated events. It was found that the mean of momentum residoalsl be determined te 0.1%,

with a RMS width of~ 0.5% of the electron’s momentum even with smeared tracks.

| Momentum Residual |
1600

— dP {from ideal partial tracks), Mean= -0.000200, RMS= 0.005799

1400 —— dP {from smeared partiai tracks), Mean= -0.000317, RMS= 0.006690

1200
1000
800
600
400

200

8

I|IJIl‘IIIIIIIII|IIIII1I

-0.015 -0.01 -0.005 0 0.005 0.01 0.015 0.02
Momentum Residual [GeV]

(=]
!

Figure 4.16: Distribution of momentum residuals for “idesimulation events with and without
resolution smearing for Region 2 and Region 3 partial tradise dfset of the mean momentum
residuals is due to the systematic bias introduced by siiouala

The momentum reconstruction was further tested with “séiafi Monte Carlo events, with the
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multiple scattering process turned on and resolution simgan. The generated and reconstructed
momentum distributions are compared in FdL7. In this more realistic case, the mean of momen-
tum residuals could also be determined<td®.1%, with a RMS width of~ 1% of the electron’s

momentum (see Figt.18).

| Momentum Determination |
35000

—— Generated momentum (from Geant4 Monte Carlo simulation)

—— Reconstructed momentum

30000
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20000
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1 I L 1 1
1%4 1.06 1.08 11 112 114 116 118 1.2
Momentum [GeV]

Figure 4.17: Comparison of simulated momentum distrilsu{i@d) and reconstructed momentum
distribution (blue).

The quality of the algorithm was checked by examining retrooted track parameters. The
mean residuals of four major track parameters, extrapbltehe focal plane, are shown in Ta-
ble4.1

The tests with simulated events demonstrate good perfarenainthe bridging algorithm. The
results showed furthermore that high precision can be eghtly either the look-up table or the

shooting method.
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Figure 4.18: Distribution of momentum residuals for “retii” simulation events.

Parameter Residual Ideal Event  Ideal Event with Smeared Tracks
Directional Angle Af [degree] 0063+ 0.016 Q15+ 0.10
0, 9) A¢ [degree] 000+ 0.16 -0.71+0.93
Hit Position AR [cm] 0.44+0.12 027+ 0.56
(R, @) A® [degree] 000+ 0.13 -0.61+0.77

Table 4.1: Mean residuals offtérent track parameters for ideal events with or without setba
partial tracks. The uncertainties shown in the table are RNtEhs.

Reconstruction Hficiency

The overall QTR reconstructiorfiiciency is defined as:

€ = €front * €bridge * €back » (4.22)
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whereesront andepack are the front and back partial track findinffieiencies, respectivelyyigge iS
the partial track bridging féiciency. The quantities;ont and epack represent the probability that a

front/back partial track is recognized by the partial track findimggram, defined as

Number of correctly found partial tracks
Number of actual partial tracks

€front/back = (4.23)

evridge IS the probability that front and back partial track paire anatched by the partial track

bridging program, defined as

Number of matched partial track pairs
Number of actual partial track pairs

€bridge = (4.24)

Testing with Monte Carlo simulated events, the QTR bridgfiiziency is 98% for the realistic

events. The patrtial track findingtesiencies were not carefully tested in simulation.

4.6 Preliminary Tracking Results

Measuring the reconstructiorfieiency is dificult with real data, because the raw data are strongly
contaminated by backgrounds. However, Réf.q discussed a scheme to test tHBogency with
real data by varying parameters so as to chanfferdnt qualities of reconstruction. For instance,
by varying the number of maximal allowed missing hits, tharober #iciency can be calculated.
In dedicated runs during the Q-weak Run | period, event mada @ere taken for all octants
with the Region 2 and Region 3 chambers. The first attemptanstructing tracking results from
actual data showed very reasonable values for track pagesraid reconstructegf, although with
low efficiency [L1€]. In that analysis, a large number of partial tracks wereatejd by the track
filter, introduced in Sectiont.4.1 With steady improvements to the partial track findiricgency
and resolution in Region 2 and Region 3, the QTR reconstmiaiiciency has increased. Some
preliminary results from the most recently updated analgre given below as examples. To check

the performance of the track finding code, the track filter matsactivated during this analysis. All
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the examples below are from the analysis of one octant (bB)ashata in tracking run 8658, which
were acquired at a beam current of 50 pA.

Since the partial tracks are straight lines in near zero etagfield regions, they can be directly
projected to planes atftierentz locations, to provide a visual check of the scattered beanfilgs.
As an example, Figd.19shows the track projections from upstream and downstreatiaip@acks.

Most events{ 98%) are within the outlines of the collimator opening andmuietector quartz bar.

[ HDC partial track projection to collimator 2 | _ VDC track projection
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(a) HDC partial track projection to collimator 2 (b) VDC partial track projection to main detector

Figure 4.19: Partial track projections. (a) The upstreamtigiarack projections to the upstream
aperture of the primary collimatoez & —3857 cm). The black frame outlines the collimator open-
ing. The color scale indicates the number of HDC (Region 2jigldracks. (b) The downstream
partial track projections to the main detector centrplane ¢ = 577.9 cm). The black frame out-
lines the main detector quartz bar. The color scale indicéte number of VDC (Region 3) partial
tracks.

Fig. 4.20 shows the projected scattering vertex before and aftek tbaiclging. The vertex
resolution is mainly determined by the HDC partial trackgmaeters. There are 50% of scat-
tering vertices lying outside of the liquid hydrogen targegion (betweerz = —6325 cm and
Z = —6675 cm) from the diference in the number of events between Big0(a) and (b). This
implies that the vertex reconstruction needs to be furthmgroved. A scintillation fiber detector
for improving vertex determination in Q-weak Run Il is beiognsidered, to replace the malfunc-
tioning GEM chambersl[L9. The reconstructed scattering angle and the electronistiki energy

are shown in Fig4.21 (a) and Fig.4.21 (b), respectively. The mean values of the reconstructed
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Figure 4.20: Projected scattering vertices before and afiek bridging. (a) Scattering vertices
projected by HDC partial tracks before bridging. (b) Saaitg vertices projected by the bridged
tracks. The distribution is narrowed after bridging, imptythat some HDC background tracks are
rejected.

scattering angle (81 + 0.01°) and kinetic energy (113 + 0.001 GeV) are close to the simulated
results (7782+0.007 and 1111+ 0.001 GeV). However, the ffierences between the reconstructed

and the simulated distributions need further investigatio
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Figure 4.21: The reconstructed scattering angle (a) amtretekinetic energy (b).

When correlating the reconstructed tracks with the maiaaet PMT signals, the track depen-

dent light response of the main detector can be mapped oethitdistribution, light distribution,
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Figure 4.22: Distributions of number of hits, light yiel@? and light-weightedd? on main detector
5 (from tracking run 8658).
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Figure 4.23: Reconstructed squared momentum transférgnetlight-weighted momentum trans-
fer (blue). The light weighted distribution is shifted tgherQ? by 1.3% on average.
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Q? distribution and light-weighte®? distribution of the main detector are exhibited in Fg22
The number of hits distribution in Figt.22 (a) shows a ‘moustache’ shape, which is in agreement
with simulation. The light yield an@? distributions Fig4.22(b) and (c) also approximately agree
with simulations: more photo-electrons are obtained wihenelectrons strike the ends of a main
detector quartz bar, closer to PMTSs; higl@f value events also lie close to the quartz bar ends.
The light-weightedQ? distribution in Fig.4.22(d) is a combination of the distributions in Fig.22
(a), (b) and (c). The histograms of reconstruc@dand light-weightedd? shown in Fig4.23indi-
cate that the light weighting shifts the value(@¥?) up by about 1.3%. The most recent simulation
with pre-radiated main detectors indicates that the ligaighted(Q?) is about 1.4% larger than the
value of(Q?) without light weighting.

Continuous #orts are still being made to further improve the track findiffgciency and pre-
cision of partial track reconstructioif(]. What is reported here represents the results available at

the time of writing.



Chapter 5

Scanner Data Analysis

In this chapter, scanner data analysis will be discussedisame preliminary results will be pre-
sented (for a complete list of the scanner runs taken durivge@k Run |, see TablB.1 in Ap-
pendixB). The discussions here are mainly focused on the evaluafitime scanner detector per-
formance and studies G extrapolation to high beam currents. Other scanner apiglita namely

spectrometer optics measurements fobladd Al targets, will also be discussed.

5.1 Focal Plane Flux Profile

The scanner detector measures the scattered electromeatethe focal plane of the spectrometer
across the fiducial area of the main detector in octant 7 (@tim octant). Rate distributions may
be measured at various beam currents. The rate distrilswgi@obtained based on measured singles
rates, accidental coincidence rates (randoms) and tatatidence rates from the two photomulti-

plier tubes, counted independently by four scaler charamtiescribed in Sectich1l

131
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5.1.1 Raw Rate Distribution
Coincidence and Accidental Coincidence Rate Maps

Cerenkov light generated by one electron which passesghrbath quartz elements is detected by
the two scanner PMTs simultaneously. These events pravediue coincidence raiy,. A false,

or accidental coincidence rakRy occurs when two unrelated events happen to appear for each
detector arm within the selected time window. As explaine@hapter3, accidental coincidences
are estimated by counting another coincidence channelefddoy the two PMTs, with one signal
being delayed outside the time resolution of the system.

Because the rates measured by the scanner detector anerisrait its position X, y), we use
R(x,y) to denote the 2-dimensional rate distribution in the sdang(called a rate map). The raw
coincidence rate map and measured accidental rate map foB61.6 at a beam current of b@
are shown as examples in Figl The rate maps in the figure are 2D histograms, whose binmisnte
are denoted bRt (i, Yj) andRacc(X;, y;) for the total coincidence and accidental rates, respalgtiv
Thex; andy; represent the coordinatesf the quartz elements for thg {) bin in the 2D histogram.
The scanner’s nominal active area for normal incidence, 4, wras selected as the bin size, within
which the average rate was recorded. The entire map was rokmlgifg the vertical scan path as
shown in Fig.3.28 The plots in Fig5.1 show that the accidental intensities near the center of the
main detector are very highRacc(Xi, ¥j)/Rot(Xi, Yj) ~ 66% ). In order to obtain the electrons’ true
rate distribution, the raw rate map must be corrected foidaotal coincidences, and furthermore
deadtime &ects, which are grouped together and referred to as rateatioms in the following

discussion.

Beam Current Normalization and Quality Cuts With a nominal motion speed of 5 ¢&) the
scanner system can complete a full bar scan within half am Houring this data taking period,

beam current changes, beam trips or excursions may occarbddm intensity dependence of the

1Unless explicitly noted, all the coordinates in this chaptse Q-weak global coordinates.
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Figure 5.1: Raw rate maps of total coincidence and accitlentacidence acquired by the scan-
ner detector at 5A beam current with the Lktarget (run 6616). In this figure, the and
y-coordinates are in units of cm, and the color scale is tleeinainits of kHz. The rate maps are not
normalized to beam current, whose distribution has a Q&2&MS width during this scan period.
The white strips shown in the rate maps are due to beam trips.

measured rate can be removed by normalizing the rate to stentaneous beam current:

R(X, ¥i) = R(%, Yi)/Ibeam  [Hz/cn?/uA]. (5.1)

The dfects due to beam trips are eliminated by applying beam duows. Typically, cuts to
reject beam currents of less than 90% of the nominal valuesapplied. The normalized rate
R(x, y;) can be used as a characteristic variable for direct cosgagf rate distributions in ffierent
runs. This is convenient for the scanner detector to obgbesstability of the rate distribution and
monitor beam optics. However, in order to conveniently genf rate corrections (discussed in

Section5.1.2), most rate maps in this chapter are purposely not norntatzéeam current.
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Singles Rate Map

When the coincidence requirement is not imposed, additiate is experienced due to single tube

backgrounds. This rate is monitored by counting the rateeéah PMT separately, which are

referred to as the singles rates.
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(a) Singles rate maBa(x;,y;) acquired by the PMT on the right hand side for the front queatiiator and light guide
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(b) Singles rate maRg(x;, y;) acquired by the PMT on the left hand side for the back quadiator and light guide

Figure 5.2: Singles rate maps (run 6616, at@0beam current) acquired by the two PMTs of
the scanner detector during a scan at 18.48 cm upstream ofaimedetector. The “front” singles
(a) refer to the PMT located at the right hand side, and theKbaingles (b) refer to the PMT
at the left hand side when looking upstream. The rate mapaatraormalized to beam current,
whose distribution has a 0.24A RMS width during this scan period. In this figure, tkeand
y-coordinates are in units of cm, and the color scale is theinatinits of kHz.

Fig. 5.2 shows the singles rate distributions from run 6616 at a beamewt of 50uA. The
plots show how the two PMT'’s ratd®s(x;, y;) andRg(X;,y;j) vary with the position of the scanner
detector over its scan range. The singles rates d@x larger than the coincidence rates in FigL

Projecting the singles rate map onto thdirection is useful for visualization. The sums of rates

along eacty-bin over a range of 25 cm, thea(x) = X; Ra(X,Yj) andRe(x) = >; Re(xi, ;) for
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each PMT, are shown in Fi§.3. The singles rates are the highest when the relevant PMhébr t
arm itself is close to the center of the main detector on therimadius side of that octant. Further
investigation confirmed that a large number of gamma rays tite Region 1 enclosure and (later
installed) beam pipe shielding near the Region 2 area cam #ns region and strike the scanner’s
light guides or PMTs directly (see Fig4). This led to the very high singles rates in each tube. At

50 uA beam current, the maximum singles rate was about 1.5 MHz.

| Front/back singles projections ] frontsinglesmap_px
xlob Entries 1.365618e+07
~ - _ Mean -28.39
I 40 N ___,._.—' - ——__ [RMS 43.24
e F 7 .
o] il = -
x 35 E - -
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251 - g
20 i __ _ backsinglesmap_px
C - - Entries 1.455606e+07
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15— = = RMS 43.29
10 =7 ~
5 iT'-'———-"'"'FF-_ —
Eeooo L L L L I R
100 -80 -60 40 20 0 20 40 60 80 100
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Figure 5.3: Projection of the scanner singles rate mapsuin6616 at 5Q:A, not normalized to
beam current) onto the-axis.

5.1.2 Rate Corrections
Correction for Accidental Coincidences

Accidental coincidences result from uncorrelated eveatsiging by chance within the coincidence
resolving time of the system. If discriminated pulses frame ®MT (tube A) have a width,, while

those from the other PMT (tube B) have a width and the singles rates in each PMT &geand
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Figure 5.4: Scanner light guides and PMTs are exposed todhmema rays from interactions in
upstream beam pipe and collimators (the ‘hot’ region, iattid by the red ellipse).

R, then the accidental coincidence ratelig]]

Racc = RaRs(11 + 72) = TRaRGB, (5.2)

wherer = 11 + 17 is the time window to form a coincidence, which limits the nmaxm operable

rate of the detector. The time windomshould be as small as possible to reduce accidentals, but
large enough to cover the maximum analog pulse widths of & §ignals themselves. Based on
these considerations,was set to 80 ns, with; = 7, = 40 ns, which is just enough to cover the talil

of a large amplitude PMT pulse (the oscilloscope wavefomtsig. 5.5 show typical PMT pulses),
thus avoiding possible double pulsing.

As previously mentioned, a direct measurement of accitleatacidences was conducted using
an additional coincidence circuit, with an extra delay {60 ns) inserted in one PMT channel.
The delay was set large enough so that the random accidertald be outside the true coincidence
window.

Neglecting deadtime, the true coincidence rate distidoutian be extracted by subtracting the
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Figure 5.5: Waveforms of typical scanner PMT output pulddse) and the delayed charge ADC
gate pulse (cyan).

rate of accidental coincidences from the rate of total ddamces, as expressed by

Reoin(Xi» ¥i) = Reat(Xi» ¥i) = Racc(Xi, Vi), (5.3)

where theRyc(X;, y;) are obtained either from direct measurement or calculdiased on Eqrb.2

The diference between Fi¢.1 (a) and (b) is calculated using Edgn.3 and displayed in Figs.6.
However, this simplified method is only suited to low-cutrereasurements where deadtime losses
are low (see Fig5.13. As we will see in the next section, this is not the case farafon of the

scanner at even higher beam current.

Deadtime Correction

Deadtime (DT) loss occurs when an incoming pulse is not desmbbecause either the detector or its
electronics chain is busy in processing an earlier eveentswoccurring within the deadtime period
are lost.

For singles measurements, the true singles r&Rg®(dRg) can be calculated from the mea-
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Figure 5.6: Coincidence rate distribution for run 6616 a®0beam current, corrected for acci-
dental coincidences as discussed in the text. In the figues-tandy-coordinates are the Q-weak
global coordinates in units of cm. The color scale is theirakédz. The rate map is not normalized
to beam current, whose distribution has a 24RMS width during this scan period.

sured singles rate®f andRy) by [121]:

Ra Rg

Ra= —A—, Rg= —2—,
ATI-Rm PT1-Rm

(5.4)

wherer; andr; are the deadtimes for channel A and channel B, respectively.
As noted earlier, the accidental coincidence scaler chamwerds the rate of uncorrelated
events in the two PMTs if they occur within the coincidencendmw. The measured accidental

coincidence rate can then be compared to a deadtime calnemtsion of EQn5.2, i.e:

RaRs(71 + 72)
(1 + RAT]_)(]. + RBTz) '

Racc = R/AR/B(Tl +712) = (5.5)

The main coincidence channel records all pulses from twglessnchannels, counting both the cor-
related true rate and uncorrelated accidental rate; ¥ 75, the total rate in this channel then can

be modelled asl[27]:

Reoin N (Ra — Reoin)(Re — Reoin) (11 + 72)

Riotal = 777 Reoin1  [1 + (Ra — Reoin)71][1 + (Rs — Reoin)72]’

(5.6)

where theRqin is the true coincidence rate. In the case Ral, < Ra andRyin < Rg, the true
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coincidence rate expression can be simplified to

Reoin = (Reotal = Race) (1 + ReoinT1)- (5.7)

With measuredRa, Rg, Raec andRya, the true coincidence rat., can be resolved numerically
by applying Newton iterations on EqBA.6. The time resolution and deadtime can be checked by

using Eqn5.5 where it is assumed that

T1=T2=(T1+712)/2=1/2 (5.8)

[ Deadtime (run 11431, 165 pA) | dead_time
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Figure 5.7: Measured deadtime for run 11431 at AB5beam current with the Lhitarget. The
mean value of the distribution is 40.82 ns, with a RMS widtld &5 ns.

As an example of the application of these concepts, the ieadibtained by applying Eqb.5
and Eqn5.8for run 11431 at 16%A is shown in Fig.5.7. The deadtime has a value of 40.82 ns
with a RMS width of 0.35 ns. The RMS width was found to vary fraim to run when extracted by
this technique. We used these measured deadtimes and redédr@nics pulse widths to correct
the data, since the former were more appropriate to the emeetal conditions. The deadtimes
found for several scanner runs are listed in Table At low beam current, the RMS widths of the

deadtime distributions are large, due to small counts irstiader caused by high triggering rates, as
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will be explained in Sectioh.2.3

[ scanner raw front singles [Hz] ] [scanner raw back singles [Hz] ]
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(c) front singles distribution (DT corrected) (d) back singles distribution (DT corrected)

Figure 5.8: Deadtime corrections to singles rate distigmst for run 10044 at 150A beam current
with the LH, target. The color scale is the rate in Hz. The rate maps araaratalized to beam
current, whose distribution has a 0,24 RMS width during this scan period.

As another example, the singles rates for run 10044 at#5@ere corrected for deadtime
effects using Eqrb.4, and the singles distributions before and after deadtinnections are com-
pared in Fig5.8. The comparison (see the color scales) indicates that tlx@maen correction to
the singles rate is 25%. By using the determined deadtimeahendorrected singles rates, the true
coincidence rate map then can be obtained by applying EgnThe results are shown in Fig.o.
The corrected rate map (bottom right plot in Fig9) and the same map after normalization to in-
stantaneous beam current (see Bidg0(b)) show a left-right asymmetry. This feature is discussed
in Section5.1.3

The above correction method was tested by performing a PEdridiinator pulse width scan.

At several diferent discriminator pulse width settings, the deadtimeatmasined by using Eqib.5,
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Figure 5.9: Deadtime corrections to the scanner rate map.topheft image is the raw rate map
measuring the total coincidence, ttep right image is rate map with accidentals subtracted, the
bottom left image shows the distribution of deadtime correctifie@s expressed in percent, and
the bottom right image is rate map after both accidental coincidence andtideadorrections for
run 10044 at 15@A with the LH, target. The rate maps are not normalized to beam currensavho
distribution has a 0.24A RMS width during this scan period.
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Figure 5.10: (a) The beam current map during the scanner ge@aod in run 10044. (b) The
normalized scanner rate map (the bottom right plot in Bi§.was normalized to instantaneous
beam current) in run 10044 at 1a®. A beam current cut was applied in this analysis so that only
data withlpegm > 140 uA were used.
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and the results are shown in Figl2 The deadtimes determined by this method were slightly
smaller than the discriminator pulse width settings. Thibelieved to be caused by two additional

inverting gates in the accidental coincidence channelchvtend to reduce the discriminated pulse

widths by about 1 — 3 ns.

Run Beam Disc. Pulse Deadtime DTRMS LeftBin Central Bin Rigim
Number pLA]  Width [ns] [ns] Width [ns] [kHZuA]  [kHz/uA]  [kHz/uA]

6615 10 40 40.9 7.7 1.74 1.77 2.14
6616 50 40 39.5 2.1 1.72 1.84 2.05
9710 145 40 42.9 0.9 1.16 1.77 2.18
10044 150 40 42.8 1.4 1.79 1.80 241
10987 150 20 17.6 0.4 1.78 2.04 2.29
10913 150 10 9.2 0.2 1.75 1.84 2.16
10988-1 150 30 29.0 0.4 1.76 1.96 2.29
10988-2 150 40 37.1 0.4 1.81 1.89 2.29
10991 150 50 46.0 0.7 1.92 1.92 2.24
11431 165 45 40.8 0.4 1.77 1.87 2.29
Mean 1.72 1.87 2.23
RMS 0.19 0.08 0.10

Table 5.1: Comparison of total rate corrections at threéc@ypositions, the left bin{50 cm,
—3225 cm), central bin (0-3225 cm) and right bin (50 cnm;-3225 cm), in the rate distribution

for each run (see Fig>.11 for the bin locations). ‘RMS’ in the table is the* of the deadtime
distribution.

I Rate map (deadtime corrected) [Hz] |
=318

Y [em]

50 10
% [em]

Figure 5.11: Locations of the left birr60 cm,—3225 cm), central bin (03225 cm) and right bin
(50 cm,—-3225 cm) are indicated by three black boxes in a rate map. These tipical positions
are in the highest rate region of the Q-weak elastic eledtnage.
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Measured deadtime vs. discriminator pulse width setting
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Figure 5.12: Measured deadtime versus the discriminatipubpulse width settings in the scanner
pulse width scan. The discriminator output pulse widthsraeasured with an oscilloscope, so an
approximate 1 ns error bar is imposed. The size oftkeror-bar is 2 of the measured deadtime.

After making deadtime corrections, the rate maps tend tevshproved linearity with beam
current. An example can be seen in Figl3 which shows comparisons of rates before and after
corrections for several runs afiirent beam currents. The data points in this figure were taken
run 6615, run 6616, run 9710, run 10044 and run 11431, witmhmarents 10 — 16BA, as listed in
Table5.1 All except run 11431 had discriminator pulse width of 40nusy 11431 had discriminator
pulse width of 45 ns. The rates at three typical positiorss)eft, central and right bins, of each rate
map are displayed (see Fig.l1for the bin locations). The top panels in this figure show toatf
singles rates in three bins, with the rates before and affec@rections being represented by blue
and red points (or lines), respectively. Similarly, the didpanels show the rates for back singles.
It can be seen that larger DT correctioffieets appear in the left bin for front singles, while in the
right bin for back singles. The corrected front singlesgételicate obvious non-linearity with beam
current. However, the coincidence rates after DT corrastalemonstrate good linearity in all three
bins, which are shown as the red lines in the bottom panel® ofther two lines, the green one
and the blue one, represent the raw total coincidence ratbshase after accidental coincidence

subtractions. From the three bottom plots, the trend carée that accidental corrections and DT
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(c) front PMT singles, right bin

rate vs. beam current
x10°
0

10000

z E
¢ 9000 Tt 1813/3
© 8000| linear  2.738e+04 +424.9
E | auadratic 33+2318

70001~
E [ x2/ndf 1051/3
S000E| near  2836es04 47637
5000F- | quadratic 73.28+5.365

a000F
3000F
2000E

1000F

| I I P
100 120 140
beam current [

160

HA]

bin

(f) back PMT singles, right
x10°
o 10005
I E[nd 8L75/3
2 %0 | linear 1756 £22.76
@ goof-| quadratic -2.515 +0.1489 p
700F[ X276 778813
E | linear 1896 +35.87 A
600F-| quadratic 3+0.2414
5007/ el 107173
400F
300

beam current

(i) coincidence, right bin

| | I
100 120 140 16

0
HA]

Figure 5.13: Singles and coincidence rate correctionshiteft bin 50 cm,—3225 cm), central
bin (0,-3225 cm) and right bin (50 cmy3225 cm) of the scanner rate maps (see bid.1for the
bin locations). The raw total coincidence rates are inditdty the green curves; the raw singles
rates and the rate fiierences between total coincidence rates and accidergal aed indicated by
the blue curves; the rates after deadtime corrections dreaited by the red curves. The error bar
on each data point was assigned by adding 1 ns to its deadfiach. set of data points was fitted to
function f(x) = ax + bx2, wherea andb are linear and quadratic parameters, respectively.
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corrections #fect the coincidence rates with opposition sign. The plofs (@ in Fig. 5.13also
imply that the correction method is able to recover the tate mformation. However, there are
still non-negligible quadratic terms in the fits, which midje caused by rate-dependent PMT gain

shifts, which will require further investigation.

5.1.3 Scanner Results Discussion

Fig. 5.14shows a comparison of two runs taken ati@0and 50uA beam currents, respectively.
The measured rate distributions in these two runs are syrnionaid show good linearity with
beam current (i.e. the normalized rates atuZOare approximately the same as these ajB).
The relative residual (the flierence over the average) of the normalized rate distriblft((xi,yj)
between them is about 0.86%. Both singles rates also shearliesponse to beam current. In the
10 A run, the maximum singles rate is 0.3 MHz, while in the/BOrun, it increases by a factor of

5, as expected.
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Figure 5.14: Comparison of normalized rate distributioojgctions at 1Q:A (blue, run 6615) and
50 uA (red, run 6616) inx (horizontal) andy (vertical) directions. The position information for
these runs was recorded by a less accurate 12-bit QDC, tetalifiuctuations in the rate maps,
which are particularly obvious in figure (a).

However, analyzing later runs taken in February 2011 (onglken beam currents>(150 uA)

were routinely delivered to the experiment), it was foundl tihe singles rates for the front PMT
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increased by 33% over expectation at 145. The back PMT singles rate changed very little.
Not unexpectedly, very high accidental coincidence rateieviound near the central region, which
dominated the total coincidence rate even more than af5The maximum accidental coincidence
rate was 90% of the total coincidence rate at &85 The rate distribution images measured by the
scanner also showed a slight left-right asymmetric treed &g.5.10(b)).

The reason for the changes in the front singles and the rstigbditions have not been clearly
identified. Here we suggest some possible explanationshwhaerit further study. The singles rate

increase in the front PMT could be caused by the following:

e |t occurred since the first high beam current run, which wiasrtaight after the installation of
new Region 2 shielding. The shielding change may have lettteased gamma backgrounds

for the front PMT.

e |t may be caused by a gain shift or pedestal shift in the PMAfittue to large anode current,
which would shift events above the threshold of the disarator. At 150uA, the maximum
singles rate for the front tube 4€5.2 MHz, higher than the expected 4.5 MHz (linearly scaled
from lower current runs). At 1500 V bias voltage, the PMT amedrrent measured with a

picoammeter is- 10 uA/MHz, which agrees with the calculation:

Anode Current # of PEx PMT Gainx Electroris Charge< Event Rate (5.9)

= (10 PE)x (6 x 10P) x (1.6 x 1071° C) x (1 MHz) ~ 10 4A.

With ~ 5 MHz singles rate, the PMT anode currents0 yA is still within the PMT’s op-
erational limit (maximum continuous anode current 239, but close to the PMT voltage
divider’s limit (56 uA) for linear operation. The linearity of the PMT iffacted by more than
4% due to the limitation of the divider circuitry once the PMiode current goes beyond the

limit (see the characteristics of Photonis S563 voltag@divin Ref. [L23]).

¢ It might also arise from another unknown electronics systen&fect at high rate.
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In addition to the singles rate, there is also the mystenhefléft-right asymmetric trend in the
measured rate distributions in high beam current runs. €lisesome possibility that the left-right
asymmetry is a real physicffect representing a new background in the main detector, @ssilgy
having arisen in the Region 2 shielding change. Indeed Regjitvtacking data seem also to see
a slight asymmetry in the bottom octant (see Fid.5 and Tables.2, which summarizes the left-
right asymmetries of rate distributions measured by tharsmaor tracking detectors). The other
possibility would be an imperfect deadtime (or accidentahcidence) correction, with the front
PMT possibly experiencing an increased singles rate. Teia also has support, because Bi§.
shows that the degree of left-right symmetry improved wheadtime corrections were taken into
account.

Based on Run | scanner data analysis, the following sugestire made for possible improve-

ments to the system for Q-weak Run Il

¢ Installation of good shielding for the scanner PMTs is thestreffective way to improve
detector performance. This will significantly reduce th&altoate received by the detector,
avoid large PMT anode current and non-linearity caused lokdraund gamma rays, and
improve the signal-to-background ratio. This is possibid weveral feet of concrete or steel,
but could be very expensive. It is also dhdiult problem because smaller radiation shielding

could even increase the backgrounds due to EM showering.

e Installation of a lead pre-radiator for the scanner quddments is recommended, as well as
reduction of the PMT gains to adapt to the resultant larggmadi This will help to increase
the signal-to-background ratio because the yields fronkdracinds would be reduced by
dropping the gain of the PMTs. Similaffects can be achieved by moving the scanner detec-
tor downstream of the main detector since there is alreadg-aguliator installed in front of

the main detector. This suggestion is being pursued atredf writing.

e Before Run Il data taking, it would be advisable to perfornedrity tests at high rates on the

scanner PMTs themselves.
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e The randoms measurement should be rechecked. Each setiiregalectronics system should
be carefully measured, such as the digital pulse-widthsobtite PMT discriminators and
other logic modules, and the deadtime should also be meahslinextly (using e.g. a high-

frequency 20 MHz random pulser).

e Monte Carlo modelling of deadtime and accidental coincigsnshould be carried out, to

confirm the techniques used for rate corrections.

e A better understanding of backgrounds could be obtainedebfppning a background scan

with the scanner’s quartz radiators removed from the detect

e A logic circuit could be added to the electronics chain taoarthe width of the coincidence
window so as to reduce the accidental coincidences. Theestegymethod is to form narrow
(~ 5 ns) secondary pulses after the 40 ns wide discriminat@egulThose narrowed pulses

would then be fed to the coincidence unit.

| VDC track projection on scanner plane | = h_zﬂssaa
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Figure 5.15: The VDCs track projection onto the scanneregfan run 8672 at 25 nA in octant 7
(bottom octant).
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5.2 Momentum Transfer Extrapolation

As discussed earlier, the scanner detector was calibrgidst the tracking chambers in Region
3 at beam currents less than 100 nA. The rate distributioraiitypmode was measured at 150 -
180uA. This section discusses the comparison of low current giu ¢urrent scans to extrapolate

the light-weighted Q%) to high current.

5.2.1 Calibration to Region 3 VDCs

The scanner detector’s response to electrons is expedbeduimiform with scan position despite the
complicated geometry involved, based on Monte Carlo sitimra (see Fig3.18). This uniformity
can in principle be measured by running the Region 3 trackimmbers and the scanner together
in dedicated low current tracking runs. The VDCs can proinfi@mation on each track in the zero
magnetic field region close to the scanner detector locaByncorrelating each partial track with
a main detector hit and light yield, the elastic event fluxhia focal plane can be determined. The
determined rateRypc(Xi, Yj), in the scanner plane can be treated as the true rate foratadin of

the scanner. A calibration factor map

~+_ Rvpc(x.yj)
B(x,Yj) = Rea 00,Y)) (5.10)

can then be generated by obtaining scanner measureRgnts, y;) (taking data with the VDCs
in the same run) at all points over the full scan range. As lasghe scanner configuration is
unchanged, the actual rate distributi®({x;, y;), in other higher current runs can be recovered using
the scanner measurememRgeas(X;, yj) (with proper corrections) and the calibration factor map
B, Yj), ie:

R(Xi,Yj) = B(%i,Yj) Rmeas(Xi. Yj)- (5.11)

Due to limited beam time, the scanner was calibrated in #g&ibn at only a few positions

during Q-weak Run I. Figh.16gives an example, showing the calibration at a fixed scacatibn
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in event mode in run 8668 at 25 nA beam current. During daiagdh this run, the scanner detector
was parked with its sensitive elements centered at the lgtalmadinates (0-323 cm). Region 3
partial tracks were reconstructed and projected onto tharseg plane within an areax1 cn?
centered at the scanner location (see Bi@6(a)). While the scanner orientation is at°4d the

1 cn? VDC event box used to compare scanner and VDC rates (se8.Bigassuming a relatively
uniform event distribution, the systematic error due taséhditerent orientations is smaller than
other uncertainties in the calibration. Assuming a 100% V@@mber #iciency, by comparing
the hits from those tracks and the corresponding hits medday the scanner detector directly (see
Fig. 5.16 (b)), the calibration factor at this position was measuethé¢ 140 + 0.05, where the
uncertainty is simply estimated as the standard deviatioha few measurements. This means the
scanner has arfficiency of J1.4 (~ 70%) relative to its nominal ¥ 1 cn? active area, at3 PE
threshold setting. This result is reasonable, based on d@éMoarlo simulation taking into account

the detailed detector geometry (see Rd.9.
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Figure 5.16: Scanner calibration to VDCs at a fixed scannsitipn in run 8668 at 25 nA beam
current: (a) The hits within a unit area (1 mmeasured by the VDCs centered on the scanner probe
position. (b) The VDC hit distribution for scanner eventeo8 PE threshold. In this figure, some
events extrapolate far from the scanner due to poor tracknetiction. The calibration factor is
determined as the ratio of hits, i.e, 4840.
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This calibration method is useful for the scanner to obtaeéctual rate for charged particles.
For the purpose of? extrapolation, a relative calibration was devised, whioksinot require an

absolute rate measurement, as discussed below.

5.2.2 Dimensionless Normalization

Ideally, we should obtain a calibration factor map over thire scan region in dedicated calibration
runs, which would involve both the scanner and the VDCs. muf-weak Run I, however, such
data were not acquired. Instead, two independent runs wenpared: one is an event mode VDC
run at a beam current of 25 nA; another is a scanner run at @higgam current.

To make the comparison between the two runs, VDC partiak$ragere propagated to the
scanner plane, and the number of hits per unit area @ per unit timeR;(x;, y;) was calculated.
This VDC rate distribution was then normalized to the cerlbia (Rg) as %(m,yj)/Rg, which
reflects the relative hit distribution over th&ective scan area. For the scanner detector, the rate
distribution is expressed in a similar way. The relativensea rate distribution isﬁg(m,yj)/ﬁg,
wherelfeg(xi,yj) represents the beam-current-normalized rate in one bimg@ted for deadtime and
accidentals, as discussed in Sectiof), andﬁg represents the beam current normalized rate in the
central bin.

Normalizing to the respective total VDC hits or total scanrsge produced similar results. In
this way, the VDC hit map and the scanner rate map are transfibto two dimensionless maps,
making them easier to compare, and making the comparisotiywdependent on image shapes in
the focal plane, as opposed to normalization issues.

The normalized VDC hit and scanner rate maps reflect the geiordéstribution of the scattered
electron flux. A direct comparison between them will gereatelative calibration factor map.
Assuming that the central bin content of the scanner detéet® perfect linearity to beam currents
from 25 nA to 10uA (the lowest beam current for the full bar scanner run sodad that the single
point calibration technique is accurate, this relativebcation factor map can be used to deduce the

absolute rate distribution at 1A or higher beam currents.
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5.2.3 Contrast

By comparing the relative hit distribution measured by tH2Gs$ and the relative rate distribution
measured by the scanner from bin to bin over the full scanrange, the dference between them
at any position can be obtained, which is described by

Residual(x, yy) = ~eci¥i) _ (X ¥i) (5.12)

RS RS

For convenience, we define a variable “contrast’'Coil he contrast in one bin at beam currgrfor

thel-th measurement, as described@yy, x;, y;), can be expressed in terms of Residual(x;, y;),

or the ratio of two fluxes as:

Residual(x.yi) Ry(%.Y;)

o esidual(x;,yj)) RS

Ch,%,y)) =1+ R ) = Ry (5.13)
R R

To describe the contrast over the entifeeetive area in a total d€ bins2, one can use two average

variables: the mean contrast, given by:

Zinll Z?:l C(l, Xi,yj)
k b

c(l) = (5.14)

and the total-rate ratio, given by:

R/ _ inllztjlzlc(h’ XI’yJ)Ré(XI’yJ)

LA , 5.15
Ro in=]1 ZT:]_ %(Xi’yj) ( )

wherem andn are the maximum number of bins ¥a andy-directions, respectively, and the total
binsk = m x n. The mean contragi(l) reflects the average fikerence between the scanner’s
rate map relative to the VDC'’s map over the entire area at lmanentl;, and the total-rate ratio

contains the rate distribution information at high beanrentrand reflects the contrast of the total

2For the full area of 200 crx 18 cm, with 1 cm unit area for each bin, a total of 3600 bins describes a ftdf oa
contrast map.
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rateR’ over the entire area relative to the total rRXefrom the VDC measurement. Both variables
approach 1 if the shapes of VDC partial track projected malsaanner’s rate map are very similar.
However, these two summary variables only partially refteetfeatures of the rate map, because
the rate mapr(x, y) is a complex 3D object.

Fig. 5.17shows the mean contrasts and total-rate ratiostigrdnt beam currents. The data are
from run 6615 at 1A, run 6616 at 5QA, run 9710 at 14%A, run 10044 at 15@A and run 11431
at 165uA. The blue line represents the average contrast of these and the red line represents the
average total-rate ratio. The uncertainty for each datatg®calculated from the rate change when
the deadtime is varied by its RMS value. In most scanner tinesRMS widths of the measured
deadtime are less than 1 ns, and the 1 ns deadtime variaboesgond to assigning an uncertainty

of about 2.5% to the measured accidental values.
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Figure 5.17: The mean contrast (blue marker and line) desgtrby Eqn5.14, and the total-rate
ratio (red marker and line) described by E@nl5 of the scanner measured rate distribution, at
several diferent beam currents.

Comparing with the 25 nA VDC run, the scanner’s contrast mdp®aA appears to be relatively
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Figure 5.18: The scanner’s contrast n&(, x;, y;) described by Eqrb.13for run 6615 at 1Q:A
beam current. The color scale in figure (a) andstrexis in figure (b) indicate the contrast values.
The white strip in figure (a) arises from a data cut due to a bigigm
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Figure 5.19: Scanner’s contrast map for run 6616 giA®eam current.

uniform in the central region (see Fi§.18. The contrast distribution at other currents was also

checked and found even to be more uniform. For example, 5=i§ shows the scanner’s contrast

distribution at 5QuA beam current in run 6616. Large non-uniformities are preaethe edges of

the scanning area, due to low counting rates and thus laagjetsial errors in these regions. For

example, assuming a constant rate of 1 kiAzin these regions and a scaler gating rate of 960 Hz

(MPS trigger), the number of counts in the scaler for eaggén at 1QuA beam current would be
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1 kHz/uA x 10 uA/960 Hz =~ 10. With this low number of counts, even a LSB (least significa
bit) error in the scaler would cause a 10% error on the medgsate. In addition, the VDCs have
a relatively low number of hits (hence low statistical psgmn) in the low rate regions, which also
contributes to the apparent non-uniformities. In high ra&gions, however, the scanner map is
relatively uniform compared to the VDC map.

Fig. 5.20 gives the rate values at three high rate scanner positieesHig.5.11 for the three
bin locations), and at ffierent beam currents. The linear response of the scanner egtitral bin
position demonstrates the feasibility of using the cerinalnormalization method to compare the

shapes of the rate maps affdirent beam currents.

rates in right (green), central (blue) and left (red) bin vs. beam current
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Figure 5.20: The rates at the left bin50 cm —3225 cm) in red, central bin (0 crA3225 cm) in
blue and right bin (50 c-3225 cm) in green versus beam current. The data points are tedn f
run 6615 at 1QuA, run 6616 at 5Q:A, the average of run 10044, 10913, 10988, 10991 at#%0
and run 11431 at 16pA. The error bar on each data point were assigned by varyiadtihee by
1 ns, and each set of data was fitted (®) = ax + bx?.
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5.2.4 Light-weighted(Q?) Extrapolation

As discussed in Chaptet, the light-weighted(Q?) is determined by the tracking system at low
beam current (see Eqd.21) in event mode. The light-weighte@? is a function of hit position
(%, y), number of hitsi\) and the main detector light yield RE). From low to high beam current, if
the relative event rate at every position does not changeif the geometric shape of the rate map
does not change, the light-weight&@?) should remain constant. The scanner conti@gi (x;, Yi))
map can detect a geometric shape change of the rate digtnbukherefore, it is feasible to use
C(li, %, y;) to extrapolate the light-weighte@?) to different beam currents.

Egn.4.21may be rewritten in a slightly more compact notation as

S PE - Q?

2\ _
(Q%0 = SPE (5.16)

wherePE; and Qi2 are the number of photo-electrons detected by the maintdete®MTs and the
4-momentum transfer squared for everrespectively; the subscript “0” is used to represent a low
beam current tracking run, at whi€p? is determined. In terms of event rate in a kinf the VDC

rate map, Eqns.16can be written as:

o S NW(PEX - (@ ¥ R«(PE) - (Q¥x
Q0= "5RPEx = TRPER (-17)

in which (PE)y is the mean number of photo-electrons in kikQ?) is the mean oQi2 in bink, and
Ny is the number of hits in bik, which is proportional to the event ra ° in that bin (noting that an
event is indexed bi; and a bin is indexed b¥). Eqn.5.17gives the light-weightedQ?) determined
from track reconstruction, VDC hits and the main detectepoase. The extrapolation to beam
current| is done by weighting the light yield contribution of eventi#thwthe scanner contrast,

according to:
% CkR(PE)k - (Q%)
Y CkR(PE)

3t worth noting that the event rate used in this section sefeithe rate normalized to beam current.

(@Pex(l) = (5.18)
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This extrapolation is based on the assumption ¢@&x and(PE), do not change from low to high
beam current, and that only the relative rate distributiaghtnchange with beam current. It also
assumes changes @y observed by the scanner would also be seen by the main det€&uttoer
assumptions could be tested if a source of current-var@ingere found.

Because the extrapolation is performed by using the cdrligghe systematic uncertainty of

the extrapolation can be estimated by evaluating the wmogytof the contrast in each bin,

2. 10Ck R(PE)x - <Q2>k.

5.19
2. CkR(PE) (5.19)

AMQPex(sYSt) =

6Cy involves both statistical and systematic contributionfie Btatistical uncertainty is estimated

by

SR (stat) RMS(R))
Re  VhR¢

WhereR/k is the mean of rates measured by the scanner ik,andn is the number of rate values

5Ci(stat) = (5.20)

filled in that bin. Indeed¢R, has both statistical and systematic contributiaitS;(stat) is domi-
nated by statistics since the variation of rate with scaposition is generally small. The systematic
uncertainty is mainly associated with the accidental rat@sarement, which is equivalent to the
deadtime determination. For most scanner runs, the deaditgm an RMS widthof;) of less than

1 ns, and therefore the valde = 1 ns was selected to estimate the systematic uncertaintget.a
deadtime deviations, such as = 2 ns or more, could be investigated in further analysis. If we
assigno; as the uncertainty of the deadtime, the systematic unogyrtaf the scanner contrast can

be estimated by: | |
R(r £ o) = R (")

6Ck(syst) = Re

(5.21)

The total uncertainty o€y is obtained by combiningCy(stat) andsCk(syst) in quadrature. Com-
paring to the systematic uncertainty, the statistical ttaggy is negligible. This estimate provides
the systematic uncertainty of the extrapolation due to taeiser detector itself. The uncertainties

due toQ? mapping by the VDCs and the photo-electron yield of the maiectors are not included:;
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these &ects would correspond to an overall scale erraiQp).

Fig. 5.21 shows the comparison of the determined light-weigh@dnap in octant 5, and the
extrapolated light-weighte@? distribution by the scanner in octant 7. Ideally, #@?) extrap-
olation in the scanner octant should use the reconstrucsett andQ? data in the same octant.
However, for lack of tracking results in octant 7 due to haaevand geometry issues associated
with Region 2 chambers which result in very low track bridggfficiencies in all octants but oc-
tant 1 and 5, th&)? data in octant 5 were used here, with an assumption thath@umber of
photo-electron and rate distributions for octant 5 and tleeesame. TheQ?) extrapolation results
at several dferent beam currents are shown in @22 which indicates that the average of the five

extrapolation results agrees with the value of the detesthiight-weighted Q).

‘ tracking: light weighted Q2 distribution [PE*GeV~2]

(@) (b)

Figure 5.21: (a) The light-weighte@? distribution measured in tracking run 8658 at 50 pA in octant
5. (b) The extrapolated light-weighte@? distribution using scanner data (run 6616) ay80in
octant 7.

A comparison displayed in Figh.23 shows that the rate and light (number of photo-electron)
yield distributions for octant 5 and octant 7 are indedtkedent due to the ierences of detectors,
magnetic fields and shielding from octant to octant. Lejhtiasymmetries of these distributions can
also be observed. Tabte2 summarizes the left-right asymmetries of severfibdéent distributions
measured by tracking detectors or the scanner at various baeents. Because the systematic

uncertainty of tracking measurements is still under evalnathe uncertainties of tracking results
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Extrapolated light-weighted Q2 vs. beam current
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Figure 5.22: The extrapolated light-weight&@?) based on the scanner data at fivBatent beam
currents. The average of five extrapolation results (blue $it 002295+ 0.00002 (GeVc)?) and
the determined light-weighte?) (red line at 0022951 (GeVc)?) from the tracking run and the
(Q?) before light-weighting (the green line at 0.02255 (Ge)?) are also shown in this plot. The
extrapolated light-weightedQ?) value at 145A is relatively larger than those from other beam
currents because of bad experimental conditions (tune Headrhalo rate) in that run.

showing in this table are statistical only. For the scanneasarements, the lower current data seem
to show smaller uncertainties. To confirm that scanner t®gubctant 7 could be applied to octant
5, and with what confidence, we would propose that more cdmplacking runs be taken so that
the true electron rate distributions could be compared. \Weldvstill needCy for other octants,

to truly extrapolate those octants with current, which wlogquire reworking the scanner support
structure for mounting in dierent octants. Alternatively, a reasonable systematiernmaty for

Ck could be derived that would allow application of this tecius to other octants. We attempt no

such evaluation here.
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[[run 8658, VDC track projection run 8673, VDC track projection
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Figure 5.23: Comparison of rate and light (# of P.E.) disttidn in Octant 5 (run 8658) and 7 (run
8673) at 50 pA beam current. Plots are generated by projeefdC tracks (with main detector light
yield cut) to the scanner plane, and the coordinates fonbétalots are converted to octant 7. All
coordinates are global coordinates. The color scalesatelibhe number of hits in the scanner plane
and main detector light yields, which were obtained by ushesingle photo-electron calibration
values given in Ref.1[24].
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Run Octant Beam Distribution Left-Right Figure
Current Type Asymmetry Reference
8658 5 50pA  VDC partial track -0.026+ 0.003 Fig.5.23(a), (c)
projection map and Figl.22(a)
ADC pulse height M99+ 0.001
distribution map
light (# of PE) 0155+ 0.002 Fig.5.23(e), (9)
distribution map and Figl.22(a)
Q? distribution map 15+ 0.009 Fig.4.22(c)
8673 7 50pA  VDC partial track -0.015+ 0.003 Fig.5.23(b), (d)
projection map
ADC pulse height -0.049+ 0.001
distribution map
light (# of PE) —-0.131+0.002 Fig.5.23(f), (h)
distribution map
8672 7 25nA  VDC partial track —0.020+ 0.003 Fig.5.15
projection map
ADC pulse height —-0.049+ 0.001
distribution map
light (# of PE) —-0.129+ 0.002
distribution map
6615 7 1A  normalized scanner —0.030+ 0.001 Fig.B.1
rate map
6616 7 5uA  normalized scanner —0.034+ 0.003 Fig.B.2
rate map
9710 7 145A normalized scanner —0.029+ 0.010 Fig.B.3
rate map
10044 7 15Q:A normalized scanner —0.065+ 0.010 Fig.B.4and
rate map Fig5.10(b)
11431 7 165«A normalized scanner —0.051+ 0.010 Fig.B.5

rate map

Table 5.2: The left-right asymmetries of several distiilmg. For a distribution of a variable in
the focal plane, we define its left-right asymmetryfag = (L, — R,)/(L, + R,), whereL,, is the
sum ofa on the left half-bar (forx < 0), andR, is the sum ofr on the right half-bar (fox > 0).
AR reflects the asymmetric feature of the distribution image.
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5.3 Other Applications

In addition to obtaining the focal plane flux profile and pemiing (Q?) extrapolation, the scanner
has several other applications; monitoring spectromegic®is one of them. Because the scanner
detector can quickly obtain the rate distribution in thealq@ane, it can serve as a minimally inva-
sive monitor. In order to do this, it is necessary to know ttenger’s sensitivities to the variables

to be monitored, as discussed below.

Scanner Sensitivities

The rate distribution image acquired by the scanRex, y;), is sensitive to manyfiects from beam
properties and experimental settings and conditions. Téasnred rate distributions are mainly

characterized by the following parameters:

e Xc is thex-location of the rate distribution centro(d(c = %&W))
e Yc is they-location of the rate distribution centro(d’c = %’m)
i >

Xp is the x-location of the rate distribution peak,

Y is they-location of the rate distribution peak,

Rmax is the maximum rate.

These parameters may be grouped to form a véeter(Xc, Yc, Xp, Yp, .. .), which may be fiected
by experimental condition changes. A major factor is the @TQC currentl . Other variables,
such as beam parameters (beam posikioy, beam anglegy, 6), target location irg-direction
(Zigt), also influence the rate distribution. These experimevdehbles may be used to construct
another vectoW. For P with m elements and/ with n elements, an x n sensitivity matrixS is

defined to describe the relation betwdeandV, as:

P=SV, (5.22)
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or more explicitly:

Xc S11 S12
Yc So1 Sz I
qtor
Xp = S31 S32 > (5-23)
Ztgt
Yp Sa1 Saz
Rmax Ss1 Ssp

where for simplicity, we take five distribution parametenslawo experimental variables only. To
first order and neglecting correlations between variahessensitivity matrix elemer8;; is given
by

Sjj = (=1..mj=1...n). (5.24)

Ny
For the purpose of monitoring spectrometer optics, we farushe sensitivity to the QTOR

magnetic field (QTOR current) variations. Several scanaes were taken to measure this sensi-

tivity parameter.

LH, Target Data

The rate distribution in the focal plane is very sensitivehe variation of the spectrometer mag-
netic field. Small variations in the QTOR currdgfy will move the rate image position radially.
Therefore, the scanner can be used to monitor the specepmgtics by performing fast vertical
strip scans along thgdirection atx = 0, where the rate variation is most pronounced.

A typical central strip scan takes less than 30 seconds, prafige of rate distribution along the

y-direction can be quickly obtained. If we describe the oi®édiprofile with the paramete¥§ and

Rmax, the corresponding sensitivity elements gaf% and ‘;ﬁ”[jj describing howY,, and Ry vary
with lgtor .

Table5.3shows the peak position ynof the scanner profile and the maximum rate with respect
to the QTOR current in run 10951, from which the sensitigitten be deduced. The peak position

sensitivity at nominal QTOR currentgfo, = 8921 A) is% ~ 1.78 cm/(1%xlgor), i.€. a 1%
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magnetic field variatichwill change the location of scanned rate peak by about 1.78 The
maximum raw rate (no deadtime correction and calibrationmralized to beam current) sensitivity

at 8921 A QTOR current I%% ~ 0.34 KHZuA/(1%x] gor).

QTOR current (A) Peak position yn(cm)  Max. raw rate (KHzA)

8750 332.0 5.2
8921 335.8 5.6
9000 337.0 5.3

Table 5.3: The Peak position and maximum rate at thréerdnt QTOR currents in the QTOR scan
run 11951 (75:A beam current on Lblitarget). During this run, the scanner took a central strip
scan at 13.9 cm downstream of the main detector.

During the experiment, the nominal QTOR current is measaretimonitored by a DCCT (DC
current transformer), which has a high accuracy of 0.1 Ahdligh the DCCT is sensitive to QTOR
current drifts, the variations in rate distribution duédg- changes need to be confirmed by scanner

measurements, especially during parity runs.

Al Target Data

Similar studies were performed for the scanner detectaregr®s of the main detector, measuring
the rate profile of a 1% radiation length upstream aluminuhd sarget B(], which has the same
zlocation as the LKltarget cell entrance window. The rate maps measured in A884land 11995
with two differentlqor settings are compared in Fig.24 The rate map projections ynshown in
Fig. 5.25indicates that the peak of the profile shifts 2.1 cm, for a liB&tease in magnetic field,
corresponding to a sensitivity (3‘-}% = 1.4 cny1%.

Changes in the rate map due to variation of the targmtsition were observed. Fi§.26shows
a rate map for run 11695. In this run, the downstream alumieralid target 0], which has the
samez-location of the LH target cell exit window, was used. Comparing the rate mapkisfrun

with the upstream aluminum solid target runs, we observeba3 cm shift of the rate map profile

4QTOR is a DC iron-free magnet, therefax8/B, = Al /1o. 1% current change causes a 1% magnetic field variation.
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Scanner Rate Map: 1% US Aluminum, QTOR 8921 ‘ Scanner Rate Map: 1% US Aluminum, QTOR 9054 ‘
=315 -315

[} 50

-100 -50 o 50 100

(a) rate map for run 11994 (b) rate map for run 11995

Figure 5.24: The rate maps for run 11994 and run 11995 withA5eam current on the 1% up-
stream (US) aluminum solid target with QTOR currents of 8824nd 9054 A, respectively' P9].
The x- andy-axes are the Q-weak globat andy-coordinates in units of cm. The color scales
indicate the rate in arbitrary units.

peak iny.

Scanner PMT Spectra and Pre-radiator Studies

Fig. 5.27 shows the scanner PMT pulse height spectra, which were tékeng full-range rate
measurements. In contrast to the TRIUMF beam tests and cdests (see Fig.10and Fig.3.13

for reference), which were triggered by the coincidencenaf trigger paddles, these spectra were
obtained with a scanner self-coincidence trigger. Theesfoo pedestals appear in either spectra.
Once other triggers, such as a trigger scintillator triggea main detector trigger, were selected,
large pedestal peaks would appear due to the small scartiver aea relative to that for the trigger
detector.

At JLab, the scanner PMTs are operated at a lower gain thamatA&RIUMF so as to be able
to work at very high rates. Therefore, the single phototedecpeak cannot be resolved from the
QDC spectra. Estimates of the charge corresponding to tegigto-electron were made based
on oscilloscope observations. According to measured igpant pedestals, the scanner light yields

were estimated by

# of PE= (channehean— channegleq)/(channelpg — channgleq). (5.25)
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Figure 5.25: The comparison of the profile projections irbgly for run 11994 and 11995 at two
different QTOR currents of 8921 A and 9054 A, respectivaiy.
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Figure 5.26: (a) The rate map for run 11695 withy@6beam current on the 4% downstream (DS)
Aluminum solid target at the nominal QTOR current (8921 Ahek- andy-axes are the Q-weak
global x- andy-coordinates in units of cm. The color scale indicates tite iraarbitrary units. (b)
The rate map projection onto globa[129).

The channel numbers for the pedestals were confirmed fromataetriggered by the trigger scin-
tillator. To reduce backgrounds from the detector itsedthbof the two PMT thresholds were set
to ~3 photo-electrons in hardware for all measurements. ThEié@n~70% scannerféciencies
according to simulations (see Fi§18 and experimental data (as discussed in Sediari).

As noted earlier, the scanner detector can perform meaguatsrnoth upstream and downstream
of the main detector. In the downstream location, besiddiglat $ncrease in the detector’s photo-

electron yield, the signal-to-background ratigBpwas also improved by the pre-radiator of the
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Figure 5.27: Scanner charge ADC spectra taken upstream6@ili®, 50uA beam current, LK
target) and downstream (run 10949, /A beam current, LH target) of the main detector. The
x-axis indicates the ADC channel number, with each chanme¢sponding to a charge of 0.1 pC.

main detector. The measured scanner rate was increasetiaafamtor of 2.5 at the downstream
location. Although the scanner detector and the main datéeve diferent responses to the pre-
radiator due to their dlierentz-locations and active areas, the scanner detector couldusefal

diagnostic device to study théfects of the main detector pre-radiator.

5.4 Summary and Outlook

In the first Q-weak run cycle, a very limited data set was atéd for the scanner. Therefore, the
current work has focused on outlining the scanner analysibioadology. It is planned to make fur-

ther technical improvements on the scanner, and to make tnamiéng and scanner measurements
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during the second Q-weak run period, to complete a full dettéos superiorQ? determination and

to develop the extrapolation techniques first investigaiee.



Chapter 6

Parity Data Analysis

The goal of the parity data analysis is to obtain the physsgsnanetry from the raw main detector
asymmetry, so as to extract the proton's weak che@ﬁp There are two main branches in the
Q-weak analysis leading to the\‘,’v determination, as depicted in Fif.1, including the physics
asymmetry obtained by the parity analysis and ¢@8) determined by the tracking analysis. A
method of reconstructing and extrapolat¢@?) to high beam current has been introduced in the
previous chapters. Procedures for extracting the physigsiaetry from the raw asymmetry via
experimental corrections will be the main focus of this deapAs the Run | data analysis is not
fully completed at this stage, only preliminary results faw asymmetries will be reported. The

status of the systematic uncertainty will also be reviewed.

6.1 General Analysis Procedures

The Q-weak parity data are collected during production witis current mode main detectors and
electronics. During data taking, the beam helicity stateei®rsed with a frequency of 960 Hz,
while the signals from the main detectors and related beagnclbmponents are integrated in each
helicity state (MPS window) and recorded in CODA format. i€gtly, each parity run contains an

hour’'s worth of data, segmented in about 10 data files (oetehl The raw data are stored on the

169
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Parity
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Experimental Corrections:
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- Beam Polarization
- Background Corrections
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Figure 6.1: Flow chart of the Q-weak analysis proceduregrd are two main branches: the parity
branch for physics asymmetry determination and the trackiranch forQ? determination. In
parity analysis, experimental corrections need to be egpb the raw asymmetry to extract physics
asymmetry, and blinding analysis is adopted in this promdihe blinding factors used in Q-weak
Run | were randomly taken from60 ppb to+60 ppb.

hard drives of the DAQ computers, and later transferred tage silo storage forfline analysis.
When processing the data in one run, the parity analyzerdégsbdes the CODA events into
physical quantities, such as detector PMT yields (the $igmgolitude of PMT output current, de-
termined by event rate, number of photo-electron yield aMd Bain) and beam parameters. Raw
asymmetries are calculated based on the yiel@eoénkov bars within each pseudo-random quartet
helicity pattern (+ — —+" or “— + +="). The data are processed in several “passes”, and each pass

has diferent calibrations and data cuts. During the first passairieam current cuts and device
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failure cuts are applied, to remove data taken during begs &and excursions. The beam charge
asymmetry and the helicity-correlatedfdrences of other beam parameters are also calculated. All
these quartet-based quantities may then be saved as RQ{Thjstograms and trees for further
analysis. Run-based means and uncertainties of deteetdsyasymmetries, and beam parameters
are stored in a MySQL1[27] database to facilitate the later query, retrieval andyaisi

In order to extract the physics asymmetry, various comestineed to be applied. Detector
and BCM calibrations are needed to arrive at main detectldyi The false asymmetries due to
helicity-correlated beam properties must be removed byguknear regression techniques. The
effects caused by beam polarization and background dilutitsosreeed to be taken into account.
Details of these corrections will be discussed in Sedficgh To avoid human bias when analyzing
data, a blinded analysis is used. A blinding factor is addeithé¢ raw asymmetry and will not be
revealed until all analyses are finalized. The unknown btigdactor is therefore present in all the

data shown here.

6.2 Raw Asymmetry

6.2.1 Initial Data Processing

To extract the main detector normalized yields for asymynedifculations, several corrections need

to be applied, as described below.

Pedestal Subtraction The main detector consists of eight octants, and the yiefceach detector
is recorded by two PMT channels. The pedestals of those elgnre. the DC fisets of the elec-
tronics chains, including dark current due to thermal nais&cosmic rays, must be subtracted from
the raw signals so that real detector yields can be obtaifleel pedestals may change periodically

due to variations in temperature, room backgrounds, etacount for theseffects, brief pedestal

1For the main detectors, each PMT yield is referred to as ttat momber of photo-electrons collected by the PMT
photocathode in unit time, which is then amplified by the PMil @onverted into a DC voltage signal via a tran-
simpedance amplifier. The yield of one detector is defineti@asum of the two PMTS’ yields on th@erenkov bar.



6.2. Raw Asymmetry 172

runs are taken once or twice per day with beafihduring production data taking. The average
pedestal values are subtracted from the yield of each PMiinghia The subtraction is done with

the most recently updated pedestal values.

PMT Gain Match  The light yield seen by one PMT decreases with distance frenPMT along
the quartz bar. The sum of the two PMTs’ light yields exhilbégduced position dependence. In
order to sum the two PMT signals for one detector to obtairdétector’s yield, or to sum the total
16 PMT signals to obtain the yield for all detectors, the gaohthose PMT channels should be
well matched to each other. The gain is adjusted by adjustady PMT’s high voltage. Weighting
factors are used in the analysis software to further equahiz PMTSs'’ yields. These factors are
determined based on weighting each PMT'’s yield by the aeeyagd of 16 PMTs taken from a

good quality production run.

Beam Current Normalization In order to reduce the dependence on beam intensity fluohgti
the main detector yields are normalized to beam current danbcharge) after pedestal subtrac-
tion. The normalization is done in each MPS according to &quéar BCM's readout. BCMs are

calibrated periodically in dedicated runs.

6.2.2 Data Selection

The main detector yields are processed in several analgsisep. In each pass, it is necessary
to check data quality and apply improved calibrations and.curing preliminary data quality
selection, beam trip, beam excursion, and hardware faguts are imposed. Events that have
been taken with unstable beam conditions, with electroliichgs, DAQ failures, an@dr detector
problems are rejected. In order to avoid systematic bids,are optimized to stretch over some time
period. For example, beam trips must give the,litbrget enough time to recover. In subsequent
passes through the data analysis, more stringent cuts gurdved analysis will be applied, which
require the events outside of acceptable beam parametes lovbe removed from the data set. For

data taken with large charge asymmetries due to chargedekdbalfunctions, substantial fractions
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of a typical 1 hour run or more might be eliminated. The datdus this thesis are from the first

pass analysis.

6.2.3 Raw Asymmetry Calculation

Raw Asymmetry for a Single Detector The normalized detector yield is proportional to the
differential cross section in e-p elastic scattering. Theeefaccording to the definition of the
asymmetryApy = (0r—0L)/(0r + o), the measured asymmetry may be expressed in terms of the

detector yield as:
Y-
G

Ani (6.1)

whereAnyi (i = 1 - 8) is the asymmetry of the i-th main detectdy, andY;” are the detector yields
(sum of two PMTSs' yields, weighted by their weighting factpfor the “+” and “~" helicity states
of a quartet, respectively. As mentioned earlier, the bealicity is reversed in a pseudo random
quartet pattern ¢ — —+" or “ —+ +-"); the detector asymmetry in one quartet is calculated loygus
Eqn.6.1, with theY;" andY;” corresponding to the yield sum of twe-"and two “-" helicity states

in the quartet, respectively.

Raw Asymmetry for All Detectors The overall experimental asymmetry is obtained fr&mai,
the combination of all eight main detectors’ asymmefyga is calculated in the same way as that
for the Angi mentioned above, but by summing the yields from the total M@ Bhannels together.
The combined asymmetry is calculated for each quartet, dtidmore data being accumulated,
a histogram of the quartet-by-quartet asymmetry forms as€an distribution. The mean of the
running average asymmetry and its statistical width can beeexpressed by:

Nort

run 1
(Ardan = wZAn'dall,i, (6.2)



6.2. Raw Asymmetry 174

and )
Ngrt 3

1
(At = WZ<AMU—< | (6.3)

i
respectively, wher&ly is the total number of good quartets in the run &agda i is the asymmetry
for the i-th quartet.

In addition to the yield-based combination, tAgqa for a runlet or a run can also be cal-
culated with another option — the asymmetry-based comibimatith this method, the\'*{  is
obtained by averaging th,; for single detectors separately, using an appropriatsttal weight
(1/0(Angi)?) from each detector. If the measurements of the detectersxdependent, the asym-
metries obtained using these two methods should agrees.Righows an example of both thg;
and Anga distributions (in ppm) obtained from a production run 12028ie detector asymmetry
plots for MD1 - MD8 are arranged in clockwise direction follimg the octant order defined in the
Q-weak coordinate system. The central plot shows the catibmasymmetry for the whole main
detector array. Each detector measures the quartet-tteggaymmetry distribution witk650 ppm
width, providing the combination asymmetry width-0240 ppm in this 16%A run.

Main detector asymmetries for a series of runs are combisetd)a weighted mean based on
the statistical uncertainty of each run. Explicitly, theeged asymmetry over runs is calculated by

using
— Zrun Arun/d(Arun)z
Y run 1/6(Arun)?

where thes(Arun) represents run-based statistical uncertaintgf. The width and the statistical

Asotal (6.4)

uncertainty forAyg are given by

Nl=

o (Arotar) = [Z " A% )zl (6.5)
and
0Awtal = M, (6.6)

v/ Nart
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Figure 6.2: The asymmetry measured by each main detectdhamdmbination of the whole main
detector array in run 12023, with 162\ beam current, 4 mmx 4 mm raster size, and LiHarget.

respectively, where thy is the total number of good quartet patterns accumulateakeimuns.
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6.2.4 Data Quality in Run |

Before further discussion of correction procedures toaettthe physics asymmetry, it is necessary

to check the quality of Run | data. Two main aspects are adddeghe statistical properties, and

systematic ffects.

Statistical Property Check

As mentioned above, a histogram of the quartet-by-quaggmnenetries should form a Gaussian
distribution. Fig.6.3 shows an example asymmetry distribution with a width of 2gthpacquired
in arun at a beam current of 163\ The total number of good quartets (“Entries”) and the meas

asymmetry width indicate that a 288 ppb statistical unasstavas achieved within the50 minute

measurement.
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Figure 6.3: The raw asymmetry measured by main detectorsnrl2023 at a beam current of
165uA. The asymmetry distribution in this plot was fitted to a Gsias.

Ideally, the asymmetry width would be as close as possiktleaioimplied by counting statistics
ocount- IN real measurements, the asymmetry width will be broadiégenany noise factors, such as

the detector resolutiomge, target boiling noisery:, beam current normalizatiangcm, electronics
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noisecgec, €tc., which if uncorrelated with one another contribut¢éhetotal width in quadrature:

o(A) = \/O'gount + Tge + Tig + Thom T Tgeg + e (6.7)
According to simulations, at a beam current of 185 the total rate detected by the main detectors

is R = 5.87 GHz, which gives an asymmetry distribution widtk,,: due to pure counting statistics:

1 1
VRU 587 GHzx gy, x 4% 93%

=210 ppm (6.8)

O count =

wheret is the counting time for one quartet with a 93% helicity reative-time [L24].

The main detector resolution, which reflects the relativeSRhbise width of the detector sig-
nals and is defined ass" of the photo-electron yield distribution obtained fromeew mode
calibration runs, ok 45% o ¢oune Will contribute ~ 10% excess noise above counting statistics, [

i.e.

Vo + 0B = T2 (L + 45%) = Tequne(1 + 10%). (6.9)

When taking thergg term into account, the asymmetry width is expected to besaszd to 231
ppm. Other contributions arising from BCM measurementstorent normalizationdgcy ~ 50
ppm) and target boiling noiser{y ~ 50 ppm), lead to a slight increase in the width to 242 ppm.
Electronic noise is about 3 orders of magnitude below cogrgtatistics, and is therefore negligible.
The observed width of 240 ppm in this run is therefore closexjmectation.

As the statistical uncertainty projection plot shows in.Fgl, if Q-weak continues data tak-
ing with a typical asymmetry width of 235 ppm and 87% beam qddéion during Run 1, a 2.3%
measurement of the asymmetry can be reached with a reasar@diation iiciency of 50%, and
the final goal of 2.1% can be achieved with dhagency of 70% within the scheduled beam time.
Taking account of the time given to other studies, such degliertracking measurements, beam po-
larization measurements with the Mgller polarimeter, regor beam studies, and other downtime,

the typical operationféciency is about 50%.
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AA/A Projections (assumes 235 ppm MD, 87% pol)
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Figure 6.4: Evaluation of the expected statistical unaesta AA/A) versus scheduled beam time
(in calendar days) under the assumption of 30%, 50% and 7@¥atpn dficiencies [24].

Systematic Checks

During data taking, the helicity state is reversed ever§ ms at the injector. As mentioned in
Section2.2.2 slow helicity reversals are performed periodically by miiag the IHWP and Wien
filter states to study possible systematiteets on a relatively longer timescale. The IHWP state is
reversed every eight hours being placed in either the IN of &dte, and the Wien filter is changed
to Left (L) or Right (R) about once per week. The combinatidnHdVP and Wien settings thus
leads to four dierent sign-flip configurations: IN-L, OUT-L, IN-R and OUT-R.

Runs are grouped into “slugs”, corresponding tbedtent IHWP and Wien settings. One 8 hour-
long data slug is collected with a given IHWP state, and the sif the asymmetry is alternately
reversed slug-by-slug by inserting or retracting the IHWRh Wien filter settings unchanged.

This reverses the sign of measured “IN” and “OUT” asymmesirand the “IN+ OUT” summed
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asymmetry should therefore be consistent with zero.

Fig. 6.5shows an example of the raw asymmetry versus slug number twdeource config-
urations. The sign of the average asymmetry reverses fatitfezent IHWP states. Considered as
two separate datasets, the two IHWP settings also show dgatstisal agreement in the measured
asymmetries. The slower Wien-flip allows further system#dists on longer timescales. During
commissioning and Run |, a total of 136 slugs were collecteldich have been grouped in six
Wien periods. The result of the average asymmetry in each @dafiguration will be discussed in

Section6.5.

Asymmety vs. Slug (Q-weak Run I, Preliminary, Blinded)

0.6

T = { <OUT> = 0,224 + 0.055
¢ V4 Chi2/ndf = 2.484
o - T
= 02 T
> E ;
s OF 1
0 ~ I .
£ .02 — I
g 04 E <IN> = -0.171 + 0.055
g ME Chi2/ndf = 0.477

0.6 &

91 92 93 94 95 96 97 98 sl

Figure 6.5: A “slug plot” for production runs with the LHarget [L29. The data in these slugs
were taken under two fierent IHWP configurations, and the average asymmetries|fgr&nd
“OUT” slugs appear in opposite sign as they should.

6.3 Applying Corrections

Corrections need to be applied to the raw asymmetry in oalebtain the physics asymmetry. In
this section, basic correction methods are introduced.pfélaninary analysis results and the status
of the Q-weak Run | data will then be discussed in Sedii@{Physics corrections are discussed in

Section6.4).
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6.3.1 Linear Regression

Helicity-correlated beam propertyftérence$B, such as beam energig{—E™), charge Q" -Q"),
positions & — x~, y* —y~) and anglesd - 6;, 65 —6,), may lead to significant false asymmetries.
To first order, these systematiffects (at a few ppb level) can be removed through linear reignes

In linear regression, the raw asymmetry is regressed agamdeam parameters by subtracting a

linear combination of all beam monitor asymmetries:
A = pTaW Z Crm0Bm, (6.10)
m

where 6By, is the helicity-correlated beam propertyffdrence or asymmetry for the-th beam
parameter. The factoiG,, = dA/0B, are the sensitivities (regression slopes), which are obdai
from fitting a straight line tA"®" versussBy, correlation plots.

If the correlations between the beam parameters are ndigibégy higher order ffects have to
be taken into account. The sensitiviti€;,, involve the correlations of the detector asymmetry with
respect to dterent beam parameters. In order to find the best fit val@pbne minimizes thg?

function:

2
x° < G Arlaw)z [Afaw - Zm: cm(sBm) > (6.11)

with respect taC, (assuminggA'@" = constant), leading to a solution:
Cov(A"™ §B,) = Z CnCOV(EBm, 6By), (6.12)
m
in which the covariance of two variablesandg is represented by
Cov(a,B) = {(@ — (@))(B— (B)) = (aB) — (a)(B). (6.13)

The angle brackets(}” in the above expressions represent the mean value of amanddable.

SA"in Eqn.6.11is the uncertainty of the asymmetry measurement for eachequahe minimum
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2 is found when Eqné.12is satisfied. Eqné.12can be written explicitly in a matrix form as:

Y=X-C, (6.14)
where
Cov(eE,sE) Cov(E,6Q) --- Cov(SE,sy)
Y - Cov(é?, oE) Cov(é?, 6Q) --- Cov(&?, oY) (6.15)
Cov(ey',6E) Covy,6Q) --- Covy,dy)

is the covariance matrix of the beam parameters,

Cov(A"™@, §E) Ci

.| covaa s R e

V= WH.0Q) and C=| ? (6.16)
Cov(A"™W, sy') Cs

are the covariance vector and the fméent vector, respectively. The déieientsC, are then ob-

tained by inverting the covariance matrix and multiplyingtbe covariance vector, i.e.

C=X1V. (6.17)

The covariances are experimentally determined by perfagnmultidimensional fits ofA"®" against
the beam parameterftlrences, as well as single beam parametéerginces against each other.
Because the cdigcients can change over time, they are determined for everyTrae status of the

linear regression analysis for the Run | data will be disedse Sectiort.5.1

6.3.2 Backgrounds Correction

The experimental asymmetry after regression still invelgentributions from backgrounds such

as pions, elastic events from aluminum target windows, afdgammas. Neglecting radiative
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corrections, the experimental asymmetry is given by thedet yield diterence over detector

yield sum as$4]:

ASP = Py AepYep + Avkg Ybig

6.18

wherePy, is the beam polarization, determined from the Mgller and @tom measurements, the
Y’s are the beam-current-weighted detector yields, Amythout the superscriptekp” is a physics
asymmetry, the subscripep” indicates the elastic ep scattering channel and the sipbsbikg”
indicates a background channel. By generalizing to anrarinumber of background reactions,

this can be expressed as:

ASXP AEXP kagj
Aep = + ( —Abk,') = . 6.19
P P 2 Po %) Yep (649

From Eqn.6.19 background processes cafiieat the measurement by diluting the elastic signal
and by exhibiting a non-zero asymmetry. Therefore, to detex the physics asymmetde,, a
correction for each background channeainust be made, which requires that the fractional yield
Ybkg,j/ Yep and the diference of the asymmetriedp/Py — Ankg,j) be known from independent
measurements.

Table6.1lists the main background sources and estimated contwiijtiprior to Q-weak run-
ning, according to simulations. The largest contributiarise from the aluminum windows of the
target cell. Detailed background determination methode lieeen summarized in Re&4]. Dur-
ing Run [, the background dilution factor and asymmetry & #uminum windows, as well as
the contributions from inelastic events, were investigateough both simulations and dedicated

measurements (see Sectib.3.

6.3.3 Beam Polarization Correction

The beam polarizatioRy, in Eqns.6.18and6.19appears as a normalization factor for the asymmetry
A®P_The uncertainty on thB, measurement directly propagates to the asymmetry. Therdfo

reach the proposed experimental accurégyneeds to be determined to an uncertainty better than
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Background Source Type Asymmetry-weighted fractionaldy@ntribution
Aluminum target windows elastic 11.1%
quasi-elastic -3.3%
Target inelastic -0.5%
Beamline & photon 0.4%
collimators ee” 0.1%
neutron 0.4%

Table 6.1: Summary of background source and estimatedilootbns [4]. The asymmetry-
weighted fractional yield is defined &gy f, wheref represents the dilution factor for backgrounds,

1%.

Residual transverse polarization components in the ndipilengitudinally polarized beam
could cause a false asymmetry if the detectors were not symerabout the beam axis. The trans-
versely polarized electrons can contribute as a parity ereigy Mott asymmetry, arising due to

two photon exchangelB(]. The correctiont to the parity-violating asymmetry is then:

.
P ) (6.20)

at = BAT (P—b :

whereAr is the measured asymmetry for purely transverse beam paiiem, Pg and Py are the
transverse and total beam polarizations, gisthe degree of detector geometrical mismatch, which
can be known from the octant to octant asymmetry variationam detectors. In order to determine
Ar, dedicated measurements with transversely polarized laeameeded. Preliminary results for

P, andAtr measurements will be provided in SectidhS.2and6.5.4
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6.3.4 Hadronic Structure Correction

The Q-weak experiment aims to determ'@&, from the measured parity-violating physics asym-

metry Apy, which contains contributions from nucleon structure fdattors (see referencéf]):

Apy = AQ\F/’V + Avector + Aaxial - (6.21)

AQS'V represents the asymmetry contributed(@& only at theQ? — 0 limit. Ayeor iNVolves the
vector electromagnetic and weak hadronic form factorgdtices to th€*B(Q?) term in Eqn.1.49

for small Q2. Axia involves the eN axial form factorG§. Estimates for the hadronic structure
contributions to Q-weak are listed in Talile2[54]. These values were determined from the results
of other parity-violating electron scattering experingeat higherQ? that are more sensitive to

nucleon structure, as discussed in Secfidh4

Correction [ppb] Uncertainty [ppb] Contribution (@{,’V uncertainty

Avector -101 2.83 1.5%
Axsial -12 2.16 1.2%
Total -113 3.56 1.9%

Table 6.2: Summary of estimated hadronic structure coargsiat Q-weak kinematic${l].

6.4 Physics Result Extraction

For each run, the physics asymmetry is obtained by corigetti@ raw asymmetry for beam param-
eters, backgrounds and beam polarization, neglectingtreelicorrections. The asymmetry over
N runs is obtained by weighting the asymmetry of each run viighdorresponding statistical un-
certainty (see Eqns6.4 - 6.6 for reference, where the weighted mean and statisticalrtanogy

are calculated). The overall parity-violating asymmegrygiven by the weighted mean of all runs.

The systematic uncertainty due to beam properties is tak®naiccount in the linear regression
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procedure. The remaining systematic uncertainty is caedlthrough error propagation from the
uncertainties in background measurements and beam @tiarizneasurements.
The physics asymmetryt\,st, can be deduced by using Edh21to remove the hadronic con-

tributions. The proton’s weak charge then would be deteschiinom

dra \/EAQp
W

p___ W

(6.22)

at the very smal)? determined via Q-weak track reconstruction (@reused in this formula indeed
represents the “light-weighte@?)” determined by QTR), as discussed in Chagter
Alternatively, from the previous discussion in SectioB.4 a global fit of the PVES asymmetry
to the Q? — 0 limit would allow an extraction oQ\‘,’V from the world data, according to Egh.50
The Q-weak experiment will provide a new data poinfef(Q?) to the global fit forQl}, extraction.

The weak mixing angle is then extracted by:

. 1 - .
Sir? Gy = 2 (1 - Q\’fv) + radiative corrections . (6.23)

In fact, to determine the physics asymmetry, he@{;@and sirf 6y, radiative corrections need to
be applied to the measured asymmetry. The radiative camscinclude the electroweak radiative
corrections which have been discussed in Sedti8rb Electromagnetic (EM) radiative corrections
which account for the electron’s energy loss at the scatierertex due to photon radiation must
also be taken into account. These radiative corrections affegt Q? and the asymmetry, and
are mainly accounted for in thg?)-determination and background determination as discussed

Section4.4.5 Ultimately, they will be constrained by Monte Carlo comipans with data.

6.5 Preliminary Analysis Results

The Q-weak experiment has finished its commissioning rudsfiest data-taking run cycle. This

section gives the status of ongoing analyses of the beamizadlan, helicity correlated beam prop-
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erty corrections, backgrounds, transverse asymmetry andasymmetries from the initial data

analysis at the time of writing.

6.5.1 Helicity Correlated Beam Property Corrections

The detector sensitivities to helicity correlated beanpprties have been analyzed. An example
can be seen in Figh.6, in which the beam properties, including positionsy, directionsx’, Yy,
energyE and charge asymmety, are extracted from natural beam motion in a subset of runs.
The sensitivities 0qa1 (the asymmetry for the combination of all the Q-weak mairedetrs)
versus run numbers are plotted. In this analysis, beamigosind direction changes at target are
extrapolated from BPM projections, while the energffatience is determined by the combination
of information from a particular BPM — bpm3C12X%, andXx'. The energy sensitivity is around
—4 ppmppm, and the sensitivity to the charge asymmetry seems sjaitgde at about 0.012% per
percent (0.012% change of signal for 1% of charge asymmétange). Fig6.7 shows the con-
tributions toAnga corresponding to the sensitivities in F§6, and Fig.6.8 shows the sum of all
helicity correlated beam property correctiori§$]]. Various regression schemes based dfecent
combinations of beam monitors are also being studied anghaed to each other in order to opti-
mize the Q-weak regression method. A summary of helicityedated beam properties for Q-weak
Run | data is given in Tablé.3. The data were taken from the Pass-1 database, in which éngyen
information was not available; therefore, no average sneas evaluated in the table. The average
values for other beam properties, beam charge asymmaeiasision and angle fierences at target

are either within or close to the proposed specificatidis]|

6.5.2 Beam Polarization

Beam polarization is one of the major error sources becaysRics = Aexperimental Pbeam The
goal is to determiné’,eamto 1% using the Hall C Mgller and Compton polarimeters. Thdldg
polarimeter provides invasive measurement to 0.75% acgwaha fewuA, and the Compton po-

larimeter provides non-invasive and continuous measuneatdull production beam current.
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Figure 6.8: Sum of all helicity correlated beam propertyrections to the asymmetry B1].

IHWP Wien Wien Run | Proposal
IN/JOUT Left Right Average (2544 hrs)
(A IN -0.10+0.03 0004+0.03 00083+ 0.015 <01
(ppm) ouT 021+ 003 -0.14+0.03
(tgtX) IN -31+1 16+0.8 39+05 <2
(nm) ouT 17+1 143+0.8
(tgtY) IN 4+1 -36+1 -57+05 <2
(nm) ouT -1+1 13+1
(tgtX’) IN -1.18+004 -0.72+0.03 -0.01+0.016 <30
(nrad) | OUT 0.63+0.04 06 +0.03
(tgtY”) IN -0.2+0.03 -0.79+0.03 -0.0024+0.016 <30
(nrad) | OUT 010+ 0.03 083+ 0.03

Table 6.3: Summary of helicity correlated beam properieshe Q-weak Run 1137,

Beam polarization has been measured periodically overritiedrun | period. Fig6.9 shows

some of the measured results, including Mgller measuresverd Compton measurements based
on the electron detector alone. From the figure, the beamipatian has been typically between
86% and 88%, better than the proposed 85%. The Mgller meaasuis typically have statistical
uncertainty of less than 0.4% and systematic uncertaintgssfthan 0.6%d5], and the Compton
measurements typically have about 1% statistical uncgytaind 0.6% partially evaluated system-

atic uncertainty 133]; the final systematics should be less than 1% with MontedCsitldies [ 34).
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Figure 6.9: Preliminary measured beam polarization oves with the Mgller and Compton po-
larimeters [.33).

These uncertainty estimates are very preliminary.

6.5.3 Backgrounds

As mentioned in Sectiof.3.2 dilutions and asymmetries contributed by backgroundsl nede
known for asymmetry corrections. In order to determine thmithant background contributions,
the dilutions due to aluminum target windows and inelastengs, several dedicated measurements
were made during Q-weak Run I. Taltletlists the preliminary background dilution and correction
results [L.29.

Apart from the background contributions from the aluminuengét windows and inelastic

events, there are fllise backgrounds from the beamline. During the commissippériod, this
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Source Dilution of signal Correction to asymmetry

Aluminum target windows 3% 20%
(elastics and quasi-elastics

~—

Inelastic asymmetry 0.1% 1%
(N - A)

Table 6.4: Preliminary background dilution and correctiesults for the Q-weak Run 1LpB5].

type of soft background contributed &1{10)% dilution of the main detector signal. After the in-
stallation of 2 cm thick lead pre-radiators in front of theimdetectors, these contributions were
reduced ta0(1)%. Following further improvements of the beamline dfiied, such as plugging
three shielding gaps and installing donut-shaped leaddsh#&ound the beam pipe near Region 2,
the beamline backgrounds were reduced @2% [129. Systematic errors are under evaluation at

this time.

6.5.4 Transverse Asymmetry

As discussed in Sectiof.3.3 the residual transverse polarization, and the broken wthish sym-
metry in the detector system due to smalfeliences between the individual main detectors may
lead to a false asymmetry, which needs to be corrected kigothie measured transverse asym-
metry A7. During Q-weak Run |, a set of dedicated transverse asymmatasurements for the
LH, target and the 4% DS Al target with fully vertically polartzbeam was taken. To extract the
transverse asymmetry, the regressed main detector asyiesrieteight octants were fitted to the

function;

At(¢) = PoCOSEdet + P1) + P2, (6.24)

wheregge = (octant— 1) x 45° is the average azimuthal angle; is the magnitude of the trans-
verse asymmetryp; is the phasefiiset togqe, andp, involves the parity-violating asymmetry and

background contributions.
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Preliminary results shown in Fig.10 indicate good data quality. The fit changes sign with
the IHWP state as it shouldy terms from the “IN” and “OUT” fits are dferent by~ 180°; and

“IN+OUT” fits have apy and ap, term that are consistent with zero. High statistical piienis

= IHWPN

= IHWP-OUT 72/ ndf 3.852/5

- IN+OUT Prob 0.5709
PO -4.716 = 0.136
p1 -0.2014 = 1.655
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Figure 6.10: Preliminary results from transverse asynynetasurements for Litarget and 4%
DS aluminum targeti[34].

on Ar measurements has been achieved during Run [, with 2% fer(EK¥L75 + 0.11 ppm), and
7.5% for the 4% DS Al target-9.1 + 0.7 ppm) [L36]. These precisions are ficient for the
Q-weak transverse correction and target window backgraamcection purposes. The measured
transverse asymmetry will later be used to correct the Qeasgmmetry for any residual transverse
polarization components which may be of the order of a fewcgretr A first measurement of

this with vertical polarization has been completed in Q4vBan I. A set of horizontal transverse



6.5. Preliminary Analysis Results 192

polarization data is planned to be taken during Run .

6.5.5 Raw Asymmetry

The parity data accumulated during Q-weak Run | are sumedviz Table6.5. The data are
grouped into 12 slugs (two for each Wien filter setting) adoay to the experimental configurations.
The data in the Wien settingR is for the first 25% measurement, which was assignedterent

much larger blinding factor than the maximum 60 ppb for atlestslugs.

Wien Run Slug Date Asymmetry [ppm] Asymmetry [ppm]
(#/Flip) Range Range (2011) (IHWP IN) (IHWP OUT)
OR 08964-09812 <40 1301 -1Q02 0113+0.043 -0.351+ 0.036
1L 09939-10186 42-58 J@2 - 2202 -0.332+ 0.040 0214+ 0.044
2/R 10196-11129 59-80 222 - 0504 0106+ 0.031 -0.229+ 0.034
3L 11131-11390 81-98 (B4 - 1404 -0.227+0.038 0237+ 0.038
4/R 11391-11711  99-116 104 - 2804 0307+ 0.044 —-0.218+ 0.042
5L 11714-11735 117-136 284 - 1305 -0.267+ 0.041 Q087+ 0.034

Table 6.5: Summary of Q-weak Run | asymmetry data (prelimyirialinded, and no correction for
sign reversal) 132, 83].

Fig. 6.11shows a plot of the asymmetry versus slug number during Q¢Wea |. It can be seen
from the plot that the asymmetry sign reverses as the |AMiEh state changes. Therefore no sig-
nificant systematic errors appear to ifieeting the data. However, the average value of asymmetries
from these Wien periods indicated poor internal consisteegpecially for Wien period 5, in which
the average asymmetry value showed a larger deviation femm ZTherefore, intense studies are
being made to investigate the “INDUT” behavior for the Wien periods with large deviatior[].

To address this issue, further linear regression work isogness to make detailed comparison of
corrections from beam modulation and natural beam motioa f@riety of independent variables.
After the next pass analysis is complete, the global plotsnoégressed and regressed asymmetries

versus Wien state will be revisited.



6.5. Preliminary Analysis Results 193

Asymmetry vs. Wien Period (Q-weak Run I, Blinded)
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Figure 6.11: Blinded parity-violating asymmetries for d@dita with five Wien Filter settings (except
the 25% data for Wien setting 0132, 83]. The green dashed line represents the total average
for each sign reversal configuration (IHWP IN and OUT, Wieritlaed Right). The uncertainties
shown are statistical.
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Figure 6.12: Total average of asymmetries for Wien periocbiblinded). The line indicates the
mean value of the data in these Wien periods. There are Zsigaeted data points for each Wien
period, corresponding to IHWP IN and OUT configurations.
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After making sign corrections, the measured asymmetri@® the slug data (not normalized
to beam polarization) are plotted in Fig.12 Naively, the mean value of Wien period 1-5 data is

found to be

Ameas(Wien period 1- 5) = - 0.210 (blinded)+ 0.012 (stat) ppm. (6.25)

This result has been blinded, containing a maximum blindaagor of 0.06 ppm. The statistical
uncertainty is about 5.7%. No preliminary extraction of greton’s weak charge is meaningful
at this time, because the asymmetry data are still blinddek lack of internal consistency of the
data represents the present status of the data set. It islfecsof intense scrutiny within the

collaboration at this time.



Chapter 7

Qweak Status Summary and Conclusion

The Q-weak experiment will make a precision measuremeiteoptoton’s weak charge. This will

be used to extract sty at Q2 ~ 0.026 (GeVc)? to a precision of 0.3%. The project is on track
to reach the experimental goal. The experiment startedrsisdommissioning data taking in July
2010, which was completed in the fall of 2010. The first prdauncdata taking cycle spanned
January 2011 to May 2011. During these running periods,

o all critical subsystems were commissioned;
e the accelerator and experimental apparatus were workifigtiveugh not all the time;

e 150-180uA beam was typically delivered with 86-88% polarizationcesding the proposal

requirements;
¢ the helicity correlated beam parameters were controlleshtacceptable level,
e beam-line backgrounds were reduced frofi0)% toO(0.1)%;
e initial background asymmetries and signal dilutions wesasured;
e several tracking runs were taken;
e production parity data were accumulated and the raw asyrgmeis measured to about 5%.
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Changes, extensions and optimizations have been madedineidlown time from May to Novem-
ber 2011. The experiment resumed production runs in Novegdiel and will complete its second
data taking cycle in May 2012. When completed, the experimélh provide the world’s best
measurement of sty at low energies.

My specific contributions to the experiment, as presentethim thesis, have related to the
scanner and to tracking (for details see Cha@efss and AppendidxC). In Chaptel3, details on the
scanner detector development were introduced, from thefivet design, Monte Carlo simulations,
to prototype construction and TRIUMF beam tests, then tddtex scanner detector construction
and installation at JLab, the following commissioning, ilutite first results. Some scanner data
were acquired during the Q-weak commissioning and prodad®un I. The analysis results for
those data were discussed in ChapierThe scanner was used to map out the variations of rate
distribution from low to high beam current. It was verified® able to work in both low and high
beam currents, although deficiencies for very high-currenning were observed, arising from
large accidental coincidence rates. Some unexpectedgegete found from PMT singles rates
and asymmetric rate maps measured at high beam currenteougtt there are still mysteries,
suggestions on how to investigate these problems have baée.iMethods fotQ?) extrapolation
with the scanner were discussed as well. The uncertaintyeqfQ?) extrapolation is dominated by
systematics arising due to rate corrections. The extr&{&®?) at high beam current agrees with
the light-weightedQ?) determined by tracking runs at low current to a level of lrett@n 0.1%,
which is far smaller than theQ?) shift of about 1.4% due to light-weighting in the main detest

Based on a magnetic field swimming algorithm, tracking safemvas developed fa@? de-
termination. The software incorporates Q-weak track retaotion and Monte Carlo simulation.
This software has been used to obtain the first resultéQ3iy, which are very encouraging (see
Chapter4). The code should allow a determination(cJ?) to ~0.5% if the detector specifications
are met. Work to further improve track findinfieiency and track parameter resolution is currently
underway. With more tracking data being taken in Q-weak RuiQ¥) is expected to be determined

to its anticipated precision.



197

As of completing this writing, some of the scanner Run | dateehnot been fully understood.
The remaining mysteries will require further investigatiuring Q-weak Run Il. Improvements on
scanner detector performance are essential to provideadedaterpretation of the data. These can
be done by improving detector shielding, optimizing itsciienics chain and testing the linearity
of the PMT rate response. The deadtime correction technigraeluced in Chaptes also needs to
be confirmed with Run Il data, along with the Monte Carlo siatioins of deadtimeftects.

One of the scanner goals is to extrapolate the trackingtsstsul 8QuA full beam current, which
was not achieved in the Q-weak Run I. The scanner was opeupténl 165uA at that time. This
therefore necessitates further investigation of rateidigions with the scanner at beam currents of
165 - 180uA during the Q-weak Run Il. To perforrtQ?) extrapolation, some essential tests are
required, such as the test of scanner linearity versus beamnt. It is especially crucial to have a
full bar calibration of the scanner detector against the \iDte same octant, in order to complete
the discussion otQ?) extrapolation method presented in ChafiteFhese measurements must also

be completed during Q-weak Run 1.
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Appendix B

Scanner Run List

TableB.1 lists the scanner runs, taken during the Q-weak Run I. Oniyi@lsiumber of runs were
taken due to limited beam time. Therefore, these runs atssémton the main purpose of the scanner
— (Q?) extrapolation, with several runs for scanner performanagys Several normalized scanner
rate maps (see Sectidnl for the discussion of beam current normalization) takenfétigtnt beam
currents are also shown in Fig.1 — Fig. B.5 for reference, where the color scale indicates rate in

units of HZuA.
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Run# beam Target QTOR Current Position Measured Disc. Pulse  Delay eTim Comment
(uA) (A) by Module Width (ns) line (ns)
6615 10 LH 8921 QDC 40 64 1/06/2010
6616 50 L 8921 QDC 40 64 1/06/2010
9710 145 LB 8921 QDC 40 64 B4/2011 bad halo
10044 150 LH 8921 VQWK 40 64 214/2011
10897 150 LH 8921 VQWK 5-40 64 BLg2011 parasitic run, DISC scan
10913 150 LH 8921 VQWK 10 64 Bl92011 parasitic
10947 50 LH 8921 VQWK 20, 30 64 282011 downstream
10948 75 LH 8921 VQWK 20 64 282011 (DS)
10951 75 LH 6500 - 9000 VQWK 30 64 /292011 downstream QTOR scan
10965 150 LH 8921 VQWK 20, 30 64 802011
10987 150 LH 8921 VQWK 20 100 B02011
10988 150 LH 8921 VQWK 30, 40 100 /31/2011
10991 150 LH 8921 VQWK 50 100 B1/2011
11431 165 LH 8921 VQWK 45 100 A52011
11496 165 LH 6700 VQWK 45 100 £02011 inelastic
11695 26 DS 4% Al 8921 VQWK 45 100 /Z7/2011
11994 65 US1% Al 8921 VQWK 45 100 /®7/2011
11995 65 US1% Al 9054 VQWK 45 100 /®7/2011

Table B.1: Focal plane scanner run list during Q-weak Rurllth® runs used the same threshold setting of 100 mV, cooretipg to
about 3 photo-electrons.
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Figure B.1: Normalized scanner rate map ap£0beam current (run 6615).
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Figure B.2: Normalized scanner rate map apB0beam current (run 6616).
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Figure B.3: Normalized scanner rate map at gd5beam current (run 9710).
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Figure B.5: Normalized scanner rate map at A8%beam current (run 11431).



Appendix C

My Contributions to the Qweak

Experiment

My main contributions to the Qweak experiment are briefly marized in the following list.

1. Scanner detector:

e contributed to the design of the scanner detector,

e constructed the detector and its 2D motion system,
e conducted the detector tests on bench,

e performed the beam tests at TRIUMF and JLab,

e wrote the scanner motion control software,

¢ installed the detector in the Qweak experiment,

e built up the scanner electronics chain,

e completed the detector commissioning.
2. Main detectors:

e contributed to the construction of main detector opticakasblies.
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3. Track reconstruction:
e wrote one of two major sections of the track reconstructimgmm — momentum de-
termination by partial track bridging,

e contributed to the Geant4-to-QTR interface code and tab@TR with Geant4 sim-

ulation,

e contributed to coding for other aspects of QTR.
4. DAQ/analysis:

e contributed to coding for multiple aspects of the Qweak gsialsoftware,

e wrote classes for subsystems and electronics modules tolé@nd process data, such

as the scanner class, raster class, scaler class,
e analyzed a subset of tracking and parity data,

e analyzed the full set of scanner data.
5. Monte Carlo simulation:

e wrote an event generator for the Qweak Geant4 simulatiokgomc(QweakSimG4), to
generate elastic events from liquid hydrogen target, ielasd quasi-elastic events from

aluminum target windows,
e wrote and updated geometry description code for the Qweak3|
e wrote code to calculate the pre-scattering energy loss,

e wrote Geant4 simulation code to study the scanner detez$ponses.
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Qweak Collaboration

Q-weak Collaboration Spokespersons
Carlini, Roger (Principal Investigator)
Finn, J. Michael

Kowalski, Stanley

Page, Shelley

Q-weak Collaboration Members
Androic, Darko

Armstrong, David

Asaturyan, Arshak

Averett, Todd

Balewski, Jan

Beaufait, Joseph

Beminiwattha, Rakitha
Benesch, Jay

Benmokhtar, Fatiha

Birchall, James

Thomadideson National Accelerator Facility
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Massachusetts Institute of Technology

University of Manitoba
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College of William and Mary
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Thomasfilrson National Accelerator Facility
Ohio University
Thomasfilerson National Accelerator Facility
Christopher Newport University

University of Manitoba
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Cates, Gordon
Cornejo, Juan
Covrig, Silviu
Dalton, Mark

Davis, Charles
Deconinck, Wouter
Deng, Xiaoyan
Diefenbach, Juergen
Dow, Karen

Dunne, James
Dutta, Dipangkar
Ent, Rolf

Erler, Jens

Falk, Willie

Forest, Tony
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Furic, Miroslav
Gaskell, David
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University of Virginia
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Louisiana Tech University
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Joo, Kyungseon University of Connecticut
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