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Abstract

BNIP3 is a member of BCL-2 family of cell death regulating proteins. When overexpressed in the
cytoplasm under stress conditions such as hypoxia, BNIP3 localizes to the mitochondria and
promotes cell death through mitochondrial dysfunction. Moreover, cytoplasmic (and
mitochondrial) BNIP3 has also been shown to promote autophagy and autophagic cell death.
However, when expressed in the nucleus, BNIP3 promotes cell survival by inhibiting transcription
of certain cell death proteins. Interestingly, Bnip3-knockout mice show increased cellularity in the
brain. Cell proliferation studies on MEF, primary mouse astrocytes and HEK293 cells confirmed
that cells lacking BNIP3 are more proliferative than cells expressing nuclear BNIP3, indicating a
novel role of nuclear BNIP3 in regulating cell proliferation. Furthermore, cells lacking BNIP3 also
show increased activation of RAS-MAPK cell proliferation pathway, as well as increased
expression of cell cycle proteins, Ki67 and Cyclin D1. Investigations into the mechanism through
which BNIP3 may affect proliferation identified three target genes, however their expression
differences between cells expressing or lacking BNIP3 were inconclusive. In summary, nuclear

expression of BNIP3 plays a role in repressing cell proliferation.



“Never give up on a dream just because of the time it will take to accomplish it. The
time will pass anyway.”

— Earl Nightingale
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Chapter 1: Introduction

1.1 Cell fate

A fine balance between cell proliferation and cell death is required for normal functioning of any
organ, and in turn, of any living organism. A plethora of research has determined the molecular
pathways that regulate these two mechanisms, and determine if a cell will survive to proliferate
into daughter cells, or die through controlled cell death mechanisms. This section covers the basic

mechanisms of cell proliferation and cell death, focusing on key signalling pathways involved.

1.1.1 Cell proliferation

Cell growth and division occurs through a highly conserved order of events, called the “Cell
cycle”. First described in 1951, cell cycle is tightly controlled at both the transcriptional and

translational levels?.

G1-phase

growth

G2-phase

growth,
preparation for S-phase

cell division
DNA synthesis

Figure 1. 1 An overview of
eukaryotic cell cycle.

This diagram shows the different
stages of cell cycle, and the order in
which events occur.



During Interphase, cells continue with their various metabolic functions. This phase exists between
cell divisions, and can span days, weeks or even years depending on cell type. Whether a cell will
stay in interphase or divide into daughter cells, is determined by growth promoting stimuli they
receive. A mature cell that is arrested in interphase and will never proliferate, which describes the
majority of cells in the body, is said to be in GO state>>*. For cells that may enter cell cycle,
Interphase can further be divided into G1 (gap 1), S (DNA synthesis) and G2 (gap 2) phases. Cells
in the G1 phase continue to grow and carry out their normal metabolic functions until they are
ready to begin DNA synthesis>3#. Cells then enter the S phase of cell cycle where duplication of
chromosomes and nuclear proteins, such as histones, occurs. Once DNA synthesis has occurred,
cells enter the G2 phase of cell cycle where they continue to grow in preparation for cell division.
Once ready, cells in G2 phase enter Mitosis (M-phase). Mitosis refers to the process by which

duplicated chromosomes are separated into two daughter nuclei®34.

C \§|§$
- | <
< — b
N i 5,
SN ~ %)

: v @
Prophase Metaphase Anaphase Telophase Cytokinesis
chromosomes chromosomes line sister chromatids nuclear membranes  cytoplasm divides
condense up in the middle separate begin forming and daughter cells

pinch off

Figure 1. 2 An overview of mitosis.

Mitosis is divided into 4 major phases, based on the events that occur during each phase. During
prophase, the chromosomes condense and mitotic spindles start forming. Metaphase involves
lining up of chromosomes at the center, while the chromosome centromeres are attached to
spindles at kinetochores. During anaphase, the sister chromatids are pulled to either side of the cell
to ensure each daughter cell gets all the genetic information. Telophase and Cytokinesis occur
simultaneously. The nuclear membranes form around separated chromosomes in telophase, while
the cytoplasm pinches off during cytokinesis to form two daughter cells.



Mitosis is categorized into distinct phases: Prophase, Metaphase, Anaphase and Telophase.
Sometimes Prophase is studied as two distinct stages, Early Prophase and Prometaphase?3#. These
phases occur in sequential order, and define the events that occur inside the cell. Cells in late G2
phase consist of duplicated chromosomes, with two sister arms or chromatids. However, individual
chromosomes are hard to distinguish under a microscope as they are still in their decondensed,
long string-like form. During early Prophase, the chromosomes start to condense. Condensed
chromosomes can be seen under the microscope as distinct X-shapes during this stage of cell cycle.
Specialized organelles called Centrosomes begin to form mitotic spindles, microtubular fibres that
will attach to and separate the sister chromatids. These spindles begin forming on opposite poles
and start connecting to and organizing chromosomes during late prophase, or Prometaphase. The
spindles attach to chromosomes via Kinetochores, proteins present at Centromeres (regions where
sister chromatids are most strongly attached). During Metaphase, chromosomes are firmly lined
up along a plane, often referred to as metaphase plate. Each sister chromatid at this stage is attached
to spindles from opposite poles. This stage is called the Spindle checkpoint as the cell performs a
check to ensure all sister chromatids are properly attached to spindles at kinetochores, and the
chromosomes are lined up along the metaphase plate®. In case of any aberrations, a cell will not
proceed to Anaphase until the problems are fixed. Checkpoints are explained in more detail in
section 1.1.2.2. The sister chromatids are then pulled to opposite ends of the cell during Anaphase.
During Telophase, the spindle microtubules break into monomers and the chromosomes start
decondensing while nuclear membranes form around them on each end of the cell. Cytokinesis
begins during telophase, where the cytoplasm is pinched towards the middle by formation of a
cleavage furrow, an actin ring. This ultimately leads to the cell dividing into two daughter cells,

each with a membrane bound nucleus containing complete genetic information from the parent



cell. Following cell division, cells re-enter interphase and continue with their programmed

functions?3*,

1.1.2 Requlation of cell cycle

1.1.2.1 Cell cycle transition through different phases

Cell cycle regulating proteins were initially identified in yeast. It was shown that a maturation
promoting factor (MPF) was required to transition cells into the M-phase of cell cycle. MPF was
shown to consist of two subunits- (1) a kinase subunit capable of phosphorylating other proteins,
and (2) a regulatory cyclin subunit that binds to and activates the enzymatic kinase subunit?*.
Cyclins were named as such because their levels increased during cell cycle, and decreased post-
mitosis. These protein complexes were later named Cyclin-dependent kinases (CDKSs). Further
studies identified the role of CDKs in regulating transition through all stages of the cell cycle.
Cyclins bind to the catalytic subunit of CDKs, and cause a conformational change that exposes the
active site of respective kinases, and allows them to phosphorylate their target proteins. In
mammalian cells, different Cyclin-CDK complexes are active during different phases of the cell
cycle, where they regulate different substrates to promote transition through these phases®®. An

overview of different cyclin-CDK complexes is shown in Figure 1.3.



Cyclin B/A + Gl
CDK1
complex G2
Cyeclin Ds +
CDK4/6
complex
S
Cyclin E +
CDK2
complex
Cyclin A +
CDK2
complex

Figure 1. 3 Cyclin-CDK complexes active during different stages of cell cycle.

CDK activity is very low during early-G1, but complexes between CDK4 and 6 are seen with
Cyclin Ds (D1, D2 and D3) beginning mid-G1. Retinoblastoma (Rb) is an important target of these
kinases as phosphorylated Rb transcriptionally activates expression of proteins such as Cyclins E
and A, CDK1 and proteins involved in replication. The G1-S transition is controlled by complexes
between Cyclin E and CDK2, and Cyclin A and CDK2. Successive activity of Cyclin A-CDK1
and Cyclin B-CDK1 complexes regulates the G2-M transition. These kinase complexes
phosphorylate several nuclear envelope proteins, histones as well as cytoskeletal proteins.

Most eukaryotes have four basic types of Cyclins, grouped by the phases during which they are
expressed and/or mostly needed: G1 cyclins, G1/S cyclins, S cyclins and M cyclins’. Of these, G1
cyclins are first expressed during G1 phase, however they are needed for most of the cell cycle.
The G1/S cyclins are required for the transition of the cell cycle. The S cyclins are first expressed

during S phase, but maintain expression during G2 phase as well. Similarly, the expression of M



phase cyclins begins in G2 phase, however their expression peaks in M phase where they are
needed to promote various events of mitosis’. Unlike Cyclins, CDKs are expressed constitutively
during the cell cycle, however they remain inactive until bound by their respective cyclins?*. As
shown in figure 1.3, a CDK can be activated by multiple Cyclins. Hence, the activity of CDKs and
their target proteins is controlled by the Cyclins that are being expressed at any given stage of cell

cycle.

1.1.2.2 Cell cycle checkpoints

There are regulatory checkpoints at the transition of each cell cycle phase which arrest cell cycle
if (1) chromosomal DNA is damaged, or (2) critical cell cycle processes such as DNA replication
or chromosomal separation are not correctly completed. It is important to validate the integrity of
dividing cells as defective cells, when left unchecked, can lead to diseases such as cancer. Many
checkpoint response proteins are not involved in normal cell cycle events, and are only activated

if DNA damage or other complications are detected by sensory proteins?8°.

Cell cycle is regulated at various stages but there are three main checkpoints: (1) G1 checkpoint
(G1/S transition), (2) G2 checkpoint (G2/M transition), and (3) aforementioned spindle checkpoint
(Metaphase/Anaphase transition)?>*. At G1 checkpoint, a cell checks both its internal and external
environment to decide if it should divide. Some examples of conditions checked include
nutrients/energy available for division, DNA damage, size of the cell, and external growth factors
or other proliferation cues. If the cell fails to pass this checkpoint, it enters the GO phase of cell
cycle. However, once a cell passes G1 checkpoint, it is irreversibly committed to dividing?*. The
G2 checkpoint allows the cell to check for DNA damage and completeness of DNA replication. In
case of DNA defects, the cell cycle is paused and the cell tries to fix the problems, either by

completing DNA replication or by repairing DNA damage?*#°,



Ataxia-telangiectasia-mutated (ATM) and ataxia telangiectasia and Rad3-related (ATR) protein
kinases are key proteins in maintaining genome integrity in eukaryotes>®., ATM and ATR are
activated in response to double-strand and single-strand DNA breaks, respectively. ATM is
recruited to the site of DNA damage by the MRN protein complex (Mrell, Rad50 and Nbs1) that
initially detects the double-strand break. ATR, on the other hand, localizes to sites of single-strand
breaks by detecting protein-coated single-strand DNA. In the accompanying figure 1.4, ATM is
activated in the G1 phase due to double-strand breaks caused by ionizing radiation. Activated ATM
phosphorylates and activates Checkpoint kinase 2 (Chk2), which phosphorylates transcription
factor p53. Phosphorylation of p53 stabilizes the protein which in-turn allows it to activate
transcription of p21, a CDK inhibitor. Inhibition of CDKs by p21 leads to cell cycle arrest in G129,
Similar to ATM, activated ATR due to single-strand DNA breaks in G2 phase phosphorylates and
activates Chk1, another checkpoint kinase protein. Activated Chk1 phosphorylates Cdc25, a key
phosphatase enzyme required for removal of inhibitory phosphates from CDK1. Phosphorylation
of Cdc25 enables it to bind an adaptor protein in the cytoplasm, preventing the phosphatase activity
of the protein. Cells with inactive CDK1 fail to transition from G2 to M phase, leading to cell cycle

arrest in G221,

Although cells have the ability to detect and fix many cellular problems, the damage response
pathways are not always successful. In case the cell is not able to fix problems such as DNA
damage, it undergoes programmed cell death (apoptosis) to prevent propagation of incorrect
genetic information to the daughter cells. Programmed cell death is explained in more detail in

section 1.1.4.
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Figure 1. 4 Mechanism of two DNA damage checkpoints regulated by ATM and ATR.

DNA damage causes cell cycle arrest by activating DNA repair pathways as a checkpoint response.
ATM and ATR are two important protein kKinases involved in this response. ATM is activated by
double strand breaks, whereas ATR is activated by protein bound to single stranded DNA, for
example, during replication defects. Once activated, these kinases phosphorylate and activate
downstream checkpoint proteins causing a cascade of events that ultimately leads to inactivation
of certain CDKs and eventual cell cycle arrest. (Image taken from Royal Society of Chemistry*°,
through permission from Copyright Clearance Center’s RightsLink® Service.)



1.1.3 Cell cycle requlation and Cancer

Cancer is a very complex disease, with many underlying cellular defects and altered signalling
pathways!!. However, simplistically, cancer is a disease of uncontrolled cell division. Although
different types of cancers have many different types of mutations and genetic alterations®!, this

section will focus on mutations in cell cycle regulators that may promote cancer development.

Mutations in cell cycle regulators can functionally be grouped into two types: (1) overactivation
of cell cycle promoters, and (2) inactivation of cell cycle inhibitors. Cell cycle promoters are
essential for growth and division of normal cells. However, some of these positive regulators,
termed proto-oncogenes in normal cells, become overactive in cancer cells due to certain genetic
mutations, where they promote uncontrolled growth of cancer cells. These overactive genes are
referred to as oncogenes!?4. Oncogenes code for many proteins responsible for transmitting
growth factor signals®®, such as Ras. In normal cells, growth factor mediated activation of
respective growth factor receptors leads to activation of Ras, a G-protein. Active Ras can activate
several downstream pathways that promote cell proliferation and cell survival. The Erk1/2 or
MAPK pathway is a key signalling pathway that promotes cellular proliferation. Ras activation as
a result of growth factor signalling in turn activates its downstream target, RAF kinase protein.
RAF kinase phosphorylates and activates MEK (mitogen-activated protein kinase kinase, 1 and
2). MEK then phosphorylates and activates MAPK (mitogen-activated protein kinase), also known
as ERK (extracellular signal-regulated kinase). The downstream targets of MAPK include several
transcription factors such as c-Jun, c-Myc and c-Fos®'’. These transcription factors control
transcription of important cell cycle genes such as Cyclin D1 which is required for G1 to S

transition. In normal cells, Ras is inactive in the absence of growth factor signalling. However,



cancer cells may express a mutated form of Ras which is always active. Hence, the MAPK

signalling may remain active in cancer cells leading to uncontrolled cell growth.

Along with oncogenes, cells also possess negative regulators of the cell cycle which are often
inactive or active at low levels in cancer cells. These genes are called tumor suppressors. Tumor
suppressor genes, when active in normal cells, lead to cell cycle arrest and abolish growth!>13, One
of the most studied tumor suppressor protein is p53. As mentioned in section 1.1.2.2, p53 plays an
important role in the DNA damage response, as it arrests the cell cycle at the G1 checkpoint by
activating the production of a cell cycle inhibitor, p21. Most cancers either lack p53 expression, or
express a mutated form of the protein that is either non-functional or less active than normal p53.
Inactive p53 in cancer cells fails to prevent cell cycle progression, and hence leads to uncontrolled

tumor growth>28,

1.1.4 Programmed cell death (apoptosis)

Cellular machinery consists of countless complex molecules and biochemical reactions working
together to survive while carrying out their biological function. Any defect in one of these critical
processes could lead to abnormal function. Cells can initiate death mechanisms in response to
extreme stress or as part of their normal development, to prevent accumulation or proliferation of
defective cells as seen in several diseases such as cancer. Programmed cell death, or apoptosis, is
an orderly series of events that is characterized by shrinkage of cell and its nucleus, loss of adhesion
to surrounding cells, blebbing of plasma membrane, fragmentation of chromatin into smaller

fragments and packaging of “dead” cargo into vesicles (apoptotic bodies) for removal®2°,

Apoptosis plays a very important role in early development as well. For example, apoptotic cell

death of tissues interconnecting digits during embryogenesis allows for normal development of
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Hands?!. Apoptotic cell death of extra neurons that lack any meaningful neuronal connections is

required for normal development of brain?'2?,

A key defining feature of apoptosis involves activation of cysteine-aspartic proteases, Caspases,
which cleave cytoskeletal proteins. First initiator caspases (2, 8, 9 and 10) are activated through
upstream signals, followed by activation of effector caspases (3, 6 and 7) by the initiators. Caspases

can be activated through two different pathways- Extrinsic or Intrinsic?>24,

1.1.4.1 Extrinsic pathway

The extrinsic apoptotic pathway is activated by tumor necrosis factor (TNF) family proteins by
binding to their respective cells-surface “death receptors?*. TNF was first named for its ability to
kill tumor cells?®. This extracellular messenger protein is produced by immune cells in response to
hostile environmental conditions, such as radiation, viral infection, high temperatures or toxic
chemicals such as chemotherapeutic agents?®. Many TNF-like members are now known that bind
their own specific receptors. For example, TNF-related apoptosis inducing ligand (TRAIL) binds
death receptors DR4 and DR5 (or TRAILR1 and TRAILR2), whereas Fas (CD95 or APO1) is
activated by Fas-ligand (FasL or CD95L). Activation of receptors induces trimerization and
recruitment of adaptor proteins- TNFR1-associated death domain (TRADD) and Fas-associated
death domain (FADD), which in turn recruits procaspase-8 to form a multimeric death inducing
signalling complex (DISC). FADD and procaspase-8 interact via death effector domains present
in both proteins. Once activated, procaspase-8 is cleaved into active caspase-8 consisting of four
polypeptides?>?’. Caspase-8 is an initiator caspase that in turn activates effector caspase, Caspase

3%,
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1.1.4.2 Intrinsic pathway

The intrinsic apoptotic pathway is triggered by internal stimuli, such as hypoxia, irreparable DNA
damage, high cytoplasmic Ca?* (Calcium ions) or severe oxidative stress from reactive oxygen
species (ROS)?. The intrinsic cell death response begins with permeabilization of mitochondrial
membrane and loss of mitochondrial membrane potential, along with release of mitochondrial
proteins, most notably cytochrome ¢?4?8, Release of cytochrome c is considered a “point of no
return” in apoptotic cells?®. Cytochrome ¢ forms a multimeric complex called apoptosome with
APAF1 (apoptosis protease activating factor 1) and several molecules of procaspase-9.
Procaspase-9 is activated into Caspase-9 inside the apoptosome, which in turn activates the

effector Caspase 32324,

Other apoptotic mitochondrial proteins that may be release upon membrane permeabilization
include Smac/DIABLO (second mitochondria-derived activator of caspases/Direct IAP binding
protein with low PI), endoG (endonuclease G) and AIF (apoptosis inducing factor).
Smac/DIABLO block activity of IAPs (inhibitor of apoptosis proteins) and allow for activation of
caspases. EndoG and AIF induce caspase-independent cell death by translocating to nucleus and

mediating DNA fragmentation?>24,
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Figure 1. 5 Extrinsic and Intrinsic pathways of apoptosis.

The extrinsic pathway involves activation of TNF superfamily of death receptor proteins, which
induces activation of initiator Caspase-8 through formation of multimeric death inducing
signalling complex (DISC) consisting of adaptor Fas-associated death domain (FADD) protein
and inactive procaspase-8. The intrinsic pathway can be activated by several stress stimuli, which
leads to mitochondrial dysfunction through pro-apoptotic BCL-2 family proteins BAX and BAK,
and BH-3 only proteins. Disruption of mitochondria leads to release of cytochrome ¢, which binds
to apoptotic protease activating factor 1 (APAF1). This complex binds to inactive initiator pro-
caspase 9 to form apoptosome which then activates Caspase-9. Activated initiator caspases 8 and
9 can then activate effector Caspase 3 and 7, which are responsible for cleavage of many important
cellular substrates and ultimately lead to apoptotic cell death. (Image taken from Nature Reviews
Cancer?, through permission from Copyright Clearance Center’s RightsLink® Service)
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The crucial initial step of mitochondrial membrane permeabilization is a result of cross-talk
between anti-apoptotic and pro-apoptotic members of BCL-2 family of proteins® as described in

detail in section 1.2.

1.1.5 Necrotic and Autophagic cell death

Necrosis and Autophagy are two other well established cell death mechanisms. Unlike apoptosis,
necrosis has long been considered uncontrolled cell death as it is usually caused by unexpected
stressors in the cell such as toxins and infection?31:32, Necrosis results in swelling and rupture of
organelles, depletion of adenosine triphosphate (ATP), loss of membrane integrity and ultimately
the release of cellular contents into the extracellular space!®?. This unregulated release of cellular
components often leads to inflammation of neighbouring cells®:. However, recently advancements
in necrosis research have identified programmed necrotic mechanisms in normal development and
physiology, mediated by calcium and ROS. Programmed necrosis occurs as a cross-talk between
several biochemical and molecular pathways, and further insights into the mechanism of these

pathways may unveil a potential mechanism to kill apoptosis-resistant tumor cells®:34,

On the other hand, autophagy is a programmed cellular recycling process. It involves the
breakdown of damaged cellular components in a controlled manner inside the lysosome3:3,
Specific mechanisms of autophagy will be discussed later in section 1.4.2.3. In summary, low basal
levels of autophagy are maintained in many cells, through which cells are able to recycle damaged
organelles and other cellular cargo. This often promotes survival in case of acute stress such as
lack of nutrients. However, under chronic stress, prolonged autophagy often leads to autophagic
cell death. Unlike apoptosis, DNA and cytoskeleton integrity is initially maintained in autophagic
cell death, whereas the cellular organelles are degraded such that normal metabolic functions
would not be possible!®?°,
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1.2 BCL-2 family of proteins

The B-cell CLL/lymphoma 2 (BCL-2) family of proteins consist of evolutionarily conserved
proteins that mediate programmed cell death. The BCL-2 family proteins consist of one to four
Bcl-2 homology (BH) domains and are grouped according to their functions in cell death. There
are three distinct groups (Figure 1.6)- (1) Pro-survival/anti-apoptosis group consisting of multi-
domain proteins such as BCL-2, myeloid cell leukemia 1 (MCL1), (2) Pro-apoptosis group
consisting of multi-domain proteins such as BCL-2 antagonist/killer (BAK) and BCL-2 associated
X (BAX), and (3) Pro-apoptotic BH3 domain-only proteins such as BCL-2 interacting mediator of
cell death (BIM), BCL-2 associated agonist of cell death (BAD) and BH3-interacting domain death
agonist (BID)**37-39, The ultimate cell fate of survival or death is decided by the interactions and

balance between the pro-survival and pro-death proteins.

Although BCL-2 family proteins were initially studied for their role in apoptotic cell death, several

studies have also established their role in regulating autophagic cell death®°4%41,

1.2.1 Pro-survival/anti-apoptosis BCL -2 family proteins

The pro-survival BCL-2 family members contain three to four BH-domains (BH1-4) and can
effectively block apoptosis when they are overexpressed. Some notable members of the family
include BCL-2, B cell lymphoma-extra-large (BCL-xL), BCL-2 related protein A1 (A1) and MCL-
1. These proteins are integrated within outer mitochondrial membrane (OMM) where they inhibit

pro-apoptotic BCL-2 members by direct binding®.

1.2.2 Multi-domain Pro-apoptotic BCL -2 family proteins

Multi-domain BCL-2 family proteins are effectors of cell death and consist of BH domains 1, 2

and 3, along with a modified BH4 domain with a conserved BH4 motif. BAK and BAX are the
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two well-known effector members in this subgroup. These proteins homo-oligomerize when
activated and form pores in the OMM to cause mitochondrial outer membrane permeabilization

(MOMP) and release of several pro-apoptosis factors, which ultimately causes apoptosis3®42,

1.2.3 BH3-domain only BCL-2 family proteins

As the name implies, these proteins only contain BH3 domain and are the least homologous
members of BCL2 family. Unlike multi-domain pro-death members, BH3-only proteins do not
cause cell death directly. Instead, these proteins work by interacting with other pro-survival
proteins like BCL-2 or effector proteins like BAK and BAX, and based on these interactions they
can either be classified as either sensitizers and/or derepressors or direct activators, respectively.
Direct activators like BID and BIM interact with pro-death effectors like BAK and BAX through
their BH3 domain to cause effector oligomerization which ultimately leads to MOMP and cell
death. Sensitizer proteins like p53 upregulated mediator of apoptosis (PUMA) interact and
associate with anti-apoptotic proteins like BCL-2, which prevents anti-apoptotic proteins from
binding direct activators like BIM, and allows BIM to activate effectors that cause death.
Derepressors work similar to sensitizers by associating with anti-apoptotic proteins, but instead of
binding to empty anti-apoptotic proteins, they help release activators that have been sequestered
by anti-apoptotic proteins. For example, BAD can help release activated BID that is bound by

BCL-2, which can then directly activate effector proteins®%42,
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Figure 1. 6 BCL-2 family of cell death regulating proteins.

Image shows the structural features of different BCL-2 family proteins, grouped by their function
in cell death. Multidomain anti- and pro-apoptotic proteins possess BCL-2 homology (BH)
domains 1, 2 and 3 with some members also containing a conserved BH4 domain. BH3-only
subfamily of pro-apoptotic proteins only contains the BH3 domain. Many members of BCL-2
family contain a C-terminal transmembrane (TM) domain which allows these proteins to anchor
at intracellular membranes. (Image taken from Trends in Endocrinology & Metabolism*3, through
permission from Copyright Clearance Center’s RightsLink® Service)

1.2.3.1 BNIP subfamily of BH3-only proteins

Another subgroup that exists within the BH3-only subfamily of proteins is the BNIPs. The BNIP
proteins have limited sequence homology with other BH3-only proteins in their BH3 domains and
the C-terminal transmembrane domain®*. This subgroup consists of proteins BNIP1 (BCL2 and
adenovirus E1B 19 kilodalton interacting protein 1), BNIP2, BNIP3 and BNIP3L (BNIP3 like
protein X, or NIX). The BNIP proteins were originally found interacting with BCL2 and
adenovirus E1B 19 kilodalton (kDa) proteins in a yeast two-hybrid screen®®. E1B 19 kDa is an
anti-apoptotic protein that protects cells from death after adenovirus infection. Mutated anti-

apoptotic BCL2 and E1B 19 kDa proteins that cannot interact with BNIP proteins, also fail to
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suppress cell death. Hence, BNIP proteins are pro-apoptotic proteins similar to other BH3-only
members which can be suppressed by anti-apoptotic BCL24. BNIP1 and 2 have been shown to
localize to nuclear envelope and endoplasmic reticulum, whereas overexpressed BNIP3 localizes
to mitochondria®®. BNIP3 is the most well studied member of BNIP subgroup and is the focus of

this study.

1.2.4 BCL-2 family proteins in development

The importance of apoptosis in development was mentioned briefly in section 1.1.4. Research has
identified the role of pro-apoptotic BCL-2 members, BAX and BAK, in developmental apoptosis,
for example, in retinal development in mice*’*’. However, BAX and BAK double-knockout mice
are born in sub-mendelian ratios without any defects in early embryogenesis. Interestingly, cell
death is still seen in these developing mice, indicating that other compensatory mechanisms exist
to eliminate cells during development*®>. In addition to apoptosis, cell survival promoted by anti-
apoptotic BCL-2 members is also essential for development. For example, increased BCL-2
expression is seen during early neurulation (E4.5-8) where an increase in number of neurons occurs
in both CNS and PNS*1%7 BCL-xL expression increases after neural tube formation (E10-11),
and stays high throughout neuronal development®°1°", Loss of BCL-xL results in increased
apoptosis in both nervous and hematopoietic systems and leads to embryonic death by E13.5.
Increased apoptosis in developing post-mitotic immature neurons suggests that BCL-xL is required
for survival of immature cells during development®>°’. Another pro-survival member MCL-1 is
critical during both neuronal and hematopoietic development as well®’. Additionally, BCL-2
deficient mice suffer from polycystic kidney disease, and die by 4-16 weeks of age®®. These mice
also display a loss of pigmentation over 5-6 weeks after birth due to an increased death of

melanocytes®***. Mice lacking BCL-W suffer from testicular degeneration due to apoptosis of
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Sertoli cells after weaning. Leydig cells also undergo apoptosis past 3 months of age, resulting in
sterile mice®. Targeted deletion of Mcl-1 in late embryogenesis was shown to cause fatal

cardiomyopathy®®.

1.2.5 BCL-2 family members in Cancer

Cancer is a disease of unregulated cell growth, as mentioned in section 1.1.3. In addition to
increased cell growth, cancer cells may also have defective apoptosis which provides increased
survival®®. These defects are often the result of deregulation of BCL-2 family proteins. Pro-survival
BCL-2 members have been shown to act as oncogenes whereas pro-death proteins are
characterized as tumor suppressors®. For example, BCL-2 was first identified involved in
chromosomal translocation in non-Hodgkin’s lymphoma®. Moreover, pro-death BCL-2 family

proteins BAX, BID, PUMA and NOXA are transcriptional targets of tumor suppressor p53*°.

1.3 BNIP3
Bnip3 is located at human chromosome 10¢26.3%! and consists of six exons®?. The encoded BNIP3
protein has been shown to play a role in apoptosis and autophagy. Overexpression of BNIP3 has

also been associated with pathogenesis of diseases such as cardiovascular disease and cancer.

1.3.1 BNIP3 structure

18 21 54 81 110 119 130 164 184 194

N— LIR| PEST BH3 CD ™ ——COOH

Figure 1. 7 Structure of BNIP3.

BNIP3 protein consists of several notable region. The N-terminal of protein has a short LC3-interacting region (LIR)
which allows mitochondrial BNIP3 to interact with LC3-containing autophagosomes and mediates the engulfment of
mitochondria for mitophagy. The PEST domain is associated with targeting of proteins for proteasomal degradation,
however its mechanism in degradation of BNIP3 is not well studied. The conserved BCL-2 homology 3 (BH3) domain
allows interaction with other BCL-2 proteins. The conserved domain (CD) is conserved from C. elegans to humans,
however its exact function is not known. The C-terminal transmembrane (TM) domain is required for both
homodimerization and mitochondrial localization of BNIP3, and hence is necessary for cell death function of BNIP3.
The amino acids are indicated on top of the diagram.
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BNIP3 protein is 194 amino acids long*>® and has a predicted molecular weight of 21.5 kDa.
However, the protein migrates on an SDS-PAGE (Sodium dodecyl sulfate-Polyacrylamide gel
electrophoresis) gel as a 30 kDa monomer and a 60 kDa homodimer®3%4, BNIP3 homodimer is
resistant to both reducing conditions of B-mercaptoethanol (BME) and denaturation by SDS
detergent®®®®, BNIP3 dimerizes at its C-terminal (amino acids 164-184) transmembrane (TM)
domain®. This TM domain is essential for the apoptotic function of BNIP3 as it is involved in
targeting BNIP3 to mitochondria, homodimerization as well as heterodimerization with other

BCL2-family proteins®’-"%,

The stable dimerization at TM domain is due to the amino acid residues that comprise the C-
terminal of the protein. The two TM domains in a homodimer form a right-handed parallel helix-
helix structure of hydrophilic amino acids that spans a lipid bilayer with the help of a stretch of
external hydrophobic residues. The helix structure comprises of a glycine zipper motif
AEXXXGHOXXXG8 (Alanine 176, Glycine 180, Glycine 184) and two critical polar residues,
Serl72 (Serine) and His173 (Histidine), that form intermonomer hydrogen bonds in the dimeric
interface. Several other backbone residues and polar side chains also aid in the stabilization of the
dimers®®%68%70 Dimeric BNIP3 in mitochondria localizes at the OMM. The node formed between
polar side chains of Ser172 and His173 through hydrogen bonding as well as the series of internal
hydrophilic amino acids present along the lipid bilayer form an acid-sensitive hydrophilic channel
that has been proposed to allow conductance of ions through the OMM?2. Therefore, BNIP3 dimers
could directly cause depolarization of mitochondria leading to opening of mitochondrial
permeability transition pore (MPTP) which would ultimately cause cell death. The mechanism of

BNIP3 mediated cell death will be covered later in section 1.2.3.
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Although most of dimeric stability is through TM domain, several other interactions across the
protein further contribute to the dimeric stability. A conserved Cysteine residue (Cys 64) in the N-
terminal domain forms disulfide bonds in the homodimer®®:”, The dimer is further stabilized, albeit
weakly, by aromatic rings of phenylalanine (Phe 157, Phe 161 and Phe 165) in the N-terminal
region which form a hydrophobic cluster through inter- and intramonomeric pi-stacking
interactions’. Thus, the dimerization of BNIP3 is facilitated by several key interactions which

together form the basis for BNIP3’s functions.

As a member of the BH3-only subfamily proteins, BNIP3 possesses a BH3 domain that spans
amino acid residues 110-118°%". Although other BH3-only proteins require BH3 domain for their
cell death function by heterodimerization with anti-apoptotic proteins®, the cell death function of
BNIP3 is through its TM domain®. Studies have shown that replacing BH3 domain of BNIP3 fails
to affect the cell death activity of the protein, but deletion of TM domain disrupts the mitochondrial
localization and cell death®. An intact BH3 domain is however required for growth factor

protection against BNIP3-induced cell death in hypoxia™.

The BH3 domain is adjacent to a conserved domain (CD) spanning amino acid residues 119-130°7.
The exact function of CD domain is currently not known, but deletion of CD domain does not
affect the activity of BNIP3. The CD domain has been conserved from Caenorhabditis elegans to
humans® ™. Several other features of BNIP3 such as presence of putative BH3 domain, TM
domain and a N-terminal PEST domain (discussed later) are also conserved from Caenorhabditis

elegans to humans with differences in amino acids that form these domains’.

Apart from several residues involved in homodimerization of BNIP3, the N-terminal region
contains a LC3 (light chain 3)-interacting region (LIR), required for BNIP3 and LC3 interactions

to promote mitophagy’’. The N-terminal domain also contains a PEST domain (amino acids 54-
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81), a sequence rich in proline, glutamic acid, serine and threonine flanked by histidine and
arginine/lysine residues, which is known to target proteins for proteasomal degradation and leads

to short half-life for proteins®378.7°,

1.3.2 Requlation of BNIP3

1.3.2.1 Induction of Bnip3

Bnip3 is expressed at some level in most tissues®®®!, with basal levels of the protein present in
skeletal muscle, heart and nucleus of glial cells* 8828 The expression of BNIP3 is known to be
upregulated under stress conditions. One of the most studied stress conditions that upregulate
BNIP3 expression is hypoxia (low oxygen conditions)’#884 The oxygen levels in hypoxia are
well below the normal cellular oxygen levels of 5-10%°%°. Hence, hypoxia requires a strong
metabolic response in order for cells to survive. One of the key regulators of the hypoxic response
in cells is the transcription factor Hypoxia Inducible Factor 1 (HIF1). HIF1 is a heterodimeric
protein consisting of two subunits- alpha (HIF1a) subunit which make up the chief transcription
regulation unit, and a beta (HIF1B) subunit that is responsible for nuclear localization of the
protein®®®. Although HIF1 is constitutively expressed in cells, HIF1a is rapidly degraded under
normal oxygen conditions. Prolyl-4-hydroxylase domain 2 (PHD?2) is a HIF-specific enzyme that
hydroxylates HIF1a at specific proline residues in the oxygen-dependent degradation domain,
which targets it for recognition and ubiquitination by von Hippel Lindau protein (pVHL), a
component of E3 ubiquitin ligase. Ubiquitinated HIFla is ultimately degraded by the 26S
proteasome. Some key cosubstrates for enzymatic activity of PHD2 include O; and 2-oxoglutatrate
(intermediate of the tricarboxylic acid cycle), which are both diminished under hypoxia. Thus,

PHD2 is functionally inhibited under hypoxia which leads to stabilization of HIF1a%%®’, Stabilized
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HIFlo regulates expression of multiple genes involved in metabolism, angiogenesis and

migration®87,

The Bnip3 promoter contains a HIF-1 response element (HRE), a highly conserved sequence
between rat, mouse and human genome that targets genes to be regulated by HIF1a. Under
hypoxia, stabilization of HIF1a allows it to bind to HRE in the proximal promoter of Bnip3, and
induce Bnip3 expression’*®. In addition to hypoxia, Cyanide also stabilizes HIFla, thus

promoting HRE activation and Bnip3 expression®,

In addition to HIF1a, several other transcription factors have been identified that induce Bnip3
expression. The transcription factor E2F-1, which plays an important role in regulation of cell
cycle, has been shown to activate intrinsic apoptotic pathway in rat ventricular myocytes through
transcriptional activation of Bnip3 expression®®. Pleomorphic adenoma gene-like 2 (PLAGL?2) is
another transcriptional that activates Bnip3 expression in hypoxia. PLAGLZ2 has been shown to
bind on a different site in Bnip3 promoter than HIF1o in mouse fibroblasts and neuroblastoma
cells®. In addition, Bnip3 expression has also been shown to be regulated by forkhead box O3a
(FOXO03a), a transcription factor involved in regulating cellular energy stress. FOXO3a regulated
BNIP3 is involved in promoting autophagy as well as moderating mitochondrial dynamics and

function during cardiac stress®%,

Some other stimuli are also known to promote Bnip3 expression, though the exact mechanism may
be unknown. For example, Nitric Oxide (NO) has been shown to induce Bnip3 expression through
RAS signalling pathway®. Neurotoxin Manganese causes mitochondrial dysfunction and cell
death in neurons by promoting expression of Bnip3°%. Arsenic trioxide, ceramide and amyloid-

are some other toxic stimuli that promote Bnip3 expression®>%:97,
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1.3.2.2 Repression of Bnip3

Expression of Bnip3 has to be tightly regulated due to its pro-death activity. Under normal, non-
stressful conditions, nuclear factor kappa-light-chain-enhancer of activated B-cells (NFxB) has
been shown to constitutively silence Bnip3 by competing with E2F-1 for Bnip3 promoter binding
in rat ventricular myocytes®. Several other mechanisms of Bnip3 repression have been studied in
cancer cells. In pancreatic ductal adenocarcinoma cells, S100 calcium binding protein A4
(S100A4), a regulator of cell cycle progression and differentiation, was shown to inhibit Bnip3
expression in vitro®. Single-minded homolog 2-short isoform (SIM2s) represses Bnip3 expression
by binding at the HRE promoter region, and preventing induction via HIF1a!%., Furthermore,
expression of Bnip3 is inhibited by pRb-E2F mediated transcriptional repression during
development, which is necessary to prevent unwarranted cell death as the embryo normally
experiences hypoxic stress'®. In pancreatic®?, hematopoietict®® and colorectal'® cancers,

silencing of Bnip3 promoter by hypermethylation has been observed to repress Bnip3 expression.

1.3.2.3 Post-translational modification of BNIP3

There are two known post-translational modifications of BNIP3: O-linked glycosylation and
phosphorylation. Increased O-linked glycosylation of BNIP3 by N-acetylglucosamine (GIcNAc)
was shown in breast cancer cells that had metastasized to lung'®. Hence, O-linked glycosylation
of BNIP3 may be linked to metastatic dissemination. Furthermore, this modification was not
present in the same breast cancer cells recovered from kidney, therefore, this O-linked

glycosylation may be involved in organ tropism during metastasis®.

Additionally, BNIP3 has a few phosphorylation sites that are important in regulating the function
of the protein and can control whether BNIP3 promotes cell death or autophagy. Phosphorylation

of serine/threonine residues in C-terminal tail has been shown to prevent mitochondrial
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dysfunction and cell death!®, which is consistent with the importance of C-terminal domain of
BNIP3 in regulating apoptosis. Whereas, phosphorylation of serine residues on either side of LC3-

interacting region promotes mitophagy through increased interaction between BNIP3 and LC3"7,

1.3.2.4 Degradation of BNIP3

As previously discussed, the N-terminal domain of BNIP3 contains a PEST domain which is
known to target proteins for ubiquitination and proteasomal degradation. However, the exact
mechanism of degradation is currently not known®. Moreover, BNIP3 has been shown to be
eliminated by both proteasomal degradation and autophagy in vitro when cells were incubated in
hypoxia accompanied by amino acid starvation. The autophagic removal of BNIP3 was regulated

by ULK1 (UNC-51-like Kinase 1) via MTOR-AMPK pathway®’.

1.3.2.5 Subcellular localization of BNIP3

The subcellular localization of BNIP3 is dependent on cells and their environment, and plays a
major role in determining the functional effects of BNIP3. In summary, BNIP3 is expressed at
varying levels under normal conditions in most tissues, with high levels of protein in brain and
skeletal muscle. When induced under stress, expression of BNIP3 is predominantly cytoplasmic
where it often localizes to the mitochondria®. However heavy nuclear localization is also seen in
several cancers®210819 and other pathophysiological conditions!®. The link between localization

of BNIP3 and its function is discussed in the next section.

1.4 Functions of BNIP3

As a pro-death member of BCL-2 family, BNIP3 was initially extensively studied for its role in
apoptotic cell death. However, its role in other forms of cell death, namely necrosis and autophagic

cell death, has also been established over the years. In addition to cell death, BNIP3 has also been
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implicated to play a role in cell survival. The various functions of BNIP3 and respective

mechanisms are discussed in this section.

1.4.1 Mechanism of BNIP3-mediated mitochondrial dysfunction

Unlike other BH3-only proteins, BNIP3 can directly alter mitochondrial potential without
interacting with other BCL-2 family proteins’2. When overexpressed, the C-terminal tails of
BNIP3 (consisting of TM domains) can homodimerize and translocate to mitochondria where the
dimer can insert itself in the OMM via the TM domains®. Here, the TM domain can promote
mitochondrial dysfunction in several different ways depending on cell type. In isolated
mitochondria, TM domains in OMM directly cause opening of mitochondrial transition pore and
loss of mitochondrial potential by interacting either with other members of permeability transition
pore or other mitochondrial proteins!!!. However, in murine fibroblasts, BNIP3 mediated
mitochondrial dysfunction required other BCL-2 proteins, BAK and BAX!'?, Moreover, BNIP3
has also been shown to interact with Optic atrophy protein 1 (OPAL), a dynamin-like GTPase
present on inner mitochondrial membrane that is involved in mitochondrial fusion, oxidative
phosphorylation and apoptosis. The interactions between C-terminal tails of BNIP3 dimers in
OMM with OPAL inhibits the fusion activity of OPAL. Disruption of OPA1-complex can lead to
mitochondrial fragmentation and apoptosis in a BAK/BAX dependent manner'®®. In cardiac
myocytes, mitochondria-localized BNIP3 induces mitochondrial translocation of dynamin-related
protein 1 (DRP1) which is involved in mitochondrial fission. This increased fission correlates with

increased mitophagy, autophagic removal of mitochondria®,
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1.4.2 BNIP3-mediated cell death

Although BNIP3 was first described as a pro-apoptotic BH3-only protein, research into the
function of BNIP3 has revealed several different ways in which BNIP3 may induce cell death. The
different forms of cell death caused by BNIP3 are also cell-type specific. Regardless, BNIP3-

mediated mitochondrial dysfunction is essential to cell death function of BNIP3.

1.4.2.1 BNIP3-mediated apoptosis

BNIP3 has been shown to induce apoptotic cell death in cardiomyocytes, where mitochondrial
localization of overexpressed BNIP3 causes loss of mitochondrial potential, ROS production,
DNA condensation, activation of BAK and BAX, cytochrome c release and caspase activation- a
classic apoptotic cell death response. Overexpression of BNIP3 in wild-type MEFs also led to
increased cell death through loss of mitochondrial membrane potential and release of cytochrome
c*2115 In vivo mouse studies identified BNIP3-mediated post-ischemic apoptosis as a major
determinant of ventricular remodelling. Apoptosis was reduced in myocardium of Bnip3 knockout
mice after surgical ischemia and reperfusion (I/R) injury. Increased cardiomyocyte apoptosis was

also seen in unstressed mice in case of overexpression of cardiac BNIP3¢,

1.4.2.2 BNIP3-mediated necrosis

Some evidence exists for BNIP3-mediated cell death to be necrosis-like. A study by Greenberg et
al.'*” showed transfection of cells with Bnip3 overexpression vector induced cell death
independent of nuclear translocation of apoptosis inducing factor, cytochrome c release and
caspase activation. Moreover, the cells showed early plasma membrane permeability,
mitochondrial damage, extensive cytoplasmic vacuolation and mitochondrial autophagy-

morphology typical of necrosis!’.
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1.4.2.3 BNIP3-mediated autophagy

Autophagy is regulated, self-digestion of cellular components that allows for controlled
degradation of damaged proteins and organelles into amino acids, fatty acids and nucleotides
which can be used for ATP production and synthesis of new macromolecules'®1%°, Autophagy
occurs constitutively at low levels and serves to maintain cellular homeostasis. Additionally, cells

can increase autophagy levels at times of nutrient starvation to promote cell survival.

Autophagy is classified into three major types- (1) Macroautophagy is the most studied, and well
understood autophagy pathway in which a phagophore forms around cellular cargo that needs to
be degraded, and engulfs it in a double membrane structure called autophagosome. The
autophagosome then fuses with lysosomes where degradation occurs through lysosomal enzymes.
(2) Chaperone-mediated autophagy is a highly specific form of autophagy that requires Hsc70
chaperone-complex to bind proteins with motifs that recognize these chaperones. The proteins are
directly transferred to the lysosomes through the substrate-chaperone complex. (3)
Microautophagy is a non-selective autophagic process, where lysosomes directly engulf

cytoplasmic cargo through invaginations of lysosomal membrane!*®.

Autophagy can be induced by many cellular signals, such as hypoxia, lack of nutrients etc. Once
induced, an autophagy protein complex forms at a phagophore assembly site (PAS). The initial
phagophore complex consists of Unc51-like-kinases 1 and 2 (ULK1/2) and other autophagy
proteins (ATGs). The nucleation and elongation of phagophore is mediated by ATG12-ATG5-
ATG16L1 complex, class Il phosphatidylinositol 3-kinase (P13K) complex, Beclin 1 (BECN1),
LC3-1l and ATG9. The PI3K complex and BECN1 are required for the nucleation of the

phagophore!'®11° Normally Beclin is sequestered by BCL-2 in the endoplasmic reticulum (ER).
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BNIP3 competes with BECN1 for BCL-2 binding, and allows free BECN1 to participate in
autophagy?%12,
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Figure 1. 8 An overview of BNIP3 function in macroautophagy.

Expression of BNIP3 is increased under hypoxia by HIF1. Increased BNIP3 in the cytoplasm
competes with Beclin 1 for BCL-2 binding. This frees Beclin 1 to interact with other autophagy
initiating proteins to begin nucleation of phagophore. Mitochondria-localized BNIP3 interacts
with adaptor protein LC3-11 present in the phagophore via its LC3-interacting region (LIR) and
promotes mitophagy, autophagy of mitochondria. (Image taken from International Journal of Cell
Biology'?°, open access).

Elongation of the phagophore through formation of autophagy protein complexes, involves
lipidation of LC3-1 with phosphatidylethanolamine (PE) to form LC3-11 which further acts as a

scaffolding proteint®. Mitochondrial BNIP3 can interact with LC3 through its LC3-interacting
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region’’, as previously discussed. This interaction targets phagophore to mitochondria for
mitophagy. Once mature, the phagophore (now called the autophagosome) containing cytoplasmic
contents fuses with lysosome to form an autolysosome. The cytoplasmic contents are degraded

within the autolysosome and released into the cytoplasm*8:11°,

Normally, induction of autophagy through the ULK1/2 complex is inhibited by mammalian target
of rapamycin complex (mTORC1)81% BNIP3 has been shown to inhibit Ras homolog enriched

in brain (RHEB), an upstream activator of mTORC1122123,

1.4.3 Nuclear BNIP3 and its role in transcriptional repression

Although BNIP3 has been shown to localize in the nucleus of glial cells and other cancers, it does
not have a nuclear localization signal. The mechanism of nuclear localization of BNIP3 is
unknown, however its role in the nucleus has been studied. Nuclear BNIP3 has been shown to be
involved in transcriptional repression of apoptosis-inducing factor (AIF) and death receptor 5
(DR5) through a complex with proteins such as histone deacetylase 1 (HDAC1) and
polypyrimidine tract-binding protein (PTB)-associated splicing factor (PSF). Inhibition of
apoptotic protein AIF and DR5 promotes survival and could be contributing factor in

chemotherapy resistance in gliomas'?*1%.

In summary, BNIP3 overexpressed in the cytoplasm can induce mitochondrial dysfunction through
different mechanisms, as well as induce different forms of cell death. BNIP3 induced cell death is
cell type specific. However, nuclear BNIP3 is involved in transcriptional repression of apoptotic

proteins, and promotes cell survival.
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Figure 1. 9 Summary of BNIP3 functions.

BNIP3 function depends on its localization in the cell. Overexpressed BNIP3 typically localizes
in the mitochondria where it can cause mitochondrial dysfunction either directly or by associating
with other pro-death proteins such as BAK and BAX. Regardless, mitochondrial dysfunction leads
to increase in ROS and loss of mitochondrial potential, which can lead to cell death directly or by
induction of cell death mechanisms such as apoptosis, necrosis or other forms of caspase-
independent cell death depending on the cell type. Mitochondrial BNIP3 is also associated with
autophagy, which serves as a survival mechanism if induced at low levels but can lead to cell death
at higher levels. On the other hand, nuclear-localized BNIP3 is involved in transcriptional
repression of cell death proteins such as AIF and DR5, which inhibits apoptosis and leads to cell
survival.

1.4.4 BNIP3 in human diseases

As previously discussed, expression of BNIP3 is limited to only a few tissues such as brain and
skeletal muscle under normal physiological conditions®. The function of BNIP3 under normal
conditions is not well studied, but may involve transcriptional control of apoptotic proteins?4125
or regulation of basal autophagy®. However, extensive research has been done on the role of

BNIP3 in hypoxia-related diseases such as myocardial infarction and cancer.
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1.4.4.1 BNIP3 in myocardial infarction

Myocardial infarction or cardiac ischemia and reperfusion (I/R), commonly referred to as heart
attack, is a major cause of heart failure. Blockage of arterial blood flow to the heart leads to lack
of oxygen for cardiomyocytes and puts them under hypoxic stress. This condition is clinically
known as cardiac ischemia. When blood supply returns to affected tissue, called reperfusion, the
cells are further affected by oxidative stress and suffer more damage. During ischemia, the cells
may undergo either apoptotic and/or necrotic cell death due to lack of nutrients and a buildup of
acid as a result of lack of oxygen?®!2’, Experiments have shown that BNIP3 is overexpressed in
cardiomyocytes under hypoxia, and levels of protein stay high until reoxygenation!>128129 BN|P3
has also been shown to be stabilized by the low pH of the cells'?812°, In vitro studies revealed that
hypoxia-induced cell death is diminished when BNIP3 expression is inhibited by either RNA
interference or co-expression of dominant negative mutant of the proteint>12812% Moreover, over-
expression of BNIP3 resulted in increased cell death!'>2®, BNIP3-dependent cell death in I/R
injury was also confirmed in vivo utilizing animal models. Studies have shown increased levels of
BNIP3 in animal models of chronic heart failure®*1°, Additionally, Bnip3-knockout (KO) mice
were shown to experience 50% less apoptosis of cardiomyocytes following a surgical I/R injury,
compared to wildtype!®. Forced cardiac expression of BNIP3 in this study resulted in myocardial
apoptosis, further indicating the apoptotic cell death in myocardial infarction to be BNIP3

dependent.

1.4.4.2 BNIP3 in cancer
BNIP3 is often found overexpressed in hypoxic regions of solid tumors. Increased expression has
been seen in brain tumors, breast carcinomas, endometrial cancer, cervical tumors, lung tumors,

follicular lymphomas, DCIS (ductal carcinoma in situ), gastric adenocarcinomas, and prostate
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tumors®. BNIP3 expression has also been correlated with advanced clinical stage in cervical

tumors'®, tumor grade in DCIS**°, metastasis in colorectal cancer'®!, and poor patient outcome in

132 133

ependymomas®, endometrial cancer®*® and non-small cell lung cancer'®. In spite of its strong
pro-death function, expression of BNIP3 in cancer often predicts aggressive disease. Hence, cancer

cells may have developed mechanisms to escape BNIP3-induced cell death.

As previously mentioned, BNIP3 expression is often increased in hypoxic core of glioblastoma
cells, however the majority of protein resides in the nucleus. Nuclear localization of BNIP3 is also
seen in non-small cell lung tumors, breast tumors, prostate tumors and cervical tumors. As nuclear
BNIP3 is known to inhibit expression of pro-death protein AIF and DR5, this might suggest a
possible mechanism by which cancer cells avoid BNIP3-induced cell death'?#!%, BNIP3-induced
cell death has also been shown to be inhibited by increased growth factor signalling, which may
provide another possible mechanism by which cancer cells avoid cell death™. Epigenetic silencing
of BNIP3 promoter by hypermethylation has also been observed in several cancers including

hematopoietic, colorectal, hepatocellular, pancreatic and gastric tumors!03134-137,

In breast cancer, BNIP3 has been shown to be associated with improved patient survival in invasive
breast cancer, but poor outcome in pre-invasive disease'®. This difference could be associated
with the role of BNIP3 in autophagy. BNIP3-induced autophagy could provide increased survival
to preinvasive tumors leading to tumor progression, but prolonged autophagy in later stages may

lead to autophagic cell death of tumor cells and increased patient survival'®,

1.4.5 BNIP3 in development

Studies utilizing mouse models have shown that Bnip3-KO mice are born at normal mendelian

ratios from heterozygous crosses, and do not differ from wildtype mice in mortality and physical
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abnormalities. No detectable defects were identified in cardiac and hematopoietic systems in

unstressed Bnip3-KO mice'®

. Analysis of gene expression profiles showed an increase in levels
of BNIP3 mRNA along with BCL-xL during oligodendrocyte differentiation in an in vitro
model®°. Both BNIP3 and BCL-xL may be regulating cell survival and cell death during this

process. Another study identified peak BNIP3 expression at postnatal day 6.5 in rats, correlating

with cell death that occurs in neonatal rat cortex and hippocampus at this time in development!°,

Interestingly, when studying the effects of BNIP3 on autophagy, Meghan Azad (a previous
member of the Gibson lab) observed a difference in cellularity in the brains of wildtype and Bnip3-
KO mice!*, Specifically, immunohistochemistry of mice brain sections revealed a higher number
of cells in various parts of the Bnip3-KO mice brain (including cerebellum, hippocampus, cortex
and inferior colliculus) when compared to wildtype. This difference was 11% on average in E18.5
(embryos at day 18.5) mice brain and statistically significant. However, the difference between
adult brains (8 weeks old) was only 5% on average and not statistically significant. Nonetheless,
the Bnip3-KO mice showed an increase in cellularity of brain during development and this increase

persisted in the adult mice.

Wild type BNIP3-/-
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Figure 1. 10 Cell count differences in wildtype and Bnip3-KO mice brain.
Brains from E18.5 (A) and 8-week old (B) mice were fixed overnight with paraformaldehyde,
paraffin embedded, sectioned and stained with hematoxylin and eosin. Images were taken at
200X and 400X magnifications, and cells were counted using Image Pro Plus 5.0 software.
Genotype is denoted on top of the images, and the cell number is provided at the bottom of each
image. The cell counts are higher in Bnip3-KO brains for both E18.5 and adult mice brains.
Morphology of cerebellum, inferior colliculus, hippocampus and cortex can be seen in (B).
(Images courtesy of Meghan Azad'4!).

Apart from increased cell number, the gross brain morphology appeared normal in Bnip3-KO
mice. Similar to other studies, the mice were also born at normal mendelian ratios from a

heterozygous cross and did not show increase in mortality or physical abnormalities.
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1.5 Thesis Rationale, Hypothesis and Aims

1.5.1 Rationale

The function of cytoplasmic BNIP3 in mediating various cell death pathways is well studied, and
detailed mechanisms have been identified. The role of nuclear BNIP3 in promoting survival by
inhibition of cell death proteins has also been established. Studies have also looked at expression
profile of Bnip3 during development, however, information is lacking about the functions of

BNIP3 during development.

As previous work in our lab identified differences in cell number between wildtype and Bnip3-KO
mice brain, this study focuses on quantitative analysis of the effects of Bnip3 expression on cellular
proliferation. Since the initial observations were made in mouse brain, astrocytes and embryonic
fibroblasts from wildtype and Bnip3-KO mice were used for the study. The mechanism by which

BNIP3 may be affecting cellular proliferation will also be explored.

1.5.2 Hypothesis
BNIP3 represses cellular proliferation by regulating the expression of cell cycle progression and/or

proliferation genes.
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1.5.3 Research Aims and Objectives

This research aims to:

(1) Determine whether cellular proliferation is affected by presence or absence of BNIP3.

(2) Determine the mechanism with which BNIP3 may be regulating cellular proliferation.

More specifically, our objective is to:

(1) Study and quantify the difference in proliferation between wildtype and Bnip3-KO cells.

(2) Determine the differences in proliferation and/or cell cycle signalling pathways between
wildtype and Bnip3-KO cells, if any.

(3) Identify the potential target genes involved in cell proliferation and/or cell cycle

progression that may be regulated by BNIP3.
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Chapter 2: Material and Methods

2.1 Reagents
All reagents were of analytical or research grade and were obtained from one of the following
sources: Millipore Sigma, ThermoFisher Scientific (Life Technologies, Gibco, Invitrogen) and

Sarstedt.

2.2 Cell culture

All cell lines were maintained in a humidified incubator with 5% CO; at 37°C. For hypoxia, cells
were maintained in a hypoxic chamber (Forma Scientific, Waltham, MA) at 37°C with <1% O>
and 5% CO> balanced with Na2. For cell cycle synchronization, cells were serum starved overnight

in unsupplemented Dulbecco’s Modified Eagle Medium (DMEM).

2.2.1 Mouse embryonic fibroblasts

Mouse embryonic fibroblasts (MEFs) were cultured in DMEM consisting of 4mM L-Glutamine,
4mM Sodium pyruvate, 4.5 pg/mL Glucose and supplemented with 10% fetal bovine serum (FBS)
and 100 units/mL penicillin/streptomycin. MEFs were also supplied with 0.1 mM -
mercaptoethanol in culture to help reduce toxic oxygen radicals during regular cell culture

maintenance. However, 3-mercaptoethanol was not added during proliferation experiments.

2.2.2 Primary mouse astrocytes

Primary mouse astrocytes were cultured in DMEM/F12 1:1 media (Hyclone) consisting of 2.5 mM
L-Glutmine, 0.5 mM Sodium pyruvate, 17.5 mM Glucose and supplemented with 5% Glutamax,
10% FBS, 100 units/mL penicillin/streptomycin and 20 ng/mL mouse epidermal growth factor

(EGF).
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2.2.3 Human embryonic kidney cells, HEK293
HEK?293 cells obtained from American Type Culture Collection (ATCC) were cultured in DMEM
media consisting of 4mM L-glutamine, 4mM sodium pyruvate, 4.5 pg/mL glucose and

supplemented with 5% FBS and 100 units/ml penicillin/streptomycin.

2.2.4 Cell culture plates and flasks
MEFs and HEK293 cells were cultured and maintained in 100 x 20 mm tissue culture plates
(Sarstedt). Primary astrocytes, however, were grown in high attachment T-25/T-75 Primaria™

flasks (Falcon).

2.2.5 Cell passaging

Cells were typically passaged at 80% confluency in varying dilution ratios of 1/4 (astrocytes); 1/5,
1/10 and/or 1/20 (MEFs and HEK?293 cells). First, old media was removed via suction and cells
were washed once with 1X phosphate buffered saline, PBS (Agilent Technologies). The cells were
detached from respective culture plates by adding 2 ml (HEK293), 3 ml (MEFs) and 5 ml
(astrocytes) of 0.05% Trypsin, and incubating at 37°C until cells visibly detached (typically 30
seconds for HEK293 cells, 10 minutes for MEFs and 12 minutes for astrocytes). Trypsin is a
proteolytic enzyme that helps facilitate detachment of cells by breaking protein linkages between
cells and the culture plates. The trypsin was inactivated by adding 8 mL of 5% (HEK293) or 10%
(MEFs and astrocytes) FBS containing media. The cells were then transferred to 50 mL tubes and
centrifuged at 290 g for 5 minutes. The supernatant was removed and cell pellet was re-suspended
in respective cell culture media, and appropriate dilution or number of cells were seeded in new

plates.
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2.2.6 Cell preservation

All cell lines were stored in liquid nitrogen to preserve for future use. Cells were harvested at 90%
confluency by trypsinization and pelleted by centrifugation at 290 g for 5 minutes. The supernatant
was removed and cell pellet was re-suspended in 1 mL media consisting of (a) 500 uL of 5% FBS
containing DMEM/High Glucose, 300 uL. FBS and 200 pL dimethyl sulfoxide (DMSQO) for
HEK293 cells, (b) 600 pL of 10% FBS containing DMEM/High Glucose, 300 pL. FBS and 100
uL DMSO for MEF cells, and (c) 600 pL of 10% FBS containing DMEM/F12 1:1 media with
EGF, 300 uL FBS and 100 uL DMSO for primary astrocytes. The cell suspension was transferred
to 1.0 mL cryovial (Sarstedt) and placed inside a Nalgene (Mr. Frosty) freezing container (Thermo
Scientific) containing isopropanol. The containers were stored at -80°C for a week, and the frozen

cryovials were moved to nitrogen tanks for long term storage.

2.2.7 Thawing and culturing of frozen cells

Frozen cryovials were removed from liquid nitrogen tanks and thawed in 37°C incubator. The
thawed cells were suspended in 9 mL of appropriate culture media and centrifuged at 290 g for 5
minutes. The supernatant was removed and cell pellet was re-suspended in 10 mL of serum-
containing DMEM and transferred to 10 cm plates. The cells were incubated at 37°C for 24 hours
and media was replaced. The cells were passaged at 80% confluency at least once before any

experiments.

2.2.8 Incubation in hypoxia

For hypoxia induction in MEFs, cells were incubated inside a hypoxic chamber (Forma Scientific).
The culture media was removed and plates were transferred to the hypoxic chamber which was
then cycled to remove any excess oxygen. Hypoxic media, which had been placed in chamber for

more than 5 days to remove oxygen, was used to replace media in the plates and cells were
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incubated at 37°C with 5% CO3, 10% Hz and < 1% O balanced with N2 for 24 hours. The plates

were removed from the chamber and immediately harvested by trypsinization as previously

explained.

2.3 Western blot

2.3.1 Preparation of protein lysates

Cells were cultured and harvested as previously explained. Harvested cells were spun down in a

centrifuge at 290 g for 5 minutes. The supernatant (media) was removed by suction. The resultant

cell pellet was then lysed using appropriate lysis buffer.

Table 2. 1 Composition of lysis buffers used for different cells and tissues.

Cell lines/ Tissues

Lysis buffer recipe

MEF cells;
HEK?293 cells

20 mM Tris base (Sigma), 150 mM sodium chloride (NaCl), 10%
Glycerol, 2 mM ethylenediaminetetraacetic acid (EDTA), 1% NP-40
(Sigma), 1 mM activated sodium orthovanadate (New England
Biolabs), 2 mM phenylmethanesulfonylfluoride (PMSF, Sigma), and
SigmaFAST™ protease inhibitor tablet (1 per 10 mL lysis buffer,
Sigma). The lysis buffer was aliquoted in 1.5 mL Eppendorf tubes and
stored at -20°C.

Added fresh before use: 1 uL each of Phosphatase inhibitor cocktails 2
and 3 (Sigma) per mL lysis buffer.

Primary astrocytes;
Mice brain

50 mM Tris pH 7.5, 200 mM NaCl, 1% Tween 20, 0.2% NP40, 1 mM
NaF, 2 mM PMSF, 1 mM activated sodium orthovanadate, 50 mM
beta-Glycerol phosphate (Sigma), and SigmaFAST™ protease
inhibitor tablet (1 per 10 mL lysis buffer). The lysis buffer was
aliquoted in 1.5 mL Eppendorf tubes and stored at -20°C.

Added fresh before use: 1 pL each of Phosphatase inhibitor cocktails 2
and 3 per mL lysis buffer.

The lysates were vortexed for 15 seconds and incubated on ice for 5 minutes. This was repeated

two more times and the samples were centrifuged at 16,000 g for 15 minutes at 4°C. The

supernatant was transferred to a new tube and stored at -80°C.
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The wildtype and Bnip3-KO mice brains were homogenized with PowerMasher 11 (Nippi Inc.).
The tissue was homogenized with 20 strokes on ice, followed by 35 minutes incubation on ice,
and then re-homogenized with another 10 strokes. The lysates were centrifuged at 16,000 g for 20

minutes at 4°C. The supernatant was transferred to a new tube and stored at -80°C.

2.3.2 Protein Quantification, Gel Electrophoresis and Western Blotting

The concentration of protein lysates was determined by using Pierce BCA (bicinchoninic acid)
protein assay kit (Thermo Scientific), using BSA (bovine serum albumin) as a standard control
and following manufacturer’s instructions. The standard samples were prepared as a series of eight
dilutions (2, 1.5, 1.0, 0.8, 0.6, 0.4, 0.2 and O pg/uL). The unknown samples were prepared as
triplicates with a 1/10 dilution in ddH2O. The BCA reagents were added to both standard and
unknown samples and incubated 30 minutes in 37°C. The absorbance of samples was then
measured at 562 nm using Epoch Microplate Spectrophotometer (BioTek instruments) with Gen
5 v2.09 software. The concentration of each unknown was determined by comparing its

absorbance to standard curve generated from BSA samples.

Samples were prepared for gel electrophoresis by equal quantity of protein with 6X loading buffer
(375 mM Tris.HCI at pH 6.8, 9% SDS, 50% glycerol, 9% v/v beta-mercaptoethanol, and 0.03%
bromophenol blue). Volumes of samples were equalized by adding ddH-O to get 1X concentration
of loading buffer. Samples were boiled at 98°C for 10 minutes, cooled on ice and centrifuged.
Proteins were separated on a 10% acrylamide gel (TGX FastCast Acrylamide kit, Bio-Rad) by
SDS-PAGE at 80V for approximately 2 hours. The separated proteins were transferred to 0.45um
nitrocellulose membrane (Bio-Rad) at 24V for 1 hour. The membranes were blocked in 5% skim

milk dissolved in PBST (0.1% Tween 20 in 1X PBS), and incubated in primary antibody (in 5%
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skim milk in PBST) according to Table 2.2 at 4°C. The membranes were washed three times with
PBST (10 minutes per wash), and incubated with HRP (horseradish peroxidase)-linked
Immunoglobulin G (IgG) secondary antibodies for 1 hour at room temperature (Table 2.3) and
washed three times as above. Finally, the western blots were developed using either Enhanced
Chemiluminescence (ECL; Thermo Scientific) or Super Signal West Pico Chemiluminescent
Substrate (Thermo Scientific). The blots were imaged using either ImageQuant LAS 500 gel
imager (GE Healthcare Life Sciences) or autoradiography film (Fujifilm). The membranes were
also probed for Glyceraldehyde 3-phosphate dehydrogenase (GAPDH) as a loading control to
correct for loading differences. The protein levels were quantified using ImageJ (an open source
image processing program). The membranes were stripped for 45-60 minutes with Western Re-
probe agent (Calbiochem) before incubating with additional primary antibodies on the same blot.

The membranes were never stripped and re-probed more than two times.
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Table 2. 2 Primary antibodies used for western blot and immunofluorescence.

Antigen Host Species Application Dilution and Source, Catalog #
incubation time
BNIP3 Mouse wB 1:1000, overnight Abcam, ab10433
CASPASE 8 Rabbit WB 1:1000, overnight Cell Signaling, 4927
DLX1 Rabbit WwB 1:500, over 3 nights | ThermoFisher, PA5-69058
WB 1:20000, 1 hour
GAPDH Chicken Millipore Sigma, AB2302
room temperature
GFAP Mouse IF 1:1000, overnight Sigma-Aldrich, G3893
HISTONE 4 Mouse wB 1:1000, overnight Abcam, ab10158
IGF2BP1 Rabbit wB 1:500, over 3 nights Abcam, ab82968
Ki-67 Rabbit IF 1:200, overnight Cell Signaling, 12202
MAPK Rabbit wB 1:1000, overnight Cell Signaling, 4695
phospho-MAPK Mouse wB 1:1000, overnight Abcam, ab50011
PTGS2 Rabbit wB 1:750, over 3 nights Abcam, ab15191

Table 2. 3 Secondary antibodies

Conjugate (Dilution)

Source, Catalog #

Antigen Host Species
Rabbit 19G Goat
Mouse 1gG Goat
Rabbit 19G Goat

Chicken IgG Donkey
Biotin

Alexa Fluor 488 Streptavidin

Alexa Fluor 633 Streptavidin
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HRP (1:5000)
HRP (1:5000)
Biotin (1:200)

HRP (1:10000)

Bio-Rad, 170-6515
Bio-Rad, 170-6516
Vector Labs, BA-1000
Millipore Sigma, AP194P
Life Technologies, S11223

Life Technologies, S21375



2.4 Reverse Transcription and Quantitative Real-time Polymerase Chain

Reaction (RT-gPCR)

RNA was extracted using RNeasy kit (QIAGEN) and cDNA was generated using qScript cDNA
synthesis kit (Quantabio), according to manufacturer’s instructions. Table 2.4 lists the primers
used for amplifying mRNA during PCR reactions. The real time PCR was performed in pre-

designed 96-well SYBR™ green PCR assay plates (Bio-Rad).

The PCR reaction consisted of initial 2 minutes at 95°C for activation and denaturation, and 40
cycles of [5 seconds at 95°C, 30 seconds at 60°C] for amplification. A melt curve was generated
at the end from 65°C to 95°C (0.5°C increments, 5 seconds per step). The data was analyzed using
CFX Manager™ software v3.1 (Bio-Rad). PCR products were separated on a 1% agarose gel at
80V for 1.5 hours with EZ-Vision Three™ DNA dye and loading buffer (VWR) and visualized

under Ultraviolet (UV) light with Chemidoc XRS+ instrument (Bio-Rad).

Table 2. 4 Amplicon context sequence and expected product size of Bio-Rad primers.

Gene Identity Amplicon context sequence Product
size, bp
Gapdh | Reference = TGGGAGTTGCTGTTGAAGTCGCAGGAGACAACCTGGTCCTCAGT 75
gene GTAGCCCAAGATGCCCTTCAGTGGGCCCTCAGATGCCTGCTTCA
CCACCTTCTTGATGTCA

Thp Reference | TCTGAGTACTGAAGAAAGGGAGAATCATGGACCAGAACAACAG 102
CCTTCCACCTTATGCTCAGGGCTTGGCCTCCCCACAGGGCGCCA

gene TGACTCCTGGAATTCCCATCTTTAGTCCAATGATGCCTTACGGC
A
DIx1 Target = CGAGCTTCTCGGACCAATCCCCGGTGATTATGCAAGAGAGCCG 72
gene ACCAATCAGCTCCACCAGCTCATGAATATTTATGACCTTGGCTG
AGTCAAAGCTTTGAA
Igf2bpl Target | TTGCTCTGTCCCTTCTGGTGCTGTTGCTTAACTTGAGCCAGGATG 03
gene TCTCGGATCTTCCGCTGAGCCATCTGGCTGGCATAGAAATGTCC
GATGATCTTAACAATGACTTGGTCGTTCTCATCC
Ptgs2 Target = CAAATCCTTGCTGTTCCAATCCATGTCAAAACCGTGGGGAATGT 77
gene ATGAGCACAGGATTTGACCAGTATAAGTGTGACTGTACCCGGA
CTGGATTCTATGGTGAAAAC
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In addition, neo" (neomycin resistance gene) was amplified in an end-point PCR reaction to
validate the Bnip3-knockout MEFs and astrocytes. The following primers were used for mMRNA
amplification: 5°-AGG ATC TCC TGT CAT CTC ACC TTG CTC CTG-3’ and 5'-AAG AAC
TCG TCA AGA AGG CGA TAG AAG GCG-3'. The Twm is 72°C and expected size of amplified
product is 492 base pairs. The PCR reaction consisted of 2 minutes at 95°C for denaturation
followed by 30 cycles of [30 seconds at 95°C, 120 seconds at 72°C] for amplification, and a final

10 minutes hold at 72°C. The product(s) were visualized as previously explained.

2.5 Cell proliferation assays

2.5.1 Edu cell proliferation assay and Flow cytometry analysis

5-ethynyl-2’-deoxyuridine (Edu) is a nucleoside analog for thymidine, which can be incorporated
into DNA by replicating cells. The incorporated Edu contains a free alkyne group which covalently
binds to a fluorescent azide dye through “Click” reaction. The fluorescent cells can then be counted

with a flow cytometer.

Alk R—=——H R
yne Cu(l) _—
— ﬁl— N%
N~ /

Azide =N —N =
N_I:J N
ﬁ Triazole

Figure 2. 1 Copper catalyzed azide-alkyne cycloaddition- “Click” chemistry.

Alkyne-group containing Edu (R) undergoes Click reaction with Alexa Fluor 488 (R”) conjugated
Azide-group in a Copper catalyzed reaction. Edu incorporated in cells can then be detected by a
flow cytometer with a 488 nm laser.
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The cells are seeded in 10cm plates to reach 60% confluency a day before the assay. The cells are
then serum starved overnight to synchronize cell cycles. The next morning, serum containing
media is added back. The plates are incubated per usual for 3 hours and then Edu is added to the
media for a final concentration of 10 uM. No-Edu control plates are made as negative controls.
The cells are incubated in Edu for 1 hour (pulse labelling) and harvested for Click labelling. The
cells are fixed with 4% paraformaldehyde for 15 minutes and permeabilized with a Saponin-based
wash reagent for 15 minutes. The cells are then incubated with fluorescent dye prepared in a
proprietary buffer additive per manufacturer’s instructions for 30 minutes. The cells are
centrifuged and washed with 1% BSA in PBS at every step. The final cell pellet is suspended in
500 uL of Saponin-based permeabilization and wash reagent and transferred to 5 ml FACS tubes
(Falcon). The green fluorescence of azide dye is measured using BL1 laser channel of NovoCyte™

Flow Cytometer (ACEA Biosciences) with NovoExpress 1.2.4 software.

2.5.2 Real time cellular analysis (RTCA)

The RTCA instrument gives an indirect measure of cell index in culture in real-time. The
instrument uses special 16-well plates coated with electrodes at the bottom. A small amount of
electrical current is passed through individual wells from one end and measured at the other end.
When no cells are present in the wells, the current measured is the same as the applied current.
Once cells attach to the plate, the electrical current is impeded due to inherent resistance of cells
and the current measured on the other end is lower than the applied current. This difference in the
electrical current increases with an increase in cell number and can be converted to cell index by
the accompanying software. Figure 2.2, provided by the manufacturer, summarizes the impedance

principle.
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Figure 2. 2 Overview of changes in impedance of electrical current by adherent cells.
Electrical current p