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#### Abstract

Spectral methods for solving partial differential equations (PDEs) depict a high order of convergence, which is exponential when the solution is analytic. However, their applications to time-dependent PDEs typically enforce a finite difference scheme in time. The slower decay of error in time overwhelms the super-algebraic convergence of error in space. A relatively new class of techniques is space-time spectral methods converging spectrally in both space and time. We devise and analyze a space-time spectral method for the Stokes problem. The main objectives of the research are estimating the condition number of the global spectral operators and proving the spectral convergence of this scheme in space and time. Numerical experiments of this scheme verify the theoretical results. Furthermore, we discuss two space-time spectral methods for the Navier-Stokes problem.

The discrete systems resulting from classical space-time spectral methods are dense, ill-conditioned, and coupled in all time steps. A new class of spectral methods, called the ultraspherical spectral (US) methods, are applied to time-dependent PDEs, which along with spectral convergence, lead to the resultant discrete systems constituting sparse and well-conditioned matrices.

Additionally, we join the long tradition of estimating the eigenvalues of a sum of two symmetric matrices, say $P+Q$, in terms of the eigenvalues of $P$ and $Q$. We derive two new lower bounds on $\lambda_{\min }(P+Q)$ in terms of the minimum positive eigenvalues of $P$ and $Q$. The bounds incorporate geometric information by utilizing the Friedrichs angles between certain subspaces. Such estimates lead to new lower bounds on the minimum singular value of some full-rank block matrices in terms of the minimum positive singular value of their subblocks.
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## 1

## Introduction

The numerical methods seeking the solution to a differential equation in terms of a series of known, smooth functions are called spectral methods. They have been influential in the field because of their easier implementation and super-algebraic convergence rate, which is exponential when the solution is analytic. This phenomenon of convergence is referred to as spectral convergence. Most spectral methods for timedependent partial differential equations (PDEs) consider a finite difference scheme in time. The problem with such an implementation is that the error in time dominates the spectral convergence in space resulting in a low order convergence overall.

A series of recent studies has employed spectral methods to linear time dependent PDEs, demonstrating spectral convergence in both space and time. In [92], a spacetime spectral method was proposed for the heat equation, which was analyzed in [65, 66]. Furthermore, these schemes were applied to other linear PDEs in 67]. In this thesis, this work is continued to analyze the space-time spectral methods to the Stokes problem, which leads to a saddle point problem. Furthermore, we devised two space-time spectral methods for one of the most significant non-linear PDEs, the Navier-Stokes problem, by virtue of schemes described in [12]. Such schemes employ spectral collocation in time, which leads to a system coupled in all times
with dense matrices.
The ultraspherical spectral methods represent a recent class of spectral method which lead to linear systems with sparse and well-conditioned matrices. In [74], two numerical experiments were described for the time dependent PDEs by using Chebfun. To illuminate this uncharted area, we examine space-time spectral methods schemes for linear PDEs by using the US method in both space and time. The linear systems arising from these schemes are sparse and lead to block almost banded global space-time spectral operators. Due to this special structure, a parallel-in-time solver for space time spectral methods now seem to be a foremost area of research.

While estimating the 2 -norm condition number for the space-time spectral methods for the Stokes problem, we encountered the problem of estimating the minimum eigenvalue of a sum of two positive semi-definite (PSD) matrices thrice. Seminal contributions have been made on estimating the spectrum of a sum of two symmetric matrices, most well known being Weyl's inequalities, proofs for Horn's conjecture, arithmetic-geometric mean inequality for matrices, etc. A closer look to the literature, however, reveals a gap that they fail to provide a positive lower bound on the minimum eigenvalue, $\lambda_{\min }(P+Q)$, when $P+Q$ is SPD and $P$ and $Q$ are singular PSD matrices. The recurrence of this problem in the earlier chapters of this thesis gave us the rigor to approach it. Thus, two positive lower bounds on $\lambda_{\min }(P+Q)$ were derived, which further lead to lower bounds on the minimum singular value of some full rank block matrices up to the size $2 \times 2$. This is the principal aim of this thesis. The remainder of the document is arranged as follows.

In Chapter 2, we present the necessary mathematical preliminaries, and briefly review the literature in order to ground this work in context.

In Chapter 3, our focus is on developing and analyzing the space-time spectral methods for the Stokes problem. This problem is challenging to solve because it requires several prerequisites results, including studying the components of a spectral
method for the Stokes problem in the steady-state and estimating the 2-norm of a pseudospectral derivative matrix. They further involve approximating the spectrum and singular values of a saddle point matrix, which is solvable to some extent, whereas some of the observations motivate subsequent chapters.

In Chapter 4, we implement two space-time spectral methods on the NavierStokes problem. Numerical experiments verify the spectral convergence in both space and time.

In Chapter 5, our attention diverts to curating and investigating the spectral problem of sum of two PSD matrices. Although a myriad of results address this problem, our target is an improvement over a lower bound on the minimum eigenvalue for a specific case. Moreover, they aid in deriving more results on the minimum singular value of some full-rank matrices.

In Chapter 6, we implement the US method in both space and time, fulfilling desirable properties of sparse and well-structured linear systems. Thus, they eliminate the major drawback of space-time spectral methods by permitting a parallel solver. Here space-time US methods for the heat, Schrödinger, and wave equations are devised.

This thesis concludes in Chapter 7 with discussions of future directions.
Some alternative proofs for results used in this thesis are given in Appendix A for the interested reader.

## 2

## Background

The fundamental concepts of a topic serve as the foundation on which one builds new results. This chapter summarizes the consequential results on some topics that, in conjunction, serve as a core for this thesis, such as classical linear algebra, angle between subspace, orthogonal polynomials, and spectral methods.

### 2.1 Fundamentals of linear algebra

A viewpoint of a matrix that facilitates the development and understanding of numerical algorithms is provided by a block matrix. Partitioning a matrix results in a block matrix whose elements are themselves matrices, which are called submatrices or sublocks (or simply as blocks). Suppose that matrices $A$ and $B$ are partitioned into blocks as follows,

$$
A=\left[\begin{array}{cccc}
A_{11} & A_{12} & \ldots & A_{1 r} \\
A_{21} & A_{22} & \ldots & A_{2 r} \\
\vdots & \vdots & \ddots & \vdots \\
A_{s 1} & A_{s 2} & \ldots & A_{s r}
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{cccc}
B_{11} & B_{12} & \ldots & B_{1 t} \\
B_{21} & B_{22} & \ldots & B_{2 t} \\
\vdots & \vdots & \ddots & \vdots \\
B_{r 1} & B_{r 2} & \ldots & B_{r t}
\end{array}\right] .
$$

If the pairs $\left(A_{i k}, B_{k j}\right)$ are conformable, then $A$ and $B$ are said to be conformably partitioned. For such matrices, the product $A B$ is formed by combining the blocks exactly the same way as the scalars are combined in ordinary matrix multiplication. That is, the $(i, j)$-block in $A B$ is $A_{i 1} B_{1 j}+A_{i 2} B_{2 j}+\ldots+A_{i r} B_{r j}$.

Another primary concept is that of a vector space. Recall that the trivial subspace of a vector space $V$ contains only the zero vector, otherwise it is called as a nontrivial subspace. Let $V$ be a non-trivial vector space, a basis for $V$ is defined to be a linearly independent set $\mathcal{B} \subseteq V$ such that $\operatorname{span}(\mathcal{B})=V$. Moreover, the number of vectors in any basis for $V$ is the dimension of a vector space $V$ and is denoted by $\operatorname{dim} V$. For two vector spaces $U$ and $V$ such that $U \subseteq V, \operatorname{dim} U \leqslant \operatorname{dim} V$, and if $\operatorname{dim} U=\operatorname{dim} V$ then $U=V$. If $X$ and $Y$ are subspaces of a vector space $V$, then the sum of $X$ and $Y$ is, $X+Y=\{x+y \mid x \in X, y \in Y\}$ and $X+Y$ is again a subspace of $V$, so that

$$
\begin{equation*}
\operatorname{dim}(X+Y)=\operatorname{dim} X+\operatorname{dim} Y-\operatorname{dim}(X \cap Y) \tag{2.1.1}
\end{equation*}
$$

Subspaces $X, Y$ of a vector space $V$ are said to be complementary whenever $V=$ $X+Y$ and $X \cap Y=0$, in which case $V$ is said to be the direct sum of $X$ and $Y$, and this is denoted by writing $V=X \oplus Y$. For a vector space $V$ with subspaces $X, Y$ having respective bases $\mathcal{B}_{X}$ and $\mathcal{B}_{Y}$, the following statements are equivalent.

1. $V=X \oplus Y$.
2. For each $v \in V$, there are unique vectors $x \in X$ and $y \in Y$ such that $v=x+y$.
3. $\mathcal{B}_{X} \cap \mathcal{B}_{Y}=\varnothing$ and $\mathcal{B}_{X} \cup \mathcal{B}_{Y}$ is a basis for $V$.

A norm for a vector space $V$ is a function $\|\cdot\|: V \rightarrow \mathbb{R}$ that satisfies the following conditions:

1. $\|x\| \geqslant 0$ and $\|x\|=0 \Leftrightarrow x=0$, for all $x \in V$.
2. $\|k x\|=|k|\|x\|$ for all $k \in \mathbb{R}, x \in V$.
3. $\|x+y\| \leqslant\|x\|+\|y\|$, for all $x, y \in V$.

Throughout this thesis, a column vector $x$ of size $n \times 1$ is denoted by $x=\left[x_{1} ; x_{2} ; \ldots ; x_{n}\right] \in$ $\mathbb{R}^{n}$, whereas the row vector of size $1 \times n$ is represented by $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. The $p$-norm of vector $x$ is defined as follows,

$$
\begin{equation*}
\|x\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}, \text { for } 1 \leqslant p<\infty, \text { and }\|x\|_{\infty}=\max _{1 \leqslant i \leqslant n}\left|x_{i}\right| . \tag{2.1.2}
\end{equation*}
$$

Also, for convenience, $|x|$ will denote the euclidean norm of $x$, which is defined as $|x|=\|x\|_{2}=\sqrt{\sum_{i=1}^{n} x_{i}^{2}}$. A significant property of vector norms is the parallelogram identity which states that for all $x, y \in V$,

$$
\begin{equation*}
\|x+y\|^{2}+\|x-y\|^{2}=2\left(\|x\|^{2}+\|y\|^{2}\right) . \tag{2.1.3}
\end{equation*}
$$

We define the standard inner product on $\mathbb{R}^{n}$, for vectors $x=\left[x_{1} ; x_{2} ; \ldots ; x_{n}\right]$, $y=$ $\left[y_{1} ; y_{2} ; \ldots ; y_{n}\right] \in \mathbb{R}^{n}$, as $(x, y)=\sum_{i=1}^{n} x_{i} y_{i}=x^{T} y$, where $x^{T}=\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. Moreover, $x$ and $y$ are said to be orthogonal to each other whenever $(x, y)=0$. A subset $M=\left\{v_{1}, v_{2}, \ldots, v_{r}\right\}$ of $\mathbb{R}^{n}$ is said to be an orthogonal set if the vectors in $M$ are pairwise orthogonal, that is, $\left(v_{i}, v_{j}\right)=0$ for $i \neq j$ and $1 \leqslant i, j \leqslant r$. Moreover, $M$ is called as an orthonormal set of vectors it is an orthogonal set and satisfies the condition that $\left(v_{i}, v_{i}\right)=1$ or $\left|v_{i}\right|=1$ for all $1 \leqslant i \leqslant r$. An orthogonal matrix $Q \in \mathbb{R}^{n \times n}$ is a matrix whose rows and columns are all mutually orthonormal, thus satisy $Q^{T} Q=I_{n}=Q Q^{T}$.

For a subspace $M \subseteq \mathbb{R}^{n}$, the orthogonal complement $M^{\perp}$ of $M$ is defined to be the set of all vectors in $\mathbb{R}^{n}$ that are orthogonal to every vector in $M$. That is, $M^{\perp}=\{x \in V \mid(m, x)=0, \forall m \in M\}$, then $\mathbb{R}^{n}=M \oplus M^{\perp}$ and $\operatorname{dim} M^{\perp}=n-\operatorname{dim} M$. Also, $M^{\perp^{\perp}}=M$.

Proposition 2.1.1 (Orthogonality of subspaces, see [68]). Let $M$ and $N$ be subspaces
of $\mathbb{R}^{n}$, then

1. $M \subseteq N$ implies $N^{\perp} \subseteq M^{\perp}$.
2. $(M+N)^{\perp}=M^{\perp} \cap N^{\perp}$.
3. $(M \cap N)^{\perp}=M^{\perp}+N^{\perp}$.

Assume $V=X \oplus Y$ and $v=x+y$, for unique $x \in X$ and $y \in Y$, the projection operator $P$ on $V$ is defined so that the projection of $V$ onto $X$ along $Y$ is $P v=x$, whereas $(I-P) v=y$ describes the projection of $V$ onto $Y$ along $X$. Moreover, a linear operator $P$ on a vector space $V$ is a projection if and only if $P^{2}=P$. Let $V=\mathbb{R}^{n}=X \oplus Y, \mathcal{B}_{1}=\left\{x_{1}, x_{2}, \ldots, x_{r}\right\}$ and $\mathcal{B}_{2}=\left\{y_{r+1}, y_{r+2}, \ldots, y_{n}\right\}$ be a basis for the subspace $X$ and $Y$ of $\mathbb{R}^{n}$, respectively. Then $\mathcal{B}=\mathcal{B}_{1} \cup \mathcal{B}_{2}$ is a basis for $\mathbb{R}^{n}$, thus $z \in \mathbb{R}^{n}$ can be expressed as $z=\sum_{i=1}^{r} a_{i} x_{i}+\sum_{i=r+1}^{n} b_{i} y_{i}$, where $a_{i}, b_{j} \in \mathbb{R}$ for $1 \leqslant i \leqslant r$ and $r+1 \leqslant j \leqslant n$. Then, projection of $z$ onto $X$ along $Y$ is $P v=\sum_{i=1}^{r} a_{i} x_{i}$ and the projection of $z$ onto $Y$ along $X$ is $\sum_{i=r+1}^{n} b_{i} y_{i}=v-P v=(I-P) v$. In order to get a matrix form of $P$, define $B=\left[x_{1}, x_{2}, \ldots, x_{r}, y_{r+1}, \ldots, y_{n}\right] \in \mathbb{R}^{n \times n}$, which is a matrix whose columns form a basis for $V$. Then, the matrix form of projections is given as follows

$$
P=B\left[\begin{array}{l|l}
I_{r} & \\
\hline & O
\end{array}\right] B^{-1}, \quad(I-P)=B\left[\begin{array}{l|l}
O & \\
\hline & I_{n-r}
\end{array}\right] B^{-1} .
$$

The formulation is a result of the observations that $I=B^{-1} B$ implies $B^{-1} x_{i}=e_{i}$, $B^{-1} y_{j}=e_{j}$, for all $1 \leqslant i \leqslant r$ and $r+1 \leqslant j \leqslant n$. Thus, $P v=\sum_{i=1}^{r} a_{i} x_{i}=\sum_{i=1}^{r} a_{i} B e_{i}+$ $\sum_{i=r+1}^{n} b_{i} B(0)$. The matrix formulation for $P$ implies the expression for $I-P$.

### 2.1.1 Results from matrix analysis

This section reviews the literature related to matrix analysis. Over time, an extensive literature has developed on this topic, we review some concepts that are imperative
for the results deduced in the later chapters. Firstly, recall that the maximal number of linearly independent columns of a matrix $A \in \mathbb{R}^{m \times n}$ is called rank of $A$, and it is denoted by $\operatorname{rank}(A)$.

Proposition 2.1.2 (Properties of rank, see [44]). Let $A \in \mathbb{R}^{m \times n}$, then

1. $\operatorname{rank}(A) \leqslant \min \{m, n\}$, and a matrix that has rank $\min \{m, n\}$ is said to have full rank; otherwise the matrix is rank deficient.
2. $\operatorname{rank}(A)=0$ if and only if $A=O$.
3. $\operatorname{rank}(A)=\operatorname{rank}\left(A^{T}\right)=\operatorname{rank}\left(A^{T} A\right)=\operatorname{rank}\left(A A^{T}\right)$.
4. $\operatorname{rank}(A+B) \leqslant \operatorname{rank}(A)+\operatorname{rank}(B)$.
5. $\operatorname{rank}(A B) \leqslant \min \{\operatorname{rank}(A), \operatorname{rank}(B)\}$.

The range space of a matrix $A \in \mathbb{R}^{m \times n}$ is defined to be the subspace $\mathcal{R}(A)=$ $\left\{A x \mid x \in \mathbb{R}^{n}\right\} \subseteq \mathbb{R}^{m}$. Similarly, the range of $A^{T}$ is the subspace of $\mathbb{R}^{n}$ defined by $\mathcal{R}\left(A^{T}\right)=\left\{A^{T} y \mid y \in \mathbb{R}^{m}\right\} \subseteq \mathbb{R}^{n}$. Since $A x=\sum_{i=1}^{n} a_{i} x_{i}$, where $a_{i}$ are columns of $A$ and $x_{i}$ are components of $x$ for $1 \leqslant i \leqslant n$, so that $x=\left[x_{1} ; x_{2} ; \ldots ; x_{n}\right]$, thus $\mathcal{R}(A)$ is a linear combination of columns of $A$ and is also called as the column space of $A$. Similarly, $\mathcal{R}\left(A^{T}\right)$ is called as row space of $A$. Also, the set $\mathcal{N}(A)=\left\{x \in \mathbb{R}^{n} \mid A x=0\right\} \subseteq \mathbb{R}^{n}$ is called the null space of $A$. In other words, $\mathcal{N}(A)$ is simply the set of all solutions to the homogeneous system $A x=0$. The set $\mathcal{N}\left(A^{T}\right)=\left\{y \in \mathbb{R}^{m} \mid A^{T} y=\mathbf{0}\right\} \subseteq \mathbb{R}^{m}$ is called the left-hand null space of $A$ because it is the set of all solutions to the left-hand homogeneous system $y^{T} A=\mathbf{0}^{T}$.

Proposition 2.1.3 (Properties of range and null spaces, see [68]). Let $A \in \mathbb{R}^{m \times n}$ and $r=\operatorname{rank}(A)$, then

1. $\mathcal{N}(A)=\{0\}$ if and only if $r=n$.
2. $\mathcal{N}\left(A^{T}\right)=\{0\}$ if and only if $r=m$.
3. $\operatorname{dim} \mathcal{R}(A)=r=\operatorname{dim} \mathcal{R}\left(A^{T}\right)$.
4. $\operatorname{dim} \mathcal{N}(A)=n-r$.
5. $\operatorname{dim} \mathcal{R}(A)+\operatorname{dim} \mathcal{N}(A)=n$.
6. $\operatorname{dim} \mathcal{R}\left(A^{T}\right)=r$.
7. $\operatorname{dim} \mathcal{N}\left(A^{T}\right)=m-r$.
8. $\mathcal{R}\left(A^{T} A\right)=\mathcal{R}\left(A^{T}\right)$.
9. $\mathcal{R}\left(A A^{T}\right)=\mathcal{R}(A)$.
10. $\mathcal{N}\left(A^{T} A\right)=\mathcal{N}(A)$.
11. $\mathcal{N}\left(A A^{T}\right)=\mathcal{N}\left(A^{T}\right)$.
12. $\mathcal{N}(A)^{\perp}=\mathcal{R}\left(A^{T}\right)$.
13. $\mathbb{R}^{n}=\mathcal{R}\left(A^{T}\right) \oplus \mathcal{N}(A)$.
14. $\mathcal{N}(A+B)=\mathcal{N}(A) \cap \mathcal{N}(B)$.

Next, we introduce the concept of a matrix norm. It is denoted by $\|\cdot\|$ is a function from $\mathbb{R}^{m \times n} \rightarrow[0, \infty)$ satisfying the following properties,

1. $\|A\| \geqslant 0$, for all $A \in \mathbb{R}^{m \times n}$, and $\|A\|=0$ if and only if $A=O$.
2. $\|\alpha A\|=|\alpha|\|A\|$, for all $\alpha \in \mathbb{R}$ and $A \in \mathbb{R}^{m \times n}$.
3. $\|A+B\| \leqslant\|A\|+\|B\|$, for all $A, B \in \mathbb{R}^{m \times n}$.
4. $\|A B\| \leqslant\|A\|\|B\|$, for all $A, B \in \mathbb{R}^{m \times n}$ with $m=n$.

Every vector norm $|\cdot|$ induces a matrix norm. We say that $\|\cdot\|_{(m, n)}: \mathbb{R}^{m \times n} \rightarrow[0, \infty)$ is the matrix norm induced by $\|\cdot\|_{(m)}$ and $\|\cdot\|_{(n)}$, such that

$$
\|A\|_{(m, n)}=\sup _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\|A x\|_{(m)}}{\|x\|_{(n)}}=\sup _{\substack{x \in \mathbb{R}^{n} \\\|x\|_{(n)}=1}}\|A x\|_{(m)},
$$

for all $A \in \mathbb{R}^{m \times n}$. Moreover, for a vector $x \in \mathbb{R}^{n}$ and matrix $A \in \mathbb{R}^{m \times n}$,

$$
\|A x\|_{(n)} \leqslant\|A\|_{(m, n)}\|x\|_{(m)} .
$$

However, not all matrix norms are induced by vector norms. An example of such a matrix norm is the Frobenius matrix norm, defined as $\|A\|_{F}=\sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j}^{2}}$, for $A \in \mathbb{R}^{m \times n}$. The matrix norm induced by the p-norm of a vector is called as the matrix $p$-norm, and is denoted by $\|\cdot\|_{p}$. Throughout this thesis, we denote the matrix 2-norm as $\|\cdot\|$. Other useful p-norms are 1-norm and $\infty$-norm of matrices, defined as follows for matrices $A \in \mathbb{R}^{m \times n}$,

$$
\begin{aligned}
& \|A\|_{1}=\text { the maximum absolute column sum of } A, \\
& \|A\|_{\infty}=\text { the maximum absolute row sum of } A .
\end{aligned}
$$

Another useful inequality between matrix norms is $\|A\|_{2} \leqslant \sqrt{\|A\|_{1}\|A\|_{\infty}}$, which is a special case of the Hölder's inequality.

A particular type of projection operator will play a significant role in performing analysis in this thesis, thus we conclude this section by discussing orthogonal projections. Recall that any subspace $M$ of $\mathbb{R}^{n}$ allows the decomposition $\mathbb{R}^{n}=M \oplus M^{\perp}$. The projection operator $P$ onto $M$ along $M^{\perp}$ is called an orthogonal projection. In this case, $V=\mathcal{R}(P) \oplus \mathcal{N}(P)$, where $\mathcal{N}(P)^{\perp}=\mathcal{R}(P)$.

Definition 2.1.4. (Orthogonal projection, see [34) Let $U \subseteq \mathbb{R}^{n}$ be a subspace. A
matrix $P \in \mathbb{R}^{n \times n}$ is the orthogonal projection onto $U$ if $\mathcal{R}(P)=U, P^{2}=P$, and $P^{T}=P$. Moreover, if $x \in \mathbb{R}^{n}$, then $P x \in U$ and $(I-P) x \in U^{\perp}$. Also, $\|P\|=1$.

The Kronecker product of the matrices $A=\left[a_{i j}\right] \in \mathbb{R}^{m \times n}$ and $B=\left[b_{i j}\right] \in \mathbb{R}^{p \times q}$ is denoted by $A \otimes B$ and is defined to be the block matrix

$$
A \otimes B=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \ldots & a_{1 n} B \\
a_{21} B & a_{22} B & \ldots & a_{2 n} B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} B & a_{m 2} B & \ldots & a_{m n} B
\end{array}\right] \in \mathbb{R}^{m p \times n q} .
$$

It satisfies the properties $(A \otimes B)^{T}=A^{T} \otimes B^{T}$, and $(A \otimes B)(C \otimes D)=A C \otimes B D$, where $C \in \mathbb{R}^{n \times r}, D \in \mathbb{R}^{q \times s}$. Let $\operatorname{rank}(A)=r_{1}, \operatorname{rank}(B)=r_{2}$, then $\operatorname{rank}(A \otimes B)=$ $\operatorname{rank}(B \otimes A)=r_{1} r_{2}$. If $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{m \times n}$ are invertible, then $(A \otimes B)^{-1}=$ $A^{-1} \otimes B^{-1}$. Also, the direct sum of $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{p \times q}$ is defined as $A \oplus B=$ $\left[\begin{array}{ll}A & O \\ O & B\end{array}\right] \in \mathbb{R}^{m+p \times n+q}$. Thus, $A \oplus B$ is a block diagonal matrix the main diagonal blocks of which are matrices $A$ and $B$. Alternatively, a block diagonal square matrix $A$ the main diagonal blocks of which are matrices square matrices $A_{1}, \ldots, A_{k}$ is indicated as $\operatorname{diag}\left(A_{1}, \ldots, A_{k}\right)$. In particular, if all the main diagonal blocks are scalars, it is a diagonal matrix.

### 2.1.2 Spectrum of a matrix

The characteristic polynomial $\phi(A, t)$ of $A \in \mathbb{R}^{n \times n}$ is $\operatorname{det}\left(t I_{n}-A\right)$, for $t \in \mathbb{C}$. We call a root $\lambda$ of $\phi(A, t)$ as an eigenvalue of $A$. The algebraic multiplicity of an eigenvalue $\lambda$ of $A$ refers to the multiplicity $\lambda$ as a root of the characteristic polynomial of $A$. We say that $\lambda$ is a simple eigenvalue of $A$ if its algebraic multiplicity is one. We call the set of eigenvalues of $A$ the spectrum of $A$, denoted $\Lambda(A)$. For an eigenvalue $\lambda$ of $A$, any non-zero vector $w \in \mathbb{R}^{n}$ such that $A w=\lambda w$ is called an eigenvector associated to $\lambda$, and we call the vector space of all eigenvectors corresponding $\lambda$ the eigenspace
of the eigenvalue $\lambda$.

Theorem 2.1.5 (Spectral decomposition, see [44]). Let $A \in \mathbb{R}^{n \times n}$ be a square matrix with $n$ linearly independent eigenvectors $p_{1}, \ldots, p_{n}$. Then $A$ can be factored as $A=P \mathcal{D} P^{-1}$, where the columns of $P$ are the eigenvectors $p_{1}, \ldots, p_{n}$ and $\mathcal{D}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$.

If the spectral decomposition of a square matrix $A$ exists as described above then we say that $A$ is diagonalizable. Moroever, every symmetric matrix is orthogonally diagonalizable. Let $M \in \mathbb{R}^{n \times n}$ be a symmetric matrix, then it is orthogonally diagonalized as $M=Q \mathcal{D} Q^{T}$, where $Q$ is an orthogonal matrix whose columns are the orthonormal eigenvectors for $M$ and $\mathcal{D}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right), \lambda_{j} \in \mathbb{R}$. Another result of great importance is the following, which estimates the spectrum of sum of two symmetric matrices as seen in [43, p. 239].

Theorem 2.1.6 (Weyl's inequalities, see [43]). If $A$ and $E$ are $n \times n$ real symmetric matrices, then

$$
\lambda_{k}(A)+\lambda_{n}(E) \leqslant \lambda_{k}(A+E) \leqslant \lambda_{k}(A)+\lambda_{1}(E), \quad 1 \leqslant k \leqslant n
$$

A symmetric matrix with non-negative eigenvalues is called positive semidefinite (PSD) matrix, and with positive eigenvalues is called positive definite (SPD) matrix. The following properties are valuable for our work.

Theorem 2.1.7 (Properties of eigenvalues of a matrix, see [41). Let $A \in \mathbb{R}^{n \times n}$, and $\lambda_{1} \geqslant \lambda_{2} \geqslant \ldots \geqslant \lambda_{n}(A)$ be the eigenvalues of $A$.

1. If $A$ is symmetric then $\lambda_{1}(A)=\max _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{x^{T} A x}{x^{T} x}$ and $\lambda_{n}(A)=\min _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{x^{T} A x}{x^{T} x}$.
2. Let $A_{i} \in \mathbb{R}^{n_{i} \times n_{i}}$ and $A \in \mathbb{R}^{n \times n}$ is a block diagonal matrix, so that $A=\oplus_{i=1}^{k} A_{i}$, then $\Lambda(A)=\bigcup_{i=1}^{k} \Lambda\left(A_{i}\right)$.
3. Let $A \in \mathbb{R}^{n \times n}$ be block upper triangular matrix so that,

$$
A=\left[\begin{array}{cccc}
A_{11} & A_{12} & \ldots & A_{1 k} \\
& A_{22} & \ldots & A_{2 k} \\
& & \ddots & \vdots \\
& & & A_{k k}
\end{array}\right]
$$

Then $\operatorname{rank}(A) \geqslant \sum_{i=1}^{k} \operatorname{rank}\left(A_{i i}\right)$, and $\Lambda(A)=\bigcup_{i=1}^{k} \Lambda\left(A_{i i}\right)$.
4. Let $B \in \mathbb{R}^{m \times m}$. If $\Lambda(A)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ and $\Lambda(B)=\left\{\mu_{1}, \ldots, \mu_{m}\right\}$, then $\Lambda(A \otimes$ $B)=\left\{\lambda_{i} \mu_{j}, 1 \leqslant i \leqslant n, 1 \leqslant j \leqslant m\right\}$, including algebraic multiplicities.
5. Let $B \in \mathbb{R}^{m \times m}, \lambda \in \Lambda(A)$ with a corresponding eigenvector $x \in \mathbb{R}^{n}$ and $\mu \in$ $\Lambda(B)$ with a corresponding eigenvector $y \in \mathbb{R}^{m}$, then $\lambda+\mu$ is an eigenvalue of $I_{m} \otimes A+B \otimes I_{n}$ for which $y \otimes x$ is a corresponding eigenvector. Or, $\Lambda\left(I_{m} \otimes A+\right.$ $\left.B \otimes I_{n}\right)=\left\{\lambda_{i}+\mu_{j} \mid 1 \leqslant i \leqslant n, 1 \leqslant j \leqslant m\right\}$ including algebraic multiplicities.

### 2.1.3 Singular value decomposition

The concept of spectral decomposition of a matrix is not applicable to a large class of matrices such as rectangular matrices. Thus, singular value decomposition plays a vital role. Let $A \in \mathbb{R}^{m \times n}$, then the singular value decomposition of $A$ is given as $A=U \Sigma V^{T}$, where $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{n \times n}$ are orthogonal matrices and $\Sigma \in \mathbb{R}^{m \times n}$ is a diagonal matrix with non-increasing singular values $\sigma_{1} \geqslant \sigma_{2} \geqslant \ldots \geqslant \sigma_{\min \{m, n\}}$. The columns of $U$ are known as left singular vectors, while the columns of $V$ are known as right singular vectors.

Theorem 2.1.8 (Properties of singular values of a matrix, see [41]). Let $A \in \mathbb{R}^{m \times n}$, $\operatorname{rank}(A)=r$, and $\sigma_{1} \geqslant \sigma_{2} \geqslant \ldots \geqslant \sigma_{\min \{m, n\}} \geqslant 0$ be singular values of $A$.

1. $\sigma_{\min }(A)=\sigma_{r}>0$ and $\sigma_{i}=0$, for all $r+1 \leqslant i \leqslant n$.
2. $\sigma_{\max }(A)=\max _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\|A x\|}{\|x\|}$.
3. $\sigma_{\min \{m, n\}}(A)=\min _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\|A x\|}{\|x\|}$.
4. $\sigma_{i}(A)=\sigma_{i}\left(A^{T}\right)=\sqrt{\lambda_{i}\left(A^{T} A\right)}=\sqrt{\lambda_{i}\left(A A^{T}\right)}$, for all $1 \leqslant i \leqslant \min \{m, n\}$.
5. $\sigma_{\max }(A)=\|A\|$.
6. $\sigma_{\text {min }}(A)=\left\|A^{-1}\right\|^{-1}$, if $m=n=r$.
7. Let $A_{i} \in \mathbb{R}^{m_{i} \times n_{i}}$ and $A \in \mathbb{R}^{m \times n}$ is a block diagonal matrix, so that $A=\oplus_{i=1}^{k} A_{i}$, then $\sigma(A)=\bigcup_{i=1}^{k} \sigma\left(A_{i}\right)$.
8. Let $A \in \mathbb{R}^{m \times n}$ and define the symmetric matrix $B=\left(\begin{array}{cc}O & A \\ A^{T} & O\end{array}\right) \in \mathbb{R}^{m+n, m+n}$. The eigenvalues of $B$ are $\pm \sigma_{1}(A), \ldots, \pm \sigma_{\min \{m, n\}}(A)$ along with $|m-n|$ zeros.
9. If $m=n$ and $\lambda \in \Lambda(A)$, then $\sigma_{\min }(A) \leqslant|\lambda| \leqslant \sigma_{\max }(A)$.
10. Let $B \in \mathbb{R}^{p \times q}$ and $\operatorname{rank}(B)=s$. The positive singular values of $A \otimes B$ are $\left\{\sigma_{i}(A) \sigma_{j}(B): 1 \leqslant i \leqslant r, 1 \leqslant j \leqslant s\right\}$, including multiplicities. Zero is a singular value of $A \otimes B$ with multiplicity $\min \{m p, n q\}-r s$.

### 2.1.4 Condition number

The condition number of a matrix $A \in \mathbb{R}^{n \times n}$ is a measure of the extent to which the relative error in the input is magnified to cause relative error in the output. It indicates how difficult it is to solve numerically the linear system $A x=b$, where $x, b \in \mathbb{R}^{n}$. The problem is said to be ill-conditioned if the condition number is large depending on the precision, i.e., the number of digits, in the calculation. Some consequences of which include, the numerical solution is susceptible to round-off errors during the Gaussian elimination process and an iterative solution to the system is most likely to be slowly converging. Let us derive the expression for it, to this
end, let $\mathfrak{e}$ be the error in $b$. Assuming that $A$ is a non-singular matrix, the error in the solution $x=A^{-1} b$ is $A^{-1} \mathfrak{e}$. The maximum of the ratio of the relative error in the solution to the relative error in $b$ defines the condition number of $A$, as follows

$$
\begin{aligned}
\kappa(A) & :=\max _{\mathfrak{e}, b \in \mathbb{R}^{n} \backslash\{0\}}\left(\frac{\left\|A^{-1} \mathfrak{e}\right\|}{\|\mathfrak{e}\|} \frac{\|b\|}{\left\|A^{-1} b\right\|}\right) \\
& =\max _{\mathfrak{c} \in \mathbb{R}^{n} \backslash\{0\}}\left(\frac{\left\|A^{-1} \mathfrak{e}\right\|}{\|\mathfrak{e}\|}\right) \max _{b \in \mathbb{R}^{n} \backslash\{0\}}\left(\frac{\|A b\|}{\|b\|}\right) \\
& =\left\|A^{-1}\right\|\|A\| .
\end{aligned}
$$

Thus, the condition number of a non-singular matrix $A$ is defined as $\kappa(A)=$ $\|A\|\left\|A^{-1}\right\|=\frac{\sigma_{\max }(A)}{\sigma_{\min }(A)}$. Furthermore, the spectral condition number of a non-singular matrix $A \in \mathbb{R}^{n \times n}$ is defined as $\kappa_{s p}(A)=\frac{|\lambda|_{\max }(A)}{|\lambda|_{\min }(A)}$, where $|\lambda|_{\max }(A)$ and $|\lambda|_{\min }(A)$ represent the maximum and minimum absolute value of eigenvalues of $A$, respectively. Let $\lambda \in \Lambda(A)$, since $\sigma_{\min }(A) \leqslant|\lambda| \leqslant \sigma_{\max }(A)$, thus $\kappa_{s p}(A) \leqslant \kappa(A)$, and $\kappa_{\text {sp }}(A)=\kappa(A)$ when $A$ is a normal matrix. The spectral condition number is widely used because it is usually easier to estimate. It is also useful for the analysis of preconditioned systems. Consider $A$ and $M$ to be SPD matrices, then Theorem 4.10 in [64] gives that $\kappa_{M}\left(M^{-1} A\right)=\kappa\left(M^{-1} A\right)$, where $\kappa_{M}(B)=|B|_{M}\left|B^{-1}\right|_{M}$ with $|x|_{M}:=\sqrt{x^{T} M x}$. Hence the spectral condition number of the preconditioned matrix $M^{-1} A$ is the same as its M-norm condition number.

### 2.2 Angles between subspaces

In previous sections, we discussed the concepts of subspaces, including a pair of orthogonal subspaces and complementary subspaces. In general, consider that we are studying a problem involving two non-trivial subspaces of $\mathbb{R}^{n}$, which requires us to somehow gauge the separation between them. One way to compute that is to measure the angle between them. A quote by C. Meyer is, "There is just too much wiggle
room in higher dimensions to make any one definition completely satisfying, and the correct definition usually varies with the specific application under consideration." The suitable angle for question considered in Chapter 5 of this thesis is the principal angle between subspaces.

In 1875, Jordan introduced the concept of principal angles and vectors, see 51. It has been discussed in [34, 24, 68].

Definition 2.2.1 (Principal angles, see [32]). Let $U, V \subseteq \mathbb{R}^{n}$ be subspaces with $p=\operatorname{dim}(U) \geqslant \operatorname{dim}(V)=q \geqslant 1$. The principal angles $0 \leqslant \theta_{1} \leqslant \theta_{2} \leqslant \ldots \leqslant \theta_{q} \leqslant \frac{\pi}{2}$ between $U$ and $V$ are recursively defined for $k=1,2, \ldots, q$ by

$$
\begin{equation*}
\cos \left(\theta_{k}\right)=\max _{\substack{u \in U, x \in V \\|u|=|v|=1}}\left|u^{T} v\right|=u_{k}^{T} v_{k} \tag{2.2.1}
\end{equation*}
$$

subject to the constraints

$$
u_{i}^{T} u=0, \quad v_{i}^{T} v=0, \quad i=1,2, \ldots, k-1 .
$$

The vectors $\left\{u_{1}, \ldots, u_{q}\right\},\left\{v_{1}, \ldots, v_{q}\right\}$ are called principal vectors of the pair of spaces.

The principal angles are uniquely defined, while the principal vectors are not. Note that vectors $\left\{u_{i}\right\}_{i=1}^{q}$ and $\left\{v_{i}\right\}_{i=1}^{q}$ are orthonormal, so that $v_{i}^{T} u_{j}=\delta_{i j} \cos \theta_{i}$ for $1 \leqslant i \leqslant q$. Also, by definition it is observed that $\left\{v_{i}\right\}_{i=1}^{q}$ is an orthonormal basis for $V$ or $\mathcal{R}\left(v_{1}, v_{2}, \ldots, v_{q}\right)=V$, and $U \cap \mathcal{R}^{\perp}\left(u_{1}, u_{2}, \ldots, u_{q}\right) \perp V$ or $\left\{u_{i}\right\}_{i=q+1}^{p}$ is orthogonal to $V$. So that, $\left\{u_{i}\right\}_{i=1}^{p}$ is an orthonormal basis of $U$ such that its satisfies the following biorthogonality relation holds,

$$
\left[u_{i}^{T} v_{j}\right]_{i, j=1}^{p, q}=\left[\begin{array}{cc}
\operatorname{diag}\left(\cos \theta_{1}, \ldots, \cos \theta_{q}\right) & 0  \tag{2.2.2}\\
0 & 0
\end{array}\right]
$$

The angle $\theta_{1}$ is also called the minimal principal angle. The minimal angle between
non-zero subspaces $U, V \subseteq \mathbb{R}^{n}$ is defined as the number $\theta_{\min } \in\left[0, \frac{\pi}{2}\right]$, so that

$$
\begin{equation*}
\cos \theta_{\min }=\max _{\substack{u \in U, v \in V \\|u|=|v|=1}}\left|v^{T} u\right| . \tag{2.2.3}
\end{equation*}
$$

The following properties of the minimal principal angle make it useful.

Proposition 2.2.2 (Properties of the minimal angle, see [68]). Let $\theta_{\min }$ be the minimal angle between non-zero subspaces $U, V \subseteq \mathbb{R}^{n}$, then

1. $\theta_{\min }=0$ if and only if $U \cap V \neq\{0\}$.
2. $\theta_{\min }=\frac{\pi}{2}$ if and only if $U \perp V$.
3. let $\theta_{\min }^{\perp}$ denote the minimal angle between $U^{\perp}$ and $V^{\perp}$. If $U \oplus V=\mathbb{R}^{n}$, then $\theta_{\text {min }}=\theta_{\text {min }}^{\perp}$.
4. $U$ and $V$ are complementary subspaces if and only if $P_{1}-P_{2}$ is invertible, where $P_{1}, P_{2} \in \mathbb{R}^{n \times n}$ are orthogonal projectors onto $\mathcal{R}(U), \mathcal{R}(V)$, respectively, and in this case $\sin \theta_{\min }=\sigma_{\min }\left(P_{1}-P_{2}\right)$.

The first property of the above implies that $\theta_{\text {min }}=0$ when $U \cap V \neq\{0\}$, although $U \neq V$. In fact, if $0 \leqslant \theta_{i} \leqslant \frac{\pi}{2}$, for $1 \leqslant i \leqslant \min \{\operatorname{dim} U$, $\operatorname{dim} V\}$, represent the principal angles between $U, V \subseteq \mathbb{R}^{n}$ such that $\operatorname{dim}(U \cap V)=k$, then $\theta_{i}=0$, for all $1 \leqslant i \leqslant k$, and $\theta_{k+1}>0$ if it exists. This is explained by the following.

The principal angles and vectors lead to natural subspace decompositions of $U$ and $V$. Assume that $p=\operatorname{dim} U \geqslant \operatorname{dim} V=q, k=\operatorname{dim}(U \cap V)$, and the principal angle distribution is such that $\theta_{i}=0$, for $1 \leqslant i \leqslant k, 0<\theta_{k+1} \leqslant \ldots \leqslant \theta_{k+r} \leqslant \frac{\pi}{2}$, and $\theta_{i}=\frac{\pi}{2}$, for all $k+r+1 \leqslant i \leqslant q$.

Note that $k, r \geqslant 0$, and $k+r \leqslant q$. Let us consider the set of principal vector corresponding to the set principal angles for $U$ as $U_{1}=\left[u_{1}, u_{2}, \ldots, u_{k}\right], U_{2}=$ $\left[u_{k+1}, \ldots, u_{k+r}\right], U_{3}=\left[u_{k+r+1}, \ldots, u_{q}\right]$, and the remaining basis vectors of $U$ as
$U_{4}=\left[u_{q+1}, \ldots, u_{p}\right]$. Similarly, define the set of principal vectors for $V$ as $V_{1}=U_{1}$, $V_{2}=\left[v_{k+1}, \ldots, v_{k+r}\right]$, and $V_{3}=\left[v_{k+r+1}, \ldots, v_{q}\right]$. According to Definition 2.2.1. $\mathcal{R}\left(U_{i}\right) \perp \mathcal{R}\left(U_{j}\right)$ and $\mathcal{R}\left(V_{i}\right) \perp \mathcal{R}\left(V_{j}\right)$, for $i \neq j$, thus the following orthogonal decompostion of $U$ and $V$ are obtained:

$$
\begin{aligned}
& U=\mathcal{R}\left(U_{1}\right) \oplus \mathcal{R}\left(U_{2}\right) \oplus \mathcal{R}\left(U_{3}\right) \oplus \mathcal{R}\left(U_{4}\right), \\
& V=\mathcal{R}\left(U_{1}\right) \oplus \mathcal{R}\left(V_{2}\right) \oplus \mathcal{R}\left(V_{3}\right)
\end{aligned}
$$

Also, eq. 2.2.2 implies that $\mathcal{R}\left(U_{i}\right) \perp \mathcal{R}\left(V_{j}\right)$ for $i \neq j, \mathcal{R}\left(U_{3}\right) \perp V, \mathcal{R}\left(U_{4}\right) \perp V$, and $\mathcal{R}\left(V_{3}\right) \perp U$. Let $u=\sum_{i=k+1}^{k+r} a_{i} u_{i} \in \mathcal{R}\left(U_{2}\right)$, where $a_{i} \in \mathbb{R}$, and assume that $u \perp \mathcal{R}\left(V_{2}\right)$, then $0=v_{j}^{T} u=a_{j} \cos \theta_{i}$, implying $a_{j}=0$ for all $k+1 \leqslant j \leqslant k+r$. Hence, $u=0$, therefore there is no non-trivial vector in $U_{2}$ is orthogonal to $V_{2}$. Thus, these subspaces give the following decomposition for $U+V$ and $\mathbb{R}^{n}$,

$$
\begin{aligned}
U+V & =\mathcal{R}\left(U_{1}\right) \oplus \mathcal{R}\left(U_{2}, V_{2}\right) \oplus \mathcal{R}\left(U_{3}\right) \oplus \mathcal{R}\left(U_{4}\right) \oplus \mathcal{R}\left(V_{3}\right), \\
\mathbb{R}^{n} & =\mathcal{R}\left(U_{1}\right) \oplus \mathcal{R}\left(U_{2}, V_{2}\right) \oplus \mathcal{R}\left(U_{3}\right) \oplus \mathcal{R}\left(U_{4}\right) \oplus \mathcal{R}\left(V_{3}\right) \oplus(U+V)^{\perp}
\end{aligned}
$$

Another expression is obtained from the facts that $U \cap V=\mathcal{R}\left(U_{1}\right), U \cap V^{\perp}=$ $\mathcal{R}\left(U_{3}\right) \oplus \mathcal{R}\left(U_{4}\right), U^{\perp} \cap V=\mathcal{R}\left(V_{3}\right)$, and $U^{\perp} \cap V^{\perp}=(U+V)^{\perp}$. Thus, 32] provides the following decompositions,

$$
\begin{aligned}
U & =(U \cap V) \oplus \mathcal{R}\left(U_{2}\right) \oplus\left(U \cap V^{\perp}\right) \\
V & =(U \cap V) \oplus \mathcal{R}\left(V_{2}\right) \oplus\left(U^{\perp} \cap V\right), \\
U+V & =(U \cap V) \oplus \mathcal{R}\left(U_{2}, V_{2}\right) \oplus\left(U \cap V^{\perp}\right) \oplus\left(U^{\perp} \cap V\right), \\
\mathbb{R}^{n} & =(U \cap V) \oplus \mathcal{R}\left(U_{2}, V_{2}\right) \oplus\left(U \cap V^{\perp}\right) \oplus\left(U^{\perp} \cap V\right) \oplus\left(U^{\perp} \cap V^{\perp}\right) .
\end{aligned}
$$

The above decompositions facilitate the proof of the following significant result.

Theorem 2.2.3 (See [98, 32]). Let $U, V \subseteq \mathbb{R}^{n}$ be subspaces such that $p=\operatorname{dim}(U) \geqslant$ $\operatorname{dim}(V)=q \geqslant 1$, with $k=\operatorname{dim}(U \cap V), n_{1}=\operatorname{dim}\left(U \cap V^{\perp}\right), n_{2}=\operatorname{dim}\left(U^{\perp} \cap V\right)$ and $n_{3}=\operatorname{dim}\left(U^{\perp} \cap V^{\perp}\right)$. Let $\theta_{i}$ be the principal angles between $U$ and $V$, defined by (2.2.1), and let $r$ be the number of angles $\theta_{i}$ such that $0<\theta_{i}<\frac{\pi}{2}$. If $\mathcal{P}, \mathcal{Q} \in \mathbb{R}^{n \times n}$ are orthogonal projections onto $\mathcal{R}(U), \mathcal{R}(V)$, respectively, then the following statements hold:

1. Subspaces $U$ and $V$ are in generic position, that is, $k=n_{1}=n_{2}=n_{3}=0$ if and only if $k=0, p=q=r$ and $n=2 r$.
2. $\mathcal{P}+\mathcal{Q}$ is non-singular if and only if $n_{3}=0$.
3. $\mathcal{P}-\mathcal{Q}$ is non-singular if and only if $k=n_{3}=0$.
4. $\sigma(\mathcal{P}+\mathcal{Q})=\left\{\mathbf{2}_{k}, 1 \pm \cos \left(\theta_{k+i}\right)(i=1, \ldots, r), \mathbf{1}_{n_{1}+n_{2}}, \mathbf{0}_{n_{3}}\right\}$.
5. $\sigma(\mathcal{P}-\mathcal{Q})=\left\{\mathbf{1}_{n_{1}+n_{2}}, \sin \left(\theta_{k+i}\right)_{2}(i=1, \ldots, r), \mathbf{0}_{k+n_{3}}\right\}$.

The concept of angles between subspaces of a Hilbert space is described in [26]. The Friedrichs angle between the subspaces $M$ and $N$ of a Hilbert space $H$ is the angle $a(M, N)$ in $\left[0, \frac{\pi}{2}\right]$ whose cosine is given by

$$
c(M, N)=\sup \left\{|(x, y)|\left\|x \in M \cap(M \cap N)^{\perp},\right\| y\left\|\leqslant 1, y \in N \cap(M \cap N)^{\perp},\right\| y \| \leqslant 1\right\},
$$

and the minimal angle between the subspaces $M$ and $N$ is the angle $a_{0}(M, N)$ in $\left[0, \frac{\pi}{2}\right]$ whose cosine is defined by

$$
c_{0}(M, N)=\sup \{\mid(x, y)\|x \in M,\| x\|\leqslant 1, y \in N,\| y \| \leqslant 1\} .
$$

The two definitions are different except for the case $M \cap N=\{0\}$ when they clearly agree. A notable property of the Friedrichs angle is $c(M, N)<1$ or $a>0$ if and only
if $M+N$ is closed. In this thesis, we work in finite dimensions, thus the following definition of the Friedrichs angle is used.

Definition 2.2.4. (Friedrichs angle, see [26]) The angle $\theta_{F} \in\left(0, \frac{\pi}{2}\right]$ between subspaces $U, V \subseteq \mathbb{R}^{n}$, whose cosine is defined by

$$
\cos \theta_{F}:=\sup \left\{|\langle x, y\rangle|\left|x \in U \cap(U \cap V)^{\perp},|x| \leqslant 1, y \in V \cap(U \cap V)^{\perp},|y| \leqslant 1\right\},\right.
$$

is called the Friedrichs angle.

The following is a short list of properties of the Friedrichs angle, which will be used later to prove some results in this thesis.

Proposition 2.2.5 (Properties of Friedrichs angle, see [31]). Let $U, V \subseteq \mathbb{R}^{n}$ be subspaces, as defined in Theorem 2.2.3. Let $\mathcal{P}, \mathcal{Q}$ be orthogonal projections onto $U$ and $V$, respectively, and let $\theta_{F}$ denote the Friedrichs angle between subspaces $U$ and $V$, then the following results hold.

1. $\theta_{F}=\theta_{1}\left(U \cap(U \cap V)^{\perp}, V \cap(U \cap V)^{\perp}\right)$.
2. $\theta_{F}=\theta_{1}(U, V)$ if and only if $U \cap V=\{0\}$.
3. $\theta_{F}=\theta_{1}\left(U, V \cap(U \cap V)^{\perp}\right)=\theta_{1}\left(U \cap(U \cap V)^{\perp}, V\right)$.
4. $\cos \theta_{F}=\left\|\mathcal{P} \mathcal{Q}-\mathcal{P}_{U \cap V}\right\|$.
5. $\theta_{F}=\theta_{k+1}(U, V)$, whenver $\theta_{k+1}$ exists.

See [26, p. 110] for the first four properties of the above Proposition. A proof of Property 4 is also provided in [20, p. 1430], which along with $\left\|\mathcal{P} \mathcal{Q}-\mathcal{P}_{U \cap V}\right\|=\cos \theta_{k+1}$, proved in [32, p. 245], implies Property 5. Several more interesting results on the Friedrichs angle are stated in [31, p. 242].

We would like to emphasize that Property 5 is often missed in the standard references. Another simple proof for which can also be derived from [20], it mentions on Page 1129 that $\cos \theta_{F}=\sqrt{1-\lambda_{\min }(H)}$. Moreover, Page 1419 defines $\lambda_{\min }(H)=: \sin ^{2}\left(\alpha_{1}\right)$, furthermore $\alpha_{1}=\theta_{k+1}$, as seen on Page 1142. Therefore, $\cos \theta_{F}=\sqrt{1-\sin ^{2} \theta_{k+1}}=\cos \theta_{k+1}$, hence the result. Note that, in this proof we have adapted the notations from the paper to facilitate easier understanding.

### 2.3 Orthogonal polynomials

Orthogonal polynomials play the role of building blocks in designing spectral methods, so it is necessary to discuss them. Given an open interval $I:=(a, b)$, where $-\infty \leqslant a<b \leqslant \infty$, and a weight function $\omega$ such that $\omega(x)>0$, for all $x \in I$ and $\omega \in L^{1}(I)$, two functions $f$ and $g$ are said to be orthogonal to each other in $L_{\omega}^{2}(a, b)$ or orthogonal with respect to $\omega$ if $\int_{a}^{b} f(x) g(x) \omega(x) d x=0$. An algebraic polynomial of degree $n$ is denoted by $p_{n}(x)=c_{n} x^{n}+c_{n-1} x^{n-1}+\ldots+c_{1} x+c_{0}$, where $\left\{c_{i}\right\}$ are real constants, and $c_{n} \neq 0$ is the leading coefficient of $p_{n}$. A sequence of polynomials $\left\{p_{n}\right\}_{n=0}^{\infty}$ with $\operatorname{deg}\left(p_{n}\right)=n$ is said to be orthogonal if

$$
\int_{a}^{b} p_{n}(x) p_{m}(x) \omega(x) d x=\delta_{m n} \gamma_{n}
$$

where $\gamma_{n}=\int_{a}^{b} p_{n}^{2}(x) \omega(x) d x$ is nonzero, and $\delta_{m n}$ is the Kronecker delta.
The most widely used orthogonal polynomials are the classical orthogonal polynomials. They consist of Jacobi for finite interval or $-\infty<a, b<\infty$, Hermite for infinite interval or $a=-\infty$ and $b=\infty$, and Laguerre polynomials for semi-infinite intervals. As we are dealing with finite intervals in this thesis, we elaborate the foremost.

The Jacobi polynomials, denoted by $J_{n}^{\alpha, \beta}(x)$, are orthogonal with respect to the

Jacobi weight function $\omega^{\alpha, \beta}(x):=(1-x)^{\alpha}(1+x)^{\beta}$ over $I:=(-1,1)$, so that

$$
\int_{a}^{b} J_{n}^{\alpha, \beta}(x) J_{m}^{\alpha, \beta}(x) \omega^{\alpha, \beta}(x) d x=\delta_{m n} \gamma_{n}^{\alpha, \beta}
$$

where $\gamma_{n}^{\alpha, \beta}=\int_{a}^{b}\left(J_{n}^{\alpha, \beta}(x)\right)^{2} \omega^{\alpha, \beta}(x) d x$. The weight function $\omega^{\alpha, \beta}$ belongs to $L^{1}(I)$ if and only if $\alpha, \beta>-1$, thus it is assumed throughout. The Jacobi polynomial $J_{n}^{\alpha, \beta}$ is a solution of the second order linear homogeneous differential equation

$$
\left(1-x^{2}\right) y^{\prime \prime}+(\beta-\alpha-(\alpha+\beta+2) x) y^{\prime}+n(n+\alpha+\beta+1) y=0 .
$$

Also, the square of its norm, that is, $\gamma_{n}^{\alpha, \beta}$ is given as follows

$$
\gamma_{n}^{\alpha, \beta}=\frac{2^{\alpha+\beta+1}}{2 n+\alpha+\beta+1} \frac{\Gamma(n+\alpha+1) \Gamma(n+\beta+1)}{\Gamma(n+\alpha+\beta+1) n!}
$$

The polynomials have the symmetry relation $J_{n}^{(\alpha, \beta)}(-z)=(-1)^{n} J_{n}^{(\beta, \alpha)}(z)$; thus the terminal values are $J_{n}^{(\alpha, \beta)}(1)=\binom{n+\alpha}{n}$ and $J_{n}^{(\alpha, \beta)}(-1)=(-1)^{n}\binom{n+\beta}{n}$.

When $\alpha=\beta=0$, the Jacobi polynomials $J_{n}^{0,0}(x)$ are called Legendre polynomials and are denoted by $L_{n}(x)$, for all $n \geqslant 0$. Thus, they are polynomials defined as an orthogonal system with respect to the weight function $\omega(x)=1$ over the interval $[-1,1]$. That is, $L_{n}(x)$ is a polynomial of degree $n$, such that

$$
\int_{-1}^{1} L_{m}(x) L_{n}(x) d x=\frac{2}{2 n+1} \delta_{m n} .
$$

Patently, the Legendre polynomials have definite parity. That is, they are even or odd, according to $L_{n}(-x)=(-1)^{n} L_{n}(x)$. Also, $L_{n}(1)=1$ and $L_{n}(-1)=(-1)^{n}$. Another useful property is that they have zero average for all $n \geqslant 1$, that is,

$$
\int_{-1}^{1} L_{n}(x) d x=0 \text { for } n \geqslant 1
$$

which follows from considering the orthogonality relation with $L_{0}(x)=1$.
For $\alpha=\beta=-\frac{1}{2}$, the Jacobi polynomials, $J_{n}^{-\frac{1}{2},-\frac{1}{2}}(x)$, are called Chebyshev polynomials and are denoted by $T_{n}(x)$, for $n \geqslant 0$. Thus, they are polynomials defined as an orthogonal system with respect to the weight function $\omega(x)=\frac{1}{\sqrt{1-x^{2}}}$ over the interval $(-1,1)$. That is, $T_{n}(x)$ is a polynomial of degree $n$, such that

$$
\int_{-1}^{1} T_{n}(x) T_{m}(x) \frac{\mathrm{d} x}{\sqrt{1-x^{2}}}= \begin{cases}0 & \text { if } n \neq m \\ \pi & \text { if } n=m=0 \\ \frac{\pi}{2} & \text { if } n=m \neq 0\end{cases}
$$

They also satisfy the properties, $T_{n}(-x)=(-1)^{n} T_{n}(x), T_{n}(1)=1$, and $T_{n}(-1)=$ $(-1)^{n}$, for $n \geqslant 0$.

One of the most significant applications of orthogonal polynomials is approximation of analytic functions. Consider the set $\left\{\phi_{n}(x)\right\}_{n=0}^{\infty}$ of orthogonal polynomials on $(-1,1)$, so that $\phi_{n}(x)$ is of degree $n$. Let $u$ be an analytic function on $(-1,1)$, then

$$
u(x)=\sum_{k=0}^{\infty} u_{k} \phi_{k}(x) .
$$

The above expression of $u(x)$ in terms of the orthogonal basis polynomials is the fundamental result for spectral methods for solving PDEs numerically. In practice, it is undesirable to deal with an infinite number of modes $u_{k}$, thus an approximate $u(x)$ is considered. Such an approximation for $u$ is given by its truncated series, given as $\Pi_{n} u(x)=\sum_{k=0}^{n} u_{k} \phi_{k}(x)$, which is a polynomial of degree $n$. This technique of considering a finite number of terms from the series expression for $u(x)$, is called as truncation. Many types of spectral methods, such as spectral coefficient, spectral Galerkin, ultraspherical spectral methods, etc., use this technique.

Another technique of approximating an analytic function in terms of a polynomial of degree $n$ is called interpolation. For any analytic function $u(x)$ in $(-1,1)$, denote
the interpolant of $u$ by $\mathcal{I}_{n} u$, which is defined as the unique polynomial of degree $n$ such that $\left(\mathcal{I}_{n} u\right)\left(x_{j}\right)=u\left(x_{j}\right)$, where $x_{j} \in(-1,1)$ for $0 \leqslant j \leqslant n$. By uniqueness of an interpolating polynomial, a convenient expression is the Lagrange interpolating polynomial of $u$ on the nodes $x_{j}, 0 \leqslant j \leqslant n$. That is, $\left(\mathcal{I}_{n} u\right)(x)=\sum_{j=0}^{n} u\left(x_{j}\right) \ell_{j}(x)$, where $\ell_{j}(x)=\prod_{\substack{k=0 \\ k \neq j}}^{n} \frac{\left(x-x_{k}\right)}{\left(x_{j}-x_{k}\right)}$, for $0 \leqslant j \leqslant n$. This unique polynomial can also be derived in terms of classical orthogonal polynomials, such as in [64, p. 249], Legendre interpolant is alternatively defined as $\mathcal{I}_{n} u(x)=\sum_{k=0}^{n} \tilde{u}_{k} L_{k}(x)$, with $\tilde{u}_{k}=\tau_{k}\left[u, L_{k}\right]_{m}$, where $\tau_{k}=k+0.5$ for $0 \leqslant k \leqslant n-1$ and $\tau_{n}=0.5 n$. Also, $[\cdot, \cdot]_{n}$ represent the discrete $L^{2}$ inner product. Similarly, an expression for the Chebyshev interpolant of $u$ is obtained in [64, p. 258].

Theorem 2.3.1 (Error in approximation, see [64]). Let $u$ be an analytic function in $(-1,1), c$ and $C$ be some positive constants, then the following are simplified forms for the stated errors:

1. the Legendre truncation error is given as $\left\|u-\Pi_{n} u\right\|_{0} \leqslant c e^{-C n}$.
2. the Legendre interpolation error is given as $\left\|u-\mathcal{I}_{n} u\right\|_{0} \leqslant c e^{-C n}$
3. the Chebyshev truncation error is given as $\left\|u-\Pi_{n} u\right\|_{0, \omega} \leqslant c e^{-C n}$
4. the Chebyshev interpolation error is given as $\left\|u-\mathcal{I}_{n} u\right\|_{0, \omega} \leqslant c e^{-C n}$.

An excellent collection of recent applications of orthogonal polynomial is provided in [73].

### 2.4 Spectral methods

Spectral method is a fairly common term which may refer to various types of methods, but we refer to the ones that solve partial differential equations (PDEs) numerically.

Some well known classes of methods for solving PDEs include finite difference methods and finite elements methods (FEM), but the fastest converging methods belong to the class of spectral methods. They are quite similar to the FEM, both of them are based on approximating solutions by certain basis functions. They differ from each other in that FEM uses local basis functions, i.e., with a smaller support than the entire domain, whereas spectral methods use global basis functions living on the entire domain. If the solution is analytic, then spectral method converges exponentially quickly, which is called spectral convergence.

A considerable body of literature on spectral methods exists, including [64, 74, 80, 95, 94, 36. A major drawback is that spectral methods are more difficult to apply on non-regular domains, whereas FEM is quite flexible and widely used in engineering and many other scientific studies. Progress is being made in recent years to incorporate spectral methods to a more general setting, such as problems with solutions containing discontinuities or on a more general domain. In general, the matrices arising from finite difference and finite element methods are sparse, whereas classical spectral methods lead to dense and ill-conditioned matrices. We continue by describing two well-known classifications of spectral methods, by considering a basic example of solving a Poisson problem given as follows:

$$
\begin{aligned}
-u^{\prime \prime}(x) & =f(x), \quad x \in(-1,1) \\
u( \pm 1) & =0
\end{aligned}
$$

### 2.4.1 Spectral Galerkin methods

For $0 \leqslant j \leqslant N-2$, define the basis functions $\phi_{j}=\frac{1}{\sqrt{4 j+6}}\left(L_{j}-L_{j+2}\right)$. Since $L_{j}( \pm 1)=( \pm 1)^{j}$, these basis functions satisfy the boundary conditions. Define the Galerkin subspace $V_{h}=\operatorname{span}\left\{\phi_{j}(x), 0 \leqslant j \leqslant N-2\right\}$, where $\left\{\phi_{j}\right\}_{j=0}^{\infty}$ is an $L^{2}$ -
orthonormal basis. The Galerkin solution is defined as

$$
u_{h}=\sum_{j=0}^{N-2} u_{j} \phi_{j}(x)
$$

so that it satisfies the following Galerkin equations arising from the weak form of the Poisson problem,

$$
\begin{aligned}
\sum_{i=0}^{N-2} u_{i} \int_{-1}^{1} \phi_{i}^{\prime}(x) \phi_{j}^{\prime}(x) d x & =\int_{-1}^{1} f(x) \phi_{j}(x) d x, \quad j=0, \ldots, n-2 \\
u_{j} & =\int_{-1}^{1} f(x) \phi_{j}(x) d x
\end{aligned}
$$

where the last equality is obtained by using the recurrence relation, for all $j \geqslant 0$, $L_{j+1}=\frac{1}{(2 j+3)}\left(L_{j+2}^{\prime}-L_{j}^{\prime}\right)$. Thus, yielding the approximate solution $u_{h}$. See [64], for a proof of convergence which states that if the exact solution $u \in H_{0}^{1}(-1,1) \cap H^{s}(-1,1)$ then $\left\|u-u_{h}\right\|_{0} \leqslant n^{-s}\|u\|_{s}, s \geqslant 1$.

### 2.4.2 Spectral collocation methods

For $0 \leqslant j \leqslant N$, let $x_{j}$ denote the Legendre Gauss-Lobatto nodes, which are the zeros of $\left(1-x^{2}\right) L_{N}^{\prime}(x)$ written in ascending order, i.e., $-1=x_{0} \leqslant x_{1} \leqslant \ldots \leqslant x_{N}=1$. Define the Lagrange basis functions $\ell_{j}(x) \in P_{N}$, where $\ell_{j}(x)=\prod_{\substack{k=0 \\ k \neq j}}^{N} \frac{\left(x-x_{k}\right)}{\left(x_{j}-x_{k}\right)}$, for all $0 \leqslant j \leqslant N$. Furthermore, consider the approximate solution

$$
u_{h}=\sum_{i=0}^{N} u_{i} \ell_{i}(x) .
$$

Since $\ell_{i}\left(x_{j}\right)=\delta_{i j}$, it follows that $u_{j}=u\left(x_{j}\right)$, for all $0 \leqslant j \leqslant N$. Thus, $u( \pm 1)=0$ gives $u_{0}=u_{N}=0$. For the remaining samples, the Poisson equation collocated at
$x=x_{j}$ leads to the following

$$
-u^{\prime \prime}\left(x_{j}\right)=f\left(x_{j}\right), \quad 1 \leqslant j \leqslant N-1 .
$$

Define $D_{h}$ to be a $(N+1) \times(N+1)$ matrix, so that $d_{i j}=\ell_{j}^{\prime}\left(x_{i}\right)$, for $0 \leqslant i, j \leqslant N$, also known as the pseudospectral Legendre Gauss-Lobatto derivative matrix, then [64] the above equation can be written as the following linear system

$$
-\llbracket D_{h}^{2} \rrbracket \mathbf{u}_{h}=\mathbf{f}_{h},
$$

where $\mathbf{u}_{h}=\left[u\left(x_{1}\right) ; u\left(x_{2}\right) ; \ldots ; u\left(x_{N-1}\right)\right]$ and $\mathbf{f}_{h}=\left[f\left(x_{1}\right) ; f\left(x_{2}\right) ; \ldots ; f\left(x_{N-1}\right)\right]$. Also, [64, p. 267] states that if $u \in H_{0}^{1}(-1,1) \cap H^{s}(-1,1)$, then for any positive integer $N,\left\|u-u_{h}\right\|_{0} \leqslant c n^{-s}\|u\|_{s}, s \geqslant 1$. Therefore, proving a super-algebraic decay in error and implying spectral convergence.

There are several other spectral methods originating by incorporating various properties of orthogonal polynomials.

## 3

## The Stokes problem

The Stokes equations are a linearized version of the Navier-Stokes equations and model incompressible viscous fluid flow with low Reynold's number. Several spectral methods, exhibiting exponential decay in error when the solution is analytic, are known to solve the steady-state Stokes problem numerically. A common strategy to solve such a problem in the time-dependent case involves extending the spectral scheme in spatial derivatives by implementing a low-order finite difference scheme for the time derivatives. We implement and analyze a space-time spectral method for the Stokes problem, which converges exponentially in both space and time. This numerical scheme imposes spectral collocation in time and the $P_{N}-P_{N-2}$ spectral Galerkin scheme in space by using a recombined Legendre polynomial basis, resulting in a global spectral operator that is a saddle point matrix. The main objectives of the research are estimating the condition number of the global spectral operators and proving the spectral convergence of this scheme in space and time. The analysis is not quite complete because two of the estimates are based on numerical evidence. However, some intermediate results, such as the 2-norm of the pseudospectral Chebyshev derivative matrix as well as condition number of the mass matrix and discrete Laplacian for a recombined Legendre basis, are proved to obtain the aforementioned
findings. Numerical experiments of this scheme verify the theoretical results.

### 3.1 Introduction

One of the topics investigated extensively in fluid dynamics is devising numerical schemes to solve the Stokes problem. The type of flow for which Reynold's number is low, say $R_{e} \ll 1$, i.e., the fluid velocity is extremely small, or the viscosity is very large, or an infinitesimal length scale is considered, is called the Stokes flow (or creeping flow). This type of flow is evident in many cases, such as swimming of a microorganism, flow of lava, flow of polymers, etc. The equations of motion for Stokes flow are called the Stokes equations, which along with suitable boundary and initial conditions are termed as the Stokes problem. In steady state, that is, independent of time, it is given as

$$
\begin{align*}
-\Delta \mathbf{u}+\nabla p & =f \text { in } \Omega:=(-1,1)^{2} \\
\nabla \cdot \mathbf{u} & =0 \text { in } \Omega  \tag{3.1.1}\\
\mathbf{u} & =0 \text { on } \partial \Omega
\end{align*}
$$

where velocity field and pressure are denoted by $\mathbf{u}=[u ; v] \in V:=\left(H_{0}^{1}(\Omega)\right)^{2}$ and $p \in L_{0}^{2}(\Omega):=\left\{q \in L^{2}(\Omega) \mid \int_{\Omega} q=0\right\}$, respectively. It is defined in unsteady state as

$$
\begin{align*}
\mathbf{u}_{t}-\Delta \mathbf{u}+\nabla p & =f \text { in } \Omega_{t}:=\Omega \times(-1,1), \\
\nabla \cdot \mathbf{u} & =0 \text { in } \Omega_{t}  \tag{3.1.2}\\
\mathbf{u} & =0 \text { on } \partial \Omega \times(-1,1), \\
\mathbf{u}(x, y,-1) & =\mathbf{u}_{0}(x, y) \text { in } \Omega
\end{align*}
$$

where $\mathbf{u}(\cdot, t) \in\left(H_{0}^{1}(\Omega)\right)^{2}, p(\cdot, t) \in L_{0}^{2}(\Omega)$, and $\mathbf{u}_{0} \in\left(H_{0}^{1}(\Omega)\right)^{2}$.
In [12], the authors describe three spectral methods for solving the Stokes prob-
lem. The first method is called single grid scheme, a collocation type using the same degree of polynomials for velocity and pressure; however, it provides spurious modes for pressure and, hence, is not used. The second method, the $P_{N}-P_{N-2}$ scheme, is a mixed spectral Galerkin scheme that uses polynomials of degree $N$ for velocity and $N-2$ for pressure. The third one, the staggered grid scheme, is a spectral collocation method that uses staggered grids for velocity and pressure. In this research work, the last two methods will be applied. For all three methods, the inf-sup condition is not bounded independently of the discretization parameter of the scheme that decreases the accuracy of the error for pressure, which has been improved in [13 by proposing smaller discrete spaces for pressure.

In the past few years, space-time spectral methods, exhibiting spectral convergence in both space and time, are being used to solve time-dependent PDEs. A set practice was to implement a low-order finite difference approximation of the time derivative, which does not give spectral convergence for the whole scheme due to the dominance of the time discretization error. See [62, 39] for such schemes for linear PDEs, [69, 93, 19, 7, 18] and the references therein for problems related to the Stokes problem. Growing appeals for faster convergence in time generated this class of space-time spectral methods, some references for which are [47, 77, 87, 38, 81, 89, 88, 90, 91, 63, 101, 100]. A space-time spectral collocation method given in [92] was analyzed in [65] and [66] for Legendre and Chebyshev polynomials, respectively, based on which schemes for some linear PDEs were analyzed in [67], which serves as the motivation for this paper.

The aim of this work is to perform a condition number estimate for spectral method for the steady Stokes equations, and propose and analyze a space-time spectral method for the Stokes problem based upon an $P_{N}-P_{N-2}$ scheme; Stokes equations are more difficult to handle because it is a system of PDEs possessing different spaces for velocity and pressure. Thus, it requires the analysis for various terms ap-
pearing in the discrete problem, which includes proving condition number estimates for stiffness matrix, mass matrix and discrete Laplacian for a recombined Legendre basis derived in [79]. We also prove an estimate for the maximum singular value or the 2-norm for the Chebyshev-Gauss-Lobatto pseudospectral derivative matrix. This matrix is non-symmetric with an indefinite symmetric part, which makes the analysis more challenging. We believe our analysis of spectral convergence of the unsteady Stokes equations is new. We have also laid the ground work for a condition number estimate of the global space-time operator. A shortcoming of using this scheme is that it does not allow time stepping, the unknowns for all time need to be solved simultaneously. However, far fewer number of unknowns are required in comparison to finite difference discretizations in time. The results of the numerical experiments found clear support for the spectral convergence for these schemes for less than 20 spectral modes in each dimension.

This chapter is structured as follows. In Section 3.2, we define the notations being used in this chapter, define the spatial basis, and derive Proposition 3.2.4. In Section 3.3, we implement the $P_{N}-P_{N-2}$ scheme by using a recombined Legendre polynomial basis for the steady Stokes problem and prove the condition number estimates for the scheme in Sections 3.3.1 and 3.3.2, respectively. We extend the $P_{N}-P_{N-2}$ scheme to the unsteady Stokes problem by using the Chebyshev GaussLobatto collocation in time in Section 3.4.1. Moreover, in Sections 3.4.2 and 3.4.3. we respectively prove the condition number estimates and spectral convergence in space and time.

### 3.2 Notations and fundamentals

We begin by summarizing some of the notations. Throughout this chapter, the discretization parameter is denoted by $N$, besides $c$ and $C$ denote some positive
constants independent of $N$. For an $n \times n$ matrix $M$, let $M$ ] denote the $n \times(n-1)$ matrix obtained from $M$ by deleting the first column, [ $M$ denote the $(n-1) \times n$ matrix obtained from $M$ by deleting the first row, $[M]$ denote the $(n-1) \times(n-1)$ matrix obtained from $M$ by deleting the first column and row, and $\llbracket M \rrbracket$ denote the $(n-2) \times(n-2)$ matrix obtained from $M$ by deleting the first and last columns and rows. The spectrum of $M$ is denoted by $\Lambda(M)$.

Let $P_{N}$ be the space of polynomials of degree less than or equal to $N$, and $P_{N}^{0}$ denote the polynomials in $P_{N}$ that vanish at the end points $x= \pm 1$. Let $\mathbb{P}_{n_{1}, n_{2}}$ be the space of polynomials of degree less than equal to $n_{1}, n_{2}$ for $x, y$ dimensions, receptively and $\mathbb{P}_{n_{1}, n_{2}}^{0}=\mathbb{P}_{n_{1}, n_{2}} \cap V$, i.e., they vanish on $\partial \Omega$. Let $\mathbb{P}_{n_{1}, n_{2}, m}$ be the space of polynomials of degree less than equal to $n_{1}, n_{2}$ for $x, y$ dimensions and degree less than equal to $m$ in time. Moreover, define $\mathbb{P}_{n_{1}, n_{2}, m}^{0}$ as the polynomials in $\mathbb{P}_{n_{1}, n_{2}, m}$ that vanish on the boundary of the spatial domain $\Omega$.

The norm of $p \in L_{0}^{2}(\Omega)$ is given as,

$$
\|p\|_{0}=\left[\int_{\Omega}|p|^{2}\right]^{\frac{1}{2}}
$$

and the inner product on the space $L_{0}^{2}(\Omega)$ is defined to be the same as that for $L^{2}(\Omega)$, which is defined as

$$
(f, g)=\int_{\Omega} f(x) g(x) d x, \quad f, g \in L^{2}(\Omega)
$$

Finally, for our convenience we define the square of 2-norm of Legendre polynomials $L_{N}$ of degree $N$, as $\gamma_{N}=\frac{2}{2 N+1}$.

Now, we are ready to present some definitions that are the core of the spectral methods for the Stokes problem. The following definitions are given in [80, p. 145146]. The first one defines the spatial basis for velocities.

Definition 3.2.1 (Recombined Legendre functions, see [80]). For some $i \in \mathbb{N} \cup\{0\}$,
define the recombined Legendre functions satisfying homogeneous Dirichlet boundary condition as

$$
\phi_{i}(x):=L_{i}(x)-L_{i+2}(x), \quad x \in[-1,1] .
$$

Therefore, $\phi_{i}( \pm 1)=0$ implying $\phi_{i} \in P_{i+2}^{0}$.

Definition 3.2.2 (Stiffness Matrix, see [80]). The stiffness matrix, denoted by $S$, for the recombined Legendre basis functions $\phi_{i}$, is defined as

$$
s_{j k}:=-\int_{-1}^{1} \phi_{k}^{\prime \prime}(x) \phi_{j}(x) d x
$$

It is a diagonal matrix with entries given as follows,

$$
\begin{equation*}
s_{k k}=(4 k+6) \tag{3.2.1}
\end{equation*}
$$

Definition 3.2.3 (Mass Matrix, see [80]). The mass matrix, denoted by $M$, for the recombined Legendre basis functions $\phi_{i}$, is defined as

$$
m_{j k}=\int_{-1}^{1} \phi_{j}(x) \phi_{k}(x) d x
$$

It is a symmetric pentadiagonal matrix whose non-zero elements are given as follows,

$$
m_{j k}= \begin{cases}\frac{2}{2 k+1}+\frac{2}{2 k+5}, & j=k  \tag{3.2.2}\\ -\frac{2}{2 k+5}, & j=k+2\end{cases}
$$

Finally, we derive the following result for assistance in analysis performed in the next sections.

Proposition 3.2.4. The matrix $R$, defined by $r_{m i}:=\int_{-1}^{1} L_{i}(x) \phi_{m}^{\prime}(x) d x$, and the
matrix $Q$ defined by $q_{n j}:=\int_{-1}^{1} L_{j}(x) \phi_{n}(x) d x$, satisfy

$$
r_{m, m+1}=-2, \quad q_{n j}= \begin{cases}\gamma_{n}, & j=n \\ -\gamma_{n+2}, & j=n+2\end{cases}
$$

where $\gamma_{i}=\left\|L_{i}\right\|_{0}^{2}=\frac{2}{2 i+1}$ for $i=0,1, \ldots$.
Proof. Since $\phi_{m}=L_{m}-L_{m+2}$,

$$
r_{m i}=\int_{-1}^{1} L_{i}(x) \phi_{m}^{\prime}(x) d x=\int_{-1}^{1} L_{i}(x)\left(L_{m}^{\prime}(x)-L_{m+2}^{\prime}(x)\right) d x
$$

Using the recurrence relation,

$$
(2 n+1) L_{n}(x)=L_{n+1}^{\prime}(x)-L_{n-1}^{\prime}(x), \quad n \in \mathbb{N},
$$

the expression for $r_{m i}$ becomes,

$$
r_{m i}=-(2 m+3) \int_{-1}^{1} L_{i}(x) L_{m+1}(x) d x=-(2 m+3) \frac{2 \delta_{i, m+1}}{2 m+3} .
$$

Similarly,

$$
q_{n j}=\int_{-1}^{1} L_{j}(x)\left(L_{n}(x)-L_{n+2}(x)\right) d x=\delta_{j, n} \gamma_{n}-\delta_{j, n+2} \gamma_{n+2}
$$

### 3.3 Steady state

The Stokes problem in steady state is given by (3.1.1), which on further simplification is expressed as:

$$
\begin{gather*}
-\Delta u+p_{x}=f_{1} \text { in } \Omega  \tag{3.3.1a}\\
-\Delta v+p_{y}=f_{2} \text { in } \Omega  \tag{3.3.1b}\\
u_{x}+v_{y}=0 \text { in } \Omega  \tag{3.3.1c}\\
u=0, v=0 \text { on } \partial \Omega . \tag{3.3.1d}
\end{gather*}
$$

### 3.3.1 Discretization

We implement the $P_{N}-P_{N-2}$ scheme (a mixed spectral Galerkin scheme) described in [12], by defining an approximation for variables as follows:

$$
\begin{aligned}
& u(x, y)=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j} \phi_{i}(x) \phi_{j}(y) \in \mathbb{P}_{N, N}^{0}, \\
& v(x, y)=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} v_{i j} \phi_{i}(x) \phi_{j}(y) \in \mathbb{P}_{N, N}^{0}, \\
& p(x, y)=\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\
i+j>0}}^{N-2} p_{i j} L_{i}(x) L_{j}(y) \in \mathbb{P}_{N-2, N-2} \cap L_{0}^{2}(\Omega),
\end{aligned}
$$

so that $\int_{\Omega} p=0$, i.e., it has zero average, since $\int_{-1}^{1} L_{i}(x) d x=0$ for all $i \in \mathbb{N}$ and $L_{0}(x)=1$ thus $p_{00}$ is considered to be zero. Moreover, it is essential to implement this condition as (3.1.1) states that $p \in L_{0}^{2}(\Omega)$.

Define $\vartheta=(N-1)^{2}$, the number of unknowns for $u$ and $v$ each, and $\wp=$ $(N-1)^{2}-1$, the number of unknowns for $p$. The total number of unknowns in the discrete Stokes equations are $2 \vartheta+\wp=3(N-1)^{2}-1$.

Define the discrete unknowns as $u_{h}=\left[u_{00} ; u_{10} ; \ldots ; u_{N-2,0} ; u_{01} ; \ldots ; u_{N-2, N-2}\right] \in$ $\mathbb{R}^{\vartheta \times 1}$, similarly define $v_{h} \in \mathbb{R}^{\vartheta \times 1}$, and $p_{h}=\left[p_{10} ; p_{20} ; \ldots ; p_{N-2,0} ; p_{01} ; \ldots ; p_{N-2, N-2}\right] \in$
$\mathbb{R}^{\wp \times 1}$. Given the function $f_{k}(x, y)$ analytic in $\Omega$, a forward discrete Legendre transform implies,

$$
f_{k}(x, y) \approx \tilde{f}_{k}(x, y)=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} f_{i j}^{k} L_{i}(x) L_{j}(y), \quad k=1,2 .
$$

Define $F_{k}=\left[f_{00}^{k} ; f_{10}^{k} ; \ldots ; f_{N-2,0}^{k} ; f_{01}^{k} ; \ldots ; f_{N-2, N-2}^{k}\right] \in \mathbb{R}^{\vartheta \times 1}$, for $k=1,2$.
Consider (3.3.1a), then its weak form for $0 \leqslant m, n \leqslant N-2$, is given as follows

$$
\begin{equation*}
\left(-\Delta u+p_{x}, \phi_{m}(x) \phi_{n}(y)\right)=\left(f_{1}, \phi_{m}(x) \phi_{n}(y)\right) \tag{3.3.2}
\end{equation*}
$$

Let us simplify the left hand side (LHS) of the above equation as follows,

$$
\begin{aligned}
& \left(-\Delta u, \phi_{m}(x) \phi_{n}(y)\right)-\left(p, \phi_{m}^{\prime}(x) \phi_{n}(y)\right) \\
& =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}\left(-\phi_{i}^{\prime \prime}(x) \phi_{j}(y)-\phi_{i}(x) \phi_{j}^{\prime \prime}(y), \phi_{m}(x) \phi_{n}(y)\right) \\
& \quad-\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} p_{i j}\left(L_{i}(x) L_{j}(y), \phi_{m}^{\prime}(x) \phi_{n}(y)\right) \\
& =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}\left(\int_{-1}^{1}-\phi_{i}^{\prime \prime}(x) \phi_{m}(x) d x \int_{-1}^{1} \phi_{j}(y) \phi_{n}(y) d y+\int_{-1}^{1} \phi_{i}(x) \phi_{m}(x) d x \int_{-1}^{1}-\phi_{j}^{\prime \prime}(y) \phi_{n}(y) d y\right) \\
& \quad-\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} p_{i j} \int_{-1}^{1} L_{i}(x) \phi_{m}^{\prime}(x) d x \int_{-1}^{1} L_{j}(y) \phi_{n}(y) d y \\
& =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}\left(s_{m i} m_{n j}+m_{m i} s_{n j}\right)-\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\
i+j>0}}^{N-2} p_{i j} r_{m i} q_{n j} .
\end{aligned}
$$

The matrix form of the LHS of $(3.3 .2)$, for all $0 \leqslant m, n \leqslant N-2$, becomes

$$
\left.(M \otimes S+S \otimes M) u_{h}-(Q \otimes R)\right] p_{h}
$$

where $S=\left[s_{i j}\right], M=\left[m_{i j}\right], Q=\left[q_{i j}\right]$, and $R=\left[r_{i j}\right]$, for $0 \leqslant i, j \leqslant N-2$. Also, the

RHS of $(3.3 .2)$ is approximated by $\tilde{f}_{1}$ as follows

$$
\begin{aligned}
& \sum_{i=0}^{N-2} \sum_{j=0}^{N-2} f_{i j}^{k}\left(L_{i}(x) L_{j}(y), \phi_{m}(x) \phi_{n}(y)\right) \\
& =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} f_{i j}^{k} \int_{-1}^{1} L_{i}(x) \phi_{m}(x) d x \int_{-1}^{1} L_{j}(y) \phi_{n}(y) d y \\
& =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} f_{i j}^{k} q_{m i} q_{n j} .
\end{aligned}
$$

Thus, the matrix form the RHS of (3.3.2), for all $0 \leqslant m, n \leqslant N-2$, becomes

$$
(Q \otimes Q) F_{k}
$$

Therefore, the equation (3.3.1a implies

$$
\begin{equation*}
\left.(M \otimes S+S \otimes M) u_{h}-(Q \otimes R)\right] p_{h}=(Q \otimes Q) F_{1} \tag{3.3.3}
\end{equation*}
$$

Similarly, the equation 3.3.1b implies

$$
\begin{equation*}
\left.(M \otimes S+S \otimes M) v_{h}-(R \otimes Q)\right] p_{h}=(Q \otimes Q) F_{2} \tag{3.3.4}
\end{equation*}
$$

Finally, the weak form of (3.3.1c), for $0 \leqslant m, n \leqslant N-2$ and $m+n>0$, is given as

$$
\begin{aligned}
0= & \left(u_{x}+v_{y}, L_{m}(x) L_{n}(y)\right)=\left(u_{x}, L_{m}(x) L_{n}(y)\right)+\left(v_{y}, L_{m}(x) L_{n}(y)\right) \\
= & \sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}\left(\phi_{i}^{\prime}(x) \phi_{j}(y), L_{m}(x) L_{n}(y)\right)+\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} v_{i j}\left(\phi_{i}(x) \phi_{j}^{\prime}(y), L_{m}(x) L_{n}(y)\right) \\
= & \sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j} \int_{-1}^{1} \phi_{i}^{\prime}(x) L_{m}(x) d x \int_{-1}^{1} \phi_{j}(y) L_{n}(y) d y \\
& \quad+\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} v_{i j} \int_{-1}^{1} \phi_{i}(y) L_{m}(y) d y \int_{-1}^{1} \phi_{j}^{\prime}(y) L_{n}(y) d y \\
= & -\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j} r_{i m} q_{j n}-\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} v_{i j} q_{i m} r_{j n}
\end{aligned}
$$

$$
=-\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j} r_{m i}^{T} q_{n j}^{T}-\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} v_{i j} q_{m i}^{T} r_{n j}^{T},
$$

which yields the following matrix form,

$$
\begin{equation*}
-\left[\left(Q^{T} \otimes R^{T}\right) u_{h}-\left[\left(R^{T} \otimes Q^{T}\right) v_{h}=O_{\wp, 1} .\right.\right. \tag{3.3.5}
\end{equation*}
$$

Thus, eqs. (3.3.3) to (3.3.5) together form the following discrete Stokes problem,

$$
\begin{aligned}
\left.(M \otimes S+S \otimes M) u_{h}-(Q \otimes R)\right] p_{h} & =(Q \otimes Q) F_{1}, \\
\left.(M \otimes S+S \otimes M) v_{h}-(R \otimes Q)\right] p_{h} & =(Q \otimes Q) F_{2}, \\
-\left[\left(Q^{T} \otimes R^{T}\right) u_{h}-\left[\left(R^{T} \otimes Q^{T}\right) v_{h}\right.\right. & =O_{\wp, 1} .
\end{aligned}
$$

When written in matrix form, it gives the following saddle point linear system,

$$
\left[\begin{array}{ccc}
M \otimes S+S \otimes M & O_{\vartheta, \vartheta} & -(Q \otimes R)] \\
O_{\vartheta, \vartheta} & M \otimes S+S \otimes M & -(R \otimes Q)] \\
-\left[\left(Q^{T} \otimes R^{T}\right)\right. & -\left[\left(R^{T} \otimes Q^{T}\right)\right. & O_{\wp, \wp}
\end{array}\right]\left[\begin{array}{c}
u_{h} \\
v_{h} \\
p_{h}
\end{array}\right]=\left[\begin{array}{c}
(Q \otimes Q) F_{1} \\
(Q \otimes Q) F_{2} \\
O_{\wp, 1}
\end{array}\right] .
$$

Thus, the global spectral operator of discrete Stokes problem becomes,

$$
G=\left[\begin{array}{cc}
\mathcal{A} & B  \tag{3.3.6}\\
B^{T} & O_{\wp, \wp}
\end{array}\right] \in \mathbb{R}^{(2 \vartheta+\wp) \times(2 \vartheta+\wp)},
$$

where, $\mathcal{A}=A \oplus A \in \mathbb{R}^{2 \vartheta \times 2 \vartheta}$, that is,

$$
\mathcal{A}=\left[\begin{array}{cc}
A & O_{\vartheta, \vartheta}  \tag{3.3.7}\\
O_{\vartheta, \vartheta} & A
\end{array}\right], \text { with } A=M \otimes S+S \otimes M \in \mathbb{R}^{\vartheta \times \vartheta},
$$

and

$$
\left.\left.B=\left[\begin{array}{c}
B_{1}  \tag{3.3.8}\\
B_{2}
\end{array}\right] \in \mathbb{R}^{2 \vartheta \times \wp}, \text { with } B_{1}=-(Q \otimes R)\right], B_{2}=-(R \otimes Q)\right] \in \mathbb{R}^{\vartheta \times \wp} \text {. }
$$

Note that although for (3.1.1) the velocity $\mathbf{u}$ is divergence-free or $\nabla \cdot \mathbf{u}=0$, that is not the case for the approximate solution obtained from the $P_{N}-P_{N-2}$ scheme. Observe that this method implements the weak form of (3.3.1d) for the approximate solution of velocity $\mathbf{u}=[u, v]^{T}$ given as $u_{N}, v_{N} \in \mathbb{P}_{N, N}^{0}$ as follows,

$$
\begin{equation*}
\left(q_{N-2}, u_{N_{x}}+v_{N_{y}}\right)=0 \tag{3.3.9}
\end{equation*}
$$

for all $q_{N-2} \in \mathbb{P}_{N-2, N-2}$. Thus, $u_{N}, v_{N}$ are not divergence free, however, all divergencefree polynomials in $\mathbb{P}_{N, N}^{0}$ satisfy the above equation. For more details, see [12, p. 416].

This is not a major drawback as it is overpowered by the property that this scheme eliminates the presence of any spurious modes on pressure. A function $q_{N-2} \in$ $\mathbb{P}_{N-2, N-2} \cap L_{0}^{2}(\Omega)$ is called a spurious mode if it satisfies the following condition:

$$
\left(q_{N-2}, u_{N_{x}}+v_{N_{y}}\right)=0,
$$

for all $u_{N}, v_{N} \in \mathbb{P}_{N, N}^{0}$. If such a polynomial $q_{N-2}$ exists then the solution for pressure is not unique, since for every solution $p_{N-2}$, the polynomial $p_{N-2} \pm q_{N-2}$ will also be a solution. Thus, it is imperative to not have any spurious modes. For this scheme, Theorem 25.1 given in [12] states that the set of spurious modes for this scheme is equal to $\{0\}$, thus there are no spurious modes. Hence, the following inf-sup condition holds,

$$
\inf _{q_{N} \in \mathbb{P}_{N-2, N-2} \cap L_{0}^{2}(\Omega)} \sup _{v_{n} \in \mathbb{P}_{N, N}^{0}} \frac{\left(\nabla \cdot v_{N}, q_{N}\right)}{\left\|v_{N}\right\|_{1}\left\|q_{N}\right\|_{0}} \geqslant \frac{c}{\sqrt{N}}
$$

which by Theorem 23.8 in [12] implies the uniqueness of solution for the discrete Stokes problem obtained by the $P_{N}-P_{N-2}$ scheme.

As stated on [12, p. 424], the following are the main features of this scheme for the Stokes problem:

1. the velocity is not exactly divergence-free,
2. this method is a spectral-Galerkin scheme,
3. there are no spurious modes for pressure;
4. the best constant of the inf-sup condition on the pressure is of order $N^{-\frac{1}{2}}$.

### 3.3.2 Analysis

In this section, we estimate the condition number of the global matrix $G$ for the discretized steady Stokes problem given by 3.3.6. Since $G$ is a symmetric saddle point matrix with a SPD leading block and full rank matrix $B$, finding the bounds for spectrum of $G$ is facilitated by the theory of spectrum of a symmetric saddle point matrix with the desired properties. This analysis requires bounds on the spectrum of the sub-blocks of $G$, thus we proceed as follows.

Lemma 3.3.1. For $N \geqslant 2$, let $S \in \mathbb{R}^{(N-1) \times(N-1)}$ be the stiffness matrix defined by (3.2.1), then it is $S P D$ with $\lambda_{\min }(S)=6$ and $\lambda_{\max }(S)=4 N-2$, thus $\kappa(S)=\frac{2 N-1}{3}$. Proof. By (3.2.1), $S$ is a diagonal matrix with entries $s_{k k}=4 k+6$ for $0 \leqslant k \leqslant N-2$, thus $\lambda_{\min }(S)=6$ and $\lambda_{\max }(S)=4 N-2$. Since the stiffness matrix $S$ is an SPD, its condition number is $\kappa(S)=\frac{\sigma_{\max }(S)}{\sigma_{\min }(S)}=\frac{\lambda_{\max }(S)}{\lambda_{\min }(S)}=\frac{4 N-2}{6}$.

The following results give optimal condition number estimate for the mass matrix and discrete Laplacian matrix in two dimensions for the recombined Legendre basis considered in this scheme, derived in [80] for Dirichlet boundary conditions.

These results appear to be new. The optimality of these estimates is evident from Figures 3.1 a and 3.1b.


Figure 3.1: Spectrum of $M$.

Lemma 3.3.2. For $N \geqslant 4$, let $M \in \mathbb{R}^{(N-1) \times(N-1)}$ be the mass matrix defined by (3.2.2). Then, it is SPD and $\frac{c}{N^{3}} \leqslant \Lambda(M) \leqslant C$, thus $\kappa(M) \leqslant c N^{3}$.

Proof. Let $u(x)=\sum_{i=0}^{N-2} u_{i} \phi_{i}(x) \in \mathbb{P}_{N}^{0}$, where $\phi_{i}$ represent recombined Legendre basis functions and define $u_{h}:=\left[u_{0} ; u_{1} ; \ldots ; u_{N-2}\right] \in \mathbb{R}^{(N-1) \times 1}$. Then

$$
\|u\|_{0}^{2}=\int_{-1}^{1} u(x)^{2} d x=\int_{-1}^{1}\left(\sum_{i=0}^{N-2} u_{i} \phi_{i}\right)^{2} d x=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i} u_{j} \int_{-1}^{1} \phi_{i}(x) \phi_{j}(x) d x,
$$

by using the definition of entries of the mass matrix,

$$
\|u\|_{0}^{2}=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i} u_{j} m_{i j}=u_{h}^{T} M u_{h} .
$$

Hence $M$ is SPD , for any $x \in \mathbb{R}^{(N-1) \times 1} \backslash\{0\}$, the bounds on the eigenvalues of $M$ by estimating $x^{T} M x$ are derived as follows.

$$
x^{T} M x=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} x_{i} m_{i j} x_{j}
$$

$$
\begin{align*}
& =\sum_{i=0}^{N-2} x_{i}^{2} m_{i i}+2 \sum_{i=0}^{N-4} x_{i} x_{i+2} m_{i, i+2}  \tag{3.2.2}\\
& =2 \sum_{i=0}^{N-2} x_{i}^{2}\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}\right)-4 \sum_{i=0}^{N-4} \frac{x_{i} x_{i+2}}{2 i+5}  \tag{3.3.10}\\
& \leqslant 2 \sum_{i=0}^{N-2} x_{i}^{2}\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}\right)+4 \sum_{i=0}^{N-4} \frac{\left|x_{i}\right|\left|x_{i+2}\right|}{2 i+5} \\
& \leqslant 2 \sum_{i=0}^{N-2} x_{i}^{2}\left(1+\frac{1}{5}\right)+\frac{4}{5} \sum_{i=0}^{N-4}\left|x_{i}\right|\left|x_{i+2}\right| \\
& \leqslant \frac{12}{5} \sum_{i=0}^{N-2} x_{i}^{2}+\frac{4}{5} \sqrt{\sum_{i=0}^{N-4}\left|x_{i}\right|^{2} \sum_{i=0}^{N-4}\left|x_{i+2}\right|^{2}} \\
& \leqslant \frac{12}{5} \sum_{i=0}^{N-2} x_{i}^{2}+\frac{4}{5} \sum_{i=0}^{N-2} x_{i}^{2}=\frac{16}{5} \sum_{i=0}^{N-2} x_{i}^{2}
\end{align*}
$$

Hence, $x^{T} M x \leqslant C\|x\|_{2}^{2}$, therefore $\lambda_{\max }(M) \leqslant C$.
Note that

$$
4 \sum_{i=0}^{N-4} \frac{x_{i} x_{i+2}}{2 i+5} \leqslant 4 \sum_{i=0}^{N-4} \frac{\left|x_{i}\right|\left|x_{i+2}\right|}{2 i+5} .
$$

By using the above in (3.3.10),

$$
\begin{aligned}
x^{T} M x & \geqslant 2 \sum_{i=0}^{N-2} x_{i}^{2}\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}\right)-4 \sum_{i=0}^{N-4} \frac{\left|x_{i}\right|\left|x_{i+2}\right|}{2 i+5} \\
& =2 \sum_{i=0}^{N-2} x_{i}^{2}\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}\right)-4 \sum_{i=0}^{N-4} \frac{\sqrt{2 i+9}\left|x_{i}\right|}{2 i+5} \cdot \frac{\left|x_{i+2}\right|}{\sqrt{2 i+9}} \\
& \geqslant 2 \sum_{i=0}^{N-2} x_{i}^{2}\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}\right)-2 \sum_{i=0}^{N-4}\left(\frac{(2 i+9) x_{i}^{2}}{(2 i+5)^{2}}+\frac{x_{i+2}^{2}}{(2 i+9)}\right) \\
& =2 \sum_{i=0}^{N-2} x_{i}^{2}\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}\right)-2 \sum_{i=0}^{N-4} \frac{(2 i+9) x_{i}^{2}}{(2 i+5)^{2}}-2 \sum_{i=2}^{N-2} \frac{x_{i}^{2}}{(2 i+5)} \\
& \geqslant 2 \sum_{i=0}^{N-2} x_{i}^{2}\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}-\frac{(2 i+9)}{(2 i+5)^{2}}-\frac{1}{(2 i+5)}\right) \\
& =32 \sum_{i=0}^{N-2} x_{i}^{2}\left(\frac{x_{i}^{2}}{(2 i+1)(2 i+5)^{2}}\right) \\
& \geqslant \frac{c}{N^{3}}|x|_{2}^{2} .
\end{aligned}
$$

Thus $\lambda_{\min }(M) \geqslant \frac{c}{N^{3}}$ and $\kappa(M)=\frac{\lambda_{\max }(M)}{\lambda_{\text {min }}(M)} \leqslant c N^{3}$.
The following result provides a sharp condition number estimate for $A$, as shown in Figures 3.2a and 3.2b,


Figure 3.2: Spectrum of $A$.

Theorem 3.3.3. For $N \geqslant 4$, let the discrete Laplacian $A$ be defined by (3.3.7), then $\frac{c}{N^{2}} \leqslant \Lambda(A) \leqslant C N$, thus $\kappa(A) \leqslant c N^{3}$.

Proof. Since $A \in \mathbb{R}^{\vartheta \times \vartheta}$ and is defined as $A=M \otimes S+S \otimes M$. Note that it is SPD, as both $M$ and $S$ are SPD, hence Theorem 2.1.6 yields

$$
\begin{aligned}
\lambda_{\max }(A) & \leqslant \lambda_{\max }(M \otimes S)+\lambda_{\max }(S \otimes M) \\
& =\lambda_{\max }(M) \lambda_{\max }(S)+\lambda_{\max }(S) \lambda_{\max }(M)=2 \lambda_{\max }(M) \lambda_{\max }(S)
\end{aligned}
$$

where we get the last equality by Result 4 of Theorem 2.1.7. Thus, Lemmas 3.3.1 and 3.3 .2 give $\lambda_{\max }(A) \leqslant C(4 N-2) \leqslant C N$.

The definition of $S$ and $M$, given by the equations (3.2.1) and (3.2.2) respectively, implies that $A \in \mathbb{R}^{\vartheta \times \vartheta}$ is a symmetric block matrix, with non-zero 0,2 and -2 block
diagonals. Its blocks are defined by

$$
A_{j k}= \begin{cases}s_{j j} M+m_{j j} S & j=k  \tag{3.3.11}\\ m_{j k} S & j=k+2\end{cases}
$$

for $0 \leqslant j, k \leqslant N$. Let $x=\left[x_{0} ; x_{1} ; \ldots ; x_{N-2}\right] \in \mathbb{R}^{\vartheta \times 1} \backslash\{0\}$, where $x_{i}=\left[x_{i}^{0} ; x_{i}^{1} ; \ldots ; x_{i}^{N-2}\right] \in$ $\mathbb{R}^{(N-1) \times 1}$ for each $0 \leqslant i \leqslant N-1$.

$$
\begin{aligned}
x^{T} A x & =\left[x_{0}^{T}, x_{1}^{T}, \ldots, x_{N-2}^{T}\right] A x=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} x_{i}^{T} A_{i j} x_{j} \\
& =\sum_{i=0}^{N-2} x_{i}^{T} A_{i i} x_{i}+\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\
j \neq i}}^{N-2} x_{i}^{T} A_{i j} x_{j}
\end{aligned}
$$

$$
\text { (as } \mathrm{A} \text { is symmetric and has non-zero } 2,-2 \text { block diagonals) }
$$

$$
\left.=\sum_{i=0}^{N-2} x_{i}^{T} A_{i i} x_{i}+2 \sum_{i=0}^{N-4} x_{i}^{T} A_{i, i+2} x_{i+2} \quad \quad \text { (by using (3.3.11) }\right)
$$

$$
=\sum_{i=0}^{N-2} x_{i}^{T}\left(s_{i i} M+m_{i i} S\right) x_{i}+2 \sum_{i=0}^{N-4} x_{i}^{T} m_{i i+2} S x_{i+2}
$$

$$
=\sum_{i=0}^{N-2} x_{i}^{T}\left[(4 i+6) M+\left[\frac{2}{2 i+1}+\frac{2}{2 i+5}\right] S\right] x_{i}+2 \sum_{i=0}^{N-4} \frac{-2}{2 i+5} x_{i}^{T} S x_{i+2}
$$

(by using (3.2.1) and (3.2.2))

$$
=\sum_{i=0}^{N-2}(4 i+6) x_{i}^{T} M x_{i}+\sum_{i=0}^{N-2}\left[\frac{2}{2 i+1}+\frac{2}{2 i+5}\right] x_{i}^{T} S x_{i}+2 \sum_{i=0}^{N-4} \frac{-2}{2 i+5} x_{i}^{T} S x_{i+2}
$$

As $x_{i}^{T} M x_{i}=\sum_{k=0}^{N-2} \sum_{j=0}^{N-2} x_{i}^{k} m_{k j} x_{i}^{j}$, then gives

$$
x_{i}^{T} M x_{i}=\sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2}\left[\frac{2}{2 j+1}+\frac{2}{2 j+5}\right]+2 \sum_{j=0}^{N-4} \frac{-2}{2 j+5} x_{i}^{j} x_{i}^{j+2}
$$

and similarly

$$
\begin{aligned}
x_{i}^{T} S x_{i} & =\sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2}(4 j+6), \\
x_{i}^{T} S x_{i+2} & =\sum_{j=0}^{N-2} x_{i}^{j}(4 j+6) x_{i+2}^{j} .
\end{aligned}
$$

The above three equations imply

$$
\begin{aligned}
x^{T} A x= & \sum_{i=0}^{N-2}(4 i+6)\left[\sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2}\left[\frac{2}{2 j+1}+\frac{2}{2 j+5}\right]+2 \sum_{j=0}^{N-4} \frac{-2}{2 j+5} x_{i}^{j} x_{i}^{j+2}\right] \\
& +\sum_{i=0}^{N-2}\left[\frac{2}{2 i+1}+\frac{2}{2 i+5}\right] \sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2}(4 j+6)+2 \sum_{i=0}^{N-4} \frac{-2}{2 i+5} \sum_{j=0}^{N-2} x_{i}^{j}(4 j+6) x_{i+2}^{j}, \\
= & 2 \sum_{i=0}^{N-2} \sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2}\left[(4 i+6)\left[\frac{1}{2 j+1}+\frac{1}{2 j+5}\right]+(4 j+6)\left[\frac{1}{2 i+1}+\frac{1}{2 i+5}\right]\right] \\
& -4 \sum_{i=0}^{N-2}(4 i+6) \sum_{j=0}^{N-4} \frac{1}{2 j+5} x_{i}^{j} x_{i}^{j+2}-4 \sum_{i=0}^{N-4} \frac{1}{2 i+5} \sum_{j=0}^{N-2}(4 j+6) x_{i}^{j} x_{i+2}^{j}, \\
\geqslant & 2 \sum_{i=0}^{N-2} \sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2}\left[(4 i+6)\left[\frac{1}{2 j+1}+\frac{1}{2 j+5}\right]+(4 j+6)\left[\frac{1}{2 i+1}+\frac{1}{2 i+5}\right]\right] \\
& -4 \sum_{i=0}^{N-2}(4 i+6) \sum_{j=0}^{N-4}\left(\frac{\sqrt{2 j+9\left|x_{i}^{j}\right|}}{2 j+5}\right)\left(\frac{\left|x_{i}^{j+2}\right|}{\sqrt{2 j+9}}\right) \\
& -4 \sum_{j=0}^{N-2}(4 j+6) \sum_{i=0}^{N-4}\left(\frac{\sqrt{2 i+9}\left|x_{i}^{j}\right|}{2 i+5}\right)\left(\frac{\left|x_{i+2}^{j}\right|}{\sqrt{2 i+9}}\right), \\
\geqslant & 2 \sum_{i=0}^{N-2} \sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2}\left[(4 i+6)\left[\frac{1}{2 j+1}+\frac{1}{2 j+5}\right]+(4 j+6)\left[\frac{1}{2 i+1}+\frac{1}{2 i+5}\right]\right] \\
& -2 \sum_{i=0}^{N-2}(4 i+6) \sum_{j=0}^{N-4}\left[\frac{(2 j+9)\left(x_{i}^{j}\right)^{2}}{(2 j+5)^{2}}+\frac{\left(x_{i}^{j+2}\right)^{2}}{(2 j+9)}\right] \\
\geqslant & 2 \sum_{j=0}^{N-2}(4 j+6) \sum_{i=0}^{N-4}\left[\frac{(2 i+9)\left(x_{i}^{j}\right)^{2}}{(2 i+5)^{2}}+\frac{\left(x_{i+2}^{j}\right)^{2}}{(2 i+9)}\right], \\
& 2 \sum_{i=0}^{N-2} \sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2}\left[(4 i+6)\left[\frac{1}{2 j+1}+\frac{1}{2 j+5}\right]+(4 j+6)\left[\frac{1}{2 i+1}+\frac{1}{2 i+5}\right]\right]
\end{aligned}
$$

$$
\begin{aligned}
& -2 \sum_{i=0}^{N-2}(4 i+6)\left[\sum_{j=0}^{N-4} \frac{(2 j+9)\left(x_{i}^{j}\right)^{2}}{(2 j+5)^{2}}+\sum_{j=2}^{N-2} \frac{\left(x_{i}^{j}\right)^{2}}{(2 j+5)}\right] \\
& \quad-2 \sum_{j=0}^{N-2}(4 j+6)\left[\sum_{i=0}^{N-4} \frac{(2 i+9)\left(x_{i}^{j}\right)^{2}}{(2 i+5)^{2}}+\sum_{i=2}^{N-2} \frac{\left(x_{i}^{j}\right)^{2}}{(2 i+5)}\right], \\
& =2 \sum_{i=0}^{N-2}(4 i+6)\left[\sum_{j=0}^{1}\left(\frac{1}{2 j+1}+\frac{1}{2 j+5}-\frac{2 j+9}{(2 j+5)^{2}}\right)\left(x_{i}^{j}\right)^{2}\right. \\
& + \\
& \left.\quad \sum_{j=2}^{N-4}\left(\frac{1}{2 j+1}-\frac{2 j+9}{(2 j+5)^{2}}\right)\left(x_{i}^{j}\right)^{2}+\sum_{j=N-3}^{N-2} \frac{\left(x_{i}^{j}\right)^{2}}{2 j+1}\right] \\
& \\
& \quad+2 \sum_{j=0}^{N-2}(4 j+6)\left[\sum_{i=0}^{1}\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}-\frac{2 i+9}{(2 i+5)^{2}}\right)\left(x_{i}^{j}\right)^{2}\right. \\
& =2 \sum_{i=0}^{N-2}(4 i+6)\left[\sum_{j=0}^{N-4}\left(\frac{1}{2 i+1}-\frac{2 i+9}{(2 i+5)^{2}}\right)\left(x_{i}^{j}\right)^{2}+\sum_{i=N-3}^{N-2} \frac{\left(x_{i}^{j}\right)^{2}}{2 i+1}\right], \\
& \left.\quad+\sum_{j=N-3}^{N-2} \frac{1}{2 j+1} \frac{\left(x_{i}^{j}\right)^{2}}{2 j+1}\right]+2 \sum_{j=0}^{N-2}(4 j+6)\left[\sum_{i=0}^{1}\left(\frac{2 j+9}{(2 j+5)^{2}}\right)\left(x_{i}^{j}\right)^{2}+\sum_{j=2}^{N-4} \frac{1}{2 i+1}+\frac{1}{2 i+5}-\frac{16\left(x_{i}^{j}\right)^{2}}{(2 j+1)(2 j+5)^{2}}\right. \\
& \left.\quad+\sum_{i=2}^{N-4} \frac{16\left(x_{i}^{j}\right)^{2}}{(2 i+1)(2 i+5)^{2}}+\sum_{i=N-3}^{N-2} \frac{\left(x_{i}^{j}\right)^{2}}{2 i+1}\right] .
\end{aligned}
$$

The above expression consists of six double summations, we split them into the combination of $i=0,1,2 \leqslant i \leqslant N-4$ and $i=N-3, N-2$. This partitions each double summation into three parts and thus a total of eighteen double summations. On combining nine double summations from the first double summation to the respective nine from the second one, we get the following nine terms, precisely

$$
\begin{equation*}
x^{T} A x=2 \sum_{m=1}^{9} S_{m}, \tag{3.3.12}
\end{equation*}
$$

where

$$
\begin{align*}
S_{1}= & \sum_{i=0}^{1} \sum_{j=0}^{1}\left(x_{i}^{j}\right)^{2}\left[(4 i+6)\left(\frac{1}{2 j+1}+\frac{1}{2 j+5}-\frac{2 j+9}{(2 j+5)^{2}}\right)\right. \\
& \left.+(4 j+6)\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}-\frac{2 i+9}{(2 i+5)^{2}}\right)\right],  \tag{3.3.13}\\
S_{2}= & \sum_{i=2}^{N-4} \sum_{j=0}^{1}\left(x_{i}^{j}\right)^{2}\left[(4 i+6)\left(\frac{1}{2 j+1}+\frac{1}{2 j+5}-\frac{2 j+9}{(2 j+5)^{2}}\right)+\frac{16(4 j+6)}{(2 i+1)(2 i+5)^{2}}\right],  \tag{3.3.14}\\
S_{3}= & \sum_{i=N-3}^{N-2} \sum_{j=0}^{1}\left(x_{i}^{j}\right)^{2}\left[(4 i+6)\left(\frac{1}{2 j+1}+\frac{1}{2 j+5}-\frac{2 j+9}{(2 j+5)^{2}}\right)+\frac{4 j+6}{2 i+1}\right],  \tag{3.3.15}\\
S_{4}= & \sum_{i=0}^{1} \sum_{j=2}^{N-4}\left(x_{i}^{j}\right)^{2}\left[\frac{16(4 i+6)}{(2 j+1)(2 j+5)^{2}}+(4 j+6)\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}-\frac{2 i+9}{(2 i+5)^{2}}\right)\right], \tag{3.3.16}
\end{align*}
$$

$$
\begin{equation*}
S_{5}=\sum_{i=2}^{N-4} \sum_{j=2}^{N-4}\left(x_{i}^{j}\right)^{2}\left[\frac{16(4 i+6)}{(2 j+1)(2 j+5)^{2}}+\frac{16(4 j+6)}{(2 i+1)(2 i+5)^{2}}\right], \tag{3.3.17}
\end{equation*}
$$

$$
\begin{equation*}
S_{6}=\sum_{i=N-3}^{N-2} \sum_{j=2}^{N-4}\left(x_{i}^{j}\right)^{2}\left[\frac{16(4 i+6)}{(2 j+1)(2 j+5)^{2}}+\frac{4 j+6}{2 i+1}\right] \tag{3.3.18}
\end{equation*}
$$

$$
\begin{equation*}
S_{7}=\sum_{i=0}^{1} \sum_{j=N-3}^{N-2}\left(x_{i}^{j}\right)^{2}\left[\frac{4 i+6}{2 j+1}+(4 j+6)\left(\frac{1}{2 i+1}+\frac{1}{2 i+5}-\frac{2 i+9}{(2 i+5)^{2}}\right)\right] \tag{3.3.19}
\end{equation*}
$$

$$
\begin{equation*}
S_{8}=\sum_{i=2}^{N-4} \sum_{j=N-3}^{N-2}\left(x_{i}^{j}\right)^{2}\left[\frac{4 i+6}{2 j+1}+\frac{16(4 j+6)}{(2 i+1)(2 i+5)^{2}}\right], \tag{3.3.20}
\end{equation*}
$$

and, finally

$$
\begin{equation*}
S_{9}=\sum_{i=N-3}^{N-2} \sum_{j=N-3}^{N-2}\left(x_{i}^{j}\right)^{2}\left[\frac{4 i+6}{2 j+1}+\frac{4 j+6}{2 i+1}\right] \tag{3.3.21}
\end{equation*}
$$

We claim that all of the above nine terms are bound below by $\frac{c}{N^{2}}$.
First of all, the sum $S_{1}$, given by (3.3.13), contains only constants independent of $N$ and thus implies

$$
\begin{equation*}
S_{1} \geqslant \frac{c}{N^{2}} \sum_{i=0}^{1} \sum_{j=0}^{1}\left(x_{i}^{j}\right)^{2} \tag{3.3.22}
\end{equation*}
$$

For the second one, (3.3.14) yields

$$
\begin{aligned}
S_{2} & \geqslant \sum_{i=2}^{N-4} \sum_{j=0}^{1}\left(x_{i}^{j}\right)^{2}(4 i+6)\left(\frac{1}{2 j+1}+\frac{1}{2 j+5}-\frac{2 j+9}{(2 j+5)^{2}}\right) \\
& \geqslant \sum_{i=2}^{N-4} \sum_{j=0}^{1}(4(2)+6)\left(x_{i}^{j}\right)^{2}\left(\frac{1}{2 j+1}+\frac{1}{2 j+5}-\frac{2 j+9}{(2 j+5)^{2}}\right),
\end{aligned}
$$

(note that, terms are constants independent of $N$ )

$$
\begin{equation*}
\geqslant \frac{c}{N^{2}} \sum_{i=2}^{N-4} \sum_{j=0}^{1}\left(x_{i}^{j}\right)^{2} . \tag{3.3.23}
\end{equation*}
$$

Then (3.3.15) gives,

$$
\begin{align*}
S_{3} & \geqslant \sum_{i=N-3}^{N-2} \sum_{j=0}^{1}\left(x_{i}^{j}\right)^{2}(4 i+6)\left(\frac{1}{2 j+1}+\frac{1}{2 j+5}-\frac{2 j+9}{(2 j+5)^{2}}\right) \\
& \geqslant \sum_{i=N-3}^{N-2} \sum_{j=0}^{1}\left(x_{i}^{j}\right)^{2}(4(N-3)+6)\left(\frac{1}{2 j+1}+\frac{1}{2 j+5}-\frac{2 j+9}{(2 j+5)^{2}}\right) \\
& \geqslant c N \sum_{i=N-3}^{N-2} \sum_{j=0}^{1}\left(x_{i}^{j}\right)^{2} \geqslant \frac{c}{N^{2}} \sum_{i=N-3}^{N-2} \sum_{j=0}^{1}\left(x_{i}^{j}\right)^{2} . \tag{3.3.24}
\end{align*}
$$

Note that the term $S_{4}$, given by the equation (3.3.16), is similar to the term $S_{2}$, given by the equation (3.3.14), and therefore

$$
\begin{equation*}
S_{4} \geqslant \frac{c}{N^{2}} \sum_{i=0}^{1} \sum_{j=2}^{N-4}\left(x_{i}^{j}\right)^{2} \tag{3.3.25}
\end{equation*}
$$

Since for any $i, j \in \mathbb{N}, 2 j \leqslant(2 j+1) \leqslant(2 j+5)$ holds, thus

$$
\frac{16(4 i+6)}{(2 j+1)(2 j+5)^{2}} \geqslant \frac{16 \cdot 4 i}{(2 i)^{3}} \geqslant \frac{i}{j^{3}},
$$

and using the above relation in the equation (3.3.17) gives the following expression

$$
\begin{equation*}
S_{5} \geqslant \sum_{i=2}^{N-4} \sum_{j=2}^{N-4}\left(x_{i}^{j}\right)^{2}\left[\frac{i}{j^{3}}+\frac{j}{i^{3}}\right] . \tag{3.3.26}
\end{equation*}
$$

At this stage, we need to prove that for all $i, j \in \mathbb{N}$ and $2 \leqslant i, j \leqslant N-4$,

$$
\begin{equation*}
\frac{i}{j^{3}}+\frac{j}{i^{3}} \geqslant \frac{c}{N^{2}} \tag{3.3.27}
\end{equation*}
$$

To this end, we define the function

$$
\begin{equation*}
f(x, y):=\frac{x}{y^{3}}+\frac{y}{x^{3}} \tag{3.3.28}
\end{equation*}
$$

and minimize it over the domain $\Omega_{f}:=2 \leqslant x, y \leqslant N-4$. The boundary of the domain is given by $\Gamma_{f}:=\bigcup_{m=1}^{4} \Gamma_{m}$, where

$$
\begin{array}{ll}
\Gamma_{1}: & x=2, \\
\Gamma_{2}: & x=N-4, \\
\Gamma_{3}: & y=2, \\
\Gamma_{4}: & y=N-4 .
\end{array}
$$

We first find the critical points of $f$, as follows

$$
0=f_{x}(x, y)=\frac{1}{y^{3}}-\frac{3 y}{x^{4}},
$$

this implies, $3 y^{4}=x^{4}$ and since $f$ is a symmetric function about $x$ and $y$, hence $f_{y}=0$ gives $3 x^{4}=y^{4}$. Solving these two equations, we get $x^{4}=9 x^{4}$, and thus $x=0$, which further gives $y=0$. Hence the critical point is origin, which lies outside of the domain and is thus rejected. Let us now estimate the minimum of $f$ on the boundary $\Gamma_{f}$. On $\Gamma_{1}$, we minimize

$$
\begin{equation*}
g_{1}(y):=f(2, y)=\frac{2}{y^{3}}+\frac{y}{8} \tag{3.3.29}
\end{equation*}
$$

for $2 \leqslant y \leqslant N-4$. The critical points of $g_{1}$ are

$$
0=g_{1}^{\prime}(y)=-\frac{6}{y^{4}}+\frac{1}{8}
$$

which implies $y^{4}=2^{4} \cdot 3$, thus $y^{2}=2^{2} \sqrt{3}$ and $y= \pm 2 \sqrt[4]{3}$, for which we reject the negative which lies outside of the domain of $g_{1}$. The possible points of minimum in domain are $y=0,2 \cdot \sqrt[4]{3}, N-4$, at which $g_{1}$ attains the following values

$$
\begin{aligned}
g_{1}(2) & =\frac{1}{2} \\
g_{1}(2 \sqrt[4]{3}) & =\sqrt[4]{\frac{1}{3^{3}}}, \\
g_{1}(N-4) & =\frac{2}{(N-4)^{3}}+\frac{(N-4)}{8} \geqslant \frac{N-4}{8} \geqslant \frac{c}{N^{2}} .
\end{aligned}
$$

Thus $g_{1}(y) \geqslant \frac{c}{N^{2}}$. Moreover, on $\Gamma_{2}$ we have minimize

$$
\begin{equation*}
g_{2}(y):=f(N-4, y)=\frac{(N-4)}{y^{3}}+\frac{y}{(N-4)^{4}}, \tag{3.3.30}
\end{equation*}
$$

for $2 \leqslant y \leqslant N-4$. The critical points of $g_{2}$ are

$$
0=g_{1}^{\prime}(y)=-\frac{3(N-4)}{y^{4}}+\frac{1}{(N-4)^{3}},
$$

which implies $y^{4}=3(N-4)^{4}$, thus $y^{2}=(N-4)^{2} \sqrt{3}$ and $y= \pm(N-4) \sqrt[4]{3}$. Both of the critical points lie outside of the domain. The possible points of minimum in domain are $y=0, N-4$, at which $g_{2}$ attains the following values

$$
\begin{aligned}
g_{2}(2) & =\frac{N-4}{8}+\frac{2}{(N-4)^{3}} \geqslant \frac{c}{N^{2}}, \\
g_{2}(N-4) & =\frac{(N-4)}{(N-4)^{3}}+\frac{(N-4)}{(N-4)^{3}}=\frac{2}{(N-4)^{2}} \geqslant \frac{c}{N^{2}} .
\end{aligned}
$$

Hence it is concluded that $g_{2}(y) \geqslant \frac{c}{N^{2}}$. The bounds for $g_{1}$ and $g_{2}$ imply that $f \geqslant \frac{c}{N^{2}}$
on $\Gamma_{1}$ and $\Gamma_{2}$. Since the function $f$ is symmetric about $x$ and $y$, we get $f \geqslant \frac{c}{N^{2}}$ on $\Gamma_{f}$ and hence on $\Omega_{f}$, as it does not possess any critical point in $\Omega_{f}$. By using this result we obtain the result (3.3.27), applying which on the inequality (3.3.26) gives

$$
\begin{equation*}
S_{5} \geqslant \frac{c}{N^{2}} \sum_{i=2}^{N-4} \sum_{j=2}^{N-4}\left(x_{i}^{j}\right)^{2} \tag{3.3.31}
\end{equation*}
$$

Looking forward at the term $S_{6}$, given by (3.3.18),

$$
\begin{align*}
S_{6} & \geqslant \sum_{i=N-3}^{N-2} \sum_{j=2}^{N-4}\left(x_{i}^{j}\right)^{2} \frac{4 j+6}{2 i+1} \geqslant \sum_{i=N-3}^{N-2} \sum_{j=2}^{N-4}\left(x_{i}^{j}\right)^{2} \frac{4(2)+6}{2 i+1} \\
& \geqslant \sum_{i=N-3}^{N-2} \sum_{j=2}^{N-4}\left(x_{i}^{j}\right)^{2} \frac{14}{2(N-2)+1} \geqslant \frac{c}{N^{2}} \sum_{i=N-3}^{N-2} \sum_{j=2}^{N-4}\left(x_{i}^{j}\right)^{2} . \tag{3.3.32}
\end{align*}
$$

Thus, the bound is true for $S_{6}$. On observing the term $S_{7}$ and $S_{8}$, defined by 3.3.19) and (3.3.20 respectively, it is deduced that they are respecticely similar to the terms $S_{3}$ and $S_{6}$, defined by 3.3.15 and 3.3.18 respectively, and hence

$$
\begin{align*}
& S_{7} \geqslant \frac{c}{N^{2}} \sum_{i=0}^{1} \sum_{j=N-3}^{N-2}\left(x_{i}^{j}\right)^{2}  \tag{3.3.33}\\
& S_{8} \geqslant \frac{c}{N^{2}} \sum_{i=2}^{N-4} \sum_{j=N-3}^{N-2}\left(x_{i}^{j}\right)^{2} . \tag{3.3.34}
\end{align*}
$$

Since for any $i, j \in \mathbb{N}$,

$$
\frac{4 i+6}{2 j+1} \geqslant \frac{4 i}{2 j} \geqslant \frac{i}{j},
$$

and using it in the term $S_{9}$, defined by (3.3.21), yields

$$
\begin{aligned}
S_{9} & \geqslant \sum_{i=N-3}^{N-2} \sum_{j=N-3}^{N-2}\left(x_{i}^{j}\right)^{2}\left[\frac{i}{j}+\frac{j}{i}\right], \\
& =\sum_{i=N-3}^{N-2}\left(x_{i}^{N-3}\right)^{2}\left[\frac{i}{N-3}+\frac{N-3}{i}\right]+\sum_{i=N-3}^{N-2}\left(x_{i}^{N-2}\right)^{2}\left[\frac{i}{N-2}+\frac{N-2}{i}\right], \\
& =2\left(x_{N-3}^{N-3}\right)^{2}+\left[\frac{N-2}{N-3}+\frac{N-3}{N-2}\right]\left(x_{N-2}^{N-3}\right)^{2}+\left[\frac{N-3}{N-2}+\frac{N-2}{N-3}\right]\left(x_{N-3}^{N-2}\right)^{2}+2\left(x_{N-2}^{N-2}\right)^{2} .
\end{aligned}
$$

Note that

$$
\frac{N-2}{N-3}+\frac{N-3}{N-2}=\frac{(N-2)^{2}+(N-3)^{2}}{(N-3)(N-2)} \geqslant \frac{c}{N^{2}},
$$

which implies

$$
\begin{equation*}
S_{9} \geqslant \frac{c}{N^{2}} \sum_{i=N-3}^{N-2} \sum_{j=N-3}^{N-2}\left(x_{i}^{j}\right)^{2} \tag{3.3.35}
\end{equation*}
$$

Thus, the results (3.3.22)-(3.3.25) and (3.3.31)-(3.3.35), in (3.3.12),

$$
x^{T} A x \geqslant \frac{2 c}{N^{2}} \sum_{i=0}^{N-2} \sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2}=\frac{c}{N^{2}} x^{T} x
$$

hence the Rayleigh quotient of the matrix $A$ is bounded below by $c / N^{2}$, for all $x \in \mathbb{R}^{\vartheta \times 1}$, which leads us to the desired result.

Since $\Lambda(A \oplus A)=\Lambda(A)$, the above theorem gives the following estimate.

Corollary 3.3.4. For $N \geqslant 4$, the discrete vector Laplacian $\mathcal{A}$ defined by 3.3.7) satisfies $\frac{c}{N^{2}} \leqslant \lambda(\mathcal{A}) \leqslant c N$, thus $\kappa(\mathcal{A}) \leqslant c N^{3}$.

Remark 3.3.5. Note that Theorem 2.1.6 can also be applied for estimating the $\lambda_{\min }(A)$, however, that does not provide an optimal lower bound. As by reiterating the process used for estimating $\lambda_{\max }(A)$,

$$
\lambda_{\min }(A) \geqslant \lambda_{\min }(M \otimes S)+\lambda_{\min }(S \otimes M)=2 \lambda_{\min }(S) \lambda_{\min }(M) \geqslant 12 \frac{c}{N^{3}},
$$

whereas Figure 3.2 b suggests the best lower bound of $\frac{c}{N^{2}}$, thus a detailed analysis was conducted.

We now proceed to analyze the matrix $B$, a sub-block of $G$, which is a rectangular matrix defined in terms of matrices $R$ and $Q$ given by Proposition 3.2.4. In order to prove estimates for $G$, the bounds on singular values of the matrix $B$ are required, which are derived by the following results.

Lemma 3.3.6. Let $N \geqslant 4, R, Q \in \mathbb{R}^{(N-1) \times(N-1)}$ be defined by Proposition 3.2.4, then $\sigma_{\max }(R)=2, \sigma_{\min }(R)=0, \sigma_{\max }(Q) \leqslant C$ and $\sigma_{\min }(Q) \geqslant \frac{c}{N^{2}}$.

Proof. The definition of $R$ implies that $R^{T} R$ is a diagonal matrix with entries $\left(R^{T} R\right)_{00}=0$, and $\left(R^{T} R\right)_{i i}=4$, for $1 \leqslant i \leqslant N-2$. Therefore, $\sigma_{\min }(R)=0$ and $\sigma_{\max }(R)=\sqrt{\lambda_{\max }\left(R^{T} R\right)}=\sqrt{4}=2$.

By definition,

$$
Q_{i j}= \begin{cases}\gamma_{i}, & j=i \\ -\gamma_{i+2}, & j=i+2\end{cases}
$$

where $\gamma_{i}=\frac{2}{2 i+1}$ for $0 \leqslant i, j \leqslant N-2$. Since the 1 -norm of a matrix is its maximum absolute column sum,

$$
\begin{aligned}
\|Q\|_{1} & =\max \left\{\gamma_{0}, \gamma_{1}, 2 \gamma_{2}, 2 \gamma_{3}, \ldots, 2 \gamma_{N-2}\right\} \\
& =\gamma_{0}=2
\end{aligned}
$$

Also, the maximum absolute row sum, $\|Q\|_{\infty}=\max \left\{\gamma_{0}+\gamma_{2}, \gamma_{1}+\gamma_{3}, \ldots, \gamma_{N-4}+\right.$ $\left.\gamma_{N-2}, \gamma_{N-3}, \gamma_{N-2}\right\}=\gamma_{0}+\gamma_{2}=2+\frac{2}{5}=\frac{12}{5}$, hence

$$
\sigma_{\max }(Q)=\|Q\|_{2} \leqslant \sqrt{\|Q\|_{1}\|Q\|_{\infty}}=\sqrt{2 \cdot \frac{12}{5}}
$$

We now estimate $\sigma_{\min }(Q)=\left\|Q^{-1}\right\|_{2}^{-1}$. It is easily verified that $Q^{-1}$ is upper
triangular and is non-zero along every other diagonal:

$$
Q^{-1}=\left[\begin{array}{ccccccc}
\gamma_{0}^{-1} & 0 & \gamma_{0}^{-1} & 0 & \gamma_{0}^{-1} & 0 & \cdots \\
& \gamma_{1}^{-1} & 0 & \gamma_{1}^{-1} & 0 & \gamma_{1}^{-1} & \cdots \\
& & \gamma_{2}^{-1} & 0 & \gamma_{2}^{-1} & 0 & \cdots \\
& & & \ddots & \ddots & \ddots & \\
& & & & \gamma_{N-4}^{-1} & 0 & \gamma_{N-4}^{-1} \\
& & & & & \gamma_{N-3}^{-1} & 0 \\
& & & & & & \gamma_{N-2}^{-1}
\end{array}\right] \in \mathbb{R}^{N-1 \times N-1}
$$

Label the columns of $Q^{-1}$ as $C_{0}, C_{1}, \ldots, C_{N-2}$. Note that the maximum absolute column sum of $Q^{-1}$ is attained at either $C_{N-3}$ or $C_{N-2}$, denoted by $S_{C_{N-3}}$ or $S_{C_{N-2}}$, respectively, and are given as follows,

$$
S_{C_{N-3}}=\left\{\begin{array}{ll}
\sum_{i=0}^{\left\lfloor\frac{N-2}{2}\right\rfloor} \gamma_{2 i}^{-1}, & N \text { is odd, } \\
\sum_{i=0}^{\left\lfloor\frac{N-3}{2}\right\rfloor} \gamma_{2 i+1}^{-1}, & N \text { is even, }
\end{array} \quad S_{C_{N-2}}= \begin{cases}\sum_{i=0}^{\left\lfloor\frac{N-3}{2}\right\rfloor} \gamma_{2 i+1}^{-1}, & N \text { is odd } \\
\sum_{i=0}^{\left\lfloor\frac{N-2}{2}\right\rfloor} \gamma_{2 i}^{-1}, & N \text { is even } .\end{cases}\right.
$$

Since

$$
\sum_{i=0}^{\left\lfloor\frac{N-2}{2}\right\rfloor} \frac{1}{\gamma_{2 i}}=\sum_{i=0}^{\left\lfloor\frac{N-2}{2}\right\rfloor} \frac{2(2 i)+1}{2}=\frac{1}{2} \sum_{i=0}^{\left\lfloor\frac{N-2}{2}\right\rfloor}(4 i+1) \leqslant c N^{2}
$$

and similarly, $\sum_{i=0}^{\left\lfloor\frac{N-3}{2}\right\rfloor} \frac{1}{\gamma_{2 i+1}} \leqslant c N^{2}$, it follows that $\left\|Q^{-1}\right\|_{1} \leqslant c N^{2}$.
For $0 \leqslant i \leqslant N-2$, the absolute sum of the $i$ th row of $Q^{-1}$ is $\frac{1}{\gamma_{i}}\left\lfloor\frac{N-i}{2}\right\rfloor$, thus

$$
\begin{aligned}
\left\|Q^{-1}\right\|_{\infty} & =\max _{0 \leqslant i \leqslant N-2} \frac{1}{\gamma_{i}}\left\lfloor\frac{N-i}{2}\right\rfloor \leqslant \max _{0 \leqslant i \leqslant N-2} \frac{1}{\gamma_{i}} \max _{0 \leqslant i \leqslant N-2}\left\lfloor\frac{N-i}{2}\right\rfloor \\
& =\frac{1}{\gamma_{N-2}}\left\lfloor\frac{N}{2}\right\rfloor=\frac{2(N-2)+1}{2}\left\lfloor\frac{N}{2}\right\rfloor \leqslant c N^{2} .
\end{aligned}
$$

Therefore, $\left\|Q^{-1}\right\|_{2} \leqslant \sqrt{\left\|Q^{-1}\right\|_{1}\left\|Q^{-1}\right\|_{\infty}} \leqslant \sqrt{c N^{2} \cdot c N^{2}}=c N^{2}$, hence the result.

Lemma 3.3.7. For $N \geqslant 4$, the matrix $B \in \mathbb{R}^{2 \vartheta \times \wp}$ defined by (3.3.6) is full rank,
that is, $\operatorname{rank}(B)=\wp$, and $\frac{c}{N^{2}} \leqslant \sigma(B) \leqslant C$.
Proof. Let $R_{i}$ be the rows of $B$ for $1 \leqslant i \leqslant 2 \vartheta$. On exchanging $R_{k(N-1)}$ with $R_{\vartheta+1+(k-1)(N-1)}$, for all $1 \leqslant k \leqslant N-2$, the first $\wp$ rows of $B$ form an upper triangular matrix of size $\wp \times \wp$ with non-zero diagonal entries, hence $\operatorname{rank}(B)=\wp$.

We now estimate the singular values of $B$, which are the square-root of the eigenvalues of $B^{T} B \in \mathbb{R}^{\wp \times \wp}$. Note that $\operatorname{rank}\left(B^{T} B\right)=\operatorname{rank}(B)=\wp$, and $B^{T} B=$ $B_{1}^{T} B_{1}+B_{2}^{T} B_{2}$. So we consider the blocks $B_{1}$ and $B_{2}$.

Since $\left.B_{1}=-Q \otimes R\right]$ and $\left.B_{2}=-R \otimes Q\right]$, that is, their first column is deleted, which only contains zero, therefore $\operatorname{rank}\left(B_{1}\right)=\operatorname{rank}\left(B_{2}\right)=\operatorname{rank}(Q) \operatorname{rank}(R)=(N-1)(N-$ $2)<\wp$. Thus, $B_{i}$ are rank deficient, so that $\sigma_{\min }\left(B_{i}\right)=0$ for $i=1,2$. Furthermore, $\sigma\left(B_{i}\right)=\sigma(Q) \times \sigma(R)$, so Lemma 3.3.6 implies that $\sigma_{\max }\left(B_{i}\right)=\sigma_{\max }(R) \sigma_{\max }(Q) \leqslant$ $2 C$, for $i=1,2$. Therefore, by Theorem 2.1.6

$$
\lambda_{\max }\left(B^{T} B\right) \leqslant \lambda_{\max }\left(B_{1}^{T} B_{1}\right)+\lambda_{\max }\left(B_{2}^{T} B_{2}\right)=\sigma_{\max }^{2}\left(B_{1}\right)+\sigma_{\max }^{2}\left(B_{2}\right) \leqslant 4 C^{2}+4 C^{2}
$$

thus, $\sigma_{\max }(B) \leqslant C$. However, Theorem 2.1.6 gives a trivial bound for the minimum singular value of $B$, but we need a positive value as $B^{T} B$ is full rank. To this end, we do a detailed analysis as follows.

Let $\alpha_{i j}:=\left(Q^{T} Q\right)_{i j}$ and $\beta_{i j}:=\left(R^{T} R\right)_{i j}$, where $0 \leqslant i, j \leqslant N-2$. Note that $Q^{T} Q$ is a symmetric matrix, so that for $0 \leqslant i, j \leqslant N-2$

$$
\alpha_{i j}=\left(Q^{T} Q\right)_{i j}= \begin{cases}\gamma_{i}^{2}, & i=j=0,1 \\ 2 \gamma_{i}^{2}, & 2 \leqslant i=j \leqslant N-2 \\ -\gamma_{i} \gamma_{i+2}, & j=i+2\end{cases}
$$

Since Lemma 3.3.6 implies that $\sigma_{\min }(Q) \geqslant \frac{c}{N^{2}}$, for $y \in \mathbb{R}^{N-1} \backslash\{0\}$

$$
\begin{equation*}
\frac{c}{N^{4}} y^{T} y \leqslant y^{T} Q^{T} Q y=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} y_{i} \alpha_{i j} y_{j}=\sum_{i=0}^{N-2} \alpha_{i i}\left(y_{i}\right)^{2}+2 \sum_{i=0}^{N-4} \alpha_{i i+2} y_{i} y_{i+2} \tag{3.3.36}
\end{equation*}
$$

Recall that $R^{T} R$ is a diagonal matrix, with $\beta_{00}=0$, and $\beta_{i i}=4$ for $1 \leqslant i \leqslant N-2$. By a direct calculation, $B^{T} B=\left[Q^{T} Q \otimes R^{T} R+R^{T} R \otimes Q^{T} Q\right]$, that is, delete the first row and first column, then the $(i, j)$-th block of $B^{T} B$ is given as

$$
\left(B^{T} B\right)_{i j}= \begin{cases}\alpha_{00}\left[R^{T} R\right], & i=j=0, \\ \alpha_{i i} R^{T} R+4 Q^{T} Q, & 1 \leqslant i=j \leqslant N-2, \\ \alpha_{02}\left[R^{T} R,\right. & i=0, j=2, \\ \alpha_{i i+2} R^{T} R, & 1 \leqslant i \leqslant N-4, j=i+2\end{cases}
$$

Let $x=\left[x_{0} ; x_{1} ; \ldots ; x_{N-2}\right] \in \mathbb{R}^{\wp} \backslash\{0\}$, where $x_{0}=\left[x_{0}^{1} ; x_{0}^{2} ; \ldots ; x_{0}^{N-2}\right] \in \mathbb{R}^{N-2}$, and $x_{i}=\left[x_{i}^{0} ; x_{i}^{1} ; \ldots ; x_{i}^{N-2}\right] \in \mathbb{R}^{N-1}$ for $1 \leqslant i \leqslant N-2$, then

$$
\begin{aligned}
x^{T} B^{T} B x= & \sum_{i=0}^{N-2} x_{i}^{T}\left(B^{T} B\right)_{i i} x_{i}+2 \sum_{i=0}^{N-4} x_{i}^{T}\left(B^{T} B\right)_{i, i+2} x_{i+2} \\
= & x_{0}^{T} \alpha_{00}\left[R^{T} R\right] x_{0}+\sum_{i=1}^{N-2} x_{i}^{T}\left(\alpha_{i i} R^{T} R+\beta_{i i} Q^{T} Q\right) x_{i}+2 x_{0}^{T} \alpha_{02}\left[R^{T} R \cdot x_{2}\right. \\
& +2 \sum_{i=1}^{N-4} x_{i}^{T} \alpha_{i, i+2} R^{T} R x_{i+2} \\
= & \alpha_{00} \sum_{j=1}^{N-2} 4\left(x_{0}^{j}\right)^{2}+\sum_{i=1}^{N-2} \alpha_{i i} \sum_{j=1}^{N-2} 4\left(x_{i}^{j}\right)^{2}+\sum_{i=1}^{N-2} \beta_{i i} x_{i}^{T} Q^{T} Q x_{i} \\
& +2 \alpha_{02} \sum_{\ell=1}^{N-2} \sum_{j=0}^{N-2} x_{0}^{\ell}\left(\left[R^{T} R\right)_{\ell j} x_{2}^{j}+2 \sum_{i=1}^{N-4} \alpha_{i, i+2} \sum_{j=1}^{N-2} 4 x_{i}^{j} x_{i+2}^{j}\right. \\
= & \alpha_{00} \sum_{j=1}^{N-2} 4\left(x_{0}^{j}\right)^{2}+\sum_{i=1}^{N-2} \alpha_{i i} \sum_{j=1}^{N-2} 4\left(x_{i}^{j}\right)^{2}+\sum_{i=1}^{N-2} 4 x_{i}^{T} Q^{T} Q x_{i} \\
& +2 \alpha_{02} \sum_{j=1}^{N-2} 4 x_{0}^{j} x_{2}^{j}+2 \sum_{i=1}^{N-4} \alpha_{i, i+2}^{N-2} \sum_{j=1}^{N-2} 4 x_{i}^{j} x_{i+2}^{j}
\end{aligned}
$$

$$
=4 \sum_{j=1}^{N-2}\left(\sum_{i=0}^{N-2} \alpha_{i i}\left(x_{i}^{j}\right)^{2}+2 \sum_{i=0}^{N-4} \alpha_{i, i+2} x_{i}^{j} x_{i+2}^{j}\right)+\sum_{i=1}^{N-2} 4 x_{i}^{T} Q^{T} Q x_{i} .
$$

Define $\xi_{j}=\left[x_{0}^{j} ; x_{1}^{j} ; x_{2}^{j} ; \ldots ; x_{N-2}^{j}\right]$, then

$$
\begin{align*}
x^{T} B^{T} B x & =4 \sum_{j=1}^{N-2} \xi_{j}^{T} Q^{T} Q \xi_{j}+\sum_{i=1}^{N-2} 4 x_{i}^{T} Q^{T} Q x_{i} \\
& \geqslant 4 \frac{c}{N^{4}} \sum_{j=1}^{N-2} \xi_{j}^{T} \xi_{j}+4 \frac{c}{N^{4}} \sum_{i=1}^{N-2} x_{i}^{T} x_{i}  \tag{3.3.36}\\
& =4 \frac{c}{N^{4}} \sum_{j=1}^{N-2} \sum_{i=0}^{N-2}\left(x_{i}^{j}\right)^{2}+4 \frac{c}{N^{4}} \sum_{i=1}^{N-2} \sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2} \\
& =4 \frac{c}{N^{4}} \sum_{j=1}^{N-2}\left(x_{0}^{j}\right)^{2}+4 \frac{c}{N^{4}} \sum_{i=1}^{N-2}\left(\left(x_{i}^{0}\right)^{2}+\sum_{j=1}^{N-2} 2\left(x_{i}^{j}\right)^{2}\right) \\
& \geqslant 4 \frac{c}{N^{4}} \sum_{j=1}^{N-2}\left(x_{0}^{j}\right)^{2}+4 \frac{c}{N^{4}} \sum_{i=1}^{N-2} \sum_{j=0}^{N-2}\left(x_{i}^{j}\right)^{2}=\frac{4 c}{N^{4}} x^{T} x .
\end{align*}
$$

Thus, $\lambda_{\min }\left(B^{T} B\right) \geqslant \frac{c}{N^{4}}$, which implies that $\sigma_{\min }(B) \geqslant \frac{c}{N^{2}}$.
The above estimates are observed in Figures 3.3a and 3.3b. In order to get


Figure 3.3: Singular values of $B$.
estimates on the singular values of the global spectral operator $G$, we need the following result that gives the spectrum of a symmetric saddle point matrix.

Theorem 3.3.8 (See [3]). Let $\mathcal{X}=\left(\begin{array}{cc}A & B^{T} \\ B & O\end{array}\right)$, such that $B \in \mathbb{R}^{m \times n}$ is full rank and its Schur complement $B A^{-1} B^{T}$ is SPD, then

$$
\begin{equation*}
\Lambda(\mathcal{X}) \subseteq\left[\frac{-\lambda_{1}}{\frac{1}{2}\left(1+\sqrt{1+4 \frac{\lambda_{1}}{\mu_{1}}}\right)}, \frac{-\lambda_{m}}{\frac{1}{2}\left(1+\sqrt{1+4 \frac{\lambda_{m}}{\mu_{n}}}\right)}\right] \cup\left[\mu_{n}, \mu_{1} \frac{1+\sqrt{1+4 \frac{\lambda_{1}}{\mu_{1}}}}{2}\right] \tag{3.3.37}
\end{equation*}
$$

where $0<\mu_{n} \leqslant \ldots \leqslant \mu_{1}$ denote the eigenvalues of $A$ and $0<\lambda_{m} \leqslant \ldots \leqslant \lambda_{1}$ are the eigenvalues of $B A^{-1} B^{T}$.

In order to use the above result, we need to estimate the spectrum of the Schur complement for the discrete Stokes problem in steady state, with coefficient matrix (3.3.6), defined as $\Upsilon_{h}=B^{T} \mathcal{A}^{-1} B$. Let us first introduce the Schur complement for the continuous Stokes problem, which is known as the Uzawa pressure operator, denoted by $\Upsilon: L_{0}^{2}(\Omega) \rightarrow L_{0}^{2}(\Omega)$, is defined as $\Upsilon:=\nabla \cdot \Delta^{-1} \nabla$. It is a self-adjoint, bounded, coercive and hence a bijective operator with $\lambda_{\max }(\Upsilon)=1$. Also, $\Delta^{-1}$ : $\left(H^{-1}(\Omega)\right)^{2} \rightarrow V$ denotes the inverse Laplacian. Let $u \in\left(H^{-1}(\Omega)\right)^{2}$, we say $\Delta^{-1} u=$ $v \in V$ if

$$
\begin{aligned}
\Delta v & =u \text { in } \Omega \\
v & =0 \text { on } \partial \Omega
\end{aligned}
$$

Note that $\Delta$ is the vector Laplacian as $v \in V$ is a vector having two components. From [12, p. 422], the following inf-sup condition holds for the $P_{N}-P_{N-2}$ scheme

$$
\inf _{q_{N} \in \mathbb{P}_{N-2, N-2} \cap L_{0}^{2}(\Omega)} \sup _{v_{n} \in \mathbb{P}_{N, N}^{0}} \frac{\left(\nabla \cdot v_{N}, q_{N}\right)}{\left\|v_{N}\right\|_{1}\left\|q_{N}\right\|_{0}} \geqslant \frac{c}{\sqrt{N}},
$$

which, as stated in [28, p. 173], is equivalent to

$$
\inf _{q \in \mathbb{R}^{\mathfrak{R}} \backslash 0} \sqrt{\frac{q^{T} B^{T} \mathcal{A}^{-1} B q}{q^{T} \mathfrak{M} q}} \geqslant \frac{c}{\sqrt{N}},
$$

or

$$
\begin{equation*}
\inf _{q \in \mathbb{R}^{\mathscr{P}} \backslash 0} \frac{q^{T} \Upsilon_{h} q}{q^{T} \mathfrak{M} q} \geqslant \frac{c}{N} . \tag{3.3.38}
\end{equation*}
$$

Here $q$ is the vector of coefficients of $q_{N}=\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\ i+j>0}}^{N-2} q_{i j} L_{i}(x) L_{j}(y)$, and $\mathfrak{M}$ is the mass matrix, so that

$$
q^{T} \mathfrak{M} q=\left\|q_{N}\right\|_{0}^{2}=\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\ i+j>0}}^{N-2} \sum_{m=0}^{N-2} \sum_{\substack{n=0 \\ m+n>0}}^{N-2} q_{i j} q_{m n} \frac{2 \delta_{i j}}{2 i+1} \frac{2 \delta_{m n}}{2 m+1}=q^{T}[\tau \otimes \tau] q,
$$

where $(\tau)_{i j}=\frac{2 \delta_{i j}}{2 i+1}$ for $0 \leqslant i, j \leqslant N-2$. Since $\tau$ is a diagonal matrix, then $\mathfrak{M}=$ $[\tau \otimes \tau]$ is diagonal and $m+n, i+j>0$,

$$
\begin{equation*}
\lambda_{\min }(\mathfrak{M})=\left(L_{N-2}, L_{N-2}\right)^{2}=\left(\frac{2}{2(N-2)+1}\right)^{2} \geqslant \frac{c}{N^{2}} \tag{3.3.39}
\end{equation*}
$$

Figure 3.4b verifies 3.3.38), whereas the following result is depicted by Figure 3.4a.


Figure 3.4: Spectrum of $\mathfrak{M}^{-1} \Upsilon_{h}$.

Theorem 3.3.9. For given $N \geqslant 4, \lambda_{\max }\left(\mathfrak{M}^{-1} \Upsilon_{h}\right) \leqslant 1$.

Proof. For some $p=\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\ i+j>0}}^{N-2} p_{i j} L_{i}(x) L_{j}(y) \in \mathbb{P}_{N-2, N-2} \cap L_{0}^{2}(\Omega)$,

$$
(\Upsilon p, p)=\left(\nabla \cdot \Delta^{-1} \nabla\left(\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\ i+j>0}}^{N-2} p_{i j} L_{i}(x) L_{j}(y)\right), p\right)
$$

For $0<i+j$ and $0 \leqslant i, j \leqslant N-2$, define $w^{i j}=\Delta^{-1} \nabla\left(L_{i}(x) L_{j}(y)\right)$, and $w=$ $\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\ i+j>0}}^{N-2} p_{i j} w^{i j}$ so that the above problem becomes

$$
\begin{equation*}
(\Upsilon p, p)=(\nabla \cdot w, p)=\left(w_{1_{x}}, p\right)+\left(w_{2_{y}}, p\right) \tag{3.3.40}
\end{equation*}
$$

and let $w^{i j}=\left[w_{1}^{i j} ; w_{2}^{i j}\right]$ and $w=\left[w_{1}, w_{2}\right]$. By definition, $w^{i j}$ is the solution of the following problem

$$
\begin{aligned}
\Delta w^{i j} & =\nabla\left(L_{i}(x) L_{j}(y)\right) \text { in } \Omega \\
w^{i j} & =0 \text { on } \partial \Omega
\end{aligned}
$$

which is equivalent to the following two problems

$$
\begin{align*}
& \Delta w_{1}^{i j}=L_{i}^{\prime}(x) L_{j}(y) \text { in } \Omega, \quad \text { and } \quad \Delta w_{2}^{i j}=L_{i}(x) L_{j}^{\prime}(y) \text { in } \Omega,  \tag{3.3.41}\\
& w_{1}^{i j}=0 \text { on } \partial \Omega, \quad w_{2}^{i j}=0 \text { on } \partial \Omega .
\end{align*}
$$

Let us solve the first one by using the recombined Legendre basis functions, by considering $w_{1}^{i j}=\sum_{m=0}^{N-2} \sum_{n=0}^{N-2} w_{m n}^{i j} \phi_{m}(x) \phi_{n}(y)$ and let $w_{1, h}^{i j}$ be the vector of coefficients of $w_{1}^{i j}$. For $0 \leqslant r, s \leqslant N-2$,

$$
\begin{aligned}
\left(\Delta w_{1}^{i j}, \phi_{r}(x) \phi_{s}(y)\right) & =\left(L_{i}^{\prime}(x) L_{j}(y), \phi_{r}(x) \phi_{s}(y)\right) \\
-A w_{1, h}^{i j} & =-R_{r i} Q_{s j},
\end{aligned}
$$

hence $A w_{1, h}^{i j}=R_{r i} Q_{s j}$ and similarly, $A w_{2, h}^{i j}=Q_{r i} R_{s j}$ for $0 \leqslant r, s \leqslant N-2$, thus

$$
\left.A w_{1}=A \sum_{i=0}^{N-2} \sum_{\substack{j=0 \\ i+j>0}}^{N-2} p_{i j} w_{1, h}^{i j}=\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\ i+j>0}}^{N-2} p_{i j} R_{r i} Q_{s j}=(Q \otimes R)\right] p_{h}=-B_{1} p_{h},
$$

similarly, $A w_{2}=-B_{2} p_{h}$, hence $w=\left[\begin{array}{l}w_{1} \\ w_{2}\end{array}\right]=\left[\begin{array}{l}-A^{-1} B_{1} p_{h} \\ -A^{-1} B_{2} p_{h}\end{array}\right]$, which leads us to evaluating the final step (3.3.40).

$$
\text { Since } \begin{aligned}
w_{1} & =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2}\left(w_{1}\right)_{i j} \phi_{i}(x) \phi_{j}(y), \\
\left(w_{1_{x}}, p\right) & =\sum_{m=0}^{N-2} \sum_{n=0}^{N-2} p_{m n} \sum_{i=0}^{N-2} \sum_{j=0}^{N-2}\left(w_{1}\right)_{i j}\left(\phi_{i}^{\prime}(x) \phi_{j}(y), L_{m}(x) L_{n}(y)\right) \\
& =p_{h}^{T}\left[\left(Q^{T} \otimes R^{T}\right) \cdot w_{1}=p_{h}^{T}\left(-B_{1}^{T}\right)\left(-A^{-1} B_{1}\right) p_{h}=p_{h}^{T} B_{1}^{T} A^{-1} B_{1} p_{h} .\right.
\end{aligned}
$$

Similarly, $\left(w_{2_{y}}, p\right)=p_{h}^{T} B_{2}^{T} A^{-1} B_{2} p_{h}$, thus (3.3.40) gives $(\Upsilon p, p)=p_{h}^{T} B_{1}^{T} A^{-1} B_{1} p_{h}+$ $p_{h}^{T} B_{2}^{T} A^{-1} B_{2} p_{h}=p_{h}^{T} B^{T} \mathcal{A}^{-1} B p_{h}=p_{h}^{T} \Upsilon_{h} p_{h}$, and $(p, p)=p_{h}^{T} \mathfrak{M} p_{h}$, therefore

$$
\begin{aligned}
\lambda_{\max }\left(\mathfrak{M}^{-1} \Upsilon\right) & =\sup _{p_{h} \in \mathbb{R}^{\mathfrak{P}} \backslash 0} \frac{p_{h}^{T} \Upsilon_{h} p_{h}}{p_{h}^{T} \mathfrak{M} p_{h}}=\sup _{p \in \mathbb{P}_{N-2, N-2} \cap L_{0}^{2}(\Omega)} \frac{(\Upsilon p, p)}{(p, p)} \\
& \leqslant \sup _{p \in L_{0}^{2}(\Omega)} \frac{(\Upsilon p, p)}{(p, p)}=\lambda_{\max }(\Upsilon)=1 .
\end{aligned}
$$

Figure 3.5 a presents the numerical results for the following result.
Lemma 3.3.10. For given $N \geqslant 4, \lambda_{\min }\left(\Upsilon_{h}\right) \geqslant \frac{c}{N^{3}}$ and $\lambda_{\min }\left(\Upsilon_{h}\right) \leqslant c \lambda_{\min }(\mathcal{A})$.
Proof. Since $\Upsilon_{h}$ is symmetric,

$$
\begin{align*}
\lambda_{\min }\left(\Upsilon_{h}\right) & =\inf _{p \in \mathbb{R}^{\mathfrak{P}} \backslash 0} \frac{p^{T} \Upsilon_{h} p}{p^{T} \mathfrak{M}_{p}} \cdot \frac{p^{T} \mathfrak{M} p^{p^{T} p}}{}  \tag{3.3.42}\\
& \geqslant \inf _{p \in \mathbb{R}^{\mathfrak{P}} \backslash 0} \frac{p^{T} \Upsilon_{h} p}{p^{T} \mathfrak{M} p p} \cdot \inf _{p \in \mathbb{R}^{\mathfrak{P}} \backslash 0} \frac{p^{T} \mathfrak{M} p}{p^{T} p}
\end{align*}
$$



Figure 3.5: Numerical results for global operators of the steady Stokes problem.

$$
\begin{equation*}
\geqslant \frac{c}{N} \cdot \frac{c}{N^{2}}=\frac{c}{N^{3}} . \tag{3.3.39}
\end{equation*}
$$

Moreover, by (3.3.42)

$$
\begin{aligned}
\lambda_{\min }\left(\Upsilon_{h}\right) & \leqslant \sup _{p \in \mathbb{R}^{\mathscr{}} \backslash 0} \frac{p^{T} \Upsilon_{h} p}{p^{T} \mathfrak{M} p} \cdot \inf _{p \in \mathbb{R}^{\mathscr{\rho} \backslash 0}} \frac{p^{T} \mathfrak{M} p}{p^{T} p} \\
& \leqslant 1 \cdot\left(\frac{2}{2(N-2)+1}\right)^{2}=\frac{c}{N^{2}} \quad \text { (by Theorem 3.3.9 and eq. (3.3.39)) } \\
& \leqslant c \lambda_{\min }(\mathcal{A}) .
\end{aligned}
$$

The above results aid us to prove our main goal of this section, that is, an optimal bound for the condition number of the global spectral operator $G$ for the steady Stokes problem, as seen in Figures 3.6a and 3.6b.

Theorem 3.3.11. For $N \geqslant 4$, let $G$ be defined by (3.3.6), then $\frac{c}{N^{2}} \leqslant \sigma(G) \leqslant c N^{2}$, and $\kappa(G) \leqslant c N^{4}$.

Proof. Note that $G=\left[\begin{array}{cc}\mathcal{A} & O \\ \hat{O} & O_{\wp, \ell}\end{array}\right]+\left[\begin{array}{cc}O & B \\ B^{T} & O_{\wp, \wp}\end{array}\right]=: G_{1}+G_{2}$, thus it is a sum of two


Figure 3.6: Spectrum of $G$.
symmetric matrices. Hence, by Theorem 2.1.6

$$
\begin{equation*}
\lambda_{\max }(G) \leqslant \lambda_{\max }\left(G_{1}\right)+\lambda_{\max }\left(G_{2}\right) \tag{3.3.43}
\end{equation*}
$$

Since $\lambda_{\max }\left(G_{1}\right)=\lambda_{\max }(\mathcal{A})$, and $\lambda_{\max }\left(G_{2}\right)=\sigma_{\max }(B)$ by Result 8 of Theorem 2.1.8. Hence, by applying these results to $(3.3 .43), \lambda_{\max }(G) \leqslant \lambda_{\max }(\mathcal{A})+\lambda_{\max }(B) \leqslant c N+$ $c \leqslant c N$, by Corollary 3.3.4 and Lemma 3.3.7.

Now, it remains to estimate the absolute minimum value of the eigenvalues of $G$, denoted by $|\lambda|_{\min }(G)$, for which Theorem 3.3.8 gives,

$$
|\lambda|_{\min }(G) \geqslant \min \left\{\lambda_{\min }(\mathcal{A}), \frac{\lambda_{\min }\left(\Upsilon_{h}\right)}{\frac{1}{2}\left(1+\sqrt{1+\frac{4 \lambda_{\min }\left(\Upsilon_{h}\right)}{\lambda_{\min }(\mathcal{A})}}\right)}\right\}
$$

and by Lemma 3.3.10, $\frac{\lambda_{\min }\left(\Upsilon_{h}\right)}{\lambda_{\min }(\mathcal{A})} \leqslant c$, leading to $\frac{1}{2}\left(1+\sqrt{1+\frac{4 \lambda_{\min }\left(\Upsilon_{h}\right)}{\lambda_{\min }(\mathcal{A})}}\right) \leqslant c$, thus

$$
\frac{\lambda_{\min }\left(\Upsilon_{h}\right)}{\frac{1}{2}\left(1+\sqrt{1+\frac{4 \lambda_{\min }\left(\Upsilon_{h}\right)}{\lambda_{\min }(\mathcal{A})}}\right)} \geqslant c \lambda_{\min }\left(\Upsilon_{h}\right) .
$$

Hence, the minimum absolute value of eigenvalues of $G$ satisfies,

$$
|\lambda|_{\min }(G) \geqslant \min \left\{\lambda_{\min }(\mathcal{A}), c \lambda_{\min }\left(\Upsilon_{h}\right)\right\} \geqslant \min \left\{\frac{c}{N^{2}}, \frac{c}{N^{3}}\right\}=\frac{c}{N^{3}} .
$$

Since $\kappa(G)=\frac{|\lambda|_{\max }(G)}{|\lambda|_{\min }(G)}$, therefore $\kappa(G) \leqslant c N \cdot N^{3}=c N^{4}$.
To summarize, for the Stokes problem in the steady state given by 3.1.1, we implemented the proposed $P_{N}-P_{N-2}$ scheme in space by using a recombined Legendre basis functions on Matlab ${ }^{\circledR}$, see [52]. Take $f_{1}, f_{2}$ so that the exact solutions are $u(x, y)=(\cos (\pi x)+1) \sin (2 \pi y), v(x, y)=(0.5) \sin (\pi x)(1-\cos (2 \pi y))$, and $p(x, y)=\sin (\pi x) \cos (\pi y)$, thus the boundary conditions are satisfied. It can easily be implemented for $P_{N}-P_{N-2}$ scheme with a recombined Chebyshev basis in space as mentioned in [80. The spectral convergence of the $P_{N}-P_{N-2}$ scheme was proved in [12], and is evident from Figure 3.5b.

### 3.4 Unsteady state

Consider the unsteady Stokes problem, given by equation (3.1.2), which on further simplification is expressed as:

$$
\begin{align*}
u_{t}-\Delta u+p_{x} & =f_{1} \text { in } \Omega_{t},  \tag{3.4.1a}\\
v_{t}-\Delta v+p_{y} & =f_{2} \text { in } \Omega_{t},  \tag{3.4.1b}\\
u_{x}+v_{y} & =0 \text { in } \Omega \times(-1,1),  \tag{3.4.1c}\\
u(x, y,-1)=u_{0}(x, y), v(x, y,-1) & =v_{0}(x, y) \text { in } \Omega,  \tag{3.4.1d}\\
u=0, v & =0 \text { on } \partial \Omega \times(-1,1) .
\end{align*}
$$

We extend the $P_{N}-P_{N-2}$ scheme of the last section to the unsteady case by applying Chebyshev Gauss-Lobatto spectral collocation in time. These particular polynomial
bases are chosen for simplicity of analysis of this scheme. In practice, Chebyshev recombined basis given in [80, p. 149] or Jacobi collocation can be chosen in place of Legendre recombined basis or Chebyshev collocation, respectively, without any difficulties. The goal is to show spectral convergence of a space-time spectral method and a condition number estimate of the scheme. The analysis of the latter is incomplete because two of the estimates are based on numerical evidence.

### 3.4.1 Discretization

For given $N \geqslant 4$, consider the Chebyshev Gauss-Lobatto nodes $t_{k}$ for $0 \leqslant k \leqslant N$, so that $t_{0}=-1$ and $t_{N}=1$. Let $\ell_{k}$ denote the Lagrange basis polynomials for $t_{k}$, therefore $\ell_{k}\left(t_{j}\right)=\delta_{k j}$ for $0 \leqslant k, j \leqslant N$. Let $D$ denote the Chebyshev Gauss-Lobatto pseudospectral derivative matrix of size $(N+1) \times(N+1)$. For this scheme, we define an approximation for the velocity $u, v$ and the pressure $p$ as follows,

$$
\begin{align*}
& u_{N}(x, y, t)=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{k=0}^{N} u_{i j k} \phi_{i}(x) \phi_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N, N, N}^{0}, \\
& v_{N}(x, y, t)=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{k=0}^{N} v_{i j k} \phi_{i}(x) \phi_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N, N, N}^{0},  \tag{3.4.2}\\
& p_{N}(x, y, t)=\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\
i+j>0}}^{N-2} \sum_{k=0}^{N} p_{i j k} L_{i}(x) L_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N-2, N-2, N} .
\end{align*}
$$

The number of unknowns for $u_{N}$ and $v_{N}$ each are $N \vartheta$, and the number of unknowns for $p_{N}$ are $N \wp$. The total number of unknowns in the discrete Stokes equations is $2 N \vartheta+N \wp=3 N(N-1)^{2}-N$. Define the discrete unknowns as $u_{h}=\left[u_{h}^{1} ; u_{h}^{2} ; \ldots ; u_{h}^{N}\right]$, where $u_{h}^{\ell}=\left[u_{0,0, \ell} ; u_{1,0, \ell} ; \ldots u_{N-2,0, \ell} ; u_{0,1, \ell} ; \ldots u_{N-2, N-2, \ell}\right]$, similarly define $v_{h}, p_{h}$. Let $k=1,2$ and $t=t_{r}$, for a given $f_{k}(x, y, t)$ so that $f_{k}\left(x, y, t_{r}\right)$ is analytic in $\Omega$ for all $1 \leqslant r \leqslant N$, it can be approximated by a truncated Legendre series expansion as
follows,

$$
f_{k}\left(x, y, t_{r}\right) \approx \tilde{f}_{k}^{r}(x, y):=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} f_{i j}^{k, r} L_{i}(x) L_{j}(y)
$$

We define $\mathbf{F}_{k}=\left[\mathcal{F}_{k}^{1} ; \mathcal{F}_{k}^{2} ; \ldots ; \mathcal{F}_{k}^{N}\right]$, where $\mathcal{F}_{k}^{r}=\left[\begin{array}{l}k, r \\ 00\end{array} ; f_{10}^{k, r} ; \ldots f_{N-2,0}^{k, r} ; f_{01}^{k, r} ; \ldots ; f_{N-2, N-2}^{k, r}\right]$, for all $k=1,2$ and $1 \leqslant r \leqslant N$.

Let us begin with the initial condition $u(x, y,-1)=u_{0}(x, y)$. Assume that truncated Legendre series gives $u_{0}(x, y) \approx \sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}^{0} \phi_{i}(x) \phi_{j}(y)=\sum_{i=0}^{N} \sum_{j=0}^{N} \mathfrak{u}_{i j}^{0} L_{i}(x) L_{j}(y)$, then

$$
\begin{aligned}
\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{k=0}^{N} u_{i j k} \phi_{i}(x) \phi_{j}(y) \ell_{k}(-1) & =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}^{0} \phi_{i}(x) \phi_{j}(y) \\
\left.\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{k=0}^{N} u_{i j 0} \phi_{i}(x) \phi_{j}(y)\right) & =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}^{0} \phi_{i}(x) \phi_{j}(y)
\end{aligned}
$$

which gives $u_{i j 0}=u_{i j}^{0}$, for all $0 \leqslant i, j \leqslant N-2$.
Let $u_{0 h}=\left[u_{0,0}^{0} ; u_{1,0}^{0} ; \ldots u_{N-2,0}^{0} ; u_{0,1}^{0} ; \ldots u_{N-2, N-2}^{0}\right]$. Since $\phi_{i}=L_{i}-L_{i+2}$, it follows that

$$
\begin{aligned}
\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}^{0} \phi_{i}(x) \phi_{j}(y) & =\sum_{i=0}^{N} \sum_{j=0}^{N} \mathfrak{u}_{i j}^{0} L_{i}(x) L_{j}(y) \\
\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}^{0}\left(L_{i}(x)-L_{i+2}(x)\right)\left(L_{j}(y)-L_{j+2}(y)\right) & =\sum_{i=0}^{N} \sum_{j=0}^{N} \mathfrak{u}_{i j}^{0} L_{i}(x) L_{j}(y),
\end{aligned}
$$

thus $(\mathcal{L} \otimes \mathcal{L}) u_{i j}^{0}=\mathfrak{u}_{i j}^{0}$, where $\mathcal{L}$ is an $(N+1) \times(N-1)$ Toeplitz matrix and is given as follows:

$$
\mathcal{L}=\left[\begin{array}{cccccc}
1 & 0 & -1 & & &  \tag{3.4.3}\\
& 1 & 0 & -1 & & \\
& & \ddots & \ddots & \ddots & \\
& & & 1 & 0 & -1 \\
& & & & 1 & 0 \\
& & & & 1
\end{array}\right]
$$

Similarly, $v_{0 h}$ is obtained.
Now, the LHS of the weak form of 3.4.1a collocated at time $t=t_{r}$, for $1 \leqslant r \leqslant$ $N$, and $0 \leqslant m, n \leqslant N-2$, is equal to

$$
\begin{aligned}
& \left(u_{t}\left(x, y, t_{r}\right), \phi_{m}(x) \phi_{n}(y)\right)+\left(-\Delta u\left(x, y, t_{r}\right), \phi_{m}(x) \phi_{n}(y)\right)-\left(p\left(x, y, t_{r}\right), \phi_{m}^{\prime}(x) \phi_{n}(y)\right) \\
& =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{k=1}^{N} u_{i j k}\left(\phi_{i}(x) \phi_{j}(y), \phi_{m}(x) \phi_{n}(y)\right) \ell_{k}^{\prime}\left(t_{r}\right) \\
& \quad+\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}^{0}\left(\phi_{i}(x) \phi_{j}(y), \phi_{m}(x) \phi_{n}(y)\right) \ell_{0}^{\prime}\left(t_{r}\right) \\
& \quad+\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j r}\left(-\Delta\left(\phi_{i}(x) \phi_{j}(y)\right), \phi_{m}(x) \phi_{n}(y)\right) \\
& \quad-\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\
i+j>0}}^{N-2} p_{i j r}\left(L_{i}(x) L_{j}(y), \phi_{m}^{\prime}(x) \phi_{n}(y)\right)
\end{aligned}
$$

whereas, the RHS is equal to

$$
\left(f_{1}\left(x, y, t_{r}\right), \phi_{m}(x) \phi_{n}(y)\right)=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} f_{i j}^{k, r}\left(L_{i}(x) L_{j}(y), \phi_{m}(x) \phi_{n}(y)\right) .
$$

In order to write the discrete weak form of 3.4.1a), described above, in matrix form, we need the following definition.

Definition 3.4.1 (Chebyshev Gauss-Lobatto pseudospectral derivative matrix, see [64, 80]). For $N \geqslant 4$, let $x_{i}$ be the Chebyshev Gauss-Lobatto quadrature nodes, defined as $x_{i}=-\cos \left(\frac{\pi i}{N}\right)$ for $0 \leqslant i \leqslant N$. Let $\tilde{c}_{0}=\tilde{c}_{N}=2$ and $c_{i}=1$ for $1 \leqslant i \leqslant$ $N-1$. The Chebyshev Gauss-Lobatto pseudospectral derivative matrix is defined as
$D:=\left[d_{i, j}\right]_{0 \leqslant i, j \leqslant N+1}$, where $d_{k, j}=\ell_{j}^{\prime}\left(x_{k}\right)$ given as follows in [80, p. 109].

$$
d_{k, j}= \begin{cases}-\frac{2 N^{2}+1}{6}, & j=k=0,  \tag{3.4.4}\\ \frac{\tilde{c}_{k}(-1)^{k+j}}{\tilde{c}_{j}\left(x_{k}-x_{j}\right)}, & 0 \leqslant k \neq j \leqslant N \\ -\frac{x_{k}}{2\left(1-x_{k}^{2}\right)}, & 1 \leqslant k=j \leqslant N-1, \\ \frac{2 N^{2}+1}{6}, & k=j=N\end{cases}
$$

Additionally, we define $\mathbf{d}_{0 h}:=\left[d_{10} ; d_{20} ; \ldots ; d_{N 0}\right] \in \mathbb{R}^{N \times 1}$, which is the first column of $D$, except the entry $d_{00}$. Then, a matrix form of 3.4.1a) becomes,

$$
\left([D] \otimes \mathcal{M}+I_{N} \otimes A\right) u_{h}+\left(I_{N} \otimes B_{1}\right) p_{h}=\left(\mathbf{1}_{N} \otimes \mathcal{Q}\right) \mathbf{F}_{1}-\mathbf{d}_{0 h} \otimes\left(\mathcal{M} u_{0 h}\right)
$$

Similarly, a matrix form of 3.4.1b is given as

$$
\left([D] \otimes \mathcal{M}+I_{N} \otimes A\right) v_{h}+\left(I_{N} \otimes B_{1}\right) p_{h}=\left(\mathbf{1}_{N} \otimes \mathcal{Q}\right) \mathbf{F}_{1}-\mathbf{d}_{0 h} \otimes\left(\mathcal{M} v_{0 h}\right)
$$

Finally, consider (3.4.1c), the following weak form of which collocated at time $t=t_{r}$, for $1 \leqslant r \leqslant N$ and $0 \leqslant m, n \leqslant N-2$ with $m+n>0$,

$$
\begin{array}{r}
\left(u_{x}\left(x, y, t_{r}\right), L_{m}(x) L_{n}(y)\right)+\left(v_{y}\left(x, y, t_{r}\right), L_{m}(x) L_{n}(y)\right)=0 \\
\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j r}\left(\phi_{i}^{\prime}(x) \phi_{j}(y), L_{m}(x) L_{n}(y)\right)+\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} v_{i j r}\left(\phi_{i}(x) \phi_{j}^{\prime}(y), L_{m}(x) L_{n}(y)\right)=0
\end{array}
$$

which gives the discrete (3.4.1c), as

$$
\left(I_{N} \otimes B_{1}^{T}\right) u_{h}+\left(I_{N} \otimes B_{2}^{T}\right) v_{h}=\mathbf{0}_{N_{\wp}}
$$

Consequently, for given $N \geqslant 4$, the discrete unsteady Stokes problem becomes

$$
\begin{align*}
\left([D] \otimes \mathcal{M}+I_{N} \otimes A\right) u_{h}+\left(I_{N} \otimes B_{1}\right) p_{h} & =\left(\mathbf{1}_{N} \otimes \mathcal{Q}\right) \mathbf{F}_{1}-\mathbf{d}_{0 h} \otimes\left(\mathcal{M} u_{0 h}\right) \\
\left([D] \otimes \mathcal{M}+I_{N} \otimes A\right) v_{h}+\left(I_{N} \otimes B_{2}\right) p_{h} & =\left(\mathbf{1}_{N} \otimes \mathcal{Q}\right) \mathbf{F}_{2}-\mathbf{d}_{0 h} \otimes\left(\mathcal{M} v_{0 h}\right)  \tag{3.4.5}\\
\left(I_{N} \otimes B_{1}^{T}\right) u_{h}+\left(I_{N} \otimes B_{2}^{T}\right) v_{h} & =\mathbf{0}_{N_{\wp}},
\end{align*}
$$

where $\mathcal{M}=M \otimes M$ and $\mathcal{Q}=Q \otimes Q$. In matrix form, the discrete unsteady Stokes problem becomes

$$
\left[\begin{array}{ccc}
{[D] \otimes \mathcal{M}+I_{N} \otimes A} & O_{N \vartheta, N \vartheta} & I_{N} \otimes B_{1} \\
O_{N \vartheta, N \vartheta} & {[D] \otimes \mathcal{M}+I_{N} \otimes A} & I_{N} \otimes B_{1} \\
I_{N} \otimes B_{1}^{T} & I_{N} \otimes B_{2}^{T} & O_{N_{\wp, N}}
\end{array}\right]\left[\begin{array}{c}
u_{h} \\
v_{h} \\
p_{h}
\end{array}\right]=\left[\begin{array}{c}
\left(\mathbf{1}_{N} \otimes \mathcal{Q}\right) \mathbf{F}_{1}-\mathbf{d}_{0 h} \otimes\left(\mathcal{M} u_{0 h}\right) \\
\left(\mathbf{1}_{N} \otimes \mathcal{Q}\right) \mathbf{F}_{2}-\mathbf{d}_{0 h} \otimes\left(\mathcal{M} v_{0 h}\right) \\
\mathbf{0}_{N_{\wp}}
\end{array}\right] .
$$

Thus, the coefficient matrix of the discrete unsteady Stokes problem or the global space-time spectral operator for the unsteady Stokes problem becomes,

$$
G_{t}=\left[\begin{array}{ll}
\mathcal{A}_{t} & \mathcal{B}  \tag{3.4.6}\\
\mathcal{B}^{T} & O
\end{array}\right]
$$

where the sub-blocks are defined as

$$
\begin{equation*}
\mathcal{A}_{t}=A_{t} \oplus A_{t} \in \mathbb{R}^{2 N \vartheta \times 2 N \vartheta} \text {, with } A_{t}=[D] \otimes \mathcal{M}+I_{N} \otimes A, \tag{3.4.7}
\end{equation*}
$$

and

$$
\mathcal{B}=\left[\begin{array}{c}
I_{N} \otimes B_{1}  \tag{3.4.8}\\
I_{N} \otimes B_{2}
\end{array}\right] \in \mathbb{R}^{2 N \vartheta \times N_{\wp}} .
$$

Analogous to the steady case, the following are the main features of this scheme for the unsteady Stokes problem:

1. the velocity is not exactly divergence-free,
2. this method is a spectral-Galerkin scheme in space and collocation in time;
3. there are no spurious modes for pressure.

### 3.4.2 Analysis

We now analyze the proposed scheme for the unsteady Stokes problem, with the objective of formulating a condition number estimate for the global space-time spectral operator. We begin our analysis by giving the proof of a well-known numerical fact about the norm of Chebyshev derivative matrix, stated in [22, p. 499] and depicted by Figure 3.7a.


Figure 3.7: Some singular value estimates for the unsteady Stokes problem.

Lemma 3.4.2. For $N \geqslant 2$, let $D \in \mathbb{R}^{(N+1) \times(N+1)}$ be the Chebyshev Gauss-Lobatto pseudospectral derivate matrix, then $\|[D]\|_{2} \leqslant c N^{2}$.

Proof. Since $\|[D]\|_{2} \leqslant \sqrt{\|[D]\|_{1}\|[D]\|_{\infty}}$, we evaluate the maximum absolute row and column sum of [ $D$ ] by using Definition 3.4.1. Let $C_{i}$ and $R_{i}$ denote the absolute sum of $i$-th column and $i$-th row respectively, for $1 \leqslant i \leqslant N$, then

$$
\begin{equation*}
C_{i}=\left|d_{i i}\right|+\sum_{\substack{i=1 \\ i \neq j}}^{N}\left|d_{i j}\right| . \tag{3.4.9}
\end{equation*}
$$



Figure 3.8: Singular values of $\mathcal{A}_{t}$.

Note that

$$
\left|d_{i i}\right|=\left|\frac{-x_{i}}{2\left(1-x_{i}^{2}\right)}\right|=\frac{\cos \frac{\pi i}{N}}{2\left(1-\cos ^{2} \frac{\pi i}{N}\right)} \leqslant \frac{1}{2 \sin ^{2} \frac{\pi i}{N}} .
$$

Note that $\frac{\pi i}{N} \leqslant \frac{\pi}{2}$ for $1 \leqslant i \leqslant \frac{N}{2}$, and since for $0 \leqslant x \leqslant \frac{\pi}{2}$,

$$
\begin{equation*}
\frac{2 x}{\pi} \leqslant \sin x \leqslant x \tag{3.4.10}
\end{equation*}
$$

which implies for $1 \leqslant i \leqslant \frac{N}{2}$,

$$
\left|d_{i i}\right| \leqslant \frac{1}{2\left(\frac{2}{N}\right)^{2}} \leqslant \frac{N^{2}}{8}
$$

and for $\frac{N}{2}<i \leqslant N-1, \frac{\pi}{N} \leqslant \frac{\pi(N-i)}{N}<\frac{\pi}{2}$, by applying (3.4.10)

$$
\left|d_{i i}\right| \leqslant \frac{1}{2 \sin ^{2} \frac{\pi i}{N}}=\frac{1}{2 \sin ^{2}\left(\frac{\pi}{N}(N-i)\right)} \leqslant \frac{1}{2\left(\frac{2}{N}\right)^{2}}=\frac{N^{2}}{4} .
$$

Also, for $i=N,\left|d_{N N}\right|=\frac{2 N^{2}+1}{6} \leqslant c N^{2}$, thus for all $1 \leqslant i \leqslant N$,

$$
\begin{equation*}
\left|d_{i i}\right| \leqslant c N^{2} \tag{3.4.11}
\end{equation*}
$$

For a fixed $1 \leqslant j \leqslant N$,

$$
\begin{aligned}
\sum_{\substack{i=1 \\
i \neq j}}^{N}\left|d_{i j}\right| & =\sum_{\substack{i=1 \\
i \neq j}}^{N}\left|\frac{\tilde{c}_{i}(-1)^{i+j}}{\tilde{c}_{j}\left(x_{i}-x_{j}\right)}\right| \\
& \leqslant 2 \sum_{\substack{i=1 \\
i \neq j}}^{N} \frac{1}{\left|x_{i}-x_{j}\right|} \\
& \leqslant 2 \sum_{\substack{i=1 \\
i=j}}^{N} \frac{1}{\left|\cos \frac{\pi i}{N}-\cos \frac{\pi j}{N}\right|} \\
& =\sum_{\substack{i=1 \\
i \neq j}}^{N} \frac{1}{\left|\sin \frac{(j+i) \pi}{2 N} \sin \frac{(j-i) \pi}{2 N}\right|} .
\end{aligned}
$$

For $1 \leqslant i \leqslant j-1, \frac{\pi}{2 N} \leqslant \frac{(j-i) \pi}{2 N} \leqslant \frac{\pi}{2}$, by applying (3.4.10)

$$
\sin \left(\frac{(j-i) \pi}{2 N}\right) \geqslant \frac{(j-i)}{N}
$$

For $j+1 \leqslant i \leqslant N, \frac{\pi}{2 N} \leqslant-\frac{(j-i) \pi}{2 N} \leqslant \frac{\pi}{2}$, which along with 3.4.10) implies

$$
-\frac{(j-i)}{N} \leqslant \sin \left(-\frac{(j-i) \pi}{2 N}\right) \leqslant-\frac{(j-i) \pi}{2 N}
$$

as $|j-i|=-(j-i)$ and $\left|\sin \left(\frac{(j-i) \pi}{2 N}\right)\right|=-\sin \left(\frac{(j-i) \pi}{2 N}\right)$,

$$
\frac{|(j-i)|}{N} \leqslant\left|\sin \left(\frac{(j-i) \pi}{2 N}\right)\right| \leqslant \frac{|(j-i)| \pi}{2 N}
$$

therefore, for all $i \neq j$ and $1 \leqslant i \leqslant N$, implies $\frac{1}{\left|\sin \left(\frac{(j-i) \pi}{2 N}\right)\right|} \leqslant \frac{N}{|j-i|}$, thus

$$
\sum_{\substack{i=1 \\ i \neq j}}^{N}\left|d_{i j}\right| \leqslant N \sum_{\substack{i=1 \\ i \neq j}}^{N} \frac{1}{\left.\sin \left(\frac{(j+i) \pi}{2 N}\right)| | j-i \right\rvert\,}
$$

Since $(j+i) \frac{\pi}{2 N} \leqslant \frac{\pi}{2}$ implies $i \leqslant N-j$, split the above sum as follows

$$
\begin{align*}
\sum_{\substack{i=1 \\
i \neq j}}^{N}\left|d_{i j}\right| & \leqslant N \sum_{\substack{i=1 \\
i \neq j}}^{N-j} \frac{1}{\left.\sin \left(\frac{(j+i) \pi}{2 N}\right)| | j-i \right\rvert\,}+N \sum_{\substack{i=N-j+1 \\
i \neq j}}^{N} \frac{1}{\left.\sin \left(\frac{(j+i) \pi}{2 N}\right)| | j-i \right\rvert\,} \\
& =N S_{1}+N S_{2} . \tag{3.4.12}
\end{align*}
$$

For $S_{1}$ : Note that $1 \leqslant i \leqslant N-j$ gives $\frac{\pi}{N} \leqslant \frac{(i+j) \pi}{2 N} \leqslant \frac{\pi}{2}$, by applying (3.4.10)

$$
\sin \left(\frac{(i+j) \pi}{2 N}\right) \geqslant \frac{2}{\pi} \frac{(i+j) \pi}{2 N}=\frac{(i+j)}{N}
$$

which implies

$$
S_{1} \leqslant N \sum_{\substack{i=1 \\ i \neq j}}^{N-j} \frac{1}{(i+j)|j-i|} \leqslant N \sum_{\substack{i=1 \\ i \neq j}}^{N-j} \frac{1}{|j-i|^{2}} \leqslant N \frac{\pi^{2}}{6},
$$

as $|j-i| \leqslant i+j$ and $\sum_{n=1}^{\infty} \frac{1}{n^{2}}=\frac{\pi^{2}}{6}$.
For $S_{2}$ : Since $N-j+1 \leqslant i \leqslant N$ yields $N+1 \leqslant i+j \leqslant 2 N-1$, as $i+j=2 N$ if and only if $i=j=N$, which does not hold since $i \neq j$. Therefore, $\frac{\pi}{2 N} \leqslant$ $\frac{(2 N-(i+j)) \pi}{2 N} \leqslant \frac{(2 N-1) \pi}{2 N}<\frac{\pi}{2}$, so by using (3.4.10)

$$
\sin \left(\frac{(i+j) \pi}{2 N}\right)=\sin \left(\frac{(2 N-(i+j)) \pi}{2 N}\right) \geqslant \frac{2}{\pi} \frac{(2 N-(i+j)) \pi}{2 N}=\frac{(2 N-(i+j))}{N}
$$

therefore

$$
\begin{aligned}
S_{2} & \leqslant N \sum_{\substack{i=N-j+1 \\
i \neq j}}^{N} \frac{1}{|j-i|(2 N-(i+j))} \\
& \leqslant N \sqrt{\sum_{\substack{i=N-j+1 \\
i \neq j}}^{N} \frac{1}{|j-i|^{2}} \sum_{\substack{i=N-j+1 \\
i \neq j}}^{N} \frac{1}{(2 N-(i+j))^{2}}} \leqslant N \sqrt{\frac{\pi^{2}}{6} \frac{\pi^{2}}{6}}=\frac{\pi^{2}}{6} N .
\end{aligned}
$$

Thus, $\sum_{\substack{i=N-j+1 \\ i \neq j}}^{N}\left|d_{i j}\right| \leqslant 2 N^{2} \frac{\pi^{2}}{6} \leqslant c N^{2}$.
By using the results of the above two cases along with (3.4.12), $\sum_{\substack{i=1 \\ i \neq j}}^{N}\left|d_{i j}\right| \leqslant c N^{2}$, which along with (3.4.11) in (3.4.9) yields $C_{i} \leqslant c N^{2}$, for all $1 \leqslant i \leqslant N$. Hence,

$$
\|[D]\|_{1}=\max _{1 \leqslant i \leqslant N} C_{i} \leqslant c N^{2} .
$$

Similarly, $\|[D]\|_{\infty}=\max _{1 \leqslant i \leqslant N} R_{i} \leqslant c N^{2}$, which gives the desired result.
Remark 3.4.3. The above proof is easily extended to prove that $\sigma_{\max }(D) \leqslant c N^{2}$, since we only need to add the contribution of $\left|d_{0, i}\right| \leqslant c N^{2}$ to each $C_{i}$.

The analysis of the unsteady Stokes problem is much harder than in the steady state because of the presence of the Chebyshev derivative matrix $D$, which is a nonsymmetric matrix with an indefinite symmetric part. These properties are inherited by the leading block $\mathcal{A}_{t}$ of the global space-time spectral operator $G_{t}$. There are no results in the literature for approximating spectrum of a saddle point matrix with the leading block of the form $\mathcal{A}_{t}$. Several results exist for estimating the spectrum of a symmetric saddle point matrix, thus creating scope for approximating the singular values of $G_{t}$, as they are the square-root of the eigenvalues of $G_{t}^{T} G_{t}$. However, the parameters for such a gram matrix could be difficult to analyze, thus we refer to the following result which is derived in Chapter 5.

Theorem 3.4.4 (See Corollary 5.6.6). For a non-singular saddle point matrix, $\mathcal{X}=$
$\left[\begin{array}{cc}A & B^{T} \\ B & O\end{array}\right]$, so that $A$ and $B$ are full rank, 54 gives the following estimate

$$
\begin{equation*}
\sigma_{\min }(\mathcal{X}) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{\sigma_{\min }(A), \sigma_{\min }(B)\right\} \tag{3.4.13}
\end{equation*}
$$

where $\theta$ is the minimum principal angle between the range space $\mathcal{R}\left(\left[\begin{array}{ll}A B^{T}\end{array}\right]^{T}\right)$ and $\mathcal{R}\left(\left[\begin{array}{ll}B & O\end{array}\right]^{T}\right)$.

Note that (3.4.13) on $G_{t}$ gives

$$
\begin{equation*}
\sigma_{\min }\left(G_{t}\right) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{\sigma_{\min }\left(\mathcal{A}_{t}\right), \sigma_{\min }(\mathcal{B})\right\} \tag{3.4.14}
\end{equation*}
$$

We could not estimate the term $\sqrt{1-\cos \theta}$, for which a numerical evidence Figure 3.10a suggests

$$
\begin{equation*}
\sqrt{1-\cos \theta} \geqslant \frac{c}{N^{2}} . \tag{3.4.15}
\end{equation*}
$$

Another estimate that has been difficult to show is

$$
\begin{equation*}
\sigma_{\min }\left([D] \otimes \mathcal{M} \mathcal{A}^{-1}+I_{2 N \vartheta}\right) \geqslant c_{1}, \tag{3.4.16}
\end{equation*}
$$

where $0<c_{1}<1$ is a constant, as portrayed by numerical evidence Figure 3.7b, In the following result, we provide a condition number estimate for $G_{t}$ by using computational and theoretical techniques.

Theorem 3.4.5. For $N \geqslant 4$, let $G_{t}$ be defined by (3.4.6). Assume eqs. (3.4.15) and 3.4.16 hold, then $\kappa\left(G_{t}\right) \leqslant C N^{6}$.

Proof. We begin by estimating the maximum singular value of $A_{t}$,

$$
\begin{aligned}
\sigma_{\max }\left(A_{t}\right) & =\left\|A_{t}\right\|_{2}=\left\|[D] \otimes \mathcal{M}+I_{N} \otimes A\right\|_{2} \\
& \leqslant\|[D] \otimes M \otimes M\|_{2}+\left\|I_{N} \otimes A\right\|_{2} \quad \quad(\text { since } \mathcal{M}=M \otimes M) \\
& =\|[D]\|_{2}\|M\|_{2}^{2}+\|A\|_{2}
\end{aligned}
$$

$$
\leqslant c N^{2} \cdot c+c N \leqslant c N^{2}
$$

which is obtained by using Lemmas 3.3 .2 and 3.4.2, and Theorem 3.3.3. It remains to estimate the minimum singular value of $\mathcal{A}_{t}$.

$$
\begin{aligned}
\sigma_{\min }\left(A_{t}\right) & =\sigma_{\min }\left(\left([D] \otimes \mathcal{M} A^{-1}+I_{N \vartheta}\right)\left(I_{N} \otimes A\right)\right) \\
& \geqslant \sigma_{\min }\left([D] \otimes \mathcal{M} A^{-1}+I_{N \vartheta}\right) \sigma_{\min }\left(I_{N} \otimes \mathcal{A}\right) \\
& \geqslant c_{1} \sigma_{\min }(A),
\end{aligned}
$$

is obtained by using 3.4.16), thus Theorem 3.3.3 gives $\sigma_{\min }\left(A_{t}\right) \geqslant \frac{c}{N^{2}}$, and $\sigma\left(A_{t} \oplus\right.$ $\left.A_{t}\right)=\sigma\left(A_{t}\right)$ implies $\sigma_{\min }\left(\mathcal{A}_{t}\right) \geqslant \frac{c}{N^{2}}$.

Next, we estimate the singular values of $\mathcal{B}$. Since $\mathcal{B}^{T} \mathcal{B}=I_{N} \otimes B^{T} B$, Lemma 3.3.7 gives $\operatorname{rank}\left(\mathcal{B}^{T} \mathcal{B}\right)=\operatorname{rank}\left(I_{N}\right) \cdot \operatorname{rank}\left(B^{T} B\right)=N \cdot \operatorname{rank}(B)=N \wp$. Hence, $\mathcal{B}$ is full rank. Also, $\Lambda\left(\mathcal{B}^{T} \mathcal{B}\right)=\Lambda\left(I_{N}\right) \Lambda\left(B^{T} B\right)=\Lambda\left(B^{T} B\right)$, hence $\sigma(\mathcal{B})=\sigma(B)$, thus Lemma 3.3.7 implies $\sigma_{\max }(\mathcal{B}) \leqslant c$ and $\sigma_{\min }(\mathcal{B}) \geqslant \frac{c}{N^{2}}$.

Finally, for $G_{t}$, by following the proof of (3.3.43),

$$
\sigma_{\max }\left(G_{t}\right)=\left\|G_{t}\right\|_{2} \leqslant \sigma_{\max }\left(\mathcal{A}_{t}\right)+\sigma_{\max }(\mathcal{B}) \leqslant c N^{2}+c \leqslant c N^{2}
$$

For the minimum singular value of $G_{t}$, eqs. (3.4.14) and (3.4.15) imply

$$
\sigma_{\min }\left(G_{t}\right) \geqslant \frac{c}{N^{2}} \min \left(\frac{c}{N^{2}}, \frac{c}{N^{2}}\right) \geqslant \frac{c}{N^{4}} .
$$

Thus $\kappa\left(G_{t}\right)=\frac{\sigma_{\max }\left(G_{t}\right)}{\sigma_{\min }\left(G_{t}\right)} \leqslant c N^{6}$.
The above estimate is not sharp, as numerically Figure 3.9 b hints that $\sigma_{\min }\left(G_{t}\right)$ behaves like $\mathcal{O}\left(N^{-2.5}\right)$, suggesting $\kappa\left(G_{t}\right) \approx \mathcal{O}\left(N^{4.5}\right)$.

In the unsteady state, we implemented the scheme derived in Section 3.4.1 for the Stokes problem defined by (3.1.2). Based on our interest in analysis, we selected


Figure 3.9: Singular values of $G_{t}$.

Chebyshev Gauss-Lobatto collocation in time, which can easily be replaced by other polynomials. For our implementation on Matlab ${ }^{\circledR}$, see [52], we take $f_{1}$, $f_{2}$, so that the exact solutions are $u(x, y, t)=(\cos (\pi x)+1) \sin (2 \pi y) \sin (0.5 \pi t), v(x, y, t)=$ $(0.5) \sin (\pi x)(1-\cos (2 \pi y)) \sin (0.5 \pi t), p(x, y, t)=\sin (\pi x) \cos (\pi y) \sin (0.5 \pi t)$, satisfying the boundary and initial condition. The spectral convergence of this scheme is easily observed in Figure 3.10b.


Figure 3.10: Numerical results for the unsteady Stokes problem.

### 3.4.3 Convergence

In this section, we discuss space-time spectral convergence of our method for the unsteady Stokes problem, as spectral convergence of the $P_{N}-P_{N-2}$ scheme for the Stokes problem in steady state was proved in [12].

Let $\|\cdot\|_{0, \omega}$ denote a weighted $L^{2}$ norm defined as

$$
\|f\|_{0, \omega}^{2}=\int_{\Omega_{t}} f(x, y, t) \frac{1}{\sqrt{1-t^{2}}} d x d y d t
$$

The above norm is designed to incorporate the weight functions for the Legendre polynomials in space and Chebyshev polynomials in time. Recall that the velocity obtained by the scheme devised in this section for the unsteady Stokes problem is not exactly divergence-free, as implied by (3.3.9). Moreover, the uniqueness of solution for this scheme is a direct consequence of Theorem 3.4.5, thus we prove the following result infusing the conditions of the aforementioned result.

Theorem 3.4.6. Let $u, v$, and $p$ be the solution of (3.1.2). Assume $u$, $v$, and $p$ are separately analytic in each variable. Let $N \geqslant 4$ and $u_{N}, v_{N}$, and $p_{N}$ be the solution of the space-time method, of the form (3.4.2), with matrix defined by (3.4.6). If eqs. (3.4.15 and (3.4.16) hold, then for a large enough $N$

$$
\left\|u-u_{N}\right\|_{0, \omega}+\left\|v-v_{N}\right\|_{0, \omega}+\left\|p-p_{N-2}\right\|_{0, \omega} \leqslant c N^{8} e^{-C N} .
$$

Proof. Consider the exact solution and its truncation as follows,

$$
\begin{array}{ll}
u(x, y, t)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \hat{\mathrm{u}}_{i j}(t) \phi_{i}(x) \phi_{j}(y), & \Pi_{N} u=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \hat{\mathrm{u}}_{i j}(t) \phi_{i}(x) \phi_{j}(y), \\
v(x, y, t)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \hat{\mathrm{v}}_{i j}(t) \phi_{i}(x) \phi_{j}(y), & \Pi_{N} v=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \hat{\mathrm{v}}_{i j}(t) \phi_{i}(x) \phi_{j}(y), \\
p(x, y, t)=\sum_{i=0}^{\infty} \sum_{\substack{j=0 \\
i+j>0}}^{\infty} \hat{\mathrm{p}}_{i j}(t) L_{i}(x) L_{j}(y), & \Pi_{N-2} p=\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\
i+j>0}}^{N-2} \hat{\mathrm{p}}_{i j}(t) L_{i}(x) L_{j}(y) .
\end{array}
$$

Let $\mathscr{T}_{N} u$ denote the truncation error in velocity $u$, that is, $\mathscr{T}_{N} u(x, y, t)=(u-$ $\left.\Pi_{N} u\right)(x, y, t)$, similarly, let $\mathscr{T}_{N} v$ and $\mathscr{T}_{N-2} p$ denote the truncation error of velocity $v$ and pressure $p$, defined as $v-\Pi_{N} v$ and $p-\Pi_{N-2} p$, respectively.

Define semi-discrete solutions for (3.1.2) representing (3.4.2) as follows

$$
\begin{aligned}
u_{N} & =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} u_{i j}(t) \phi_{i}(x) \phi_{j}(y) \\
v_{N} & =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} v_{i j}(t) \phi_{i}(x) \phi_{j}(y) \\
p_{N-2} & =\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\
i+j>0}}^{N-2} p_{i j}(t) L_{i}(x) L_{j}(y)
\end{aligned}
$$

where $u_{i j}(t)=\sum_{k=0}^{N} u_{i j k} \ell_{k}(t)$, and similarly $v_{i j}(t)$ and $p_{i j}$ are defined, which implies $u_{i j}\left(t_{k}\right)=u_{i j k}, v_{i j}\left(t_{k}\right)=v_{i j k}$, and $p_{i j}\left(t_{k}\right)=p_{i j k}$, for $t_{k}$ are Chebyshev Gauss-Lobatto nodes, $1 \leqslant k \leqslant N$. Also, define $t_{h}=\left[t_{1} ; t_{2} ; \ldots ; t_{N}\right]$.

Define the error in truncated and approximated solutions as

$$
\begin{aligned}
e^{u}(x, y, t) & =\left(\Pi_{N} u-u_{N}\right)(x, y, t), \\
e^{v}(x, y, t) & =\left(\Pi_{N} v-v_{N}\right)(x, y, t), \\
e^{p}(x, y, t) & =\left(\Pi_{N-2} p-p_{N-2}\right)(x, y, t) .
\end{aligned}
$$

Also, define the error vectors as $E^{u}=\left[E_{1}^{u} ; E_{2}^{u} ; \ldots ; E_{N}^{u}\right]$, $E^{v}=\left[E_{1}^{v} ; E_{2}^{v} ; \ldots ; E_{N}^{v}\right]$, $E^{p}=\left[E_{1}^{p} ; E_{2}^{p} ; \ldots ; E_{N}^{p}\right]$, where for $0 \leqslant i, j \leqslant N-2$ and $1 \leqslant k \leqslant N, E_{k}^{u}=\left[\hat{\mathrm{u}}_{i j}\left(t_{k}\right)-\right.$ $\left.u_{i j k}\right], E_{k}^{v}=\left[\hat{\mathrm{v}}_{i j}\left(t_{k}\right)-v_{i j k}\right]$, and only $E_{k}^{p}=\left[\hat{\mathrm{p}}_{i j}\left(t_{k}\right)-p_{i j k}\right]$ is considered along with the condition $i+j>0$.

Recall that for given $f_{k}$ in eqs. (3.4.1a) and (3.4.1b), for $k=1,2$, so that at time $t=t_{r}, f_{k}\left(x, y, t_{r}\right)$ is analytic in $\Omega$, then it can be expressed as

$$
f_{k}\left(x, y, t_{r}\right)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} f_{i j}^{k, r} \phi_{i}(x) \phi_{j}(y), \quad \Pi_{N} f_{k}^{r}=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} f_{i j}^{k, r} \phi_{i}(x) \phi_{j}(y)
$$

where $\Pi_{N} f_{k}^{r}$ is the truncation for $f_{k}$ and the truncation error is defined as $\mathscr{T}_{N} f_{k}^{r}=$ $\left(f_{k}\left(x, y, t_{r}\right)-\Pi_{N} f_{k}^{r}\right)$ for $k=1,2$ and $1 \leqslant r \leqslant N$.

For $w \in V$, the first equation of the Stokes problem implies that the exact solution $u, p$ satisfy the following weak form, for all $t \in(-1,1)$, thus at time $t=t_{k}$, where $1 \leqslant k \leqslant N$

$$
\begin{equation*}
\left(u_{t}\left(x, y, t_{k}\right), w\right)+\left(-\Delta u\left(x, y, t_{k}\right), w\right)-\left(p\left(x, y, t_{k}\right), w_{x}\right)=\left(f_{1}\left(x, y, t_{k}\right), w\right) \tag{3.4.17}
\end{equation*}
$$

and the approximated solution $u_{N}, p_{N-2}$ satisfy

$$
\begin{align*}
& \left.\left(\left(u_{N}\right)_{t}\left(x, y, t_{k}\right), w_{N}\right)+\left(-\Delta u_{N}\left(x, y, t_{k}\right), w_{N}\right)\right)-\left(p_{N-2}\left(x, y, t_{k}\right),\left(w_{N}\right)_{x}\right)  \tag{3.4.18}\\
& \quad=\left(\Pi_{N} f_{1}^{k}, w_{N}\right)
\end{align*}
$$

for all $w_{N} \in \mathbb{P}_{N, N} \cap V$. Subtracting eqs. (3.4.17) and (3.4.18) for all $0 \leqslant m, n \leqslant N-2$ gives

$$
\begin{aligned}
& \left(\left(u-u_{N}\right)_{t}\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right)+\left(-\Delta\left(u-u_{N}\right)\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right) \\
& \quad-\left(\left(p-p_{N-2}\right)\left(x, y, t_{k}\right), \phi_{m}^{\prime}(x) \phi_{n}(y)\right)=\left(\left(f_{1}-\Pi_{N} f_{1}^{k}\right)\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right)
\end{aligned}
$$

which gives

$$
\begin{align*}
& \left(e_{t}^{u}\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right)+\left(-\Delta e^{u}\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right)-\left(e^{p}\left(x, y, t_{k}\right), \phi_{m}^{\prime}(x) \phi_{n}(y)\right) \\
& =\left(\mathscr{T}_{N} f_{1}^{k}, \phi_{m}(x) \phi_{n}(y)\right)-\left(\left(\mathscr{T}_{N} u\left(x, y, t_{k}\right)\right)_{t}, \phi_{m}(x) \phi_{n}(y)\right) \\
& \quad-\left(-\Delta\left(\mathscr{T}_{N} u\right)\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right)+\left(\left(\mathscr{T}_{N-2} p\right)\left(x, y, t_{k}\right), \phi_{m}^{\prime}(x) \phi_{n}(y)\right) . \tag{3.4.19}
\end{align*}
$$

Define

$$
g(t)=\left(e^{u}(x, y, t), \phi_{m}(x) \phi_{n}(y)\right)=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2}\left(\hat{\mathrm{u}}_{i j}(t)-u_{i j}(t)\right)\left(\phi_{i}(x) \phi_{j}(y), \phi_{m}(x) \phi_{n}(y)\right),
$$

then (3.4.19) becomes

$$
\begin{align*}
& g^{\prime}\left(t_{k}\right)+\left(-\Delta e^{u}\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right)-\left(e^{p}\left(x, y, t_{k}\right), \phi_{m}^{\prime}(x) \phi_{n}(y)\right) \\
& =\left(\mathscr{T}_{N} f_{1}^{k}, \phi_{m}(x) \phi_{n}(y)\right)-\left(\left(\mathscr{T}_{N} u\right)_{t}\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right) \\
& \quad-\left(-\Delta\left(\mathscr{T}_{N} u\right)\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right)+\left(\left(\mathscr{T}_{N-2} p\right)\left(x, y, t_{k}\right), \phi_{m}^{\prime}(x) \phi_{n}(y)\right) . \tag{3.4.20}
\end{align*}
$$

For any analytic $z$ such that $z(-1)=0$, recall the definition of the interpolant $\mathcal{I}_{N} z(t)=\sum_{i=1}^{N} z\left(t_{i}\right) \ell_{i}(t)$. For $0 \leqslant k \leqslant N-1$,

$$
\begin{aligned}
z^{\prime}\left(t_{k}\right) & =\left(\mathcal{I}_{N} z\right)^{\prime}\left(t_{k}\right)+\tilde{\epsilon}_{k} \\
& =\left([D]\left(\mathcal{I}_{N}(z)\left(t_{h}\right)\right)\right)_{k}+\tilde{\epsilon}_{k} \\
& =\left([D]\left(z\left(t_{h}\right)\right)\right)_{k}+\tilde{\epsilon}_{k},
\end{aligned}
$$

where $\tilde{\epsilon}_{k}=\left(z-\mathcal{I}_{N} z\right)^{\prime}\left(t_{k}\right)$, according to [78], satisfies

$$
\begin{equation*}
\left|\tilde{\epsilon}_{k}\right| \leqslant c N^{2} e^{-C N} . \tag{3.4.21}
\end{equation*}
$$

Since the initial condition is $u(x, y-1)=u_{0}(x, y)$, recall that $\hat{\mathrm{u}}_{i j}(-1)=u_{i j 0}=u_{i j}^{0}$, therefore $g(-1)=\hat{\mathrm{u}}_{i j}(-1)-u_{i j}(-1)=u_{i j}^{0}-u_{i j}^{0}=0$. Hence, the above expression implies

$$
\begin{aligned}
g^{\prime}\left(t_{k}\right) & =\left([D] g\left(t_{h}\right)\right)_{k}+\epsilon_{k}^{1} \\
& =\left([D] \cdot \sum_{i=0}^{N-2} \sum_{j=0}^{N-2}\left(\hat{\mathrm{u}}_{i j}\left(t_{h}\right)-u_{i j}\left(t_{h}\right)\right)\left(\phi_{i}(x) \phi_{j}(y), \phi_{m}(x) \phi_{n}(y)\right)\right)_{k}+\epsilon_{k}^{1},
\end{aligned}
$$

thus (3.4.20) gives the first $(N-1)^{2}$ equations for each time step $t_{k}$ for1 $\leqslant k \leqslant N$
and $0 \leqslant m, n \leqslant N-2$ as follows,

$$
\begin{gather*}
\left([D] \cdot\left(e^{u}\left(x, y, t_{h}\right), \phi_{m}(x) \phi_{n}(y)\right)\right)_{k}+\left(-\Delta e^{u}\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right) \\
-\left(e^{p}\left(x, y, t_{k}\right), \phi_{m}^{\prime}(x) \phi_{n}(y)\right)=\left(\mathscr{T}_{N} f_{1}^{k}, \phi_{m}(x) \phi_{n}(y)\right)-\epsilon_{k}^{1}  \tag{3.4.22}\\
-\left(\left(\left(\mathscr{T}_{N} u\right)_{t}-\Delta\left(\mathscr{T}_{N} u\right)\right)\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right) \\
+\left(\left(\mathscr{T}_{N-2} p\right)\left(x, y, t_{k}\right), \phi_{m}^{\prime}(x) \phi_{n}(y)\right) .
\end{gather*}
$$

Thus, the $(N-1)^{2}$ equations together for all time steps $1 \leqslant k \leqslant N$ give

$$
\begin{equation*}
\left([D] \otimes \mathcal{M}+I_{N} \otimes \mathcal{A}\right) E^{u}+\left(I_{N} \otimes B_{1}\right) E^{p}=-\epsilon_{1}-R_{1}^{u}-R_{2}^{u} \tag{3.4.23}
\end{equation*}
$$

where we define $\epsilon_{1}=\left[\epsilon_{1}^{1} ; \epsilon_{2}^{1} ; \ldots ; \epsilon_{N}^{1}\right]$, and for $1 \leqslant i \leqslant 2$

$$
\begin{aligned}
R_{i}^{u} & =\left[r_{i}^{u}\left(t_{1}\right) ; r_{i}^{u}\left(t_{2}\right) ; \ldots ; r_{i}^{u}\left(t_{N}\right)\right], \\
r_{1}^{u}\left(t_{k}\right) & =\left[\left(\mathscr{T}_{N} f_{1}^{k}+\left(\left(\mathscr{T}_{N} u\right)_{t}-\Delta\left(\mathscr{T}_{N} u\right)\right)\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right)\right], \quad 0 \leqslant m, n \leqslant N-2 \\
r_{2}^{u}\left(t_{k}\right) & =\left[\left(\left(\mathscr{T}_{N-2} p\right)\left(x, y, t_{k}\right), \phi_{m}^{\prime}(x) \phi_{n}(y)\right)\right], \quad 0 \leqslant m, n \leqslant N-2 .
\end{aligned}
$$

Similarly, the error equation for the velocity $v$ in matrix form is given as

$$
\begin{equation*}
\left([D] \otimes \mathcal{M}+I_{N} \otimes \mathcal{A}\right) E^{v}+\left(I_{N} \otimes B_{2}\right) E^{p}=-\epsilon_{2}-R_{1}^{v}-R_{2}^{v} \tag{3.4.24}
\end{equation*}
$$

where $\left.r_{2}^{v}\left(t_{k}\right)=\left[\left(\mathscr{T}_{N-2} p\right)\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}^{\prime}(y)\right)\right]$, for $0 \leqslant m, n \leqslant N-2$, The exact solution $u, v$ satisfy the weak form of the third equation of the Stokes problem, for all $q \in L_{0}^{2}(\Omega)$ and time $t=t_{k}$,

$$
\begin{equation*}
\left(q, u_{x}\left(x, y, t_{k}\right)\right)+\left(q, v_{y}\left(x, y, t_{k}\right)\right)=0 \tag{3.4.25}
\end{equation*}
$$

also, the approximate solutions satisfy the following for all $q_{N-2} \in \mathbb{P}_{N-2, N-2} \cap L_{0}^{2}(\Omega)$,

$$
\begin{equation*}
\left(q_{N-2},\left(u_{N}\right)_{x}\left(x, y, t_{k}\right)\right)+\left(q_{N-2},\left(v_{N}\right)_{y}\left(x, y, t_{k}\right)\right)=0 \tag{3.4.26}
\end{equation*}
$$

for all $q_{N-2} \in \mathbb{P}_{N-2, N-2} \cap L_{0}^{2}(\Omega)$. Since $q=\sum_{m=0}^{\infty} \sum_{\substack{n=0 \\ m+n>0}}^{\infty} q_{m n} L_{m}(x) L_{n}(y)$ so that $q_{N-2}=$ $\sum_{m=0}^{\infty} \sum_{\substack{n=0 \\ m+n>0}}^{\infty} q_{m n} L_{m}(x) L_{n}(y)$, thus by subtracting eqs. 3.4.25 and 3.4.26 for all $0 \leqslant$ $m, n \leqslant N-2$ with $m+n>0$ and incorporating the truncated solution

$$
\begin{gather*}
-\left(L_{m}(x) L_{n}(y), e_{x}^{u}\left(x, y, t_{k}\right)\right)-\left(L_{m}(x) L_{n}(y), e_{y}^{v}\left(x, y, t_{k}\right)\right)  \tag{3.4.27}\\
=\left(L_{m}(x) L_{n}(y),\left(\left(\mathscr{T}_{N} u\right)_{x}+\left(\mathscr{T}_{N} v\right)_{y}\right)\left(x, y, t_{k}\right)\right),
\end{gather*}
$$

Thus, the following linear system is obtained.

$$
\begin{equation*}
\left(I_{N} \otimes B_{1}^{T}\right) E^{u}+\left(I_{N} \otimes B_{2}^{T}\right) E^{v}=-R_{2}^{p}, \tag{3.4.28}
\end{equation*}
$$

where $R_{2}^{p}=\left[r_{2}^{p}\left(t_{1}\right) ; r_{2}^{p}\left(t_{2}\right) ; \ldots ; r_{2}^{p}\left(t_{N}\right)\right]$, and for $1 \leqslant k \leqslant N$,

$$
r_{2}^{p}\left(t_{k}\right)=-\left[\left(L_{m}(x) L_{n}(y),\left(\left(\mathscr{T}_{N} u\right)_{x}+\left(\mathscr{T}_{N} v\right)_{y}\right)\left(x, y, t_{k}\right)\right)\right] .
$$

where $0 \leqslant m, n \leqslant N-2, m+n>0$. Thus, eqs. (3.4.20), (3.4.24) and (3.4.28) imply

$$
\left[\begin{array}{ccc}
\mathcal{A}_{t} & O_{N \vartheta, N \vartheta} & I_{N} \otimes B_{1} \\
O_{N \vartheta, N \vartheta} & \mathcal{A}_{t} & I_{N} \otimes B_{2} \\
I_{N} \otimes B_{1}^{T} & I_{N} \otimes B_{2}^{T} & O_{\wp, \wp}
\end{array}\right]\left[\begin{array}{c}
E^{u} \\
E^{v} \\
E^{p}
\end{array}\right]=-\left[\begin{array}{c}
\epsilon_{1} \\
\epsilon_{2} \\
0
\end{array}\right]-\left[\begin{array}{c}
R_{1}^{u} \\
R_{1}^{v} \\
0
\end{array}\right]-\left[\begin{array}{c}
R_{2}^{u} \\
R_{2}^{v} \\
R_{2}^{p}
\end{array}\right]
$$

which is expressed as the following linear system

$$
G_{t} E=-\epsilon-\sum_{i=1}^{2} R_{i}
$$

First, we estimate $\left|G_{t} E\right|_{\infty}$. To this end, (3.4.21) implies $|\epsilon|_{\infty} \leqslant c N^{2} e^{-c N}$, it remains
to estimate the infinity-norm of $R_{i}$ for $1 \leqslant i \leqslant 2$. For $R_{1}$, note that the non-zero entries of $R_{1}^{u}$, for $0 \leqslant m, n \leqslant N-2$, are of the form

$$
\begin{aligned}
& \left(\mathscr{T}_{N} f_{1}^{k}+\left(\left(\mathscr{T}_{N} u\right)_{t}-\Delta\left(\mathscr{T}_{N} u\right)\right)\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right) \\
& =\left(\mathscr{T}_{N} f_{1}^{k}, \phi_{m}(x) \phi_{n}(y)\right)+\left(\left(\left(\mathscr{T}_{N} u\right)_{t}\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right)-\left(\Delta\left(\mathscr{T}_{N} u\right)\right)\left(x, y, t_{k}\right), \phi_{m}(x) \phi_{n}(y)\right) \\
& =: s_{f}+s_{1}\left(t_{k}\right)+s_{2}\left(t_{k}\right)
\end{aligned}
$$

Firstly, $\left|s_{f}\right| \leqslant\left\|\mathscr{T}_{N} f_{1}^{k}\right\|_{0}\left\|\phi_{m}(x) \phi_{n}(y)\right\|_{0}$, by Theorem 5.12 in [64, p. 248] for the Legendre truncation error estimate,

$$
\left|s_{f}\right| \leqslant c e^{-C N}
$$

Assume that $s_{1}\left(t_{k}\right)=z^{\prime}\left(t_{k}\right)$, where $z(t)=\left(\left(\mathscr{T}_{N} u\right)(x, y, t), \phi_{m}(x) \phi_{n}(y)\right)$, for some $0 \leqslant$ $m, n \leqslant N-2$. The interpolant of $z(t)$ is given as $\mathcal{I}_{N} z(t)=\sum_{i=1}^{N} z\left(t_{i}\right) \ell_{i}(t)+z(-1) \ell_{0}(t)$, then

$$
\begin{aligned}
s_{1}\left(t_{k}\right)=z^{\prime}\left(t_{k}\right) & =\left(\mathcal{I}_{N} z\right)^{\prime}\left(t_{k}\right)+\varepsilon_{k}=\left([D]\left(\mathcal{I}_{N}(z)\left(t_{h}\right)\right)\right)_{k}+z(-1) \ell_{0}^{\prime}\left(t_{k}\right)+\varepsilon_{k} \\
& =\left([D] \cdot z\left(t_{h}\right)\right)_{k}+z(-1) \ell_{0}^{\prime}\left(t_{k}\right)+\varepsilon_{k} \\
& =\sum_{i=1}^{N} d_{k i} z\left(t_{i}\right)+z(-1) \ell_{0}^{\prime}\left(t_{k}\right)+\varepsilon_{k}
\end{aligned}
$$

where the error $\left|\varepsilon_{k}\right| \leqslant c N^{2} e^{-C N}$ as derived in [78]. To estimate $s_{1}\left(t_{k}\right)$, note that for $1 \leqslant i \leqslant N$,

$$
z\left(t_{i}\right)=\left(\left(\mathscr{T}_{N} u\right)\left(x, y, t_{i}\right), \phi_{m}(x) \phi_{n}(y)\right) \leqslant c\left\|\left(\mathscr{T}_{N} u\right)\left(x, y, t_{i}\right)\right\|_{0} \leqslant c e^{-C N}
$$

where we have used Theorem 5.12 in [64, p. 248] for the Legendre truncation error estimate, i.e., $\left(\mathscr{T}_{N} u\right)\left(x, y, t_{i}\right)$. Also, $z(-1)=\left(\left(u-\Pi_{N} u\right)(x, y,-1), \phi_{m}(x) \phi_{n}(y)\right) \leqslant$ $c\left\|\left(u_{0}-\Pi_{N} u_{0}\right)(x, y)\right\|_{0} \leqslant c e^{-C N}$. Since $\|[D]\|_{\infty} \leqslant c N^{2}$, thus $\left|d_{k i}\right| \leqslant c N^{2}$, and $d_{k 0} \leqslant$
$c N^{2}$, therefore $\left|s_{1}\left(t_{k}\right)\right| \leqslant c N^{3} e^{-C N}$.
Since $s_{2}\left(t_{k}\right)=\left(\left(\mathscr{T}_{N} u\right)\left(x, y, t_{k}\right),-\Delta\left(\phi_{m}(x) \phi_{n}(y)\right)\right)$, thus

$$
\left|s_{2}\left(t_{k}\right)\right| \leqslant c\left\|\left(u-\Pi_{N} u\right)\left(x, y, t_{k}\right)\right\|_{0} \leqslant c e^{-C N} .
$$

Thus, $\left|R_{1}^{u}\right|_{\infty} \leqslant c N^{3} e^{-C N}+2 c e^{-C N} \leqslant c N^{3} e^{-C N}$, and similar estimate holds for $R_{1}^{v}$, hence $\left|R_{1}\right|_{\infty} \leqslant c N^{3} e^{-C N}$.

For $R_{2}$, its components consist of as $r_{2}^{u}, r_{2}^{v}$, and $r_{2}^{p}$. We estimate the entries of $r_{2}^{u}$ by using the same Legendre truncation error result, which gives

$$
\left|r_{2}^{u}\left(t_{k}\right)\right|=\left|\left(\left(\mathscr{T}_{N-2} p\right)\left(x, y, t_{k}\right), \phi_{m}^{\prime}(x) \phi_{n}(y)\right)\right| \leqslant c\left\|\left(\mathscr{T}_{N-2} p\right)\left(x, y, t_{k}\right)\right\| \leqslant c e^{-C N},
$$

similar result holds for $r_{2}^{v}$, and finally

$$
\begin{aligned}
\left|r_{2}^{p}\left(t_{k}\right)\right| & =\left|\left(L_{m}(x) L_{n}(y),\left(\left(\mathscr{T}_{N} u\right)_{x}+\left(\mathscr{T}_{N} v\right)_{y}\right)\left(x, y, t_{k}\right)\right)\right| \\
& \leqslant\left|\left(L_{m}^{\prime}(x) L_{n}(y),\left(\mathscr{T}_{N} u\right)\left(x, y, t_{k}\right)\right)\right|+\left|\left(L_{m}(x) L_{n}^{\prime}(y),\left(\mathscr{T}_{N} v\right)\left(x, y, t_{k}\right)\right)\right| \\
& \leqslant c\left\|\left(\mathscr{T}_{N} u\right)\left(x, y, t_{k}\right)\right\| \leqslant c e^{-C N}
\end{aligned}
$$

hence, $\left|R_{2}\right|_{\infty} \leqslant c e^{-C N}$ and implying the following estimate

$$
\begin{equation*}
\left|G_{t} E\right|_{\infty} \leqslant|\epsilon|_{\infty}+\sum_{i=1}^{3}\left|R_{i}\right|_{\infty} \leqslant c N^{3} e^{-C N} \tag{3.4.29}
\end{equation*}
$$

The next stage is to estimate the norm of error between the truncated and approximated solution defined $e^{u}, e^{v}$ and $e^{p}$ in the beginning of this proof. Since $\phi_{i}=L_{i}-L_{i+2}$,

$$
e^{u}\left(x, y, t_{k}\right)=\sum_{i=0}^{N} \sum_{j=0}^{N} \mathfrak{c}_{i j}^{k} L_{i}(x) L_{j}(y),
$$

where $\mathfrak{c}_{i j}^{k}=(\mathcal{L} \otimes \mathcal{L}) E_{k}^{u}, 1 \leqslant k \leqslant N$. From (3.4.3), it is easily proved that

$$
\begin{equation*}
\|\mathcal{L}\|_{2} \leqslant \sqrt{\|\mathcal{L}\|_{1}\|\mathcal{L}\|_{\infty}} \leqslant \sqrt{2 \cdot 2}=2 . \tag{3.4.30}
\end{equation*}
$$

Let the Chebyshev Gauss-Lobatto quadrature weights be denoted by $\omega_{i}=\frac{\pi}{N d_{i}}$, where $d_{0}=2=d_{N}$ and $d_{i}=1$ for $1 \leqslant i \leqslant N-1$, and $W$ denote the diagonal matrix containing the weights, $W_{i i}=\omega_{i}$, for $0 \leqslant i \leqslant N$, thus $\|[W]\|_{2} \leqslant \frac{c}{N}$. The weighted norm of $e^{u}$ is given as

$$
\begin{aligned}
\left\|e^{u}\right\|_{0, \omega}^{2} & =\int_{\Omega}\left|e^{u}\right|^{2} \frac{1}{\sqrt{1-t^{2}}} d x d y d t \\
& \leqslant c \sum_{i=0}^{N} \sum_{j=0}^{N} \sum_{k=1}^{N}\left|\mathfrak{c}_{i j}^{k}\right|^{2} \omega_{k} \\
& =c\left|\left([W]^{\frac{1}{2}} \otimes \mathcal{L} \otimes \mathcal{L}\right) E^{u}\right|_{2}^{2} .
\end{aligned}
$$

Similarly, the other two error estimates can be derived to get the following

$$
\begin{aligned}
& \left\|e^{v}\right\|_{0, \omega}^{2} \leqslant c\left|\left([W]^{\frac{1}{2}} \otimes \mathcal{L} \otimes \mathcal{L}\right) E^{v}\right|_{2}^{2} \\
& \left\|e^{p}\right\|_{0, \omega}^{2} \leqslant c\left|\left([W]^{\frac{1}{2}} \otimes I_{N_{\wp}}\right) E^{p}\right|_{2}^{2}
\end{aligned}
$$

Define $W_{h}=\left([W]^{\frac{1}{2}} \otimes \mathcal{L} \otimes \mathcal{L}\right) \oplus\left([W]^{\frac{1}{2}} \otimes \mathcal{L} \otimes \mathcal{L}\right) \oplus\left([W]^{\frac{1}{2}} \otimes I_{N_{\wp}}\right)$, then

$$
\left\|W_{h}\right\|_{2} \leqslant \max \left\{\left\|[W]^{\frac{1}{2}} \otimes \mathcal{L} \otimes \mathcal{L}\right\|_{2},\left\|[W]^{\frac{1}{2}} \otimes I_{N_{\wp}}\right\|_{2}\right\} \leqslant \frac{c}{\sqrt{N}} .
$$

Define $\|e\|=\sqrt{\left\|e^{u}\right\|_{0, \omega}^{2}+\left\|e^{v}\right\|_{0, \omega}^{2}+\left\|e^{p}\right\|_{0, \omega}^{2}}$, then addition of the three estimates for weighted norms of $e^{u}, e^{v}$, and $e^{p}$ yields,

$$
\begin{aligned}
\|e\| & \leqslant c\left|W_{h} E\right|_{2} \\
& \leqslant c\left\|W_{h}\right\|_{2}\left|E_{h}\right|_{2}
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant \frac{c}{\sqrt{N}}\left\|G_{t}^{-1}\right\|_{2}\left|G_{t} E\right|_{2} \\
& \leqslant \frac{c}{\sqrt{N}}\left\|G_{t}^{-1}\right\|_{2} \sqrt{N\left(2(N-1)^{2}-1\right)}\left|G_{t} E\right|_{\infty} \quad\left(\text { as }|x|_{2} \leqslant \sqrt{m}|x|_{\infty}, \text { for any } x \in \mathbb{R}^{m}\right) \\
& \leqslant c N^{8} e^{-C N}
\end{aligned}
$$

the last inequality results from Theorem 3.4.5 and eq. 3.4.29. Thus, $\|e\| \leqslant c N^{8} e^{-C N}$, which yields that for some big enough $N$, or $N>c$, the error in exact and approximate solution is

$$
\begin{aligned}
\left\|u-u_{N}\right\|_{0, \omega}+\left\|v-v_{N}\right\|_{0, \omega}+\left\|p-p_{N-2}\right\|_{0, \omega} \leqslant & \left\|\mathscr{T}_{N} u\right\|_{0, \omega}+\left\|e^{u}\right\|_{0, \omega}+\left\|\mathscr{T}_{N} v\right\|_{0, \omega} \\
& +\left\|e^{v}\right\|_{0, \omega}+\left\|\mathscr{T}_{N-2} p\right\|_{0, \omega}+\left\|e^{p}\right\|_{0, \omega} \\
\leqslant & c e^{-C N}+c\|e\| \\
\leqslant & c N^{8} e^{-C N}
\end{aligned}
$$

This concludes the proof of the spectral convergence in both space and time of the $P_{N}-P_{N-2}$ scheme in space and Chebyshev Gauss-Lobatto collocation in time. Thus, completing the analysis for a space-time spectral method for the Stokes problem.

## 4

## The Navier-Stokes problem

In the former chapter, a space-time spectral method scheme was analyzed for the Stokes problem, which is a linearized version of the Navier-Stokes problem; momentous to the field of fluid dynamics. Consequently, we extend the $P_{N}-P_{N-2}$ scheme, introduced by [12], to the unsteady Navier-Stokes problem. Furthermore, we extend a staggered grid collocation scheme, derived in [11], to the unsteady Stokes and Navier-Stokes problems. This collocation scheme is implemented by using the quadrature nodes, such as the Jacobi Gauss, Jacobi Gauss-Lobatto and Jacobi Gauss along with $x= \pm 1$. Due to the presence of the staggered grid, we derive the expression for the pseudo-spectral derivative matrix for the Jacobi Gauss nodes on a closed interval for the convenience of application. It is an enormous challenge to analyze the schemes derived in this chapter, thus we only present numerical evidence of spectral convergence of this scheme in both space and time. However, the numerical experiments are conducted for the Jacobi polynomials $J^{\alpha, \beta}$ for any values of the parameters, $\alpha, \beta>-1$.

The Reynold's number, denoted by $R_{e}$, is considered to be equal to one for all of the problems considered in this chapter. It would be interesting to explore the the highest Reynolds number flows that can be accurately computed by these
numerical schemes. This is the limit where computations might be used to predict the breakdown of a laminar flow into turbulence. Since a spectral method has a super-algebraic decay in error, we may expect them to work for a flow with much higher Reynold's number. However, it is more tedious than it seems as there can be a problem differentiating between numerical and physical smoothing. High Reynold's number flows require an especially accurate estimate of viscous stresses.

### 4.1 Introduction

The Navier-Stokes equations model the conservation of momentum and conservation of mass for Newtonian fluids, thus describe the relationship between the velocity, pressure, temperature, and density of a moving fluid. It is apt to call them the most consequential problem in fluid dynamics, due to their extensive applications such as modeling water flow in a pipe, ocean currents, air flow around a wing, weather etc. Therefore, they help in design process of vehicles and airplanes, the study of blood flow, area of magneto-hydrodynamics, and in analysis of pollution, among others. They were derived over decades ranging roughly between 1822 to 1850 by Claude-Louis Navier and George Gabriel Stokes. The Clay Mathematics Institute designated the problem of proving the existence and smoothness of a solution of the Navier-Stokes problem in three dimensions as a Millennium Problem, one of seven mathematical problems, signifying its immense mathematical interest.

Recall that $\Omega=(-1,1)^{2}, \Omega_{t}=\Omega \times(-1,1)$, the velocity field and pressure are denoted by $\mathbf{u}=[u ; v] \in V:=\left(H_{0}^{1}(\Omega)\right)^{2}$ and $p \in L_{0}^{2}(\Omega):=\left\{q \in L^{2}(\Omega) \mid \int_{\Omega} q=0\right\}$, respectively. The Navier-Stokes problem in the unsteady state is stated as follows,

$$
\begin{align*}
& u_{t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}-\Delta u+p_{x}=f_{1} \text { in } \Omega_{t}  \tag{4.1.1a}\\
& v_{t}+u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}-\Delta v+p_{y}=f_{2} \text { in } \Omega_{t} \tag{4.1.1b}
\end{align*}
$$

$$
\begin{align*}
u_{x}+v_{y} & =0 \text { in } \Omega_{t},  \tag{4.1.1c}\\
u=0, v & =0 \text { on } \partial \Omega \\
u(x, y,-1)=u_{0}(x, y), v(x, y,-1) & =v_{0}(x, y) \text { in } \Omega .
\end{align*}
$$

Our goal is to devise space-time spectral method schemes for the above problem. In Section 4.2, we extend the $P_{N}-P_{N-2}$ scheme for the Stokes problem to 4.1.1). Additionally, a staggered grid collocation scheme using the Jacobi polynomials for the Stokes problem and the Navier-Stokes problem in the unsteady state are presented in Sections 4.3.1 and 4.3.2, respectively.

### 4.2 Mixed spectral Galerkin scheme

The space-time spectral method involving the $P_{N}-P_{N-2}$ scheme, a mixed spectral Galerkin scheme in space and spectral collocation in time, was applied to the unsteady Stokes problem in Section 3.4. This section extends the aforementioned scheme to the unsteady Navier-Stokes problem. Recall the approximation for the velocities $u$ and $v$, and pressure $p$, by (3.4.2), which is given as follows

$$
\begin{aligned}
& u_{N}(x, y, t)=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{k=0}^{N} u_{i j k} \phi_{i}(x) \phi_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N, N, N}^{0}, \\
& v_{N}(x, y, t)=\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{k=0}^{N} v_{i j k} \phi_{i}(x) \phi_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N, N, N}^{0}, \\
& p_{N}(x, y, t)=\sum_{i=0}^{N-2} \sum_{\substack{j=0 \\
i+j>0}}^{N-2} \sum_{k=0}^{N} p_{i j k} L_{i}(x) L_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N-2, N-2, N},
\end{aligned}
$$

along with their corresponding discrete vectors $u_{h}, v_{h}$, and $p_{h}$. Note that we only need to discuss the discretization of the non-linear term $(\mathbf{u} \cdot \nabla) \mathbf{u}$, which requires the following matrices:

1. For a given index $0 \leqslant k \leqslant N-2$, the matrix $\mathfrak{P}^{k} \in \mathbb{R}^{\vartheta \times \vartheta}$ is defined as

$$
\begin{equation*}
\mathfrak{P}_{i j}^{k}=\int_{-1}^{1} \phi_{i}(x) \phi_{j}^{\prime}(x) \phi_{k}(x) d x, \quad 0 \leqslant i, j \leqslant N-2 . \tag{4.2.1}
\end{equation*}
$$

2. For a given index $0 \leqslant k \leqslant N-2$, the matrix $\mathfrak{T}^{k} \in \mathbb{R}^{\vartheta \times \vartheta}$ is defined as

$$
\begin{equation*}
\mathfrak{T}_{i j}^{k}=\int_{-1}^{1} \phi_{i}(x) \phi_{j}(x) \phi_{k}(x) d x, \quad 0 \leqslant i, j \leqslant N-2 . \tag{4.2.2}
\end{equation*}
$$

The above matrices are easily calculated by using Definition 3.2.1, that is, $\phi_{j}=$ $L_{j}-L_{j+2}$ for $j \in \mathbb{N} \cup\{0\}$ and the following expression for the triple product of the Legendre polynomials given in [71],

$$
\int_{-1}^{1} L_{i}(x) L_{j}(x) L_{k}(x) d x=2\left(\begin{array}{ccc}
i & j & k \\
0 & 0 & 0
\end{array}\right)^{2}
$$

where the special case of $3 j$ symbol, when $2 s=i+j+k$ is even, yields

$$
\left(\begin{array}{lll}
i & j & k \\
0 & 0 & 0
\end{array}\right)=(-1)^{s} \sqrt{\frac{(2 s-2 i)!(2 s-2 j)!(2 s-2 k)!}{(2 s+1)!}} \frac{s!}{(s-i)!(s-j)!(s-k)!},
$$

whereas it is equal to zero whenever $i+j+k$ is odd.
Now, we are ready to discretize the four non-linear terms in (4.1.1).
Term 1: The first non-linear term in 4.1.1a) is $u \frac{\partial u}{\partial x}$. Its weak form collocated at time $t=t_{r}$, for $1 \leqslant r \leqslant N$ and $0 \leqslant m, n \leqslant N-2$, is given as

$$
N_{1}^{m, n, r}=\left(u \frac{\partial u}{\partial x}\left(x, y, t_{r}\right), \phi_{m}(x) \phi_{n}(y)\right),
$$

which on using the approximation of $u$ defined by (3.4.2) becomes equal to

$$
\begin{aligned}
N_{1}^{m, n, r} & =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{q=0}^{N-2} \sum_{s=0}^{N-2} u_{i j r} u_{q s r} \int_{-1}^{1} \phi_{i}(x) \phi_{q}^{\prime}(x) \phi_{m}(x) d x \int_{-1}^{1} \phi_{j}(y) \phi_{s}(y) \phi_{n}(y) d y \\
& =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{q=0}^{N-2} \sum_{s=0}^{N-2} u_{i j r} u_{q s r} \mathfrak{P}_{i q}^{m} \mathfrak{T}_{j s}^{n} \\
& =\left(u_{h}^{r}\right)^{T}\left(\mathfrak{T}^{n} \otimes \mathfrak{P}^{m}\right) u_{h}^{r} .
\end{aligned}
$$

Now, we try to formulate it for a fixed $1 \leqslant r \leqslant N$, and all $0 \leqslant m, n \leqslant N-2$,

$$
\left[\left(u_{h}^{r}\right)^{T}\left(\mathfrak{T}^{0} \otimes \mathfrak{P}^{0}\right) u_{h}^{r} ;\left(u_{h}^{r}\right)^{T}\left(\mathfrak{T}^{0} \otimes \mathfrak{P}^{1}\right) u_{h}^{r} ; \ldots ;\left(u_{h}^{r}\right)^{T}\left(\mathfrak{T}^{N-2} \otimes \mathfrak{P}^{N-2}\right) u_{h}^{r}\right]
$$

the above $(N-1)^{2} \times 1$ vector can be written as

$$
\begin{equation*}
N_{1}^{r}=\left(I_{\vartheta} \otimes\left(u_{h}^{r}\right)^{T}\right) W_{1} u_{h}^{r} \tag{4.2.3}
\end{equation*}
$$

where we define $W_{1} \in \mathbb{R}^{\vartheta^{2} \times \vartheta}$ as s block column matrix with ( $m, n$ )-column as $\left(\mathfrak{T}^{n} \otimes \mathfrak{P}^{m}\right) \in \mathbb{R}^{\vartheta \times \vartheta}$, for all $0 \leqslant m, n \leqslant N-2$.

Term 2: The second non-linear term in 4.1.1a) is $v \frac{\partial u}{\partial y}$. Its weak form collocated at time $t=t_{r}$, for $1 \leqslant r \leqslant N$ and $0 \leqslant m, n \leqslant N-2$, is given as

$$
N_{2}^{m, n, r}=\left(v \frac{\partial u}{\partial y}\left(x, y, t_{r}\right), \phi_{m}(x) \phi_{n}(y)\right)
$$

which on using the approximation of $u$ and $v$ defined by (3.4.2 becomes

$$
\begin{aligned}
N_{2}^{m, n, r} & =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{q=0}^{N-2} \sum_{s=0}^{N-2} v_{i j r} u_{q s r} \int_{-1}^{1} \phi_{i}(x) \phi_{q}(x) \phi_{m}(x) d x \int_{-1}^{1} \phi_{j}(y)^{\prime} \phi_{s}(y) \phi_{n}(y) d y \\
& =\sum_{i=0}^{N-2} \sum_{j=0}^{N-2} \sum_{q=0}^{N-2} \sum_{s=0}^{N-2} v_{i j r} u_{q s r} \mathfrak{T}_{i q}^{m} \mathfrak{P}_{j s}^{n} \\
& =\left(v_{h}^{r}\right)^{T}\left(\mathfrak{P}^{n} \otimes \mathfrak{T}^{m}\right) u_{h}^{r}
\end{aligned}
$$

Now, we try to formulate it for a fixed $1 \leqslant r \leqslant N$, and all $0 \leqslant m, n \leqslant N-2$,

$$
\left[\left(v_{h}^{r}\right)^{T}\left(\mathfrak{P}^{0} \otimes \mathfrak{T}^{0}\right) u_{h}^{r} ;\left(v_{h}^{r}\right)^{T}\left(\mathfrak{P}^{0} \otimes \mathfrak{T}^{1}\right) u_{h}^{r} ; \ldots ;\left(v_{h}^{r}\right)^{T}\left(\mathfrak{P}^{N-2} \otimes \mathfrak{T}^{N-2}\right) u_{h}^{r}\right]
$$

the above $(N-1)^{2} \times 1$ vector can be written as

$$
\begin{equation*}
N_{2}^{r}=\left(I_{\vartheta} \otimes\left(v_{h}^{r}\right)^{T}\right) W_{2} u_{h}^{r}, \tag{4.2.4}
\end{equation*}
$$

where we define $W_{2} \in \mathbb{R}^{\vartheta^{2} \times \vartheta}$ as a block column matrix with $(m, n)$-column as $\left(\mathfrak{P}^{n} \otimes \mathfrak{T}^{m} \in \mathbb{R}^{\vartheta \times \vartheta}\right.$, for all $0 \leqslant m, n \leqslant N-2$.

Term 3: The first non-linear term in (4.1.1b) is $u \frac{\partial v}{\partial x}$. Its weak form collocated at time $t=t_{r}$, for $1 \leqslant r \leqslant N$ and $0 \leqslant m, n \leqslant N-2$, is given as

$$
N_{3}^{m, n, r}=\left(u \frac{\partial v}{\partial x}\left(x, y, t_{r}\right), \phi_{m}(x) \phi_{n}(y)\right)
$$

so similar to (4.2.3):

$$
\begin{equation*}
N_{3}^{r}=\left(I_{\vartheta} \otimes\left(u_{h}^{r}\right)^{T}\right) W_{1} v_{h}^{r} . \tag{4.2.5}
\end{equation*}
$$

Term 4: The second non-linear term in 4.1.1b is $v \frac{\partial v}{\partial y}$. Its weak form collocated at time $t=t_{r}$, for $1 \leqslant r \leqslant N$ and $0 \leqslant m, n \leqslant N-2$, is given as

$$
N_{4}^{m, n, r}=\left(v \frac{\partial v}{\partial y}\left(x, y, t_{r}\right), \phi_{m}(x) \phi_{n}(y)\right)
$$

so similar to (4.2.4):

$$
\begin{equation*}
N_{4}^{r}=\left(I_{\vartheta} \otimes\left(v_{h}^{r}\right)^{T}\right) W_{2} v_{h}^{r} \tag{4.2.6}
\end{equation*}
$$

Thus, eqs. (4.2.3) and (4.2.4 give the discretization of the non-linear terms in
4.1.1a), for all $1 \leqslant r \leqslant N$, and all $0 \leqslant m, n \leqslant N-2$, as

$$
W u_{h}, \quad W=\oplus_{j=1}^{N}\left(\left(I_{\vartheta} \otimes u_{h}^{j}\right) W_{1}+\left(I_{\vartheta} \otimes v_{h}^{j}\right) W_{2}\right),
$$

that is, $W$ is a block diagonal matrix. Similarly, eqs. 4.2.5) and 4.2.6 give the discretization of the non-linear terms in 4.1.1b for all $1 \leqslant r \leqslant N$, and all $0 \leqslant$ $m, n \leqslant N-2$, as $W v_{h}$. Since these terms are non-linear, we implement a simple fixed point iteration to solve the discrete unsteady Navier-Stokes problem, which is given by eq. (3.4.5) and the non-linear terms as follows,

$$
\begin{align*}
\left(W^{(k-1)}+[D] \otimes \mathcal{M}+I_{N} \otimes A\right) u_{h}^{(k)}+\left(I_{N} \otimes B_{1}\right) p_{h}^{(k)} & =\left(\mathbf{1}_{N} \otimes \mathcal{Q}\right) \mathbf{F}_{1}-D \otimes \mathcal{M} u_{0 h} \\
\left(W^{(k-1)}+[D] \otimes \mathcal{M}+I_{N} \otimes A\right) v_{h}^{(k)}+\left(I_{N} \otimes B_{2}\right) p_{h}^{(k)} & =\left(\mathbf{1}_{N} \otimes \mathcal{Q}\right) \mathbf{F}_{2}-D \otimes \mathcal{M} v_{0 h} \\
\left(I_{N} \otimes B_{1}^{T}\right) u_{h}^{(k)}+\left(I_{N} \otimes B_{2}^{T}\right) v_{h}^{(k)} & =O \tag{4.2.7}
\end{align*}
$$

where the non-linear term $W^{(k-1)}$ is a block diagonal matrix with $N-1$ blocks with $W_{i i}^{(k-1)}=\left(I_{\vartheta} \otimes u_{h}^{i,(k-1)}\right) W_{1}+\left(I_{\vartheta} \otimes v_{h}^{i,(k-1)}\right) W_{2}$. Here, $u_{h}^{i,(k-1)}$ and $v_{h}^{i,(k-1)}$ represent the component of $u_{h}$ and $v_{h}$ vectors for time $t=t_{i}$ at $(k-1)$ st iteration, for $1 \leqslant i \leqslant N$. The decay of error in $L^{\infty}$ norm at the final time step $t_{N}=1$ for this scheme is shown in Figure 4.1. The schemes described in this chapter are implemented on Matlab ${ }^{\circledR}$ and are given in [52]. The iteration is stopped whenever the infinity norm of the difference of two consecutive iterates is smaller than $\epsilon=10^{-12}$. We take $f_{1}$ and $f_{2}$, so that the exact solutions are

$$
\begin{array}{r}
u(x, y, t)=(\cos (\pi x)+1) \sin (2 \pi y) \sin (0.5 \pi t), \\
v(x, y, t)=(0.5) \sin (\pi x)(1-\cos (2 \pi y)) \sin (0.5 \pi t),  \tag{4.2.8}\\
p(x, y, t)=\sin (\pi x) \cos (\pi y) \sin (0.5 \pi t),
\end{array}
$$

satisfying the boundary conditions, and giving initial conditions as $u(x, y,-1)$ and $v(x, y,-1)$.


Figure 4.1: Convergence of the unsteady Navier-Stokes problem with the $P_{N}-P_{N-2}$ scheme.

### 4.3 Staggered-grid collocation scheme

In [11], the authors presented a collocation scheme for the steady Stokes problem that employs the use of different grids for velocity and pressure, thus the name staggered grid. We extend it to the unsteady state by using the Jacobi Gauss-Lobatto collocation in time. For given $N$, let $J_{N}^{\alpha, \beta}$ denote the Jacobi polynomial of degree $N$, orthogonal with respect to the Jacobi weight function $\omega(x)=(1-x)^{\alpha}(1+x)^{\beta}$. The grids for velocity and pressure are defined as follows.

1. The velocity $u$ is defined on $\Xi_{N}^{(x)}:=\left\{\left(\xi_{m}, \zeta_{n}, \xi_{r}\right) \mid 0 \leqslant m, r \leqslant N, 0 \leqslant n \leqslant N+1\right\}$.
2. The velocity $v$ is defined on $\Xi_{N}^{(y)}:=\left\{\left(\zeta_{m}, \xi_{n}, \xi_{r}\right) \mid 0 \leqslant m \leqslant N+1,0 \leqslant n, r \leqslant N\right\}$.
3. The pressure $p$ is defined on $\Xi_{N}^{(p)}:=\left\{\left(\zeta_{m}, \zeta_{n}, \xi_{r}\right) \mid 1 \leqslant m, n \leqslant N, 1 \leqslant r \leqslant N\right\}$, where $\left\{\xi_{k}\right\}_{k=0}^{N}$ denote the Jacobi-Gauss-Lobatto nodes, $\left\{\zeta_{k}\right\}_{k=1}^{N}$ represent the JacobiGauss nodes, and we additionally define $\zeta_{0}=-1$ and $\zeta_{N+1}=1$. Thus, the approxi-
mations are defined as follows.

$$
\begin{aligned}
& u(x, y, t)=\sum_{i=0}^{N} \sum_{j=0}^{N+1} \sum_{k=0}^{N} u_{i j k} \ell_{i}(x) \mathfrak{p}_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N, N+1, N}^{0}, \\
& v(x, y, t)=\sum_{i=0}^{N+1} \sum_{j=0}^{N} \sum_{k=0}^{N} v_{i j k} \mathfrak{p}_{i}(x) \ell_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N+1, N, N}^{0}, \\
& p(x, y, t)=\sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} p_{i j k} \mathfrak{L}_{i}(x) \mathfrak{L}_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N-1, N-1, N-1} .
\end{aligned}
$$

Since the problem definition contains homogeneous boundary conditions, $u=0$ on $\partial \Omega$ implies $u_{0 n r}=u_{N n r}=u_{m 0 r}=u_{m, N+1, r}=0$, for all $1 \leqslant m \leqslant N-1,1 \leqslant n \leqslant N$, and $0 \leqslant r \leqslant N$. Similarly, $v_{0 n r}=v_{N+1, n r}=v_{m 0 r}=v_{m N r}=0$, for all $1 \leqslant m \leqslant N$, $1 \leqslant n \leqslant N-1$, and $0 \leqslant r \leqslant N$. Also, pressure needs to have zero average, which is enforced by setting $p_{11 k}=0$, for all time steps $1 \leqslant k \leqslant N$. See Figure 4.2 for a plot of the grid of unknowns for the velocities $u$ and $v$, and pressure $p$.


Figure 4.2: Staggered grid of unknowns in $x$ and $y$ axes for $N=6$.

Therefore, on incorporating the homogenous boundary conditions and zero average condition for veloctiy and pressure, respectively, the following variable approxi-
mations are obtained

$$
\begin{align*}
& u(x, y, t)=\sum_{i=1}^{N-1} \sum_{j=1}^{N} \sum_{k=0}^{N} u_{i j k} \ell_{i}(x) \mathfrak{p}_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N-2, N-1, N}^{0},  \tag{4.3.2a}\\
& v(x, y, t)=\sum_{i=1}^{N} \sum_{j=1}^{N-1} \sum_{k=0}^{N} v_{i j k} \mathfrak{p}_{i}(x) \ell_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N-1, N-2, N}^{0},  \tag{4.3.2b}\\
& p(x, y, t)=\sum_{i=1}^{N} \sum_{\substack{j=1 \\
i+j>2}}^{N} \sum_{k=1}^{N} p_{i j k} \mathfrak{L}_{i}(x) \mathfrak{L}_{j}(y) \ell_{k}(t) \in \mathbb{P}_{N-1, N-1, N-1}, \tag{4.3.2c}
\end{align*}
$$

where $\ell_{k}, \mathfrak{L}_{k}$, and $\mathfrak{p}_{k}$ denote the Lagrange polynomials for $\left\{\xi_{k}\right\}_{k=0}^{N},\left\{\zeta_{k}\right\}_{k=1}^{N}$, and $\left\{\zeta_{k}\right\}_{k=0}^{N+1}$ nodes, respectively.

We define the discrete unknowns for the staggered grid scheme as follows.

1. For the velocity $u$, define $u_{h}=\left[u_{h}^{1} ; u_{h}^{2} ; \ldots ; u_{h}^{N}\right] \in \mathbb{R}^{N^{2}(N-1)}$, where

$$
u_{h}^{k}=\left[u_{11 k} ; u_{21 k} ; \ldots ; u_{N-1,1, k} ; u_{12 k} ; \ldots ; u_{N-1, N, k}\right] \in \mathbb{R}^{N(N-1)}, \quad 1 \leqslant k \leqslant N
$$

2. For the velocity $v$, define $v_{h}=\left[v_{h}^{1} ; v_{h}^{2} ; \ldots ; v_{h}^{N}\right] \in \mathbb{R}^{N^{2}(N-1)}$, where

$$
v_{h}^{k}=\left[v_{11 k} ; v_{21 k} ; \ldots ; v_{N, 1, k} ; v_{12 k} ; \ldots ; v_{N, N-1, k}\right] \in \mathbb{R}^{N(N-1)}, \quad 1 \leqslant k \leqslant N
$$

3. For the pressure $p$, define $p_{h}=\left[p_{h}^{1} ; p_{h}^{2} ; \ldots ; p_{h}^{N}\right] \in \mathbb{R}^{N\left(N^{2}-1\right)}$, where

$$
p_{h}^{k}=\left[p_{21 k} ; p_{31 k} ; \ldots ; p_{N, 1, k} ; p_{12 k} ; \ldots ; p_{N, N, k}\right] \in \mathbb{R}^{N^{2}-1}, \quad 1 \leqslant k \leqslant N
$$

Let $\mathfrak{D}$ represent the Jacobi Gauss-Lobatto pseudo-spectral derivative matrix, the expression for which is well-known, see [80, p. 89].

Definition 4.3.1 (Jacobi Gauss-Lobatto pseudospectral derivative matrix, see [80]). For given $N$, let $x_{i}$ be the Jacobi Gauss-Lobatto quadrature nodes for $0 \leqslant i \leqslant$ $N$. Let $\ell_{i}$ be the Lagrange polynomials for $x_{i}$, where $0 \leqslant i \leqslant N$ and $J(x):=$
$\partial_{x} J_{N-1}^{\alpha+1, \beta+1}(x)$. The Jacobi Gauss-Lobatto pseudospectral derivative matrix is defined as $\mathfrak{D}:=\left(\mathfrak{d}_{i, j}\right)_{0 \leqslant i, j \leqslant N}$, where $\mathfrak{d}_{i, j}=\ell_{j}^{\prime}\left(x_{i}\right)$ given as follows.

1. For $j=0$ :

$$
\mathfrak{o}_{i, 0}= \begin{cases}\frac{\alpha-N(N+\alpha+\beta+1)}{2(\beta+2)}, & i=0, \\ \frac{(-1)^{N-1} \Gamma(N) \Gamma(\beta+2)}{2 \Gamma(N+\beta+1)}\left(1-x_{i}\right) J\left(x_{i}\right), & 1 \leqslant i \leqslant N-1, \\ \frac{(-1)^{N} \Gamma(\beta+2) \Gamma(N+\alpha+1)}{2 \Gamma(\alpha+2) \Gamma(N+\beta+1)}, & i=N .\end{cases}
$$

2. For $1 \leqslant j \leqslant N-1$ :

$$
\mathfrak{d}_{i, j}= \begin{cases}\frac{2(-1)^{N} \Gamma(N+\beta+1)}{\Gamma(N) \Gamma(\beta+2)\left(1-x_{j}\right)\left(1+x_{j}\right)^{2} J\left(x_{j}\right)}, & i=0, \\ \frac{\left(1-x_{i}^{2}\right) J\left(x_{i}\right)}{\left(1-x_{j}^{2}\right) J\left(x_{j}\right)\left(x_{i}-x_{j}\right)}, & i \neq j, 1 \leqslant i \leqslant N-1, \\ \frac{\alpha-\beta+(\alpha+\beta) x_{i}}{2\left(1-x_{i}^{2}\right)}, & 1 \leqslant i=j \leqslant N-1, \\ \frac{-2 \Gamma(N+\alpha+1)}{\Gamma(N) \Gamma(\alpha+2)\left(1-x_{j}\right)^{2}\left(1+x_{j}\right) J\left(x_{j}\right)}, & i=N .\end{cases}
$$

3. For $j=N$ :

$$
\mathfrak{d}_{i, N}= \begin{cases}\frac{(-1)^{N+1} \Gamma(\alpha+2) \Gamma(N+\beta+1)}{2 \Gamma(\beta+2) \Gamma(N+\alpha+1)}, & i=0, \\ \frac{\Gamma(N) \Gamma(\alpha+2)}{2 \Gamma(N+\alpha+1)}\left(1+x_{i}\right) J\left(x_{i}\right), & 1 \leqslant i \leqslant N-1, \\ \frac{N(N+\alpha+\beta+1)-\beta}{2(\alpha+2)}, & i=N .\end{cases}
$$

Due the presence of staggered grid, the grid for velocity $v$ requires the pseudospectral derivative matrix for $\left\{\zeta_{k}\right\}_{k=0}^{N+1}$. Such a quadrature employing Gauss quadrature nodes along with the end points is unusual. Thus, we derive the following expression.

Definition 4.3.2 (Jacobi Gauss pseudospectral derivative matrix on a closed interval). For given $N$, let $x_{0}=-1, x_{N+1}=1$ and $x_{i}$ be the Jacobi-Gauss quadrature nodes for $1 \leqslant i \leqslant N$. Let $\mathfrak{p}_{i}$ be the Lagrange polynomials for $x_{i}$, where $0 \leqslant i \leqslant N+1$. The Jacobi Gauss pseudospectral derivative matrix on a closed interval is defined as $\mathscr{D}:=\left(\mathrm{d}_{i, j}\right)_{0 \leqslant i, j \leqslant N+1}$, where $\mathrm{d}_{i, j}=\mathfrak{p}_{j}^{\prime}\left(x_{i}\right)$ given as follows.

1. For $j=0$ :

$$
\mathrm{d}_{i, 0}= \begin{cases}\frac{J_{N}^{\alpha, \beta}(-1)-2 \partial_{x} J_{N}^{\alpha, \beta}(-1)}{-2 J_{N}^{\alpha, \beta}(-1)}, & i=0, \\ \frac{\left(1-x_{i}\right) \partial_{x} J_{N}^{\alpha, \beta}\left(x_{i}\right)}{2 J_{N}^{\alpha, \beta}(-1)}, & 1 \leqslant i \leqslant N \\ \frac{J_{N}^{\alpha, \beta}(1)}{-2 J_{N}^{\alpha, \beta}(-1)}, & i=N+1\end{cases}
$$

2. For $1 \leqslant j \leqslant N$ :

$$
\mathrm{d}_{i, j}= \begin{cases}\frac{-2 J_{N}^{\alpha, \beta}(-1)}{\left(1+x_{j}\right)^{2}\left(1-x_{j}\right) \partial_{x} J_{N}^{\alpha, \beta}\left(x_{j}\right)}, & i=0, \\ \frac{\left(1-x_{i}^{2}\right) \partial_{x} J_{N}^{\alpha, \beta}\left(x_{i}\right)}{\left(1-x_{j}^{2}\right) \partial_{x} J_{N}^{\alpha, \beta}\left(x_{j}\right)\left(x_{i}-x_{j}\right)}, & i \neq j, 1 \leqslant i \leqslant N, \\ \frac{\alpha-\beta+(\alpha+\beta-2) x_{j}}{2\left(1-x_{j}^{2}\right)}, & 1 \leqslant i=j \leqslant N, \\ \frac{-2 J_{N}^{\alpha, \beta}(1)}{\left(1+x_{j}\right)\left(1-x_{j}\right)^{2} \partial_{x} J_{N}^{\alpha, \beta}\left(x_{j}\right)}, & i=N+1 .\end{cases}
$$

3. For $j=N+1$ :

$$
\mathrm{d}_{i, N+1}= \begin{cases}\frac{J_{N}^{\alpha, \beta}(-1)}{2 J_{N}^{\alpha, \beta}(1)}, & i=0 \\ \frac{\left(1+x_{i}\right) \partial_{x} J_{N}^{\alpha, \beta}\left(x_{i}\right)}{2 J_{N}^{\alpha, \beta}(1)}, & 1 \leqslant i \leqslant N \\ \frac{J_{N}^{\alpha, \beta}(1)+2 \partial_{x} J_{N}^{\alpha, \beta}(1)}{2 J_{N}^{\alpha, \beta}(1)}, & i=N+1\end{cases}
$$

The proof for the derivation of the above formula is not presented here, as it is similar to that of other pseudospectral derivative matrices discussed in the literature
such as [80, 64].

### 4.3.1 The Stokes problem

The Stokes problem in unsteady state is given by (3.1.2). Firstly, the initial condition $u(x, y,-1)=u_{0}(x, y)$ and 4.3.2a collocated on $\left(\xi_{m}, \zeta_{n}\right)$ for all $0 \leqslant m \leqslant N$ and $0 \leqslant n \leqslant N+1$, gives

$$
\begin{aligned}
\sum_{i=1}^{N-1} \sum_{j=1}^{N} \sum_{k=0}^{N} u_{i j k} \ell_{i}\left(\xi_{m}\right) \mathfrak{p}_{j}\left(\zeta_{n}\right) \ell_{k}(-1) & =u_{0}\left(\xi_{m}, \zeta_{n}\right) \\
u_{m n 0} & =u_{0}\left(\xi_{m}, \zeta_{n}\right)
\end{aligned}
$$

thus $u_{h}^{0}=u_{h 0}$, where $u_{h 0}=\left[u_{0}\left(\xi_{0}, \zeta_{0}\right) ; \ldots ; u_{0}\left(\xi_{N}, \zeta_{N+1}\right)\right]$.
Similarly, $v(x, y,-1)=v_{0}(x, y)$ and 4.3.2b collocated on $\left(\zeta_{m}, \xi_{n}\right)$ for all $0 \leqslant m \leqslant$ $N+1$ and $0 \leqslant n \leqslant N$, gives $v_{h}^{0}=v_{h 0}$, where $u_{h 0}=\left[u_{0}\left(\zeta_{0}, \xi_{0}\right) ; \ldots ; u_{0}\left(\zeta_{N+1}, \xi_{N}\right)\right]$.

Define the collection of boundary and initial nodes as $\Xi_{0}^{(x)}=\left\{\left( \pm 1, \zeta_{n}, t_{r}\right) \mid 1 \leqslant\right.$ $n \leqslant N, 1 \leqslant r \leqslant N\} \cup\left\{\left(\xi_{m}, \pm 1, t_{r}\right) \mid 1 \leqslant m \leqslant N-1,1 \leqslant r \leqslant N\right\} \cup\left\{\left(\xi_{m}, \zeta_{n},-1\right) \mid 1 \leqslant\right.$ $m \leqslant N-1,1 \leqslant n \leqslant N\}$, and $\Xi_{0}^{(y)}=\left\{\left( \pm 1, \xi_{n}, t_{r}\right) \mid 1 \leqslant n \leqslant N-1,1 \leqslant r \leqslant N\right\} \cup$ $\left\{\left(\zeta_{m}, \pm 1, t_{r}\right) \mid 1 \leqslant m \leqslant N, 1 \leqslant r \leqslant N\right\} \cup\left\{\left(\zeta_{m}, \xi_{n},-1\right) \mid 1 \leqslant m \leqslant N, 1 \leqslant n \leqslant N-1\right\}$.

In order to perform staggered grid collocation on the unsteady Stokes problem, we need the following interpolation matrices.

1. The pressure derivative interpolation matrix $\mathfrak{B} \in \mathbb{R}^{N-1 \times N}$ is defined as

$$
\begin{equation*}
\mathfrak{B}_{i j}=\mathfrak{L}_{j}^{\prime}\left(\xi_{i}\right), \quad 1 \leqslant i \leqslant N-1, \quad 1 \leqslant j \leqslant N \tag{4.3.3}
\end{equation*}
$$

2. The velocity derivative interpolation matrix $\mathfrak{C} \in \mathbb{R}^{N-1 \times N}$ is defined as follows

$$
\begin{equation*}
\mathfrak{C}_{i j}=\ell_{j}^{\prime}\left(\zeta_{i}\right), \quad 1 \leqslant i \leqslant N, \quad 1 \leqslant j \leqslant N-1 \tag{4.3.4}
\end{equation*}
$$

In this scheme, we perform the following collocation on the Stokes equations eqs. 3.4.1a) to (3.4.1c),

$$
\begin{align*}
\left(u_{t}-\Delta u+p_{x}\right)(x, y, t) & =f_{1}(x, y, t), \quad(x, y, t) \in \Xi_{N}^{(x)} \backslash \Xi_{0}^{(x)}  \tag{4.3.5a}\\
\left(v_{t}-\Delta v+p_{y}\right)(x, y, t) & =f_{2}(x, y, t), \quad(x, y, t) \in \Xi_{N}^{(y)} \backslash \Xi_{0}^{(y)}  \tag{4.3.5b}\\
\left(u_{x}+v_{y}\right)(x, y, t) & =0, \quad(x, y, t) \in \Xi_{N}^{(p)} \tag{4.3.5c}
\end{align*}
$$

Consider 4.3.5a for some $1 \leqslant m \leqslant N-1,1 \leqslant n \leqslant N$, and $1 \leqslant r \leqslant N$

$$
\begin{aligned}
& \sum_{k=0}^{N} u_{m n k} \ell_{k}^{\prime}\left(\xi_{r}\right)-\sum_{i=1}^{N-1} u_{i n r} \ell_{i}^{\prime \prime}\left(\xi_{m}\right)-\sum_{j=1}^{N} u_{m j r} \mathfrak{p}_{j}^{\prime \prime}\left(\zeta_{n}\right)-\sum_{\substack{i=1 \\
i+n>2}}^{N} p_{i n r} \mathfrak{L}_{i}^{\prime}\left(\xi_{m}\right)=f_{1}\left(\xi_{m}, \zeta_{n}, \xi_{r}\right) \\
& \begin{array}{l}
\sum_{k=1}^{N} u_{m n k} \ell_{k}^{\prime}\left(\xi_{r}\right)-\sum_{i=1}^{N-1} u_{i n r} \ell_{i}^{\prime \prime}\left(\xi_{m}\right)-\sum_{j=1}^{N} u_{m j r} \mathfrak{p}_{j}^{\prime \prime}\left(\zeta_{n}\right)-\sum_{\substack{i=1 \\
i+n>2}}^{N} p_{i n r} \mathfrak{L}_{i}^{\prime}\left(\xi_{m}\right)
\end{array}=f_{1}\left(\xi_{m}, \zeta_{n}, \xi_{r}\right) \\
&-u_{0}\left(\xi_{m}, \zeta_{n}\right) \ell_{0}^{\prime}\left(\xi_{r}\right)
\end{aligned}
$$

By (4.3.3), Definitions 4.3.1 and 4.3.2, the above equation gives the following matrix form,

$$
\begin{equation*}
\left.\mathfrak{A}_{1} u_{h}+\left(I_{N} \otimes\left(I_{N} \otimes \mathfrak{B}\right)\right]\right) p_{h}=f_{1 h}-\mathfrak{d}_{0 h} \otimes u_{h 0} \tag{4.3.6}
\end{equation*}
$$

where

$$
\mathfrak{A}_{1}=[\mathfrak{D}] \otimes I_{N(N-1)}+I_{N^{2}} \otimes \llbracket \mathfrak{D}^{2} \rrbracket+I_{N} \otimes \llbracket \mathscr{D}^{2} \rrbracket \otimes I_{N-1} .
$$

Similarly, 4.3.5b gives,

$$
\begin{equation*}
\left.\mathfrak{A}_{2} v_{h}+\left(I_{N} \otimes\left(\mathfrak{B} \otimes I_{N}\right)\right]\right) p_{h}=f_{2 h}-\mathfrak{d}_{0 h} \otimes v_{h 0} \tag{4.3.7}
\end{equation*}
$$

where

$$
\mathfrak{A}_{2}=[\mathfrak{D}] \otimes I_{N(N-1)}+I_{N(N-1)} \otimes \llbracket \mathscr{D}^{2} \rrbracket+I_{N} \otimes \llbracket \mathfrak{D}^{2} \rrbracket \otimes I_{N} .
$$

Finally, eqs. (4.3.4) and 4.3 .5 c for some $1 \leqslant m, n \leqslant N, m+n>2$, and $1 \leqslant r \leqslant N$
gives

$$
\sum_{i=1}^{N-1} u_{i n r} \ell_{i}^{\prime}\left(\zeta_{m}\right)+\sum_{j=1}^{N-1} v_{m j r} \ell_{j}^{\prime}\left(\zeta_{n}\right)=0
$$

which in matrix form becomes

$$
\begin{equation*}
\left(I_{N} \otimes\left[\left(I_{N} \otimes \mathfrak{C}\right)\right) u_{h}+\left(I_{N} \otimes\left[\left(\mathfrak{C} \otimes I_{N}\right)\right) v_{h}=O .\right.\right. \tag{4.3.8}
\end{equation*}
$$

On using eqs. 4.3.6 to 4.3.8, we obtain the following discrete unsteady Stokes problem,

$$
\begin{aligned}
\left.\mathfrak{A}_{1} u_{h}+\left(I_{N} \otimes\left(I_{N} \otimes \mathfrak{B}\right)\right]\right) p_{h} & =f_{1 h}-\mathfrak{d}_{0 h} \otimes u_{h 0}, \\
\left.\mathfrak{A}_{2} v_{h}+\left(I_{N} \otimes\left(\mathfrak{B} \otimes I_{N}\right)\right]\right) p_{h} & =f_{2 h}-\mathfrak{d}_{0 h} \otimes v_{h 0}, \\
\left(I_{N} \otimes\left[\left(I_{N} \otimes \mathfrak{C}\right)\right) u_{h}+\left(I_{N} \otimes\left[\left(\mathfrak{C} \otimes I_{N}\right)\right) v_{h}\right.\right. & =O .
\end{aligned}
$$

The spectral convergence for this scheme is evident from Figure 4.3, which depicts the decay of error in $L^{\infty}$ norm at the final time step $t_{N}=1$ for this scheme is shown in Figure 4.3. We take $f_{1}$ and $f_{2}$, so that the exact solutions are the functions defined by 4.2.8). They satisfy the boundary conditions and produce initial conditions as $u(x, y,-1)$ and $v(x, y,-1)$. An efficient way of solving such linear systems is by implementing Uzawa algorithms and augmented Lagrangian Uzawa methods for solving saddle point problems.

### 4.3.2 The Navier-Stokes problem

Let us extend the staggered grid collocation scheme to the unsteady Navier-Stokes problem as follows.

$$
\begin{equation*}
\left(u_{t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}-\Delta u+p_{x}\right)(x, y, t)=f_{1}(x, y, t), \quad(x, y, t) \in \Xi_{N}^{(x)} \backslash \Xi_{0}^{(x)} \tag{4.3.9a}
\end{equation*}
$$



Figure 4.3: Convergence for the unsteady Stokes problem by staggered grid collocation scheme in space and collocation in time with $\alpha=-0.5$ and $\beta=1.5$.

$$
\begin{align*}
\left(v_{t}+u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}-\Delta v+p_{y}\right)(x, y, t) & =f_{2}(x, y, t), \quad(x, y, t) \in \Xi_{N}^{(y)} \backslash \Xi_{0}^{(y)}  \tag{4.3.9b}\\
\left(u_{x}+v_{y}\right)(x, y, t) & =0, \quad(x, y, t) \in \Xi_{N}^{(p)} \tag{4.3.9c}
\end{align*}
$$

Again, we only need to discuss the discretization of the non-linear term $(\mathbf{u} \cdot \nabla) \mathbf{u}$, which requires the following matrices:

1. The Lobatto-Gauss bases interpolation matrix $\mathfrak{U} \in \mathbb{R}^{N \times N-1}$ is defined as

$$
\begin{equation*}
\mathfrak{U}_{i j}=\ell_{j}\left(\zeta_{i}\right), \quad 1 \leqslant i \leqslant N, 1 \leqslant j \leqslant N-1 . \tag{4.3.10}
\end{equation*}
$$

2. The Gauss-Lobatto bases interpolation matrix $\mathfrak{W} \in \mathbb{R}^{N-1 \times N}$ is defined as

$$
\begin{equation*}
\mathfrak{W}_{i j}=\mathfrak{p}_{j}\left(\xi_{i}\right), \quad 1 \leqslant i \leqslant N-1,1 \leqslant j \leqslant N . \tag{4.3.11}
\end{equation*}
$$

Now, we discretize the four non-linear terms in 4.3.9).
Term 1: The first non-linear term in 4.3.9a) is $u \frac{\partial u}{\partial x}$. Its collocation on $\left(\xi_{m}, \zeta_{n}, \xi_{r}\right) \in$ $\Xi_{N}^{(x)} \backslash \Xi_{0}^{(x)}$, that is, for $1 \leqslant m \leqslant N-1,1 \leqslant n \leqslant N$, and $1 \leqslant r \leqslant N$ along with
4.3.2a) gives,

$$
u_{m n r} \sum_{i=1}^{N-1} u_{i n r} \ell_{i}^{\prime}\left(\xi_{m}\right)
$$

In matrix form, by Definition 4.3.1, the above equation is written as

$$
\begin{equation*}
\operatorname{diag}\left(u_{h}\right) \cdot\left(I_{N^{2}} \otimes \llbracket \mathfrak{D} \rrbracket\right) \tag{4.3.12}
\end{equation*}
$$

Term 2: The second non-linear term in 4.3.9a is $v \frac{\partial u}{\partial y}$. Its collocation on $\left(\xi_{m}, \zeta_{n}, \xi_{r}\right) \in$ $\Xi_{N}^{(x)} \backslash \Xi_{0}^{(x)}$, that is, for $1 \leqslant m \leqslant N-1,1 \leqslant n \leqslant N$, and $1 \leqslant r \leqslant N$ along with eqs. 4.3.2a and 4.3.2b gives,

$$
\sum_{i=1}^{N} \sum_{j=1}^{N-1} v_{i j r} \mathfrak{p}_{i}\left(\xi_{m}\right) \ell_{j}\left(\zeta_{n}\right) \sum_{j=1}^{N} u_{m j r} \mathfrak{p}_{j}^{\prime}\left(\zeta_{n}\right)
$$

In matrix form, by Definition 4.3.2, eqs. 4.3.10 and 4.3.11, the above equation becomes

$$
\begin{equation*}
\operatorname{diag}\left(\left(I_{N} \otimes \mathfrak{U} \otimes \mathfrak{W}\right) v_{h}\right) \cdot\left(I_{N} \otimes \llbracket \mathscr{D} \rrbracket \otimes I_{N-1}\right) \tag{4.3.13}
\end{equation*}
$$

Term 3: The first non-linear term in 4.3.9b is $u \frac{\partial v}{\partial x}$. Its collocation on $\left(\zeta_{m}, \xi_{n}, \xi_{r}\right) \in$ $\Xi_{N}^{(y)} \backslash \Xi_{0}^{(y)}$, that is, for $1 \leqslant m \leqslant N, 1 \leqslant n \leqslant N-1$, and $1 \leqslant r \leqslant N$ along with eqs. 4.3.2a and 4.3.2b gives,

$$
\sum_{i=1}^{N-1} \sum_{j=1}^{N} u_{i j r} \ell_{i}\left(\zeta_{m}\right) \mathfrak{p}_{j}\left(\xi_{n}\right) \sum_{i=1}^{N} v_{i n r} \mathfrak{p}_{i}^{\prime}\left(\zeta_{m}\right)
$$

In matrix form, by Definition 4.3.2, eqs. 4.3.10 and 4.3.11, the above equation becomes

$$
\begin{equation*}
\operatorname{diag}\left(\left(I_{N} \otimes \mathfrak{W} \otimes \mathfrak{U}\right) u_{h}\right) \cdot\left(I_{N(N-1)} \otimes \llbracket \mathscr{D} \rrbracket\right) \tag{4.3.14}
\end{equation*}
$$

Term 4: The second non-linear term in 4.3.9b) is $v \frac{\partial v}{\partial y}$. Its collocation on $\left(\zeta_{m}, \xi_{n}, \xi_{r}\right) \in$ $\Xi_{N}^{(y)} \backslash \Xi_{0}^{(y)}$, that is, for $1 \leqslant m \leqslant N, 1 \leqslant n \leqslant N-1$, and $1 \leqslant r \leqslant N$ along with (4.3.2b) gives,

$$
v_{m n r} \sum_{j=1}^{N-1} v_{m j r} \ell_{j}^{\prime}\left(\xi_{n}\right)
$$

In matrix form, by Definition 4.3.1, the above equation becomes

$$
\begin{equation*}
\operatorname{diag}\left(v_{h}\right) \cdot\left(I_{N} \otimes \llbracket \mathfrak{D} \rrbracket \otimes I_{N}\right) \tag{4.3.15}
\end{equation*}
$$

Since the terms derived above are non-linear, we implement a simple fixed point iteration to set, thus (4.2.7) and the non-linear terms eqs. 4.3.12) to 4.3.15 yield the following discrete unsteady Navier-Stokes problem,

$$
\begin{aligned}
&\left.\left(\mathfrak{N}_{1}^{(k)}+\mathfrak{A}_{1}\right) u_{h}^{(k+1)}+\left(I_{N} \otimes\left(I_{N} \otimes \mathfrak{B}\right)\right]\right) p_{h}^{(k+1)}=f_{1 h}-\mathfrak{d}_{0 h} \otimes u_{h 0}, \\
&\left.\left(\mathfrak{N}_{2}^{(k)}+\mathfrak{A}_{2}\right) v_{h}^{(k+1)}+\left(I_{N} \otimes\left(\mathfrak{B} \otimes I_{N}\right)\right]\right) p_{h}^{(k+1)}=f_{2 h}-\mathfrak{d}_{0 h} \otimes v_{h 0}, \\
&\left(I_{N} \otimes\left[\left(I_{N} \otimes \mathfrak{C}\right)\right) u_{h}^{(k+1)}+\left(I_{N} \otimes\left[\left(\mathfrak{C} \otimes I_{N}\right)\right) v_{h}^{(k+1)}=O\right.\right.
\end{aligned}
$$

where the matrices are defined as follows

$$
\begin{aligned}
\mathfrak{A}_{1} & =[\mathfrak{D}] \otimes I_{N(N-1)}+I_{N^{2}} \otimes \llbracket \mathfrak{D}^{2} \rrbracket+I_{N} \otimes \llbracket \mathscr{D}^{2} \rrbracket \otimes I_{N-1}, \\
\mathfrak{A}_{2} & =[\mathfrak{D}] \otimes I_{N(N-1)}+I_{N(N-1)} \otimes \llbracket \mathscr{D}^{2} \rrbracket+I_{N} \otimes \llbracket \mathfrak{D}^{2} \rrbracket \otimes I_{N}, \\
\mathfrak{N}_{1}^{(k)} & =\operatorname{diag}\left(u_{h}^{(k)}\right) \cdot\left(I_{N^{2}} \otimes \llbracket \mathfrak{D} \rrbracket\right)+\operatorname{diag}\left(\left(I_{N} \otimes \mathfrak{U} \otimes \mathfrak{W}\right) v_{h}^{(k)}\right) \cdot\left(I_{N} \otimes \llbracket \mathscr{D} \rrbracket \otimes I_{N-1}\right), \\
\mathfrak{N}_{2}^{(k)} & =\operatorname{diag}\left(\left(I_{N} \otimes \mathfrak{W} \otimes \mathfrak{U}\right) u_{h}^{(k)}\right) \cdot\left(I_{N(N-1)} \otimes \llbracket \mathscr{D} \rrbracket\right)+\operatorname{diag}\left(v_{h}^{(k)}\right) \cdot\left(I_{N} \otimes \llbracket \mathfrak{D} \rrbracket \otimes I_{N}\right) .
\end{aligned}
$$

The super-algerbaic decay of error in $L^{\infty}$ norm at the final time step $t_{N}=1$ for this scheme is shown in Figure 4.4. The iteration is stopped whenever the infinity norm of the difference of two consecutive iterates is smaller than $\epsilon=10^{-12}$. We take $f_{1}$ and $f_{2}$, so that the exact solutions are functions defined by 4.2.8). They satisfy the


Figure 4.4: Convergence for the unsteady Navier-Stokes problem by staggered grid collocation scheme in space and collocation in time with $\alpha=\beta=0$.
boundary conditions and yield initial conditions as $u(x, y,-1)$ and $v(x, y,-1)$. In addition to the fixed point iteration being used in case, we can implement other nonlinear solvers such as the Newton's method, non-linear SOR, non-linear conjugate gradient, etc. The schemes derives in Sections 4.2 and 4.3 considered the Reynold's number to be equal to 1 . It is of great interest to test the performance of these schemes for higher and lower Reynold's number flows.

## 5

## New lower bounds on the <br> minimum singular value

This chapter is a consequence of the analysis conducted in Chapter 3, in which estimates for eigenvalue or singular value were derived for some specific matrices. Such estimates enlightened us with the understanding of structure of matrices to derive more general results. The study of constraining the eigenvalues of the sum of two symmetric matrices, say $P+Q$, in terms of the eigenvalues of $P$ and $Q$, has a long history. It is closely related to estimating a lower bound on the minimum singular value of a matrix, which has been discussed by a great number of authors. The question that originated the work presented in this chapter is a basic problem of classical linear algebra: "Can we derive a positive lower bound on the minimum eigenvalue, $\lambda_{\min }(P+Q)$, when $P+Q$ is symmetric positive definite with $P$ and $Q$ singular positive semi-definite?"

To the best of our knowledge, no study has yielded a positive lower bound on $\lambda_{\min }(P+Q)$. According to Sophie Germain, "Algebra is but written geometry and geometry is but figured algebra." One approach that provides an answer to the question mentioned above is a geometrical property of fundamental bases of linear
algebra, the Friedrichs angle between range spaces of matrices $P$ and $Q$. It aids us to formulate new lower bounds on the minimum eigenvalue of a symmetric positive definite (SPD) matrix.

We derive two new lower bounds on $\lambda_{\text {min }}(P+Q)$ in terms of the minimum positive eigenvalues of $P$ and $Q$. The basic result is when $P$ and $Q$ are two nonzero singular positive semi-definite matrices such that $P+Q$ is non-singular, then $\lambda_{\min }(P+Q) \geqslant\left(1-\cos \theta_{F}\right) \min \left\{\lambda_{\min }(P), \lambda_{\min }(Q)\right\}$, where $\lambda_{\text {min }}$ represents the minimum positive eigenvalue of the matrix, and $\theta_{F}$ is the Friedrichs angle between the range spaces of $P$ and $Q$. Such estimates lead to new lower bounds on the minimum singular value of full rank $1 \times 2,2 \times 1$, and $2 \times 2$ block matrices. We provide some examples to further highlight the simplicity of applying the results in comparison to some existing lower bounds.

### 5.1 Introduction

The spectral problem of a symmetric matrix sum estimates the eigenvalues of a sum of two symmetric matrices $P+Q$, in terms of the eigenvalues of $P$ and $Q$. Fundamental results, like Weyl's inequality in [44, p. 239], and several other works collected in [25], have addressed this problem. Another substantial contribution is Horn's conjecture proved in [55, 56]. The present work is focused on the case when $P$ and $Q$ are symmetric positive semi-definite (PSD) matrices, which impacts numerous areas-such as computational economics, graph theory, perturbation theory, semi-definite programming, spectrum of self-adjoint operators, among others. As variance-covariance matrices are PSD, this problem appears in statistics, and more recently in statistical machine learning and spectral methods for data science, discussed in [6] and [21], respectively.

Singular values have been investigated for more than a century. For a square real
matrix, its minimum singular value is less than or equal to its absolute minimum eigenvalue. Thus, formulation of a lower bound for the minimum singular value is an influential problem appearing in several studies including the condition number estimates of a matrix, resonant frequencies, population dynamics, principal component analysis, etc. Since singular values of a matrix are square-root of eigenvalues of its corresponding gram matrix, the singular values of a general block matrix are associated to the spectral problem of a sum of symmetric matrices. Although a myriad of research has been done on these topics, however, when the symmetric matrices are both singular PSD, we could not find a result providing a positive lower bound even if their sum is non-singular.

In practice, we often come across symmetric positive definite (SPD) matrices represented as a sum of two singular PSD matrices. To illustrate, let us estimate the minimum singular value of a full rank block column matrix, say $A=\left[\begin{array}{l}A_{1} \\ A_{2}\end{array}\right]$ so that $A_{1}$ and $A_{2}$ are rank deficient. This problem is equivalent to finding the minimum eigenvalue of $A^{T} A=A_{1}^{T} A_{1}+A_{2}^{T} A_{2}$, an SPD matrix which is a sum of two singular PSD matrices. We derive a positive lower bound on the minimum singular value of $A$ in terms of the minimum positive singular values of $A_{1}$ and $A_{2}$ in Corollary 5.6.1. A similar problem was encountered in Lemma 3.3.7.

In this work, we desire a positive lower bound on the minimum eigenvalue of an SPD matrix $P+Q$, where $P, Q \in \mathbb{R}^{n \times n}$ are PSD matrices. Two positive lower bounds on the smallest eigenvalue of $P+Q$, framed in terms of the smallest positive eigenvalues of $P$ and $Q$, are presented in Theorems 5.4.1 and 5.4.4. These estimates of the minimum eigenvalue employ the Friedrichs angle between certain subspaces, i.e., some principal angle between them, as shown in Proposition 2.2.5. A notable application of principal angles is canonical correlations of matrix pairs given in [35], and in many other areas, namely eigenspaces, functional analysis, matrix perturbation theory, statistics, etc., are found in [57, 86, 26, 23], respectively. The spectral
problem of a sum of two PSD matrices is closely related to the first aforementioned application of canonical correlations, and its dependence upon the Friedrichs angle elucidates geometric aspects of spectral theory. Moreover, the two new lower bounds lead to useful outcomes when applied to a $2 \times 2$ non-singular block matrix $M=\left[\begin{array}{cc}A & B \\ C & D\end{array}\right]$. Note that $M^{T} M$ can be calculated as follows,

$$
M^{T} M=\left[\begin{array}{cc}
A^{T} & C^{T} \\
B^{T} & D^{T}
\end{array}\right]\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]=\left[\begin{array}{cc}
A^{T} A & A^{T} B \\
B^{T} A & B^{T} B
\end{array}\right]+\left[\begin{array}{cc}
C^{T} C & C^{T} D \\
D^{T} C & D^{T} D
\end{array}\right] .
$$

Also, $M^{T} M$ is a full rank matrix expressed as a sum of two PSD matrices. Therefore, the above expression admits a lower bound on the minimum singular value of $M$, in terms of the minimum positive singular values of its blocks $A, B$, $C$, and $D$ (Theorem 5.6.3). One of these results were used to solve Theorem 3.4.5. Finally, the above expression and $M M^{T}$ are used again to get two lower bounds on other singular values of $M$ in Theorem 5.7.2.

This chapter is organized as follows. A brief survey of results related to the ones derived in this chapter is presented in Section 5.2, and Section 5.3 describes the notation and fundamental results used later. In Section 5.4, we prove some new positive lower bounds on the minimum eigenvalue of a matrix and discuss the origin of those estimates with the help of some theory and examples in Section 5.5. In Section 5.6, the new eigenvalue estimates are used to derive new lower bounds on the minimum singular value of some full rank block matrices. In addition, some examples and special cases for these results are discussed. Finally, estimates for some other singular values are mentioned in Section 5.7.

### 5.2 Literature review

There is an abundance of results related to these problems in the literature. We attempt to summarize some of the existing focal results related to the ones developed in Sections 5.4, 5.6 and 5.7 .

### 5.2.1 Minimum eigenvalue of sum of two PSD matrices

The problem of estimating a lower bound on the minimum eigenvalue of sum of two PSD matrices has been investigated for many years. One of the most fundamental results is Weyl's inequalities given by Theorem 2.1.6 and more generally by Theorem 5.3.3, which estimates the eigenvalues of a sum of symmetric matrices.
R. Bhatia and F. Kittaneh established a lower bound on eigenvalues of sum of two PSD matrices (Theorem 5.3.5). They posed the question of a generalization of arithmetic-geometric mean inequality in [16], which stated that for two PSD matrices $P, Q \in \mathbb{R}^{n \times n}, \lambda_{j}(P+Q) \geqslant 2 \sqrt{\sigma_{j}(P Q)}$, for all $j=1,2, \ldots, n$. It was proved by S . Drury in [27]. However, all these results give a trivial lower bound for the case in which $P+Q$ is non-singular, and both $P$ and $Q$ are rank deficient. Some additional properties for sum of two symmetric matrices are listed in [59].

### 5.2.2 Spectrum of saddle point matrices

One of the most commonly seen $2 \times 2$ block matrices of the form $M=\left[\begin{array}{cc}A & B_{1} \\ B_{2}^{T} & -C\end{array}\right]$, where $A \in \mathbb{R}^{m \times m}$ and one or both of $B_{1}, B_{2} \in \mathbb{R}^{m \times n}$ are non-zero, is called a saddle point matrix. See [8], for a good survey of results on saddle point matrices. In particular, see Theorem 3.5 in [ 8, p. 21], which estimates the spectrum for the case when $A$ is $\mathrm{SPD}, B_{1}=B_{2}$ is full rank, and $C=O$. A noteworthy improvement was presented in the form of Theorem 1 in [4, p. 341] with a positive or negative semi-definite matrix $C$, also mentioned as Theorem 3.3.8. However, it can be difficult to estimate the
parameters defined in this theorem while being applied to some gram matrix of $2 \times 2$ block matrix. Another applicable result for the spectrum of a preconditioned saddle point matrix can be found in [83].

To formulate the spectrum of a more generalized saddle point matrix, several advancements have been considered, such as defining $B=B_{1}^{T}=-B_{2}$ in [9, 10, 82, 2]. Another step forward was to have a symmetric indefinite leading block $A$. The first of such case was proved in [37], by imposing the condition that $A$ is SPD on $\mathcal{N}(B)$, which was eliminated in [5]. Recently, in [45], $A$ has been considered to be a non-symmetric matrix with a positive definite symmetric part with $C=O$, which originates from discretized Navier-Stokes equations.

### 5.2.3 Lower bound on the minimum singular value

Several techniques are reported in the literature for formulating a lower bound on the minimum singular value of a particular type of matrices; however, we attempt to mention seminal contributions to this problem for a general non-singular matrix. An initial result for the special case of diagonally dominant matrices is derived in [96], and for a non-singular matrix a consequential approach is Gerschgorin-type lower bounds formulated in [76, 48]. The results evolved gradually into several stronger versions, as seen in [49, 60, 50, 105]. Also, [42] devised a lower bound in terms of the determinant, the 2 -norms of the rows, and columns of the matrix. Some later advancements of this result include [102, 104, 61] and the references therein.

It is well-known that for a $2 \times 2$ block matrix, the maximum singular value is bounded above by 2 -norm of the matrix consisting of 2 -norms of its blocks, see Theorem 1(f) in [85, p. 2630]. Thus, for $\mathcal{X} \in \mathbb{R}^{n \times n}$,

$$
\mathcal{X}=\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right], \quad\|\mathcal{X}\| \leqslant\left\|\left[\begin{array}{cc}
\|A\| & \|B\| \\
\|C\| & \|D\|
\end{array}\right]\right\| .
$$

Since $\sigma_{\min }(\mathcal{X})=\sigma_{\max }\left(\mathcal{X}^{-1}\right)^{-1}$, so on applying this result to $\mathcal{X}^{-1}$ calculated in terms of its blocks, an estimate of $\sigma_{\min }(\mathcal{X})$ is obtained. One drawback of this method is that the expression for $\mathcal{X}^{-1}$ can be quite problematic.

Another estimate was given in [97] for a block matrix with non-singular diagonal blocks, which proved by using a block matrix technique that $\sigma_{\min }(\mathcal{X}) \geqslant \sigma_{2}\left(\mathcal{X}^{c}\right)$, where $\mathcal{X}^{c}$ represents the block comparison matrix of $\mathcal{X}$, which results in a trivial lower bound when $\mathcal{X}^{c}$ is singular.

### 5.3 Notations and fundamentals

We now summarize the notation used in this paper. Let $A \in \mathbb{R}^{n \times n}$ be a symmetric positive semi-definite (PSD) matrix and recall that $\Lambda(A)$ denote the spectrum of $A$, that is, the set of eigenvalue of $A$. Also, $\rho(A)$ denote the spectral radius of $A$. If $r=\operatorname{rank}(A)$, then its eigenvalues $\lambda_{1}(A) \geqslant \lambda_{2}(A) \geqslant \ldots \geqslant \lambda_{n}(A)$, are such that $\lambda_{r}>0$ and $\lambda_{i}=0$ for all $r+1 \leqslant i \leqslant n$.

Definition 5.3.1 (Minimum positive eigenvalue). Let $A \in \mathbb{R}^{n \times n}$ be a PSD matrix of rank $r \leqslant n$, define the minimum positive eigenvalue of $A$ as

$$
\lambda_{\min }(A):= \begin{cases}\lambda_{r}(A), & \text { if } A \neq O \\ \infty, & \text { if } A=O\end{cases}
$$

For a matrix $A \in \mathbb{R}^{m \times n}$, $\operatorname{recall}$ that $\operatorname{rank}(A)=\operatorname{rank}\left(A^{T} A\right)=\operatorname{rank}\left(A A^{T}\right)$. The set of singular values of $A$ is denoted by $\sigma(A)$. Let $r=\operatorname{rank}(A)$, then its singular values $\sigma_{1}(A) \geqslant \sigma_{2}(A) \geqslant \ldots \geqslant \sigma_{\min (m, n)}(A)$ are such that $\sigma_{r}(A)>0$ and $\sigma_{i}=0$ for all $r+1 \leqslant i \leqslant \min (m, n)$.

Definition 5.3.2 (Minimum positive singular value). Let $A \in \mathbb{R}^{m \times n}$ of rank $r \leqslant n$,
define the minimum positive singular value of $A$ as

$$
\sigma_{\min }(A):= \begin{cases}\sigma_{r}(A), & \text { if } A \neq O \\ \infty, & \text { if } A=O\end{cases}
$$

The above expressions for $\lambda_{\min }$ and $\sigma_{\min }$ are defined for the convenience of notation for results derived in the next sections and their value is set as infinity for zero matrices to ignore the zeros while calculating the minimum as it was required by the formulations derived for zero matrices.

The Weyl's inequalities are one the most consequential result providing a solution to the spectral problem of a symmetric matrix sum. s

Theorem 5.3.3 (Weyl's inequalities, see [43]). Let $A, B \in \mathbb{R}^{n \times n}$ be symmetric matrices, then for every pair of integers $j, k$ such that $1 \leqslant j, k \leqslant n$ and $j+k \leqslant n+1$,

$$
\lambda_{j+k-1}(A+B) \leqslant \lambda_{j}(A)+\lambda_{k}(B)
$$

and for every pair integers such that $1 \leqslant j, k \leqslant n$ and $j+k \geqslant n+1$,

$$
\lambda_{j+k-n}(A+B) \geqslant \lambda_{j}(A)+\lambda_{k}(B)
$$

Another result which is significant to our analysis is the spectrum of product of two rectangular matrices, given in [103, p. 57] and stated as follows.

Lemma 5.3.4 (Spectrum of product of matrices, see [103]). Let $A \in \mathbb{R}^{m \times n}, B \in$ $\mathbb{R}^{n \times m}$. Then $A B$ and $B A$ have the same non-zero eigenvalues (multiplicities counted). If $m=n$, then eigenvalues of $A B$ and $B A$ are the same.

Finally, we state the following estimate on some eigenvalues of sum of two PSD matrices is given in [14, p. 904] and [15]. It will be used to give a simpler proof for lower bound on some singular values.

Theorem 5.3.5 (See [15]). Let $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{\ell \times n}$, then

$$
2 \sigma_{j}\left(A B^{T}\right) \leqslant \lambda_{j}\left(A^{T} A+B^{T} B\right), \quad j=1,2, \ldots, \min (\ell, m, n)
$$

In addition to the results mentioned in the previous section, we need Theorems 2.1.7, 2.1.8 and 2.2.3, Definitions 2.2.1 and 2.2.4, and Propositions 2.2.2 and 2.2.5. An alternative proof for two of these results are given in Appendix A.

### 5.4 Minimum eigenvalue estimates

In this section, we derive some new lower bounds on the minimum eigenvalue of a non-singular sum of two singular PSD matrices. As discussed in Section 5.1, a positive lower bound on the minimum eigenvalue of a non-singular sum of two PSD matrices, say $P, Q \in \mathbb{R}^{n \times n}$, is the key tool for the development of a positive lower bound on the minimum singular value of some full rank block matrices. Note that $\mathcal{N}(P) \cap \mathcal{N}(Q)=\{0\}$ when $P+Q$ is SPD, however, the range spaces of $P$ and $Q$ may intersect. Let $k=\operatorname{dim}(\mathcal{R}(P) \cap \mathcal{R}(Q))$, then the first $k$ principal angles between $\mathcal{R}(P)$ and $\mathcal{R}(Q)$ vanish: $\theta_{i}=0$ for $i=1,2, \ldots, k$. Therefore, if $\theta_{k+1}$ exists then it could contribute in estimating the minimum eigenvalue of $P+Q$ in terms of the minimum positive eigenvalues of $P$ and $Q$. Even when $\theta_{k+1}$ does not exist, this idea serves as a motivation for the following theorem for a pair of two PSD matrices with a non-singular sum.

Theorem 5.4.1. Let $P, Q \in \mathbb{R}^{n \times n}$ be PSD matrices of rank $p, q \leqslant n$, respectively, so that $P+Q$ is non-singular. Then

$$
\lambda_{\min }(P+Q) \geqslant c(P, Q) \min \left\{\lambda_{\min }(P), \lambda_{\min }(Q)\right\}
$$

where $c(P, Q)$ is defined by

$$
c(P, Q)= \begin{cases}2, & r=0, p+q=2 n  \tag{5.4.1}\\ 1, & r=0, p+q<2 n \\ 1-\cos \left(\theta_{k+1}\right), & r>0\end{cases}
$$

where $k=p+q-n, 0 \leqslant \theta_{1} \leqslant \theta_{2} \leqslant \ldots \leqslant \theta_{\min (p, q)} \leqslant \frac{\pi}{2}$ represent the principal angles between $\mathcal{R}(P), \mathcal{R}(Q) \subseteq \mathbb{R}^{n}$, and $r$ is the number of angles $\theta_{i}$ so that $0<\theta_{i}<\frac{\pi}{2}$, for $1 \leqslant i \leqslant \min (p, q)$.

Proof. Since $P, Q$ are PSD matrices, there exist matrices $\mathscr{A}_{1} \in \mathbb{R}^{p \times n}$ and $\mathscr{A}_{2} \in \mathbb{R}^{q \times n}$, so that

$$
P=\mathscr{A}_{1}^{T} \mathscr{A}_{1}, \quad Q=\mathscr{A}_{2}^{T} \mathscr{A}_{2}
$$

Moreover, $\mathcal{N}(P)=\mathcal{N}\left(\mathscr{A}_{1}\right)$ and $\mathcal{N}(Q)=\mathcal{N}\left(\mathscr{A}_{2}\right)$. Define $M_{1}:=\mathcal{R}(P)=\mathcal{R}\left(P^{T}\right)=$ $\mathcal{N}(P)^{\perp}=\mathcal{N}\left(\mathscr{A}_{1}\right)^{\perp}$ and similarly define $M_{2}:=\mathcal{R}(Q)=\mathcal{N}\left(\mathscr{A}_{2}\right)^{\perp}$. Let $P_{i} \in \mathbb{R}^{n \times n}$ be the orthogonal projection on $M_{i}$, for $i=1,2$. Therefore, $\mathcal{R}\left(P_{i}\right)=M_{i}$ and $\mathcal{R}\left(I-P_{i}\right)=M_{i}^{\perp}=\mathcal{N}\left(\mathscr{A}_{i}\right)$ for $i=1,2$. The variational characterization of the smallest eigenvalue of a symmetric matrix implies

$$
\lambda_{\min }(P+Q)=\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{x^{T} \mathscr{A}_{1}^{T} \mathscr{A}_{1} x+x^{T} \mathscr{A}_{2}^{T} \mathscr{A}_{2} x}{|x|^{2}} .
$$

Since any $x \in \mathbb{R}^{n} \backslash\{0\}$ can be represented as $x=\left(I-P_{i}\right) x+P_{i} x$, for $i=1,2$, thus

$$
\begin{array}{rlr}
x^{T} \mathscr{A}_{i}^{T} \mathscr{A}_{i} x & =\left[\mathscr{A}_{i}\left(\left(I-P_{i}\right) x+P_{i} x\right)\right]^{T}\left[\mathscr{A}_{i}\left(\left(I-P_{i}\right) x+P_{i} x\right)\right] \\
& =\left(\mathscr{A}_{i} P_{i} x\right)^{T}\left(\mathscr{A}_{i} P_{i} x\right) & \left(\text { as }\left(I-P_{i}\right) x \in \mathcal{N}\left(\mathscr{A}_{i}\right)\right) \\
& =\left(P_{i} x\right)^{T} \mathscr{A}_{i}^{T} \mathscr{A}_{i}\left(P_{i} x\right), &
\end{array}
$$

therefore,

$$
\begin{equation*}
\lambda_{\min }(P+Q)=\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left(P_{1} x\right)^{T} \mathscr{A}_{1}^{T} \mathscr{A}_{1}\left(P_{1} x\right)+\left(P_{2} x\right)^{T} \mathscr{A}_{2}^{T} \mathscr{A}_{2}\left(P_{2} x\right)}{|x|^{2}} . \tag{5.4.2}
\end{equation*}
$$

Note that the minimum positive eigenvalue of $\mathscr{A}_{i}^{T} \mathscr{A}_{i}$ is identified by the variational characterization as follows,

$$
\lambda_{\min }\left(\mathscr{A}_{i}^{T} \mathscr{A}_{i}\right)=\inf _{x \in \mathcal{N}\left(\mathscr{A}_{i}\right)^{\perp}} \frac{x^{T} \mathscr{A}_{i}^{T} \mathscr{A}_{i} x}{|x|^{2}} .
$$

Since for any $x \in \mathbb{R}^{n} \backslash\{0\}, P_{i} x \in M_{i}=\mathcal{N}\left(\mathscr{A}_{i}\right)^{\perp}$, therefore the above expression gives

$$
\left(P_{i} x\right)^{T} \mathscr{A}_{i}^{T} \mathscr{A}_{i}\left(P_{i} x\right) \geqslant \lambda_{\min }\left(\mathscr{A}_{i}^{T} \mathscr{A}_{i}\right)\left|P_{i} x\right|^{2}
$$

hence (5.4.2 provides the following estimate

$$
\begin{align*}
\lambda_{\min }(P+Q) & \geqslant \inf _{x \in \mathbb{R}^{n}\{00\}} \frac{\lambda_{\min }\left(\mathscr{A}_{1}^{T} \mathscr{A}_{1}\right)\left|P_{1} x\right|^{2}+\lambda_{\min }\left(\mathscr{A}_{2}^{T} \mathscr{A}_{2}\right)\left|P_{2} x\right|^{2}}{|x|^{2}} \\
& =\inf _{x \in \mathbb{R}^{n}\{\{0\}} \frac{\lambda_{\min }(P)\left|P_{1} x\right|^{2}+\lambda_{\min }(Q)\left|P_{2} x\right|^{2}}{|x|^{2}}  \tag{5.4.3}\\
& \geqslant \min \left\{\lambda_{\min }(P), \lambda_{\min }(Q)\right\} \inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|P_{1} x\right|^{2}+\left|P_{2} x\right|^{2}}{|x|^{2}} \\
& =: \min \left\{\lambda_{\min }(P), \lambda_{\min }(Q)\right\} \inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x), \tag{5.4.4}
\end{align*}
$$

where $\Delta(x):=\frac{\left|P_{1} x\right|^{2}+\left|P_{2} x\right|^{2}}{|x|^{2}}$, for $x \in \mathbb{R}^{n} \backslash\{0\}$. Since the parallelogram identity for inner-product spaces states that

$$
\begin{equation*}
\left|P_{1} x\right|^{2}+\left|P_{2} x\right|^{2}=\frac{1}{2}\left[\left|\left(P_{1}+P_{2}\right) x\right|^{2}+\left|\left(P_{1}-P_{2}\right) x\right|^{2}\right] \tag{5.4.5}
\end{equation*}
$$

leading to a lower bound,

$$
\begin{equation*}
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) \geqslant \frac{1}{2}\left[\sigma_{\min }^{2}\left(P_{1}+P_{2}\right)+\sigma_{\min }^{2}\left(P_{1}-P_{2}\right)\right], \tag{5.4.6}
\end{equation*}
$$

hence the set of singular values of $P_{1} \pm P_{2}$ need to be analyzed. To this end, note that $M_{1}^{\perp} \cap M_{2}^{\perp}=\mathcal{N}(P) \cap \mathcal{N}(Q)=\{0\}$, as

$$
x \in \mathcal{N}(P) \cap \mathcal{N}(Q) \quad \Leftrightarrow \quad(P+Q) x=0 \quad \Leftrightarrow \quad x=0
$$

since $P+Q$ is non-singular. Also, Proposition 2.1.1 gives

$$
M_{1}+M_{2}=\left(M_{1}^{\perp} \cap M_{2}^{\perp}\right)^{\perp}=\{0\}^{\perp}=\mathbb{R}^{n},
$$

consequently, Theorem 2.2 .3 gives the set of singular values of $P_{1} \pm P_{2}$ as

$$
\begin{align*}
\sigma\left(P_{1}+P_{2}\right) & =\left\{\mathbf{2}_{k}, 1 \pm \cos \left(\theta_{k+i}\right)(i=1, \ldots, r), \mathbf{1}_{n_{1}+n_{2}}\right\}  \tag{5.4.7}\\
\sigma\left(P_{1}-P_{2}\right) & =\left\{\mathbf{1}_{n_{1}+n_{2}}, \sin \left(\theta_{k+i}\right)_{2}(i=1, \ldots, r), \mathbf{0}_{k}\right\},
\end{align*}
$$

where,

$$
\begin{align*}
k & =\operatorname{dim}\left(M_{1} \cap M_{2}\right)=\operatorname{dim}\left(M_{1}\right)+\operatorname{dim}\left(M_{2}\right)-\operatorname{dim}\left(M_{1}+M_{2}\right)=p+q-n, \\
n_{1} & =\operatorname{dim}\left(M_{1} \cap M_{2}^{\perp}\right)=p-k-r, \\
n_{2} & =\operatorname{dim}\left(M_{1}^{\perp} \cap M_{2}\right)=q-k-r,  \tag{5.4.8}\\
n_{3} & =\operatorname{dim}\left(M_{1}^{\perp} \cap M_{2}^{\perp}\right)=0, \\
n & =n_{1}+n_{2}+k+2 r=p+q-k .
\end{align*}
$$

Let us estimate (5.4.6), thus (5.4.4) in terms of the following cases.
Case 1: Suppose $r=0$. Note that (5.4.8) implies $n_{1}=p-k, n_{2}=q-k$ for this case. Firstly, consider $k=0$ and $n_{1}=n_{2}=0$, then 5.4.8 implies $p=q=0$, thus $P=Q=O$. This is rejected, since $P+Q$ is non-singular.

For $k=0$ and $n_{1}+n_{2}>0$, 5.4.7) and (5.4.8) yield $\sigma\left(P_{1} \pm P_{2}\right)=\left\{\mathbf{1}_{n_{1}+n_{2}}\right\}=\left\{\mathbf{1}_{n}\right\}$, hence (5.4.6) gives

$$
\begin{equation*}
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) \geqslant \frac{1}{2}\left[1^{2}+1^{2}\right]=1 . \tag{5.4.9}
\end{equation*}
$$

For $k>0$ and $n_{1}=n_{2}=0$, 5.4.8 implies that $k=p=q=n$ or both $P$ and $Q$ are non-singular. Therefore, $M_{1}=M_{2}=\mathbb{R}^{n}$, hence (5.4.4 gives

$$
\begin{equation*}
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x)=\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{|x|^{2}+|x|^{2}}{|x|^{2}}=2 . \tag{5.4.10}
\end{equation*}
$$

For $k, n_{1}>0$, and $n_{2}=0$, 5.4.8 results in $p=n$ and $q=k$, that is, $M_{2} \subseteq M_{1}=$ $\mathbb{R}^{n}$ or $Q$ is non-singular. Hence, (5.4.4 becomes

$$
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x)=\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{|x|^{2}+\left|P_{2} x\right|^{2}}{|x|^{2}} \geqslant 1 .
$$

Similarly, for $k, n_{2}>0$ and $n_{1}=0$, the same lower bound as above is derived which also coincides with 5.4.9). Finally, consider $k, n_{1}, n_{2}>0$, since $\operatorname{dim}\left(M_{1} \cap\right.$ $\left.M_{2}\right)=k>0$, therefore $M_{1} \cap M_{2}$ is a non-trivial subspace. Thus, by Lemma A.1.1, $\mathcal{N}\left(P_{1}-P_{2}\right)=M_{1} \cap M_{2}$ is non-trivial implying $P_{1}-P_{2}$ is singular which will give a weaker result. In order to improve it, we define $M_{3}:=M_{2} \cap\left(M_{1} \cap M_{2}\right)^{\perp}$, then

$$
\begin{align*}
\operatorname{dim}\left(M_{3}\right) & =n-\operatorname{dim}\left(M_{3}^{\perp}\right) \\
& =n-\operatorname{dim}\left(M_{2}^{\perp}+M_{1} \cap M_{2}\right)  \tag{byProposition2.1.1}\\
& =n-\left(n-\operatorname{dim}\left(M_{2}\right)\right)-\operatorname{dim}\left(M_{1} \cap M_{2}\right) \\
& =n-(n-q)-k=q-k,
\end{align*}
$$

or $\operatorname{dim}\left(M_{3}\right)=q-k=n_{2}>0$, thus it is a non-trivial subspace. Let $P_{3}$ and $P_{U}$ be the orthogonal projections onto the subspace $M_{3}$ and some subspace $U$ of $\mathbb{R}^{n}$, respectively. The following was proved in [20, p. 1429],

$$
\begin{aligned}
P_{3} & =P_{M_{2} \cap\left(M_{1} \cap M_{2}\right)^{\perp}} \\
& =P_{M_{2}} P_{\left(M_{1} \cap M_{2}\right)^{\perp}} \\
& =P_{M_{2}}\left(I-P_{M_{1} \cap M_{2}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =P_{M_{2}}-P_{M_{2}} P_{M_{1} \cap M_{2}} \\
& =P_{2}-P_{M_{1} \cap M_{2}},
\end{aligned}
$$

or $P_{2}=P_{M_{1} \cap M_{2}}+P_{3}$, which implies for any $x \in \mathbb{R}^{n} \backslash\{0\}$,

$$
\begin{equation*}
P_{2} x=P_{M_{1} \cap M_{2}} x+P_{3} x . \tag{5.4.11}
\end{equation*}
$$

By definition, $M_{1} \cap M_{2}$ and $M_{3}$ are mutually orthogonal subspaces. Therefore, for any $x \in \mathbb{R}^{n} \backslash\{0\}$,

$$
\begin{equation*}
\left|P_{2} x\right|^{2}=\left|P_{M_{1} \cap M_{2}} x\right|^{2}+\left|P_{3} x\right|^{2}, \tag{5.4.12}
\end{equation*}
$$

and (5.4.4) becomes

$$
\begin{align*}
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) & =\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|P_{1} x\right|^{2}+\left|P_{M_{1} \cap M_{2}} x\right|^{2}+\left|P_{3} x\right|^{2}}{|x|^{2}} \\
& \geqslant \inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|P_{1} x\right|^{2}+\left|P_{3} x\right|^{2}}{|x|^{2}} \\
& =\frac{1}{2} \inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|\left(P_{1}+P_{3}\right) x\right|^{2}+\left|\left(P_{1}-P_{3}\right) x\right|^{2}}{|x|^{2}}  \tag{5.4.5}\\
& \geqslant \frac{1}{2}\left[\sigma_{\min }^{2}\left(P_{1}+P_{3}\right)+\sigma_{\min }^{2}\left(P_{1}-P_{3}\right)\right] . \tag{5.4.13}
\end{align*}
$$

By Theorem 2.2.3.

$$
\begin{align*}
\sigma\left(P_{1}+P_{3}\right) & =\left\{\mathbf{2}_{\tilde{k}}, 1 \pm \cos \left(\alpha_{\tilde{k}+i}\right)(i=1, \ldots, r), \mathbf{1}_{\tilde{n}_{1}+\tilde{n}_{2}}, 0_{\tilde{n}_{3}}\right\},  \tag{5.4.14}\\
\sigma\left(P_{1}-P_{3}\right) & =\left\{\mathbf{1}_{\tilde{n}_{1}+\tilde{n}_{2}}, \sin \left(\alpha_{\tilde{k}+i}\right)_{2}(i=1, \ldots, r), \mathbf{0}_{\tilde{k}+\tilde{n}_{3}}\right\},
\end{align*}
$$

where $0 \leqslant \alpha_{1} \leqslant \alpha_{2} \leqslant \ldots \leqslant \alpha_{\min (p, q-k)} \leqslant \frac{\pi}{2}$ represent the principal angles between the subspaces $M_{1}$ and $M_{3}$, and $r$ is the number of principal angles that satisfy $0<\alpha_{i}<\frac{\pi}{2}$. Observe that $r$ is the same number for $M_{1}$ and $M_{2}$ by (2.2.1), or see
[32, p. 231] for more details. Thus, $r=0$ and (5.4.8) gives the following parameters

$$
\begin{align*}
\tilde{k} & =\operatorname{dim}\left(M_{1} \cap M_{3}\right)=\operatorname{dim}\left(M_{1} \cap\left(M_{2} \cap\left(M_{1} \cap M_{2}\right)^{\perp}\right)\right)=0, \\
\tilde{n}_{1} & =p-\tilde{k}-r=p,  \tag{5.4.15}\\
\tilde{n}_{2} & =(q-k)-\tilde{k}-r=q-k, \\
\tilde{n} & =n-p-(q-k)+\tilde{k}=n-(p+q-k)=0 .
\end{align*}
$$

Hence, $\sigma_{\min }\left(P_{1} \pm P_{3}\right)=1$, therefore (5.4.13) implies that $\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) \geqslant 1$, which coincides with (5.4.9).

In conclusion, for $r=0$ and $p+q<2 n, \lambda_{\min }(P+Q) \geqslant \min \left\{\lambda_{\min }(P), \lambda_{\min }(Q)\right\}$ holds, or $c(P, Q)=1$. Whereas, for $r=0$ and $p+q=2 n, \lambda_{\min }(P+Q) \geqslant$ $2 \min \left\{\lambda_{\min }(P), \lambda_{\min }(Q)\right\}$ holds, or $c(P, Q)=2$.

Case 2: Suppose $r>0$. For $k=0$ and any $n_{1}, n_{2} \geqslant 0$, (5.4.7) implies that $\sigma_{\text {min }}\left(P_{1}+P_{2}\right)=1-\cos \theta_{1}$ and $\sigma_{\min }\left(P_{1}-P_{2}\right)=\sin \theta_{1}$. By (5.4.6),

$$
\begin{aligned}
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) & \geqslant \frac{1}{2}\left[\left(1-\cos \theta_{1}\right)^{2}+\sin ^{2} \theta_{1}\right] \\
& =1-\cos \theta_{1} .
\end{aligned}
$$

Therefore, 5.4.4 gives $\lambda_{\min }(P+Q) \geqslant\left(1-\cos \theta_{1}\right) \min \left\{\lambda_{\min }(P), \lambda_{\min }(Q)\right\}$.
For $k>0$ and $n_{1}, n_{2} \geqslant 0$, thus $M_{1} \cap M_{2}$ is non-trivial. Consider the subspaces $M_{1}$ and $M_{3}$, as defined earlier for $k, n_{1}, n_{2}>0$ in Case 1. Note that $M_{3}$ is always non-trivial, as $n_{1}, n_{2} \geqslant 0$, 5.4.8 implies $p \geqslant k+r$ and $q \geqslant k+r$, thus $\operatorname{dim} M_{3}=$ $q-k \geqslant r>0$. Also, the set of parameters for $M_{1}$ and $M_{3}$ are given by 5.4.15 and
$r>0$ as follows,

$$
\begin{align*}
\tilde{k} & =\operatorname{dim}\left(M_{1} \cap M_{3}\right)=0, \\
\tilde{n}_{1} & =p-\tilde{k}-r=p-r, \\
\tilde{n}_{2} & =(q-k)-\tilde{k}-r=q-k-r,  \tag{5.4.16}\\
\tilde{n}_{3} & =n-p-(q-k)+\tilde{k}=0 .
\end{align*}
$$

Let $\theta_{F}$ be the Friedrichs angle between $M_{1}$ and $M_{2}$, then by Property 3 of Proposition 2.2.5, it is equal to the minimal angle between $M_{1}$ and $M_{3}$ in (5.4.14), that is,

$$
\begin{equation*}
\alpha_{1}=\theta_{F}=\theta_{k+1}, \tag{5.4.17}
\end{equation*}
$$

where the last equality follows by Property 5 of Proposition 2.2.5. Therefore, 5.4.14 implies that $\sigma_{\min }\left(P_{1}+P_{3}\right)=1-\cos \alpha_{1}=1-\cos \theta_{k+1}$ and $\sigma_{\min }\left(P_{1}-P_{3}\right)=\sin \alpha_{1}=$ $\sin \theta_{k+1}$, so (5.4.13) yields

$$
\begin{align*}
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) & \geqslant \frac{1}{2}\left[\left(1-\cos \theta_{k+1}\right)^{2}+\sin ^{2} \theta_{k+1}\right] \\
& =1-\cos \theta_{k+1} . \tag{5.4.18}
\end{align*}
$$

Thus, (5.4.4) implies $\lambda_{\min }(P+Q) \geqslant\left(1-\cos \theta_{k+1}\right) \min \left\{\lambda_{\min }(P), \lambda_{\min }(Q)\right\}$, or $c(P, Q)=$ $1-\cos \theta_{k+1}$, which is consistent for $r>0$ and $k=0$.

Remark 5.4.2. Recall that $\theta_{k+1}$ is the Friedrichs angle between $\mathcal{R}(P)$ and $\mathcal{R}(Q)$ as stated in Property 5 of Proposition 2.2.5. It can be easily calculated by using a result by A. Björck and G. Golub given in [17]. Let $Q_{1} \in \mathbb{R}^{n \times p}$ and $Q_{2} \in \mathbb{R}^{n \times q}$ represent a orthogonal bases for $\mathcal{R}(P)$ and $\mathcal{R}(Q)$, respectively. Define $M=Q_{1}^{T} Q_{2}$, then $\cos \theta_{k}=\sigma_{k}(M)$, for $k=1,2, \ldots, q$. Consider the reduced SVD of $M=Y \Sigma Z^{T}$, then $\Sigma=\operatorname{diag}\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{q}\right\}$ gives the principal angles between $\mathcal{R}(A)$ and $\mathcal{R}(B)$, moreover, the principal vectors $\left(u_{k}, v_{k}\right)$ corresponding to the principal angles $\theta_{k}$ are given by the columns of the matrices $U=Q_{1} Y$ and $V=Q_{2} Z$.

Definition of the measure $c(P, Q)$, given by (5.4.1), is also applicable to rectangular matrices as stated below.

Proposition 5.4.3. For distinct non-zero matrices $A \in \mathbb{R}^{n \times p}, B \in \mathbb{R}^{n \times q}$

1. $c(A, B)=c\left(A A^{T}, B B^{T}\right)$.
2. $c(A, B)=c(B, A)$.
3. $c\left(A, O_{n, k}\right)=1$.
4. $c(A, B)=1-\cos \theta_{F}$, when both $A, B$ are rank-deficient, where $\theta_{F}$ is the Friedrichs angle between $\mathcal{R}(A)$ and $\mathcal{R}(B)$.

The following result is derived to complete the analysis of $\lambda_{\min }(P+Q)$, the two PSD matrices with a non-singular sum. The new result reduces to Theorem 2.1.6 when at least one of $P$ and $Q$ is SPD. However, the result may be weaker or stronger than the estimate given by Theorem 5.4.1.

Theorem 5.4.4. Let $P, Q \in \mathbb{R}^{n \times n}$ be $P S D$ matrices of rank $p, q \leqslant n$, respectively, so that $P+Q$ is non-singular, then

$$
\lambda_{\min }(P+Q) \geqslant \psi(P, Q)
$$

where, for $r=0$

$$
\psi(P, Q):= \begin{cases}a^{2}, & p=n, q<n \\ b^{2}, & p<n, q=n \\ a^{2}+b^{2}, & p=q=n \\ \min \left\{a^{2}, b^{2}\right\}, & \text { otherwise }\end{cases}
$$

and for $r>0$,

$$
\begin{aligned}
\psi(P, Q):= & \frac{1}{2}\left[a^{2}+b^{2}-\frac{1}{2}(a+b) \sqrt{(a+b)^{2}-4 a b \sin ^{2} \theta_{k+1}}\right. \\
& \left.-\frac{1}{2}|a-b| \sqrt{(a-b)^{2}+4 a b \sin ^{2} \theta_{k+1}}\right]
\end{aligned}
$$

where $a=\sqrt{\lambda_{\min }(P)}, b=\sqrt{\lambda_{\min }(Q)}, k=p+q-n, 0 \leqslant \theta_{1} \leqslant \theta_{2} \leqslant \ldots \leqslant \theta_{\min (p, q)} \leqslant \frac{\pi}{2}$ represent the principal angles between $\mathcal{R}(P), \mathcal{R}(Q) \subseteq \mathbb{R}^{n}$, and $r$ is the number of principal angles $\theta_{i}$ so that $0<\theta_{i}<\frac{\pi}{2}$, for $1 \leqslant i \leqslant \min (p, q)$.

Proof. Define $M_{1}:=\mathcal{R}(P), M_{2}:=\mathcal{R}(Q)$ and $P_{i} \in \mathbb{R}^{n \times n}$ to be the orthogonal projection onto $M_{i}$, for $i=1,2$. On following the proof of Theorem 5.4.1, 5.4.3) gives

$$
\begin{align*}
\lambda_{\min }(P+Q) & \geqslant \inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\lambda_{\min }(P)\left|P_{1} x\right|^{2}+\lambda_{\min }(Q)\left|P_{2} x\right|^{2}}{|x|^{2}} \\
& =\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{a^{2}\left|P_{1} x\right|^{2}+b^{2}\left|P_{2} x\right|^{2}}{|x|^{2}}  \tag{5.4.19}\\
& =\frac{1}{2} \inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|\left(a P_{1}+b P_{2}\right) x\right|^{2}+\left|\left(a P_{1}-b P_{2}\right) x\right|^{2}}{|x|^{2}}  \tag{5.4.5}\\
& \geqslant \frac{1}{2}\left[\sigma_{\min }^{2}\left(a P_{1}+b P_{2}\right)+\sigma_{\min }^{2}\left(a P_{1}-b P_{2}\right)\right] . \tag{5.4.20}
\end{align*}
$$

The results given in [32, p. 247] and [32, p. 234-235] give the following expression,

$$
a P_{1}+b P_{2}=Z \operatorname{diag}\left((a+b) I_{k}, a S+b E\left(\theta_{k+i}\right)(i=1, \ldots, r), a I_{n_{1}}, b I_{n_{2}}, O_{n_{3}}\right) Z^{T}
$$

where $Z$ is an orthogonal matrix, $S=\left[\begin{array}{cc}1 & 0 \\ 0 & 0\end{array}\right], E(\theta)=\left[\begin{array}{cc}\cos ^{2} \theta & \cos \theta \sin \theta \\ \cos \theta \sin \theta & \sin 2 \theta\end{array}\right]$, and the expressions for $k, n_{1}, n_{2}, n_{3}, n$ are given by 5.4.8. Thus, the set of singular values
of $a P_{1} \pm b P_{2}$ are

$$
\begin{gather*}
\sigma\left(a P_{1}+b P_{2}\right)=\left\{\frac{1}{2}\left[(a+b) \pm \sqrt{(a+b)^{2}-4 a b \sin ^{2} \theta_{k+i}}\right](i=1, \ldots, r),\right. \\
\sigma\left(a P_{1}-b P_{2}\right)=\left\{\frac{1}{2}\left[\sqrt{\left.(a-b)_{k}, \boldsymbol{a}_{n_{1}}, \boldsymbol{b}_{n_{2}}, \mathbf{0}_{n_{3}}\right\}}\right\}\right.  \tag{5.4.21}\\
\left.|\boldsymbol{a}-\boldsymbol{b}|_{k}, \boldsymbol{a}_{n_{1}}, \boldsymbol{b}_{n_{2}}, \mathbf{0}_{n_{3}}\right\}
\end{gather*}
$$

resulting in the following cases.
Case 1: Suppose $r=0$, then 5.4.8 yields $n_{1}=p-k$ and $n_{2}=q-k$ for this case. Firstly, consider $k=n_{1}=0$ and $n_{2}>0$, then (5.4.8) implies $p=0$ and $q=n$. Thus, $P=O$ and $P+Q=Q$ is non-singular. Therefore, 5.4.19) leads to $\lambda_{\min }(P+Q)=\lambda_{\min }(Q)=b^{2}$. Similarly, $Q=O$ for $k=n_{2}=0$ and $n_{1}>0$, thus $\lambda_{\text {min }}(P+Q)=\lambda_{\text {min }}(P)=a^{2}$.

For $k=0$ and $n_{1}, n_{2}>0$, 5.4.21) gives $\sigma_{\min }\left(a P_{1} \pm b P_{2}\right)=\min \{a, b\}$. Thus, (5.4.20) gives $\lambda_{\text {min }}(P+Q) \geqslant \min \left\{a^{2}, b^{2}\right\}$.

For $k>0$ and $n_{1}=n_{2}=0$, 5.4.8 implies $k=p=q=n$, that is, both $P$ and $Q$ are non-singular. By (5.4.21), $\sigma_{\min }\left(a P_{1}+b P_{2}\right)=a+b, \sigma_{\min }\left(a P_{1}-b P_{2}\right)=|a-b|$, therefore (5.4.20) gives

$$
\lambda_{\min }(P+Q) \geqslant \frac{1}{2}\left[(a+b)^{2}+(a-b)^{2}\right]=a^{2}+b^{2} .
$$

For $k, n_{2}>0$ and $n_{1}=0$, 5.4.8) gives $p=k$ and $q=n$, which imply $M_{1} \subseteq M_{2}=\mathbb{R}^{n}$, or $Q$ is non-singular. Thus, 5.4.19 becomes

$$
\lambda_{\min }(P+Q)=\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{a^{2}\left|P_{1} x\right|^{2}+b^{2}|x|^{2}}{|x|^{2}} \geqslant b^{2}=\lambda_{\min }(Q),
$$

similarly $k, n_{1}>0$ and $n_{2}=0$ gives $\lambda_{\min }(P+Q) \geqslant a^{2}=\lambda_{\min }(P)$. Finally, consider
$k, n_{1}, n_{2}>0$, since $\operatorname{dim}\left(M_{1} \cap M_{2}\right)=k>0$, then $M_{1} \cap M_{2}$ is a non-trivial subspace. Consider $M_{3}=M_{2} \cap\left(M_{1} \cap M_{2}\right)^{\perp} \neq\{0\}$ as defined in the proof of Theorem 5.4.1. then 5.4.12 in 5.4.19 gives

$$
\begin{align*}
\lambda_{\min }(P+Q) & =\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{a^{2}\left|P_{1} x\right|^{2}+b^{2}\left|P_{M_{1} \cap M_{2}} x\right|^{2}+b^{2}\left|P_{3} x\right|^{2}}{|x|^{2}} \\
& \geqslant \inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{a^{2}\left|P_{1} x\right|^{2}+b^{2}\left|P_{3} x\right|^{2}}{|x|^{2}} \\
& =\frac{1}{2} \inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|\left(a P_{1}+b P_{3}\right) x\right|^{2}+\left|\left(a P_{1}-b P_{3}\right) x\right|^{2}}{|x|^{2}}  \tag{5.4.5}\\
& \geqslant \frac{1}{2}\left[\sigma_{\text {min }}^{2}\left(a P_{1}+b P_{3}\right)+\sigma_{\text {min }}^{2}\left(a P_{1}-b P_{3}\right)\right] . \tag{5.4.22}
\end{align*}
$$

The set of singular values of $a P_{1} \pm b P_{3}$ are given by (5.4.21) as follows

$$
\begin{align*}
& \sigma\left(a P_{1}+b P_{3}\right)=\left\{\frac{1}{2}\left[(a+b) \pm \sqrt{(a+b)^{2}-4 a b \sin ^{2} \alpha_{\tilde{k}+i}}\right](i=1, \ldots, r),\right. \\
& \sigma\left(a P_{1}-b P_{3}\right)=\left\{\frac{1}{2}\left[\sqrt{\left.(a-b)_{\tilde{k}}, \boldsymbol{a}_{\tilde{n}_{1}}, \boldsymbol{b}_{\tilde{n}_{2}}, 0_{\tilde{n}_{3}}\right\}}\right\}\right. \\
& \quad\left|a b \sin ^{2} \alpha_{\tilde{k}+i} \pm|a-b|\right](i=1, \ldots, r),  \tag{5.4.23}\\
& \left.\left.\right|_{\tilde{k}}, \boldsymbol{a}_{\tilde{n}_{1}}, \boldsymbol{b}_{\tilde{n}_{2}}, \boldsymbol{0}_{\tilde{n}_{3}}\right\}
\end{align*}
$$

where the parameters are the same as (5.4.15) with $r=0$. Thus, $\sigma_{\min }\left(a P_{1} \pm b P_{3}\right)=$ $\min \{a, b\}$. By (5.4.22), $\lambda_{\text {min }}(P+Q) \geqslant \min \left\{a^{2}, b^{2}\right\}$.

Case 2: Suppose $r>0$. Then for $k=0$ and $n_{1}, n_{2} \geqslant 0$, by (5.4.21)

$$
\begin{aligned}
& \sigma_{\min }\left(a P_{1}+b P_{2}\right)=\frac{1}{2}\left[(a+b)-\sqrt{(a+b)^{2}-4 a b \sin ^{2} \theta_{1}}\right], \\
& \sigma_{\min }\left(a P_{1}-b P_{2}\right)=\frac{1}{2}\left[\sqrt{(a-b)^{2}+4 a b \sin ^{2} \theta_{1}}-|a-b|\right] .
\end{aligned}
$$

Thus, (5.4.20) gives

$$
\lambda_{\min }(P+Q) \geqslant \frac{1}{2}\left[a^{2}+b^{2}-\frac{1}{2}(a+b) \sqrt{(a+b)^{2}-4 a b \sin ^{2} \theta_{1}}\right.
$$

$$
\left.-\frac{1}{2}|a-b| \sqrt{(a-b)^{2}+4 a b \sin ^{2} \theta_{1}}\right] .
$$

For $k>0$ and $n_{1}, n_{2} \geqslant 0$, 5.4.16), 5.4.17), and (5.4.23) yield

$$
\begin{aligned}
& \sigma_{\min }\left(a P_{1}+b P_{3}\right)=\frac{1}{2}\left[(a+b)+\sqrt{(a+b)^{2}-4 a b \sin ^{2} \theta_{k+1}}\right], \\
& \sigma_{\min }\left(a P_{1}-b P_{3}\right)=\frac{1}{2}\left[\sqrt{(a-b)^{2}+4 a b \sin ^{2} \theta_{k+1}}-|a-b|\right],
\end{aligned}
$$

hence (5.4.22) implies

$$
\begin{aligned}
\lambda_{\min }(P+Q) \geqslant \frac{1}{2}\left[a^{2}+b^{2}-\right. & \frac{1}{2}(a+b) \sqrt{(a+b)^{2}-4 a b \sin ^{2} \theta_{k+1}} \\
& \left.-\frac{1}{2}|a-b| \sqrt{(a-b)^{2}+4 a b \sin ^{2} \theta_{k+1}}\right]
\end{aligned}
$$

In the proofs of Theorems 5.4.1 and 5.4.4, a technique similar to the case of $k=0$ and $n_{1}, n_{2}>0$ can be applied to the cases $k=n_{1}=0$ and $n_{2}>0$, and $k=n_{2}=0$ and $n_{1}>0$, to get another positive lower bound; however, they turn out to be weaker than the stated results. On combining Theorems 5.4.1 and 5.4.4 another positive lower bound on $\lambda_{\min }(P+Q)$ is given as follows.

Corollary 5.4.5. Let $P, Q \in \mathbb{R}^{n \times n}$ be $P S D$ matrices of rank $p, q \leqslant n$, respectively, so that $P+Q$ is non-singular. Then

$$
\lambda_{\min }(P+Q) \geqslant \max \left[c(P, Q) \min \left\{\lambda_{\min }(P), \lambda_{\min }(Q)\right\}, \psi(P, Q)\right]
$$

Example 5.4.6. Here, we consider four pairs of PSD matrices $P, Q$, so that $P+Q$ is SPD , to present simple illustrations of the above results. The exact value of $\lambda_{\min }(P+Q)$ is compared with the lower bounds given by Theorems 5.4.1 and 5.4.4 The existing results in the literature give a trivial lower bound. See Remark 5.4.2
for the definition of matrix $M$ used in these examples.

1. Let $P=\operatorname{diag}(5,0,0), Q=\operatorname{diag}(0,4,9)$, so that $\operatorname{rank} P=1$ and $\operatorname{rank} Q=2$, and $P+Q=\operatorname{diag}(5,4,9)$ is SPD. Note that $\mathcal{R}(P)=\mathcal{R}(Q)^{\perp}$, thus $k=r=0$ and $p+q=3<6$, so that $c(P, Q)=1$ and thus, Theorems 5.4.1 and 5.4.4 give the same lower bound $4=\lambda_{\min }(P+Q) \geqslant 4$.
2. Let $P=\operatorname{diag}(1,1,0), Q=\operatorname{diag}(0,1,3)$, so that $\operatorname{rank} P=\operatorname{rank} Q=2$, and $P+Q=\operatorname{diag}(1,2,3)$ is SPD. Note that principal angles between $\mathcal{R}(P)$ and $\mathcal{R}(Q)$ are $\theta_{1}=0$ and $\theta_{2}=\frac{\pi}{2}$, so that $k=1, r=0$ and $p+q=4<6$, thus $c(P, Q)=1$. Therefore, Theorems 5.4.1 and 5.4.4 give the same lower bound, that is, $1=\lambda_{\text {min }}(P+Q) \geqslant 1 \cdot 1=1$.
3. Let $P=\left[\begin{array}{ll}2 & 2 \\ 2 & 2\end{array}\right], Q=\operatorname{diag}(6,0)$, so that they are PSD with $\operatorname{rank} P=$ $\operatorname{rank} Q=1$ and $P+Q=\left[\begin{array}{ll}8 & 2 \\ 2 & 2\end{array}\right]$ is SPD. Since the eigen-decomposition of $P=\mathcal{E} \Lambda \mathcal{E}^{T}$ and $Q=I Q I^{T}$, where $\mathcal{E}=\frac{\sqrt{2}}{2}\left[\begin{array}{cc}1 & -1 \\ 1 & 1\end{array}\right]$ and $\Lambda=\operatorname{diag}(4,0)$, we get $M=\frac{\sqrt{2}}{2}\left[\begin{array}{ll}1 & 1\end{array}\right]\left[\begin{array}{l}1 \\ 0\end{array}\right]=\frac{\sqrt{2}}{2}$. Note that $k=0$ and $r>0$, thus $\cos \theta_{1}=\sigma_{\max }(M)=\frac{\sqrt{2}}{2}$ and Theorem 5.4.1 implies that $1.3944 \approx \lambda_{\min }(P+Q) \geqslant$ $\left(1-\frac{\sqrt{2}}{2}\right) \cdot 4 \approx 1.1716$, which is stronger than the lower bound obtained by applying Theorem 5.4.4, $\lambda_{\min }(P+Q) \geqslant 1.1270$. Thus, Corollary 5.4.5 gives the former result, that is, $\lambda_{\min }(P+Q) \geqslant 1.1716$.
4. Let $P=\operatorname{diag}(10,5,0), Q=\left[\begin{array}{rrc}12 & & \\ 3 & 9 & 9\end{array}\right]$, so that $\operatorname{rank} P=\operatorname{rank} Q=2$, and
$P+Q=\left[\begin{array}{rrr}22 & & \\ & 8 & 9 \\ 9 & 27\end{array}\right]$. Note that $k=r=1>0$, so we use orthonormal bases for $P$ and $Q$ to find $M=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0\end{array}\right]\left[\begin{array}{cc}0 & 1 \\ \frac{1}{\sqrt{10}} & 0 \\ \frac{3}{\sqrt{10}} & 0\end{array}\right]=\left[\begin{array}{cc}0 & 1 \\ \frac{1}{\sqrt{10}} & 0\end{array}\right]$. Thus, $c(P, Q)=$ $1-\cos \theta_{2}=1-\frac{1}{\sqrt{10}}$. Therefore, Theorem 5.4.1 implies that $4.4137 \approx \lambda_{\min }(P+$ $Q) \geqslant\left(1-\frac{1}{\sqrt{10}}\right) \cdot 5 \approx 3.4189$, which is weaker than the lower bound obtained by applying Theorem 5.4.4, $\lambda_{\min }(P+Q) \geqslant 3.7770$. Thus, Corollary 5.4.5 gives $\lambda_{\text {min }}(P+Q) \geqslant 3.7770$.

### 5.5 Importance of the Friedrichs angle

Although the Friedrichs angle is a vital quantity for studying the interaction between two given subspaces, its presence in the expression for lower bounds given by Theorems 5.4.1 and 5.4.4 limits its application as it could be difficult to evaluate it. In this section, we discuss an observation that indicated the presence of some angle in these estimates, its role in determining the interaction between certain subspaces, and our choice of subspaces in the proof of Theorem 5.4.1.

### 5.5.1 Motivation

An intuition for the presence of some angle came from the following toy example which we solved using the techniques of calculus.

Consider the following pair of matrices

$$
P=\left[\begin{array}{ll}
8 & 2 \\
2 & 2
\end{array}\right] \text { and } Q=\left[\begin{array}{ll}
6 & 0 \\
0 & 0
\end{array}\right] \text {, then } P+Q=\left[\begin{array}{ll}
8 & 2 \\
2 & 2
\end{array}\right] .
$$

Note that $P$ and $Q$ are matrices of rank 1 , whereas $P+Q$ is non-singular. By a direct calculation, we see that the bases for $\mathcal{R}(P)$ is $\{[1 ; 1]\}$ and $\mathcal{R}(Q)$ is $[1 ; 0]$, thus $c(P, Q)=1-\cos \theta_{\text {min }}=1-\cos \frac{\pi}{4} \approx 0.2929$.

Define $P_{1}, P_{2} \in \mathbb{R}^{2 \times 2}$ to be orthogonal projections onto $\mathcal{R}(P)$ and $\mathcal{R}(Q)$, respectively. Let us evaluate the expression of $\inf _{x \in \mathbb{R}^{2} \backslash\{0\}} \Delta(x)$, defined by (5.4.4), explicitly. Clearly, for $x \in \mathbb{R}^{2}$,

$$
P_{1} x=\frac{1}{2}\left[\begin{array}{l}
x_{1}+x_{2} \\
x_{1}+x_{2}
\end{array}\right], \quad P_{2} x=\left[\begin{array}{c}
x_{1} \\
0
\end{array}\right] .
$$

Then, $\inf _{\substack{x \in \mathbb{R}^{2} \\|x|=1}} \Delta(x)=\inf _{\substack{x \in \mathbb{R}^{2} \\|x|=1}} \frac{1}{2}\left(x_{1}+x_{2}\right)^{2}+x_{2}^{2}$. By using calculus, this value is also equal to 0.2929 suggesting $1-\frac{1}{\sqrt{2}}$.

### 5.5.2 A special case

Here we discuss the need of distinguishing the case $r=0$ from $r>0$ in Theorems 5.4.1 and 5.4.4. Note that $r=0$ means the principal angles between $M_{1}$ and $M_{2}$ are either 0 or $\frac{\pi}{2}$. Recall that $n_{1}=\operatorname{dim}\left(M_{1} \cap M_{2}^{\perp}\right), n_{2}=\operatorname{dim}\left(M_{1}^{\perp} \cap M_{2}\right)$, $n_{3}=\operatorname{dim}\left(M_{1}^{\perp} \cap M_{2}^{\perp}\right)=0$, and $M_{1}+M_{2}=\mathbb{R}^{n}$. On substituting $r=0$ in (5.4.8), we get $n_{1}=p-k, n_{2}=q-k$, so we need to analyze eight cases as follows.


Table 5.1: Cases for $r=0$.

1. Suppose $k=n_{1}=n_{2}=0$. Then $p=q=0$, or $M_{1}$ and $M_{2}$ are zero subspaces. Thus, $P$ and $Q$ are zero matrices, and we do not consider this case.
2. Suppose $k=n_{1}=0$ and $n_{2}>0$. Then $p=0$, thus $M_{1}$ is a zero subspace and $P$ is a zero matrix. Therefore, all principal angles between $M_{1}$ and $M_{2}$ are $\frac{\pi}{2}$.
3. Suppose $k=n_{2}=0$ and $n_{1}>0$. Then $q=0$, thus $Q$ is a zero matrix. Therefore, all principal angles between $M_{1}$ and $M_{2}$ are $\frac{\pi}{2}$.
4. Suppose $k=0$ and $n_{1}, n_{2}>0$. Then $n_{1}=p$ and $n_{2}=q$. Since $M_{1} \cap M_{2}=\{0\}$, $\operatorname{dim}\left(M_{1} \cap M_{2}^{\perp}\right)=\operatorname{dim}\left(M_{1}\right)$, and $\operatorname{dim}\left(M_{2} \cap M_{1}^{\perp}\right)=\operatorname{dim}\left(M_{2}\right)$, then $R^{n}=$ $M_{1} \oplus M_{2}$, thus $M_{1}=M_{2}^{\perp}$. Therefore, all principal angles between them are $\frac{\pi}{2}$.
5. Suppose $k>0$ and $n_{1}, n_{2}=0$. Then $p=q=k$, since $n=p+q-k$ or $n=k$, thus $p=q=n$. Therefore, $M_{1}=M_{2}=\mathbb{R}^{n}$ and $P, Q$ are non-singular. Thus, all principal angles between them are zero.
6. Suppose $k, n_{2}>0$ and $n_{1}=0$. Then $p=k$, and $n=p+q-k$ implies $n=k+q-k$, then $n=q$. Thus, $M_{2}=\mathbb{R}^{n}$ or $Q$ is non-singular and clearly $M_{1} \subseteq M_{2}$. Note that all principal angles are zero in this case as well.
7. Suppose $k, n_{1}>0$ and $n_{2}=0$. Similarly, to the above case $M_{2} \subseteq M_{1}=\mathbb{R}^{n}$, thus $P$ is non-singular and all principal angles are zero in this case as well.
8. Suppose $k, n_{1}, n_{2}>0$. This is the most general case for the $r=0$ setting. In this case, there is a non-trivial intersection between the subspaces, that is, $M_{1} \cap M_{2} \neq\{0\}$. Therefore, $r=0$ means $M_{3}=M_{1}^{\perp}$, so the first $k$ principal angles are zero and rest of them are $\frac{\pi}{2}$.

For cases 5-7, the Friedrichs angle between $M_{1}$ and $M_{2}$ is 0 , so that $\theta_{F}=0$ which gives $1-\cos \theta_{F}=1-\cos 0=0$. Therefore, we define $c(P, Q)$ separately for the cases $r=0$ and $r>0$ in the proof of the theorem. All the above cases are mentioned in

Table 5.1, where ' + ' represents that the corresponding parameter is considered to be positive.

### 5.5.3 The choice of subspaces

In this section, we discuss the choice of decomposition 5.4.12, particularly for the case $r, k>0$, which states $\left|P_{2} x\right|^{2}=\left|P_{M_{1} \cap M_{2}} x\right|^{2}+\left|P_{3} x\right|^{2}=\left|P_{4} x\right|^{2}+\left|P_{3} x\right|^{2}$.

Note that, this decomposition of $M_{2}$, in terms of $M_{3}$ and $M_{4}$, is considered for the case when $M_{4}=M_{1} \cap M_{2} \neq\{0\}$. It is because when we try to estimate (5.4.6), which is

$$
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) \geqslant \frac{1}{2}\left[\sigma_{\min }^{2}\left(P_{1}+P_{2}\right)+\sigma_{\min }^{2}\left(P_{1}-P_{2}\right)\right],
$$

then since $k, r>0$, Property 3 of Theorem 2.2.3 implies that $P_{1}-P_{2}$ is singular, thus

$$
\begin{aligned}
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) & \geqslant \frac{1}{2}\left[\sigma_{\min }^{2}\left(P_{1}+P_{2}\right)+0\right] \\
& =\frac{1}{2}\left(1-\cos \theta_{k+1}\right)^{2},
\end{aligned}
$$

where the last equality holds by (5.4.7). In order to improve this lower bound, we consider various combinations of two subspaces to estimate a lower bound on the infimum of $\Delta(x)$, as defined by 5.4.4. We restrict to two subspaces to facilitate analysis. The investigation of the case with three subspaces is a topic for future research. Note that $n_{1}, n_{2} \geqslant 0$ and (5.4.8) imply $p, q \geqslant k+r$, thus $\operatorname{dim}\left(M_{3}\right)=$ $q-k \geqslant r>0$ and $\operatorname{dim}\left(M_{5}\right)=p-k \geqslant r>0$, in other words, $M_{3}$ and $M_{5}$ are nontrivial whenever $r, k>0$. Since (5.4.12) gives $\left|P_{2} x\right|^{2}=\left|P_{4} x\right|^{2}+\left|P_{3} x\right|^{2}$, and similarly,
$\left|P_{1} x\right|^{2}=\left|P_{4} x\right|^{2}+\left|P_{5} x\right|^{2}$, thus the following approaches are established.

$$
\begin{aligned}
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) & =\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|P_{1} x\right|^{2}+\left|P_{2} x\right|^{2}}{|x|^{2}} \\
& =\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|P_{1} x\right|^{2}+\left|P_{4} x\right|^{2}+\left|P_{3} x\right|^{2}}{|x|^{2}} \\
& =\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|P_{5} x\right|^{2}+2\left|P_{4} x\right|^{2}+\left|P_{3} x\right|^{2}}{|x|^{2}} \\
& =\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|P_{5} x\right|^{2}+\left|P_{4} x\right|^{2}+\left|P_{2} x\right|^{2}}{|x|^{2}} .
\end{aligned}
$$

By considering two terms at once in the above set of equations and applying (5.4.5), we can get a lower bound in terms of an expression of the form

$$
\frac{1}{2}\left[\sigma_{\min }^{2}\left(P_{i}+P_{j}\right)+\sigma_{\min }^{2}\left(P_{i}-P_{j}\right)\right]
$$

where $i \neq j$.
For subspaces $U, V \subseteq \mathbb{R}^{n}$, let $P_{U}$ and $P_{V}$ be orthogonal projections onto $U$ and $V$, respectively. Properties 2 and 3 of Theorem 2.2.3 imply that $P_{U}+P_{V}$ is nonsingular if and only if $\operatorname{dim}\left(U^{\perp} \cap V^{\perp}\right)=0$, and $P_{U}-P_{V}$ is non-singular if and only if $\operatorname{dim}(U \cap V)=\operatorname{dim}\left(U^{\perp} \cap V^{\perp}\right)=0$. Therefore, we construct Table 5.2, which describes the sum and difference of two orthogonal projections $P_{i}$, for $1 \leqslant i \leqslant 5$. Since $n=p$

| $U$ | $V$ | $\operatorname{dim}(U \cap V)$ | $\operatorname{dim}\left(U^{\perp} \cap V^{\perp}\right)$ | Conclusion |
| :---: | :---: | :---: | :---: | :---: |
| $M_{1}$ | $M_{3}$ | 0 | 0 | both $P_{1} \pm P_{3}$ are non-singular |
| $M_{1}$ | $M_{4}$ | $k$ | $n-p$ | both $P_{1} \pm P_{4}$ are singular |
| $M_{2}$ | $M_{4}$ | $k$ | $n-q$ | both $P_{2} \pm P_{4}$ are singular |
| $M_{2}$ | $M_{5}$ | 0 | 0 | both $P_{2} \pm P_{5}$ are non-singular |
| $M_{3}$ | $M_{4}$ | 0 | $n-q$ | both $P_{3} \pm P_{4}$ are singular |
| $M_{3}$ | $M_{5}$ | 0 | $k$ | both $P_{3} \pm P_{5}$ are singular |
| $M_{4}$ | $M_{5}$ | 0 | $n-p$ | both $P_{4} \pm P_{5}$ are singular |

Table 5.2: Combinations of two subspaces.
or $n=q$ occur when $r=0$ as discussed in the cases 5-7 of the last section, therefore $n-p, n-q>0$ whenever $r, k>0$. Thus, only two of the combinations, $M_{1}$ and $M_{3}$,
and $M_{2}$ and $M_{5}$, give non-singular sum and difference of their orthogonal projections, that is, providing a non-trivial lower bound for both sum and difference of their orthogonal projections. The proof of Theorem 5.4.1 is completed by considering $M_{1}$ and $M_{3}$. It is easy to see that if we consider $M_{2}$ and $M_{5}$, then on following the proof to analyze

$$
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) \geqslant \inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \frac{\left|P_{5} x\right|^{2}+\left|P_{2} x\right|^{2}}{|x|^{2}},
$$

we get the exact same lower bound as $M_{1}$ and $M_{4}$, that is,

$$
\inf _{x \in \mathbb{R}^{n} \backslash\{0\}} \Delta(x) \geqslant 1-\cos \theta_{F}=1-\cos \theta_{k+1},
$$

which is optimal for our analysis.

### 5.6 Minimum singular value estimates

In this second, we use Theorems 5.4.1 and 5.4.4 for formulating new lower bounds on the minimum singular value of full rank $1 \times 2,2 \times 1$, and $2 \times 2$ matrices in terms of the minimum positive singular value of their sub-blocks. For convenience of notation, define the function $\Psi$ for matrices $A \in \mathbb{R}^{n \times p}, B \in \mathbb{R}^{n \times q}$ :

$$
\begin{equation*}
\Psi(A, B)=\sqrt{\psi\left(A A^{T}, B B^{T}\right)} \tag{5.6.1}
\end{equation*}
$$

where $\psi$ is defined by Theorem 5.4.4. Note that $\psi\left(A A^{T}, B B^{T}\right)$ is a function defined in terms of $a=\sqrt{\lambda_{\min }\left(A A^{T}\right)}=\sigma_{\min }(A), b=\sqrt{\lambda_{\min }\left(B B^{T}\right)}=\sigma_{\min }(B)$, and principal angles between $\mathcal{R}\left(A A^{T}\right)=\mathcal{R}(A)$ and $\mathcal{R}\left(B B^{T}\right)=\mathcal{R}(B)$. Thus, $\Psi(A, B)$ is a function defined in terms of positive singular values of $A$ and $B$, and principal angles between $\mathcal{R}(A)$ and $\mathcal{R}(B)$.

A positive lower bound, defined by Corollary 5.4.5, could be useful in several circumstances, such as for a full rank block $2 \times 1$ matrix, with rank deficient sub-
blocks. Hence, the following applications to full rank block column and block row matrix are presented.

Corollary 5.6.1. For $m \geqslant n$, let $A=\left[\begin{array}{c}A_{1} \\ A_{2}\end{array}\right] \in \mathbb{R}^{m \times n}$ be full rank, then

$$
\sigma_{\min }(A) \geqslant \max \left[\sqrt{c\left(A_{1}^{T}, A_{2}^{T}\right)} \min \left\{\sigma_{\min }\left(A_{1}\right), \sigma_{\min }\left(A_{2}\right)\right\}, \Psi\left(A_{1}^{T}, A_{2}^{T}\right)\right]
$$

Proof. Since $A$ is a full rank matrix, $\sigma_{\min }^{2}(A)=\lambda_{n}\left(A^{T} A\right)=\lambda_{\min }\left(A_{1}^{T} A_{1}+A_{2}^{T} A_{2}\right)$, thus Corollary 5.4.5 implies

$$
\sigma_{\min }^{2}(A) \geqslant \max \left[c\left(A_{1}^{T} A_{1}, A_{2}^{T} A_{2}\right) \min \left\{\sigma_{\min }^{2}\left(A_{1}\right), \sigma_{\min }^{2}\left(A_{2}\right)\right\}, \psi\left(A_{1}^{T} A_{1}, A_{2}^{T} A_{2}\right)\right]
$$

which gives the desired result after applying Property 1 of Proposition 5.4.3 and Equation 5.6.1.

Corollary 5.6.2. For $m \leqslant n$, let $A=\left[\begin{array}{ll}A_{1} & A_{2}\end{array}\right] \in \mathbb{R}^{m \times n}$ be full rank, then

$$
\sigma_{\min }(A) \geqslant \max \left[\sqrt{c\left(A_{1}, A_{2}\right)} \min \left\{\sigma_{\min }\left(A_{1}\right), \sigma_{\min }\left(A_{2}\right)\right\}, \Psi\left(A_{1}, A_{2}\right)\right] .
$$

After securing the above lower bounds, our subsequent aim is to extend them to a non-singular $2 \times 2$ block matrix. While it could be tedious to estimate the singular values of $2 \times 2$ block matrices, it is easier to find the singular values of its blocks which are of smaller size. Thus, another significant application of Theorems 5.4.1 and 5.4.4 is the following result, which give four estimates on the minimum singular value of a non-singular matrix.

Theorem 5.6.3. For a non-singular matrix

$$
A=\left[\begin{array}{c|c}
A_{11} & A_{12} \\
\hline A_{21} & A_{22}
\end{array}\right] \in \mathbb{R}^{n \times n},
$$

where $A_{11} \in \mathbb{R}^{p \times k}, A_{22} \in \mathbb{R}^{q \times \ell}$, for $1 \leqslant p, q, k, \ell \leqslant n$, the following hold

$$
\begin{align*}
& \sigma_{\min }(A) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{\sigma_{\min }\left(\left[A_{11}, A_{12}\right]\right), \sigma_{\min }\left(\left[A_{21}, A_{22}\right]\right)\right\},  \tag{5.6.2a}\\
& \sigma_{\min }(A) \geqslant \Psi\left(\left[A_{11}, A_{12}\right]^{T},\left[A_{21}, A_{22}\right]^{T}\right),  \tag{5.6.2b}\\
& \sigma_{\min }(A) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{r_{1}, r_{2}\right\}, \tag{5.6.2c}
\end{align*}
$$

where

$$
\begin{aligned}
r_{1} & :=\max \left[c_{1} \min \left\{\sigma_{\min }\left(A_{11}\right), \sigma_{\min }\left(A_{12}\right)\right\}, \Psi\left(A_{11}, A_{12}\right)\right], \\
r_{2} & :=\max \left[c_{2} \min \left\{\sigma_{\min }\left(A_{21}\right), \sigma_{\min }\left(A_{22}\right)\right\}, \Psi\left(A_{21}, A_{22}\right)\right],
\end{aligned}
$$

where $c_{1}=\sqrt{c\left(A_{11}, A_{12}\right)}, c_{2}=\sqrt{c\left(A_{21}, A_{22}\right)}$, and $\theta \in\left(0, \frac{\pi}{2}\right]$ is the minimum principal angle between $\mathcal{R}\left(\left[A_{11}, A_{12}\right]^{T}\right), \mathcal{R}\left(\left[A_{21}, A_{22}\right]^{T}\right) \subseteq \mathbb{R}^{n}$. Moreover,

$$
\begin{equation*}
\sigma_{\min }(A) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{c_{1}, c_{2}\right\} \cdot \min _{1 \leqslant i, j \leqslant 2}\left\{\sigma_{\min }\left(A_{i j}\right)\right\} \tag{5.6.3}
\end{equation*}
$$

Proof. Since $A_{11} \in \mathbb{R}^{p \times k}, A_{22} \in \mathbb{R}^{q \times \ell}$, then $p+q=n=k+\ell$. Let $R_{1}=\left[\begin{array}{ll}A_{11} & A_{12}\end{array}\right] \in$ $\mathbb{R}^{p \times n}$, and $R_{2}=\left[\begin{array}{ll}A_{21} & A_{22}\end{array}\right] \in \mathbb{R}^{q \times n}$, then by a direct calculation

$$
A^{T} A=\left[\begin{array}{ll}
R_{1}^{T} & R_{2}^{T}
\end{array}\right]\left[\begin{array}{l}
R_{1}  \tag{5.6.4}\\
R_{2}
\end{array}\right]=R_{1}^{T} R_{1}+R_{2}^{T} R_{2}
$$

Note that $\operatorname{rank}\left(R_{1}\right) \leqslant p$ and $\operatorname{rank}\left(R_{2}\right) \leqslant q$, thus $\operatorname{rank}\left(R_{1}\right)+\operatorname{rank}\left(R_{2}\right) \leqslant p+q=n$, also

$$
\begin{aligned}
\operatorname{rank}\left(R_{1}\right)+\operatorname{rank}\left(R_{2}\right) & =\operatorname{rank}\left(R_{1}^{T} R_{1}\right)+\operatorname{rank}\left(R_{2}^{T} R_{2}\right) \\
& \geqslant \operatorname{rank}\left(R_{1}^{T} R_{1}+R_{2}^{T} R_{2}\right) \\
& =\operatorname{rank}\left(A^{T} A\right)=\operatorname{rank}(A)=n
\end{aligned}
$$

Therefore, $\operatorname{rank}\left(R_{1}\right)+\operatorname{rank}\left(R_{2}\right)=n$, which implies that $\operatorname{rank}\left(R_{1}\right)=p$ and $\operatorname{rank}\left(R_{2}\right)=q$, that is, $R_{1}$ and $R_{2}$ are full rank matrices. And, $A^{T} A$ is an SPD matrix expressed a sum of two singular PSD matrices, thus by Theorem 5.4.1

$$
\begin{align*}
\sigma_{\min }^{2}(A) & =\lambda_{\min }\left(A^{T} A\right) \\
& \geqslant c\left(R_{1}^{T} R_{1}, R_{2}^{T} R_{2}\right) \min \left\{\lambda_{\min }\left(R_{1}^{T} R_{1}\right), \lambda_{\min }\left(R_{2}^{T} R_{2}\right)\right\} \\
& =c\left(R_{1}^{T}, R_{2}^{T}\right) \min \left\{\sigma_{\min }^{2}\left(R_{1}\right), \sigma_{\min }^{2}\left(R_{2}\right)\right\}, \tag{5.6.5}
\end{align*}
$$

where the last equality results from Property 1 of Proposition 5.4.3. Let $\theta$ be the minimum principal angle between $\mathcal{R}\left(R_{1}^{T}\right)$ and $\mathcal{R}\left(R_{2}^{T}\right)$. Since $A$ is non-singular, (5.6.4) gives $\mathcal{N}\left(R_{1}\right) \cap \mathcal{N}\left(R_{2}\right)=\{0\}$, thus Proposition 2.1.1 implies $\mathcal{R}\left(R_{1}^{T}\right)+\mathcal{R}\left(R_{2}^{T}\right)=$ $\mathcal{N}\left(R_{1}\right)^{\perp}+\mathcal{N}\left(R_{2}\right)^{\perp}=\left(\mathcal{N}\left(R_{1}\right) \cap \mathcal{N}\left(R_{2}\right)\right)^{\perp}=\{0\}^{\perp}=\mathbb{R}^{n}$. Therefore,

$$
\begin{aligned}
\operatorname{dim}\left(\mathcal{R}\left(R_{1}^{T}\right) \cap \mathcal{R}\left(R_{2}^{T}\right)\right) & =\operatorname{dim}\left(\mathcal{R}\left(R_{1}^{T}\right)\right)+\operatorname{dim}\left(\mathcal{R}\left(R_{2}^{T}\right)\right)-\operatorname{dim}\left(\mathcal{R}\left(R_{1}^{T}\right)+\mathcal{R}\left(R_{2}^{T}\right)\right) \\
& =\operatorname{rank}\left(R_{1}\right)+\operatorname{rank}\left(R_{2}\right)-\operatorname{dim}\left(\mathbb{R}^{n}\right) \\
& =p+q-n=0
\end{aligned}
$$

or, $\mathcal{R}\left(R_{1}^{T}\right) \cap \mathcal{R}\left(R_{2}^{T}\right)=\{0\}$. Hence, $\mathbb{R}^{n}=\mathcal{R}\left(R_{1}^{T}\right) \oplus \mathcal{R}\left(R_{2}^{T}\right)$, that is, $\mathcal{R}\left(R_{1}^{T}\right)$ and $\mathcal{R}\left(R_{2}^{T}\right)$ are complementary subspaces, thus by Lemma A.2.1 $0<\theta \leqslant \frac{\pi}{2}$, which implies if $r=0$ then $\theta=\frac{\pi}{2}$. Therefore, (5.4.1) can simply be expressed as $c\left(R_{1}^{T}, R_{2}^{T}\right)=1-\cos \theta$, thus (5.6.5 yields

$$
\sigma_{\min }^{2}(A) \geqslant(1-\cos \theta) \min \left\{\sigma_{\min }^{2}\left(R_{1}\right), \sigma_{\min }^{2}\left(R_{2}\right)\right\},
$$

which leads to 5.6.2a). Also, applying Theorem 5.4.4 to (5.6.4) implies

$$
\sigma_{\min }^{2}(A)=\lambda_{\min }\left(R_{1}^{T} R_{1}+R_{2}^{T} R_{2}\right) \geqslant \psi\left(R_{1}^{T} R_{1}, R_{2}^{T} R_{2}\right),
$$

which by (5.6.1) gives 5.6.2b). Since $R_{1}$ has full rank, Corollary 5.6.2 for estimating $\sigma_{\text {min }}\left(R_{1}\right)$ leads to

$$
\sigma_{\min }\left(R_{1}\right) \geqslant \max \left[c_{1} \min \left\{\sigma_{\min }\left(A_{11}\right), \sigma_{\min }\left(A_{12}\right)\right\}, \Psi\left(A_{11}, A_{12}\right)\right]=: r_{1}
$$

where $c_{1}=\sqrt{c\left(A_{11}, A_{12}\right)}$. Similarly, a lower bound on $\sigma_{\min }\left(R_{2}\right)$ is

$$
\sigma_{\min }\left(R_{2}\right) \geqslant \max \left[c_{2} \min \left\{\sigma_{\min }\left(A_{21}\right), \sigma_{\min }\left(A_{22}\right)\right\}, \Psi\left(A_{21}, A_{22}\right)\right]=: r_{2}
$$

where $c_{2}=\sqrt{c\left(A_{21}, A_{22}\right)}$, and hence 5.6.2a) is expressed as

$$
\sigma_{\min }(A) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{r_{1}, r_{2}\right\}
$$

which on further simplification gives,

$$
\begin{gathered}
\sigma_{\min }(A) \geqslant \sqrt{1-\cos \theta} \cdot \min \left[c_{1} \min \left\{\sigma_{\min }\left(A_{11}\right), \sigma_{\min }\left(A_{12}\right)\right\},\right. \\
\left.c_{2} \min \left\{\sigma_{\min }\left(A_{21}\right), \sigma_{\min }\left(A_{22}\right)\right\}\right] \\
\geqslant \sqrt{1-\cos \theta} \cdot \min \left\{c_{1}, c_{2}\right\} \cdot \min _{1 \leqslant i, j \leqslant 2}\left\{\sigma_{\min }\left(A_{i j}\right)\right\} .
\end{gathered}
$$

As $\sigma_{\min }(A)=\sigma_{\min }\left(A^{T}\right)$, the above estimates yield the following result framed in terms of block columns of $A$.

Corollary 5.6.4. For a non-singular matrix

$$
A=\left[\begin{array}{c|c}
A_{11} & A_{12} \\
\hline A_{21} & A_{22}
\end{array}\right] \in \mathbb{R}^{n \times n},
$$

where $A_{11} \in \mathbb{R}^{p \times k}, A_{22} \in \mathbb{R}^{q \times \ell}$, for $1 \leqslant p, q, k, \ell \leqslant n$,

$$
\begin{align*}
& \sigma_{\min }(A) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{\sigma_{\min }\left(\left[\begin{array}{l}
A_{11} \\
A_{21}
\end{array}\right]\right), \sigma_{\min }\left(\left[\begin{array}{l}
A_{12} \\
A_{22}
\end{array}\right]\right)\right\},  \tag{5.6.6a}\\
& \sigma_{\min }(A) \geqslant \Psi\left(\left[\begin{array}{c}
A_{11} \\
A_{21}
\end{array}\right],\left[\begin{array}{c}
A_{12} \\
A_{22}
\end{array}\right]\right),  \tag{5.6.6b}\\
& \sigma_{\min }(A) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{s_{1}, s_{2}\right\},
\end{align*}
$$

where

$$
\begin{aligned}
& s_{1}:=\max \left[c_{1} \min \left\{\sigma_{\min }\left(A_{11}\right), \sigma_{\min }\left(A_{21}\right)\right\}, \Psi\left(A_{11}^{T}, A_{21}^{T}\right)\right], \\
& s_{2}:=\max \left[c_{2} \min \left\{\sigma_{\min }\left(A_{12}\right), \sigma_{\min }\left(A_{22}\right)\right\}, \Psi\left(A_{12}^{T}, A_{22}^{T}\right)\right],
\end{aligned}
$$

where $c_{1}=\sqrt{c\left(A_{11}^{T}, A_{21}^{T}\right)}, c_{2}=\sqrt{c\left(A_{12}^{T}, A_{22}^{T}\right)}$, and $\theta \in\left(0, \frac{\pi}{2}\right]$ is the minimum principal angle between $\mathcal{R}\left(\left[\begin{array}{c}A_{11} \\ A_{21}\end{array}\right]\right), \mathcal{R}\left(\left[\begin{array}{l}A_{12} \\ A_{22}\end{array}\right]\right) \subseteq \mathbb{R}^{n}$. Moreover,

$$
\sigma_{\min }(A) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{c_{1}, c_{2}\right\} \cdot \min _{1 \leqslant i, j \leqslant 2}\left\{\sigma_{\min }\left(A_{i j}\right)\right\} .
$$

Remark 5.6.5. The estimate given by (5.6.2a) is stronger than (5.6.2c) and (5.6.3), however, the sharpness of (5.6.2b) varies for different matrices (see Example 5.6.10). The inequality (5.6.3) gives a lower bound on the minimum singular value of a nonsingular $2 \times 2$ block matrix in terms of the minimum positive singular value of its blocks. The estimates from Theorem 5.6.3 and Corollary 5.6.4 may differ, so in practice, one may use the maximum of all of the bounds obtained from both of them. A Matlab ${ }^{\circledR}$ implementation for any $2 \times 2$ block matrix is given in [53].

Now, we simplify Theorem 5.6.3 for the special case of a saddle point matrix as follows.

Corollary 5.6.6. For a non-singular saddle point matrix

$$
M=\left[\begin{array}{cc}
A & B \\
B^{T} & O
\end{array}\right] \in \mathbb{R}^{(m+n) \times(m+n)}
$$

where $A \in \mathbb{R}^{m \times m}$ is non-singular and $B \in \mathbb{R}^{m \times n}$ is full rank,

$$
\sigma_{\min }(M) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{\sigma_{\min }(A), \sigma_{\min }(B)\right\}
$$

where $\theta$ is the minimum principal angle between $\mathcal{R}\left([A, B]^{T}\right)$ and $\mathcal{R}\left(\left[B^{T}, O\right]^{T}\right)$.
Proof. Since $M$ is non-singular, according to 5.6.2a,

$$
\sigma_{\min }(M) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{\sigma_{\min }([A, B]), \sigma_{\min }\left(\left[B^{T}, O\right]\right)\right\} .
$$

Since $\sigma_{\text {min }}^{2}([A, B])=\lambda_{\text {min }}\left([A, B][A, B]^{T}\right)=\lambda_{\min }\left(A A^{T}+B B^{T}\right) \geqslant \sigma_{\text {min }}^{2}(A)$, and similarly $\sigma_{\text {min }}^{2}\left(\left[B^{T}, O\right]\right)=\sigma_{\min }^{2}(B)$, hence the desired result.

Example 5.6.7 (Block diagonal matrix). For a non-singular block diagonal matrix $D=\left[\begin{array}{ll}A & O \\ O & B\end{array}\right]$, use 5.6 .2 a to get

$$
\sigma_{\min }(D) \geqslant \sqrt{1-\cos \theta} \cdot \min \left\{\sigma_{\min }([A, O]), \sigma_{\min }([O, B])\right\}
$$

where $\theta$ is the minimum angle between $\mathcal{R}\left([A, O]^{T}\right)$ and $\mathcal{R}\left([O, B]^{T}\right)$. Note that $\sigma_{\min }([A, O])=\sigma_{\min }(A)$ and $\sigma_{\min }([O, B])=\sigma_{\min }(B)$, and it is straightforward to see that $\theta=\frac{\pi}{2}$. Therefore, the result becomes $\sigma_{\min }(D) \geqslant \min \left\{\sigma_{\min }(A), \sigma_{\min }(B)\right\}$. In fact, this inequality is an equality, thus the lower bound is sharp. Similar results can be obtained for a non-singular block anti-diagonal square matrix.

Example 5.6.8 (Block triangular matrix). For a non-singular block upper triangular
matrix $U=\left[\begin{array}{cc}A_{11} & A_{12} \\ \hline & A_{22}\end{array}\right]$, the most simplified result of Theorem 5.6.3 is given by (5.6.3):

$$
\sigma_{\min }(U) \geqslant \sqrt{1-\cos \theta} \cdot \min _{i=1,2}\left\{c_{i}\right\} \cdot \min \left\{\sigma_{\min }\left(A_{11}\right), \sigma_{\min }\left(A_{12}\right), \sigma_{\min }(O), \sigma_{\min }\left(A_{22}\right)\right\},
$$

where $\theta$ is the minimum angle between $\mathcal{R}\left(\left[A_{11}, A_{12}\right]^{T}\right)$ and $\mathcal{R}\left(\left[O, A_{22}\right]^{T}\right), c_{1}=$ $\sqrt{c\left(A_{11}, A_{12}\right)}$, and $c_{2}=\sqrt{c\left(O, A_{22}\right)}=1 \geqslant c_{1}$ by Property 3 of Proposition 5.4.3. Also, $\sigma_{\min }(O)=\infty$ by Definition 5.3.2. Hence,

$$
\begin{equation*}
\sigma_{\min }(U) \geqslant \sqrt{1-\cos \theta} \cdot c_{1} \cdot \min \left\{\sigma_{\min }\left(A_{11}\right), \sigma_{\min }\left(A_{12}\right), \sigma_{\min }\left(A_{22}\right)\right\} . \tag{5.6.7}
\end{equation*}
$$

Similarly, an estimate for a non-singular block lower triangular matrix can be derived.
When every block is a square matrix, then [14, p. 352] gives the following expression

$$
U^{-1}=\left[\begin{array}{cc}
A_{11}^{-1} & -A_{11}^{-1} A_{12} A_{22}^{-1} \\
O & A_{22}^{-1}
\end{array}\right],
$$

whose maximum singular value is $\left(\sigma_{\min }(U)\right)^{-1}$. This task could be challenging to perform due to the presence of the term $A_{11}^{-1} A_{12} A_{22}^{-1}$. Note that the blocks need not to be square for (5.6.7).

$$
\text { Let us consider } U=\left[\begin{array}{lll}
10 & 0 & 0 \\
4 & 2 & 0 \\
1 & 1 & 6
\end{array}\right] \text {, then [105] gives } \sigma_{\min }(U) \geqslant 1.7087 \text {. Whereas, on }
$$

placing the partitions on $U$ to make it a $2 \times 2$ block matrix so that its $(1,1)$ block is either of size $2 \times 1$ or $2 \times 2$, 5.6 .2 b gives a stronger result $1.7473 \leqslant 1.8285 \approx \sigma_{\min }(U)$. A Matlab ${ }^{\circledR}$ implementation is given in [53].

Example 5.6.9. Here, we explain the use of the new lower bounds with the help of two $2 \times 2$ block matrices denoted by $A$, where its $(i, j)$-th block is denoted by $A_{i j}$ and its $i$-th block row is denoted by $R_{i}$, where $1 \leqslant i, j \leqslant 2$. Also, $M$ represents the matrix defined in Remark 5.4.2. Most of the existing results do not provide a bound
in terms of the blocks of the matrices considered in this example.

1. Consider $A=\left[\begin{array}{cc|cc}0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ \hline 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0\end{array}\right]$ which is non-singular such that its every block is singular. Note that $\sigma_{\min }(A)=1=\sigma_{\min }\left(A_{i j}\right)=\sigma_{\min }\left(R_{i}\right)$. It is straight forward to see that a basis for $\mathcal{R}\left(R_{1}^{T}\right)$ is $\left\{\left[\begin{array}{llll}0 & 1 & 0 & 0\end{array}\right]^{T},\left[\begin{array}{llll}0 & 0 & 0 & 1\end{array}\right]^{T}\right\}$ and for $\mathcal{R}\left(R_{2}^{T}\right)$ is $\left\{\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]^{T},\left[\begin{array}{llll}0 & 0 & 1 & 0\end{array}\right]^{T}\right\}$. Since $\theta=\frac{\pi}{2}$ or $r=0,5.6 .2 \mathrm{a}$ implies $1=\sigma_{\min }(A) \geqslant$ $(1-0) \cdot \min \{1,1\}=1$, and 5.6 .2 b yields $1=\sigma_{\min }(A) \geqslant \sqrt{\min \{1,1\}}=1$. Moreover, the same result is obtained on applying (5.6.2c), as $r=0$ for both the pairs $A_{1 i}$ and $A_{2 i}$ for $i=1,2$, thus $1=\sigma_{\min }(A) \geqslant(1-0) \min \{1,1\}=1$. In order to use 5.6.3), note that a basis for $\mathcal{R}\left(A_{11}\right), \mathcal{R}\left(A_{21}\right)$ is $\left\{\left[\begin{array}{ll}0 & 1\end{array}\right]^{T}\right\}$, and for $\mathcal{R}\left(A_{12}\right), \mathcal{R}\left(A_{22}\right)$ is $\left\{\left[\begin{array}{ll}10\end{array}\right]^{T}\right\}$, therefore $c_{1}=c_{2}=1$. Thus, this inequality yields $1=\sigma_{\min }(A) \geqslant(1-0) \min \{1,1\} \min \{1,1,1,1\}=1$.
2. Consider $A=\left[\begin{array}{cc|c}1 & 0 & 1 \\ 0 & -1 & 1 \\ \hline 1 & 0 & 0\end{array}\right]$, which is a non-singular non-symmetric saddle point matrix with an indefinite matrix as its leading block. For using (5.6.2a), $M=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}\frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} & \frac{2}{\sqrt{3}} \\ 1 & 1 & 0\end{array}\right]\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{c}\frac{1}{\sqrt{3}} \\ 1\end{array}\right]$. Thus, $\cos \theta=\sigma_{\max }(M)=\sqrt{\frac{2}{3}} \approx$ 0.8165 . Therefore, this inequality implies $0.4450 \approx \sigma_{\min }(A) \geqslant \sqrt{1-0.8165}$. $\min \{1,1\} \approx 0.4284$. Moreover, the same lower bound is obtained on applying other results. Since $k=\operatorname{rank}\left(R_{1}^{T}\right)+\operatorname{rank}\left(R_{2}^{T}\right)-3=0$, and $r=1$ with $\cos \theta$ derived as above, 5.6 .2 b implies $\sigma_{\min }(A) \geqslant \sqrt{\frac{1}{2}\left[2-\sqrt{4\left(1-\sin ^{2} \theta\right)}\right]}=$ $\sqrt{1-0.8165} \approx 0.4284$. Also, 5.6 .2 C results in $\sigma_{\min }(A) \geqslant \sqrt{1-0.8165}$. $\min \{1,1\} \approx 0.4284$. For using (5.6.3), observe that $c_{1}=c_{2}=1$ and $\sigma_{\min }\left(A_{11}\right)=$ $1, \sigma_{\min }\left(A_{12}\right)=\sqrt{2}, \sigma_{\min }\left(A_{21}\right)=1$ and $\sigma_{\min }\left(A_{22}\right)=\infty$. Therefore, the inequal-
ity gives
$0.4450 \approx \sigma_{\min }(A) \geqslant \sqrt{1-0.8165} \cdot \min \{1,1\} \cdot \min \{\min \{1, \sqrt{2}\}, \min \{1, \infty\}\} \approx 0.4284$.

(b) Graph for Corollary 5.6.4

Figure 5.1: Estimates of $\sigma_{\min }(A)$ for Example 5.6.10.

Example 5.6.10. Let us consider two different partitions on the same matrix as follows,

$$
A=\left[\begin{array}{c|cc}
t & 10 & 0 \\
\hline 3 & 2 & -2 \\
2 & 0 & 6
\end{array}\right], \quad \tilde{A}=\left[\begin{array}{c|cc}
t & 10 & 0 \\
3 & 2 & -2 \\
\hline 2 & 0 & 6
\end{array}\right], \quad \text { where } t=1,2, \ldots, 30
$$

Figure 5.1 displays the result of best lower bounds from Theorem 5.6.3 and Corollary 5.6.4 for both partitions, along with the exact value of $\sigma_{\min }(A)$.

Figure 5.1 a shows that Theorem 5.6 .3 provides a decent estimate of $\sigma_{\min }(A)$. The best lower bound on $\sigma_{\min }(A)$ is given by 5.6 .2 b for $t=1$, and by 5.6.2a for $t=$ $2,3, \ldots 30$. For $\tilde{A}$, the largest lower bound is given by (5.6.2b) for $t=1,2, \ldots 5$, and by 5.6.2a) for $t=6,7, \ldots, 30$. On increasing the value of $t$, the lower bound obtained from (5.6.2a) improves up to $t=18$, for which the absolute error in approximation for $A$ is 0.008452 and for $\tilde{A}$ is 0.008389 . The results from $\tilde{A}$ appear to be overall sharper than $A$. Thus, the sharpness of results may vary for distinct partitions of the same matrix.

Similarly, the trends for Corollary 5.6.4 are depicted by Figure 5.1b. It is observed that Corollary 5.6 .4 gives identical results for both matrix $A$ and $\tilde{A}$. The minimum absolute error in approximation is 0.01469 , which occurs when $t=18$. The best lower bound is given by the first inequality of Corollary 5.6.4 for all $t$ except for $t=1$, for which it was obtained from the second inequality of Corollary 5.6.4. A MATLAB ${ }^{\circledR}$ implementation is given in 53].

Example 5.6.11. (M- and H-matrices) The following matrices are considered in [70],

$$
A=\left[\begin{array}{ccc}
8 & -2 & -1 \\
-5 & 7 & -3 \\
-3 & -4 & 5
\end{array}\right], \quad B=\left[\begin{array}{ccc}
7 & -3 & -2 \\
-2 & 5 & -1 \\
-3 & -4 & 9
\end{array}\right], \quad C=\left[\begin{array}{ccc}
-5 & 2 & -4 \\
3 & -6 & -2 \\
-1 & -4 & -8
\end{array}\right],
$$

where $A$ and $B$ are M-matrices and $C$ is an H-matrix, for which upper bounds on the minimum singular values were devised. We calculate the best lower bounds secured from Theorem 5.6 .3 and Corollary 5.6 .4 in Table 5.3 through a Matlab ${ }^{\text {® }}$ implementation given in [53]. In Table 5.3, the size leading block refers to the size of $(1,1)$ block of the matrix specifying the partition being placed, and more than one partition means that the same lower bound is obtained in all cases. It is evident that our results provide a good estimate for M- and H-matrices.

| Matrix | $\sigma_{\min }$ | Best lower bound | Size of leading block |
| :---: | :---: | :---: | :---: |
| $A$ | 0.7744 | (5.6.6a):0.7354 | $1 \times 2$ or $2 \times 2$ |
| $B$ | 1.8830 | 5.6.6a):1.5855 | $1 \times 2$ or $2 \times 2$ |
| $C$ | 0.9015 | (5.6.6a):0.8770 | $1 \times 1$ or $2 \times 1$ |

Table 5.3: Lower bounds for M - and H - matrices.

Example 5.6.12. In this example, we compare our results to some well-known existing results that give a lower bound on the minimum singular value of a matrix. The following matrices are strictly diagonally dominant (SDD) matrices, for which several lower bounds were analyzed in [70],
$D=\left[\begin{array}{ccc}10 & 1 & 1 \\ 1 & 20 & 1 \\ 1 & 1 & 30\end{array}\right], E=\left[\begin{array}{ccc}10 & 1 & 1 \\ 1 & 20 & 1 \\ 10 & 1 & 30\end{array}\right], F=\left[\begin{array}{ccc}10 & 1 & 1 \\ 1 & 20 & 1 \\ 20 & 1 & 30\end{array}\right], G=\left[\begin{array}{ccc}10 & 1 & 1 \\ 10 & 20 & 1 \\ 20 & 1 & 30\end{array}\right]$.
Also, some lower bounds for following matrices were compared in [61,

$$
H=\left[\begin{array}{lll}
3 & 2 & 0 \\
1 & 9 & 5 \\
0 & 5 & 7
\end{array}\right], \quad I=\left[\begin{array}{ccc}
2 & -1 & 0 \\
2 & 1 & 0 \\
-4 & -4 & 5
\end{array}\right], \quad J=\left[\begin{array}{ccc}
5 & 0 & 0 \\
-4 & 9 & 4 \\
-1 & 7 & 9
\end{array}\right], \quad K=\left[\begin{array}{ccc}
4 & 0 & 0 \\
-1 & 5 & 0 \\
0 & 5 & 4
\end{array}\right] .
$$

The third column of Table 5.4 states the best among all lower bounds evaluated for the above matrices in [70, 61]. The findings mentioned in Table 5.4 indicate that the results obtained from Theorem 5.6 .3 and Corollary 5.6.4 provide a sharper lower bound on the minimum singular value of all SDD matrices considered in [70], albeit they may not be optimal for all SDD matrices. A MATLAB ${ }^{\circledR}$ implementation is given in [53]. In the above examples, we have listed the partitions that lead to best estimates, which may not be feasible if the matrix is large. Based on our numerical experiments, choosing the leading block of the matrix to be a square matrix of a suitable size often results in a partition that gives fine results.

| Matrix | $\sigma_{\min }$ | Existing | New Result | Size of leading block |
| :---: | :---: | :---: | :---: | :---: |
| $D$ | 9.8608 | 9.6389 | $(5.6 .2 \mathrm{~b}): 9.6932$ | $1 \times 2$ or $2 \times 1$ or $2 \times 2$ |
| $E$ | 9.0409 | 8.0731 | $(5.6 .2 \mathrm{~b}): 8.1814$ | $2 \times 1$ or $2 \times 2$ |
| $F$ | 7.6233 | 5.6070 | $(5.6 .2 \mathrm{a}): 6.0553$ | $1 \times 1$ or $1 \times 2$ |
| $G$ | 6.7547 | 5.2107 | $(5.6 .2 \mathrm{a}): 5.2728$ | $1 \times 1$ or $1 \times 2$ |
| $H$ | 1.9619 | 1.4142 | $(5.6 .6 \mathrm{~b}): 1.8651$ | $1 \times 1$ or $2 \times 1$ |
| $I$ | 1.0677 | 0.7898 | $(5.6 .2 \mathrm{a}): 0.8996$ | $1 \times 1$ or $1 \times 2$ |
| $J$ | 3.0786 | 2.2303 | $(5.6 .2 \mathrm{~b}): 2.8220$ | $1 \times 1$ or $1 \times 2$ |
| $K$ | 2.5146 | 2.2170 | $(5.6 .6 \mathrm{~b}): 2.3847$ | $1 \times 1$ or $2 \times 1$ |

Table 5.4: Comparison of new lower bounds with the existing results.

### 5.7 Some singular value estimates

After discussing lower bounds on the minimum singular value of a non-singular $2 \times 2$ block matrix, we divert our attention to constructing a lower bound on some other singular values. One such bounds is Theorem 5.7.1, stated as follows, which was given in [40].

Theorem 5.7.1 (See [40]). Let $A_{i j} \in \mathbb{R}^{m \times n}$ for $i, j=1,2$, and

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]
$$

then

$$
\sigma_{j}(A) \geqslant \sqrt{2 \sigma_{j}\left(A_{11} A_{12}^{T}+A_{21} A_{22}^{T}\right)}, \quad j=1,2, \ldots, \min (m, n)
$$

In the following theorem, we provide a simpler proof for two lower bounds similar to estimate provided by Theorem 5.7.1 with more general sizes for its sub-blocks.

Theorem 5.7.2. For a block matrix

$$
A=\left[\begin{array}{l|l}
A_{11} & A_{12} \\
\hline A_{21} & A_{22}
\end{array}\right],
$$

where $A_{11} \in \mathbb{R}^{m \times \ell}$ and $A_{22} \in \mathbb{R}^{n \times p}$, then

$$
\sigma_{j}(A) \geqslant \sqrt{2 \sigma_{j}\left(A_{11} A_{21}^{T}+A_{12} A_{22}^{T}\right)}, \quad j=1,2, \ldots, \min (m, n, \ell+p)
$$

also,

$$
\sigma_{j}(A) \geqslant \sqrt{2 \sigma_{j}\left(A_{11}^{T} A_{12}+A_{21}^{T} A_{22}\right)}, \quad j=1,2, \ldots, \min (m+n, \ell, p)
$$

Proof. Let $R_{1}=\left[\begin{array}{ll}A_{11} & A_{12}\end{array}\right]$ and $R_{2}=\left[\begin{array}{ll}A_{21} & A_{22}\end{array}\right]$, so that $A=\left[\begin{array}{l}R_{1} \\ R_{2}\end{array}\right]$. For $j=$ $1,2, \ldots, \min (m+n, \ell+p), \sigma_{j}^{2}(A)=\lambda_{j}\left(A^{T} A\right)=\lambda_{j}\left(R_{1}^{T} R_{1}+R_{2}^{T} R_{2}\right)$. Therefore, by theorem 5.3.5, for $j=1,2, \ldots, \min (m, n, \ell+p)$

$$
\sigma_{j}^{2}(A) \geqslant 2 \sigma_{j}\left(R_{1} R_{2}^{T}\right)=2 \sigma_{j}\left(A_{11} A_{21}^{T}+A_{12} A_{22}^{T}\right)
$$

Also, let $C_{1}=\left[\begin{array}{c}A_{11} \\ A_{21}\end{array}\right]$ and $C_{2}=\left[\begin{array}{c}A_{12} \\ A_{22}\end{array}\right]$, so that $A=\left[\begin{array}{ll}C_{1} & C_{2}\end{array}\right]$, then $\sigma_{j}^{2}(A)=$ $\lambda_{j}\left(A A^{T}\right)=\lambda_{j}\left(C_{1} C_{1}^{T}+C_{2} C_{2}^{T}\right)$, for $j=1,2, \ldots, \min (m+n, \ell+p)$. Therefore, by theorem 5.3.5, for $j=1,2, \ldots, \min (m+n, \ell, p)$

$$
\sigma_{j}^{2}(A) \geqslant 2 \sigma_{j}\left(C_{1}^{T} C_{2}\right)=2 \sigma_{j}\left(A_{11}^{T} A_{12}+A_{21}^{T} A_{22}\right)
$$

Corollary 5.7.3. For a saddle point matrix

$$
M=\left[\begin{array}{cc}
A & B \\
B^{T} & O
\end{array}\right]
$$

where $A \in \mathbb{R}^{m \times m}$ is non-singular and $B \in \mathbb{R}^{m \times n}$ is full rank,

$$
\sigma_{j}(M) \geqslant \sqrt{2 \sigma_{j}(A B)}, \quad j=1,2, \ldots, \min (m, n)
$$

To summarize, we formulated the lower bounds on $\lambda_{\min }(P+Q)$, for PSD matrices $P, Q \in \mathbb{R}^{n}$ described by Theorems 5.4.1 and 5.4.4, which are sharp for the case of $\mathcal{R}(P) \cap \mathcal{R}(Q)=\{0\}$. These gave lower bounds on the minimum singular value of some full rank matrices given in Corollaries 5.6.1 and 5.6.2, Theorem 5.6.3, and Corollary 5.6.4 Finally, an improvement on lower bounds on some other singular values were derived by Theorem 5.7.2, which concludes our analysis for general matrices.

## 6

## Ultraspherical spectral methods in space and time

In Chapter 3, we analyzed a space-time spectral method for the Stokes problem, which utilizes collocation in time. A major disadvantage of such a scheme is that the resulting linear system is dense and is difficult to solve in parallel. We try to formulate space-time spectral methods leading to sparse linear systems, paving the way for robust numerical methods for solving time-dependent PDEs, possessing spectral convergence in both space and time.

In 2013, S. Olver and A. Townsend introduced a new class of spectral methods in [74], called the ultraspherical spectral (US) methods, which portray spectral convergence for analytic solutions, and the resultant discrete systems constitute sparse and well-conditioned matrices. However, the linear systems are nonsymmetric for self-adjoint problems; [1] presents a technique on symmetrizing such schemes. Some authors have driven the further development of the US methods, such as [94, 84, 18, 30, 75, 29]. We explore the capabilities of the US method for solving unsteady problems. Firstly, we introduce the US method and analyze their performance for some ordinary differential equations. We proceed to design numerical
schemes for solving some time-dependent linear PDEs by utilizing the ultraspherical spectral method in both space and time. This chapter is concluded by discussing the scope of designing a robust solver for the schemes arising from the US method in space and time.

### 6.1 Introduction

Classical spectral methods converge spectrally, but they lead to dense and ill-conditioned matrices. The ultraspherical spectral methods exhibit spectral convergence and lead to almost banded and well-conditioned matrices. This new class of spectral method was developed in [74], which results from changing the basis of the solution by utilizing a differentiation expression for the ultraspherical polynomials defined later in this section.

In Chapter 2, we defined the Chebyshev polynomials, which are also termed as the Chebyshev polynomial of the first kind. Furthermore, the Chebyshev polynomial of the second kind are denoted by $C_{n}^{(1)}(x)$ or $U_{n}(x)$, where the former notation will be used in this work. They are the solution of the following problem:

$$
\left(1-x^{2}\right) y^{\prime \prime}-3 x y^{\prime}+n(n+2) y=0, x \in(-1,1), \quad \forall n=0,1, \ldots,
$$

and are orthogonal with respect to the $L_{\omega^{\frac{1}{2}, \frac{1}{2}}}(-1,1)$ inner product with weight $\omega^{\frac{1}{2}, \frac{1}{2}}(x)=\sqrt{1-x^{2}}$, that is,

$$
\int_{-1}^{1} C_{n}^{(1)}(x) C_{m}^{(1)}(x) \sqrt{1-x^{2}} d x=\frac{\pi}{2} \delta_{m n}
$$

Moreover, they serve as a tool for demonstrating the ultraspherical spectral method
for a first order ODE. For $x \in[-1,1]$, consider

$$
u^{\prime}(x)+a(x) u(x)=f(x),
$$

with boundary condition $u(-1)=c$, where $a:[-1,1] \rightarrow \mathbb{C}, f:[-1,1] \rightarrow \mathbb{C}$ are continuous functions of bounded variation. Therefore, there exists a unique continuously differentiable solution. Let us consider the solution

$$
u(x)=\sum_{k=0}^{\infty} u_{k} T_{k}(x)
$$

where the coefficients satisfy

$$
\begin{equation*}
u_{k}=\frac{2-\delta_{k 0}}{\pi} \int_{-1}^{1} \frac{u(x) T_{k}(x)}{\sqrt{1-x^{2}}} d x \tag{6.1.1}
\end{equation*}
$$

Since the derivative of the Chebyshev polynomial is given as,

$$
\frac{d T_{k}}{d x}= \begin{cases}k C_{k-1}^{(1)}, & k \geqslant 1  \tag{6.1.2}\\ 0, & k=0\end{cases}
$$

Thus,

$$
u^{\prime}(x)=\sum_{k=1}^{\infty} k u_{k} C_{k-1}^{(1)}(x) .
$$

In matrix form, the coefficients are given as

$$
\mathcal{D}_{0} \mathbf{u}=\left[\begin{array}{ccccc}
0 & 1 & & & \\
& 0 & 2 & & \\
& & 0 & 3 & \\
& & & \ddots & \ddots
\end{array}\right]\left[\begin{array}{c}
u_{0} \\
u_{1} \\
u_{2} \\
\vdots
\end{array}\right]
$$

The sparse matrix $\mathcal{D}_{0}$ is called the differentiation operator. Expressing $a(x)$ in terms
of its Chebyshev series, i.e., $a(x)=\sum_{j=0}^{\infty} a_{j} T_{j}(x)$, we obtain

$$
a(x) u(x)=\sum_{j=0}^{\infty} \sum_{k=0}^{\infty} a_{j} u_{k} T_{j}(x) T_{k}(x)=\sum_{k=0}^{\infty} c_{k} T_{k}(x),
$$

where the coefficients $c_{k}$ are given as

$$
c_{k}= \begin{cases}a_{0} u_{0}+\frac{1}{2} \sum_{l=1}^{\infty} a_{l} u_{l}, & k=0 \\ \frac{1}{2} \sum_{l=0}^{k-1} a_{k-l} u_{l}+a_{0} u_{k}+\frac{1}{2} \sum_{l=1}^{\infty} a_{l} u_{l+k}+\frac{1}{2} \sum_{l=0}^{\infty} a_{l+k} u_{l}, & k \geqslant 1\end{cases}
$$

In matrix form, $\mathbf{c}=\mathcal{M}_{0}[\mathbf{a}] \mathbf{u}$, where

$$
\mathcal{M}_{0}[\mathbf{a}]=\frac{1}{2}\left[\left(\begin{array}{ccccc}
2 a_{0} & a_{1} & a_{2} & a_{3} & \ldots \\
a_{1} & 2 a_{0} & a_{1} & a_{2} & \ddots \\
a_{2} & a_{1} & 2 a_{0} & a_{1} & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots
\end{array}\right)+\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & \ldots \\
a_{1} & a_{2} & a_{3} & a_{4} & . . \\
a_{2} & a_{3} & a_{4} & a_{5} & . \cdot \\
\vdots & . \cdot & . \cdot & . . & . \cdot
\end{array}\right)\right]
$$

The above Toeplitz plus an almost Hankel matrix $\mathcal{M}_{0}[a]$ is called the multiplication operator. We expressed $u(x)=\sum_{k=0}^{\infty} u_{k} T_{k}(x)$. Practically, we cannot find infinite number of coefficients. Therefore, we truncate the series and approximate $u(x) \approx$ $\sum_{k=0}^{n-1} u_{k} T_{k}(x)$, i.e., we find $n$ coefficients.

Since $a(x)$ is a continuous function with bounded variation, it has a unique representation as a uniformly convergent Chebyshev expansion. Therefore, for all $\epsilon>0$ there exists $M(\epsilon) \in \mathbb{N}$ such that for all $m \geqslant M$

$$
\left|a(x)-\sum_{k=0}^{m-1} a_{k} T_{k}(x)\right|<\epsilon .
$$

Thus, we truncate the series expansion for $a$, i.e., $a(x) \approx \sum_{k=0}^{m-1} a_{k} T_{k}(x)$. Therefore,
for the infinite matrix $\mathcal{M}_{0}[a]$, terms $a_{i}=0$ for $i \geqslant m$, hence it is a banded matrix. If $n>m$, then we will consider an $n \times n$ sub-matrix of $\mathcal{M}_{0}[a]$ which will also be banded.

The following is a relationship between the Chebyshev polynomial of first and second type,

$$
T_{k}= \begin{cases}\frac{1}{2}\left(C_{k}^{(1)}-C_{k-2}^{(1)}\right), & k \geqslant 2 \\ \frac{1}{2} C_{1}^{(1)}, & k=1 \\ C_{0}^{(1)}, & k=0\end{cases}
$$

Then we can express $u(x)$ in terms of its series of Chebyshev polynomials of second type as,

$$
u(x)=\sum_{k=0}^{\infty} u_{k} T_{k}(x)=\left(u_{0}-\frac{1}{2} u_{2}\right) C_{0}^{(1)}(x)+\sum_{k=1}^{\infty} \frac{1}{2}\left(u_{k}-u_{k+2}\right) C_{k}^{(1)}(x) .
$$

Hence, $C^{(1)}$ coefficients of $u$ are $\mathcal{S}_{0} \mathbf{u}$, where

$$
\mathcal{S}_{0}=\left[\begin{array}{llllll}
1 & & -\frac{1}{2} & & & \\
& \frac{1}{2} & & -\frac{1}{2} & & \\
& & \frac{1}{2} & & -\frac{1}{2} & \\
& & & \ddots & & \ddots
\end{array}\right]
$$

The above banded and sparse matrix $\mathcal{S}_{0}$ is called the conversion operator.
The discrete version of the operator, $\frac{d}{d x}+a(x)$, is given as

$$
\mathcal{L}:=\mathcal{D}_{0}+\mathcal{S}_{0} \mathcal{M}_{0}[a],
$$

which corresponds to the second kind Chebyshev series of $u(x)$. Define $f=\sum_{k=0}^{\infty} f_{k} T_{k}(x)$, and $\mathbf{f}$ as the vector of coefficients $f_{k}$, for all $0 \leqslant k<\infty$. Thus, the differential equa-
tion, without its boundary conditions, is given as

$$
\mathcal{L} \mathbf{u}=\mathcal{S}_{0} \mathbf{f}
$$

Note that this is an infinite system. In order to truncate this system to order $n$, we define a projection operator as, $\mathcal{P}_{n}=\left[\mathbb{I}_{n} \mid \mathbb{O}\right]_{n \times \infty}$. We truncate the differentiation operator to a system of order $n$ as, $\mathcal{P}_{n} \mathcal{D}_{0} \mathcal{P}_{n}^{T}$. The operator $\mathcal{D}_{0}$ is hence recovered for the considered modes, but with the last row containing all zeros. Henceforth, we swap the first row with the last row of the system $\mathcal{P}_{n} \mathcal{L} \mathcal{P}_{n}^{T}$. Since the boundary condition is $u(-1)=c$,

$$
c=u(-1)=\sum_{k=0}^{\infty} u_{k} T_{k}(-1)=\sum_{k=0}^{\infty}(-1)^{k} u_{k}
$$

Therefore, we impose the boundary condition in the first row, hence the discrete form of the problem is given as

$$
A_{n} \mathbf{u}=\left[\begin{array}{cccc}
T_{0}(-1) & T_{1}(-1) & \ldots & T_{n-1}(-1) \\
& \mathcal{P}_{n-1} \mathcal{L} \mathcal{P}_{n}^{T} & &
\end{array}\right]\left[\begin{array}{c}
u_{0} \\
u_{1} \\
\vdots \\
u_{n-1}
\end{array}\right]=\left[\begin{array}{c}
c \\
\left(\mathcal{P}_{n-1} \mathcal{S}_{0} \mathcal{P}_{n}^{T}\right)\left(\mathcal{P}_{n} \mathbf{f}\right)
\end{array}\right]
$$

On solving this system we get the approximate solution: $\sum_{k=0}^{n-1} u_{k} T_{k}(x)$.
A similar approach is used for the higher order ordinary differential equations by using ultraspherical polynomials, also known as Gegenbauer polynomials, which are represented as $C^{(\lambda)}(x)$, for $x \in[-1,1]$. For $n=0,1, \ldots$ and $\lambda>0, C_{n}^{(\lambda)}$, is the solution of the Gegenbauer differential equation:

$$
(1-x)^{2} y^{\prime \prime}-(2 \lambda+1) x y^{\prime}+n(n+2 \lambda) y=0 .
$$

They are a family of polynomials orthogonal with respect to the weight

$$
\left(1-x^{2}\right)^{\lambda-\frac{1}{2}}
$$

They can also be generated by the following recurrence relation:

$$
\begin{aligned}
C_{0}^{(\lambda)}(x) & =1 \\
C_{1}^{(\lambda)}(x) & =2 \lambda x \\
C_{n+1}^{(\lambda)}(x) & =\frac{1}{n}\left[2 x(n+\lambda-1) C_{n}^{(\lambda)}-(n+2 \lambda-2) C_{n-1}^{(\lambda)}\right], \forall n \in \mathbb{N} .
\end{aligned}
$$

For the case $\lambda=1$, we recover the Chebyshev polynomials of second kind. For the case $\lambda=\frac{1}{2}, C_{k}^{(\lambda)}$ reduce to the Legendre polynomials. We use them only for $\lambda=0,1, \ldots$ and normalize the leading coefficient so that

$$
C_{k}^{(\lambda)}(x)=\frac{2^{k}(\lambda)_{k}}{k!} x^{k}+\mathcal{O}\left(x^{k-1}\right)
$$

where $(\cdot)_{k}$ denotes the Pochhammer symbol defined by $(\lambda)_{k}=\frac{(\lambda+k-1)!}{(\lambda-1)!}$.
This process can be generalized to higher order differential equations of the form,

$$
\sum_{\lambda=0}^{N} a^{\lambda}(x) \frac{d^{\lambda} u(x)}{d x^{\lambda}}=\tilde{f}(x), \quad x \in[-1,1]
$$

with some $N \in \mathbb{N}$ number of general boundary conditions

$$
\mathcal{B} \mathbf{u}=\mathbf{c}
$$

As the first order differentiation resulted in a linear combination $C^{(1)}$ functions, similarly, higher order differentiation results in higher order ultraspherical polynomials. We begin by considering the solution of the higher order ODE as $u(x)=\sum_{k=0}^{\infty} u_{k} T_{k}(x)$.

As for $\lambda \geqslant 1$,

$$
\frac{d C_{k}^{(\lambda)}}{d x}= \begin{cases}2 \lambda C_{k-1}^{(\lambda+1)}, & k \geqslant 1  \tag{6.1.3}\\ 0, & k=0\end{cases}
$$

Then for $\lambda \in \mathbb{N}$,

$$
\frac{d^{\lambda} u(x)}{d x^{\lambda}}=2^{\lambda-1}(\lambda-1)!\sum_{k=\lambda}^{\infty} k u_{k} C_{k-\lambda}^{(\lambda)}(x)
$$

In matrix form, the coefficients are given as $\mathcal{D}_{\lambda} \mathbf{u}$. Thus, the $\lambda$-order differentiation operator for the Chebyshev series of the first kind is given as

$$
\mathcal{D}_{\lambda}=2^{\lambda-1}(\lambda-1)!\left[\begin{array}{lllllll}
0 & \ldots & 0 & \lambda & & & \\
& & & & \lambda+1 & & \\
& & & & & \lambda+2 & \\
& & & & & & \ddots
\end{array}\right]
$$

where the first $\lambda$ entries in the first row of $\mathcal{D}_{\lambda}$ are zero. A conversion relationship between $C^{(\lambda)}$ and $C^{(\lambda+1)}$ for $\lambda \in \mathbb{N}$ is given as,

$$
C_{k}^{(\lambda)}= \begin{cases}\frac{\lambda}{\lambda+k}\left(C_{k}^{(\lambda+1)}-C_{k-2}^{(\lambda+1)}\right), & k \geqslant 2 \\ \frac{\lambda}{\lambda+1} C_{1}^{(\lambda+1)}, & k=1 \\ C_{0}^{(\lambda+1)}, & k=0\end{cases}
$$

Then, the conversion operator that converts the coefficients of $C^{(\lambda)}$ polynomials to $C^{(\lambda+1)}$ is denoted by $\mathcal{S}_{\lambda}$ and is given as

$$
\mathcal{S}_{\lambda}=\left[\begin{array}{cccccc}
1 & & -\frac{\lambda}{\lambda+2} & & &  \tag{6.1.4}\\
& \frac{\lambda}{\lambda+1} & & -\frac{\lambda}{\lambda+3} & & \\
& & \frac{\lambda}{\lambda+2} & & -\frac{\lambda}{\lambda+4} & \\
& & & \ddots & & \ddots
\end{array}\right]
$$

For $a(x)=\sum_{j=0}^{\infty} a_{j} C_{j}^{(\lambda)}(x)$ and $u^{(\lambda)}(x)=\sum_{j=0}^{\infty} a_{j} C_{j}^{(\lambda)}(x)$,

$$
a(x) u^{(\lambda)}(x)=\sum_{j=0}^{\infty}\left(\sum_{k=0}^{\infty} \sum_{s=\max (0, k-j)}^{k} a_{2 s+j-k} c_{s}^{\lambda}(k, 2 s+j-k) u_{k}\right) C_{j}^{(\lambda)}(x),
$$

where

$$
c_{s}^{\lambda}(j, k)=\frac{j+k+\lambda-2 s}{j+k+\lambda-s} \frac{(\lambda)_{s}(\lambda)_{j-s}(\lambda)_{k-s}}{s!(j-s)!(k-s)!} \frac{(2 \lambda)_{j+k-s}}{(\lambda)_{j+k-s}} \frac{(j+k-2 s)!}{(2 \lambda)_{j+k-2 s}} .
$$

Thus the multiplication operator for the product of $C^{(\lambda)}$ series is given as

$$
\mathcal{M}_{\lambda}[a]_{j, k}=\sum_{s=\max (0, k-j)}^{k} a_{2 s+j-k} c_{s}^{\lambda}(k, 2 s+j-k) u_{k}
$$

The differential operator can be represented as

$$
\mathcal{L}:=\mathcal{M}_{N}\left[a^{N}\right] \mathcal{D}_{N}+\sum_{\lambda=1}^{N-1} \mathcal{S}_{N-1} \ldots \mathcal{S}_{\lambda} \mathcal{M}_{\lambda}\left[a^{\lambda}\right] \mathcal{D}_{\lambda}+\mathcal{S}_{N-1} \ldots \mathcal{S}_{0} \mathcal{M}_{0}\left[a^{0}\right]
$$

This system is expressed in terms of coefficients of $C^{(N)}$ series, thus the coefficients of the Chebyshev series of $f$ must be converted. The discrete form of the concerned higher order problem can be written as

$$
A_{n} \mathbf{u}=\left[\begin{array}{c}
\mathcal{B} \mathcal{P}_{n}^{T} \\
\mathcal{P}_{n-K} \mathcal{L} \mathcal{P}_{n}^{T}
\end{array}\right]\left[\begin{array}{c}
u_{0} \\
u_{1} \\
\vdots \\
u_{n-1}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{c} \\
\mathcal{P}_{n-K} \mathcal{S}_{N-1} \ldots \mathcal{S}_{0} \mathbf{f}
\end{array}\right]
$$

yielding the approximate solution of the problem: $\sum_{k=0}^{n-1} u_{k} T_{k}(x)$.

### 6.2 Some linear ODEs

In [74, p. 479], the following right-preconditioner was defined for a discrete linear ODE of order $d \geqslant 1$ with the leading coefficient $a_{d}(x)=1$,

$$
\mathfrak{R}=\frac{1}{2^{d-1}(d-1)!} \operatorname{diag}(\overbrace{1, \ldots, 1 \text { times }}^{d}, \frac{1}{d}, \frac{1}{d+1}, \ldots) .
$$

The space $\ell_{\lambda}^{2} \subset \mathbb{C}^{\infty}$ is defined as the Hilbert space with norm

$$
\|\mathbf{u}\|_{\ell_{\lambda}^{2}}=\sqrt{\sum_{k=0}^{\infty}\left|u_{k}\right|^{2}(k+1)^{2 \lambda}}<\infty,
$$

where $\lambda=D-1, D, \ldots$, so that $D=1$ for Dirichlet boundary conditions, and each additional derivative used in the boundary condition will increase $D$ by one. In [74, p. 480], the condition number of a discrete linear ODE right-preconditioned by $\mathfrak{R}_{n}=\mathcal{P}_{n} \mathfrak{R} \mathcal{P}_{n}^{T}$, that is, $A_{n} R_{n}$ is $\mathcal{O}(1)$. Out of curiosity, in this section we derive the spectral and 2-norm condition number of discrete linear ODEs obtained by applying the ultraspherical spectral method.

### 6.2.1 First order

Let us first consider solving the most basic problem, that is, first order problem by using the US method, given as follows

$$
\begin{align*}
u^{\prime}(x) & =f(x), \quad x \in(-1,1)  \tag{6.2.1}\\
u(-1) & =0
\end{align*}
$$

Let $u(x)=\sum_{k=0}^{N} u_{k} T_{k}(x)$, then the boundary condition stated above implies

$$
\begin{equation*}
\sum_{k=0}^{N} u_{k} T_{k}(-1)=\sum_{k=0}^{N} u_{k}(-1)^{k}=0 \tag{6.2.2}
\end{equation*}
$$

Recall (6.1.2), then (6.2.1) gives,

$$
\begin{aligned}
\sum_{k=0}^{N} u_{k} T_{k}^{\prime}(x) & =\tilde{f}(x)=\sum_{k=0}^{N-1} f_{k} C_{k}^{(1)}(x) \\
\sum_{k=1}^{N} k u_{k} C_{k-1}^{(1)}(x) & =\sum_{k=0}^{N-1} f_{k} C_{k}^{(1)}(x) \\
\sum_{k=0}^{N-1}(k+1) u_{k+1} C_{k}^{(1)}(x) & =\sum_{k=0}^{N-1} f_{k} C_{k}^{(1)}(x) .
\end{aligned}
$$

Comparing the coefficients of $C_{k}^{(1)}(x)$ gives $(k+1) u_{k+1}=f_{k}$, for $0 \leqslant k \leqslant N-1$, which along with 6.2.2 gives the following linear system,

$$
\left[\begin{array}{cccccc}
1 & -1 & 1 & -1 & \ldots & (-1)^{N}  \tag{6.2.3}\\
& 1 & & & & \\
& & 2 & & & \\
& & & 3 & & \\
& & & \ddots & \\
& & & & N
\end{array}\right]_{(N+1) \times(N+1)}\left[\begin{array}{c}
u_{0} \\
u_{1} \\
u_{2} \\
u_{3} \\
\vdots \\
u_{N}
\end{array}\right]_{(N+1) \times 1}=\left[\begin{array}{c}
0 \\
f_{0} \\
f_{1} \\
f_{2} \\
\vdots \\
f_{N-1}
\end{array}\right]_{(N+1) \times 1}
$$

written as $\mathcal{A}_{1} u_{h}=f_{h}$, with $\mathcal{A}_{1} \in \mathbb{R}^{(N+1) \times(N+1)}$ defined as the coefficient matrix of the above system. Now, we derive a condition number estimate for this system.

Theorem 6.2.1. For $N \geqslant 4$, let $\mathcal{A}_{1}$ be defined by (6.2.3). Then, $\kappa_{s p}\left(\mathcal{A}_{1}\right) \leqslant c N$ and $\kappa\left(\mathcal{A}_{1}\right) \leqslant c N$.

Proof. Note that $\mathcal{A}_{1}$ is an upper triangular matrix, therefore its eigenvalues are its
diagonal entries. Clearly, $\lambda_{\min }\left(\mathcal{A}_{1}\right)=1$ and $\lambda_{\max }\left(\mathcal{A}_{1}\right)=N$, thus

$$
\kappa_{s p}\left(\mathcal{A}_{1}\right)=\frac{\lambda_{\max }\left(A_{1}\right)}{\lambda_{\min }\left(A_{1}\right)}=\frac{N}{1}=N .
$$

For deriving the 2-norm condition number estimate, note that the first row of $\mathcal{A}_{1}$ gives $\left\|\mathcal{A}_{1}\right\|_{\infty}=(N+1)$. Also, $\left\|\mathcal{A}_{1}\right\|_{1}=(N+1)$, is achieved by the $(N+1)$ st column of $\mathcal{A}_{1}$ Thus,

$$
\begin{equation*}
\left\|\mathcal{A}_{1}\right\| \leqslant \sqrt{\left\|\mathcal{A}_{1}\right\|_{1}\left\|\mathcal{A}_{1}\right\|_{\infty}}=(N+1) \leqslant c N . \tag{6.2.4}
\end{equation*}
$$

It is easily derived that the inverse of $\mathcal{A}$ is the following matrix.

$$
\mathcal{A}_{1}^{-1}=\left[\begin{array}{llllll}
1 & 1 & -2^{-1} & 3^{-1} & \ldots & (-1)^{N-1} N^{-1} \\
& 1 & & & & \\
& & 2^{-1} & & & \\
& & & 3^{-1} & & \\
& & & & \ddots & \\
& & & & & N^{-1}
\end{array}\right]_{(N+1) \times(N+1)}=:\left[\begin{array}{l|l}
1 & B_{1_{1 \times N}} \\
& \\
& \\
& \\
D_{1_{N \times N}}
\end{array}\right] .
$$

In order to estimate $\sigma_{\max }\left(\mathcal{A}_{1}\right)$, let us consider the gram matrix of $\mathcal{A}_{1}^{-1}$,

$$
\begin{aligned}
\mathfrak{S}_{1} & :=\mathcal{A}_{1}^{-T} \mathcal{A}_{1}^{-1} \\
& =\left[\begin{array}{cc}
1 & \\
B_{1}^{T} & D_{1}
\end{array}\right]\left[\begin{array}{ll}
1 & B_{1} \\
& D_{1}
\end{array}\right] \\
& =\left[\begin{array}{c}
1 \\
B_{1}^{T}
\end{array}\right]\left[\begin{array}{ll}
1 & B_{1}
\end{array}\right]+\left[\begin{array}{ll}
0 & \\
& D_{1}^{2}
\end{array}\right] \\
& =: C_{1}^{T} C_{1}+\mathfrak{D}_{1} .
\end{aligned}
$$

Thus, $\mathfrak{S}_{1}$ is the sum of two symmetric matrices given above. Since Lemma 5.3.4 im-
plies that the non-zero eigenvalues of $C_{1}^{T} C_{1}$ and $C_{1} C_{1}^{T}$ are equal, we get the following result.

$$
\begin{aligned}
C_{1} C_{1}^{T} & =1+B_{1} B_{1}^{T} \\
& =1+\left(1+2^{-2}+3^{-2}+\ldots+N^{-2}\right) \\
& \leqslant 1+\sum_{i=1}^{\infty} i^{-2} \\
& =1+\frac{\pi^{2}}{6} .
\end{aligned}
$$

Thus, $\lambda_{\max }\left(C_{1}^{T} C_{1}\right)=\lambda_{\max }\left(C_{1} C_{1}^{T}\right) \leqslant 1+\frac{\pi^{2}}{6}$, leading to the following.

$$
\begin{aligned}
\lambda_{\max }\left(\mathfrak{S}_{1}\right) & \leqslant \lambda_{\max }\left(C_{1}^{T} C_{1}\right)+\lambda_{\max }\left(\mathfrak{D}_{1}\right) \\
& \leqslant 1+\frac{\pi^{2}}{6}+\lambda_{\max }\left(D_{1}\right)^{2} \\
& =1+\frac{\pi^{2}}{6}+1=2+\frac{\pi^{2}}{6} .
\end{aligned}
$$

Finally, $\left\|\mathcal{A}_{1}^{-1}\right\|=\sqrt{\lambda_{\max }\left(\mathfrak{S}_{1}\right)} \leqslant \sqrt{2+\frac{\pi^{2}}{6}}=c$, which along with (6.2.4) gives $\kappa\left(\mathcal{A}_{1}\right)=$ $\left\|\mathcal{A}_{1}\right\|\left\|\mathcal{A}_{1}^{-1}\right\| \leqslant c N$.

This method depicts spectral convergence, as seen in Figure 6.2a. The schemes derived in this chapter are implemented on juliáa. We take $f$ so that the exact solution is given by

$$
\begin{equation*}
u(x)=\sin (\pi x) \tag{6.2.5}
\end{equation*}
$$

which satisfies the boundary condition. Moreover, he singular value estimates for $\mathcal{A}_{1}$ are sharp as seen in Figures 6.1a and 6.1b.

Now, consider the same first order $O D E$, with another boundary condition, defined as follows.

$$
\begin{align*}
u^{\prime}(x) & =f(x), \quad x \in(-1,1)  \tag{6.2.6}\\
u(1) & =0 .
\end{align*}
$$


(a) Maximum singular value.

(b) Minimum singular value.

Figure 6.1: The first order ODE with boundary condition $u(-1)=0$.

Consider the approximate solution as $\tilde{u}(x)=\sum_{k=0}^{N} u_{k} T_{k}(x)$, then the boundary condition stated above implies

$$
\begin{equation*}
\sum_{k=0}^{N} u_{k} T_{k}(1)=\sum_{k=0}^{N} u_{k}=0 \tag{6.2.7}
\end{equation*}
$$

On following the same procedure as before for (6.2.1), the following linear system is obtained by using $(k+1) u_{k+1}=f_{k}$, for $0 \leqslant k \leqslant N+1$,

$$
\left[\begin{array}{cccccc}
1 & 1 & 1 & 1 & \ldots & 1  \tag{6.2.8}\\
& 1 & & & & \\
& & 2 & & & \\
& & & 3 & & \\
& & & & \ddots & \\
& & & & & N
\end{array}\right]_{(N+1) \times(N+1)}\left[\begin{array}{c}
u_{0} \\
u_{1} \\
u_{2} \\
u_{3} \\
\vdots \\
u_{N}
\end{array}\right]=\left[\begin{array}{c}
0 \\
f_{0} \\
f_{1} \\
f_{2} \\
\vdots \\
f_{N-1}
\end{array}\right],
$$

which we write as $\mathfrak{A}_{1} u_{h}=f_{h}$, where $\mathfrak{A}_{1} \in \mathbb{R}^{(N+1) \times(N+1)}$ is the coefficient matrix of the above system.

Theorem 6.2.2. For $N \geqslant 4$, let $\mathfrak{A}_{1}$ be defined by 6.2.8. Then, $\kappa_{\text {sp }}\left(\mathfrak{A}_{1}\right) \leqslant c N$ and
$\kappa\left(\mathfrak{A}_{1}\right) \leqslant c N$.
Proof. Since $\mathfrak{A}_{1}$ is an upper triangular matrix,

$$
\kappa_{s p}\left(\mathfrak{A}_{1}\right)=\frac{\lambda_{\max }\left(\mathfrak{A}_{1}\right)}{\lambda_{\min }\left(\mathfrak{A}_{1}\right)}=\frac{N}{1}=N .
$$

On following the proof of Theorem 6.2.1, $\left\|\mathfrak{A}_{1}\right\| \leqslant c N$. Also, it is easy to see that

$$
\mathfrak{A}_{1}^{-1}=\left[\begin{array}{cccccc}
1 & -1 & -2^{-1} & -3^{-1} & \ldots & -N^{-1} \\
& 1 & & & & \\
& & 2^{-1} & & & \\
& & & 3^{-1} & & \\
& & & & \ddots & \\
& & & & & N^{-1}
\end{array}\right]_{(N+1) \times(N+1)}
$$

Thus, following the same procedure as before, $\left\|\mathfrak{A}_{1}^{-1}\right\| \leqslant \sqrt{2+\frac{\pi^{2}}{6}}$. Thus,

$$
\kappa\left(\mathfrak{A}_{1}\right)=\left\|\mathfrak{A}_{1}\right\|\left\|\mathfrak{A}_{1}^{-1}\right\| \leqslant c N .
$$

This method achieves spectral convergence, as seen in Figure 6.2b. We take $f$ so that the exact solution is defined by (6.2.5), which satisfies the boundary condition. The singular value estimates for $\mathcal{A}_{1}$ are sharp as seen in Figures 6.3a and 6.3b,

### 6.2.2 Poisson problem

In this section, we consider the one-dimensional Poisson problem:

$$
\begin{aligned}
-u^{\prime \prime}(x) & =f(x), \quad x \in(-1,1) \\
u( \pm 1) & =0
\end{aligned}
$$



Figure 6.2: Convergence of the US method for the first order ODE.


Figure 6.3: The first order ODE with boundary condition $u(1)=0$.

Consider the approximate solution $\sum_{k=0}^{N} u_{k} T_{k}(x)$, the boundary condition $u(-1)=0$, gives

$$
\begin{equation*}
\sum_{k=0}^{N} u_{k} T_{k}(-1)=\sum_{k=0}^{N} u_{k}(-1)^{k}=0 \tag{6.2.9}
\end{equation*}
$$

Also, the boundary condition $u(1)=0$ gives,

$$
\begin{equation*}
\sum_{k=0}^{N} u_{k} T_{k}(1)=\sum_{k=0}^{N} u_{k}=0 \tag{6.2.10}
\end{equation*}
$$

Now, we discretize the ODE, $-u^{\prime \prime}=f$ by using eqs. (6.1.2 and (6.1.3) for $\lambda=1$, as follows

$$
\begin{aligned}
-\sum_{k=0}^{N} u_{k} T_{k}^{\prime \prime}(x) & =\tilde{f}(x)=\sum_{k=0}^{N-2} f_{k} C_{k}^{(2)}(x) \\
-\sum_{k=1}^{N} k u_{k} \frac{d}{d x} C_{k-1}^{(1)}(x) & =\sum_{k=0}^{N-2} f_{k} C_{k}^{(2)}(x) \\
-\sum_{k=2}^{N} k u_{k} 2 C_{k-2}^{(2)}(x) & =\sum_{k=0}^{N-2} f_{k} C_{k}^{(2)}(x) \\
-\sum_{k=0}^{N-2} 2(k+2) u_{k+2} C_{k}^{(2)}(x) & =\sum_{k=0}^{N-2} f_{k} C_{k}^{(2)}(x) .
\end{aligned}
$$

Comparison of coefficients of $C_{k}^{(2)}(x)$ yields $-2(k+2) u_{k+2}=f_{k}$, for $0 \leqslant k \leqslant N-2$, giving the following linear system:

which we rewrite as $\mathcal{A}_{2} u_{h}=f_{h}$.

Theorem 6.2.3. For $N \geqslant 4$, let $\mathcal{A}_{2}$ be defined by 6.2.11). Then, $\kappa_{s p}\left(\mathcal{A}_{2}\right) \leqslant c N$ and $\kappa\left(\mathcal{A}_{2}\right) \leqslant c N$.

Proof. Note that $\mathcal{A}_{2}$ is a block upper triangular matrix, when partitioned as follows.

$$
\mathcal{A}_{2}=:\left[\begin{array}{ll}
A & B \\
& C
\end{array}\right] .
$$

Thus, eigenvalues of $\mathcal{A}_{2}$ are the eigenvalues of its diagonal blocks, that is, $\Lambda\left(\mathcal{A}_{2}\right)=$ $\Lambda(A) \cup \Lambda(C)$. By a direct calculation, $\Lambda(A)=\frac{2 \pm \sqrt{4-8}}{2}=1 \pm 1 i$ and $\Lambda(C)=$ $\{-4,-6,-8, \ldots,-2 N\}$. Therefore, $\Lambda\left(\mathcal{A}_{2}\right)=\{1 \pm i,-4,-6,-8, \ldots,-2 N\},|\lambda|_{\min }\left(\mathcal{A}_{2}\right)=$ $\sqrt{2}$ and $|\lambda|_{\max }\left(\mathcal{A}_{2}\right)=2 N$, thus $\kappa_{s p}\left(\mathcal{A}_{2}\right)=\frac{|\lambda|_{\max }\left(\mathcal{A}_{2}\right)}{|\lambda|_{\min }\left(\mathcal{A}_{2}\right)}=\frac{2 N}{\sqrt{2}}=\sqrt{2} N$.

Now, we estimate the 2 -norm condition number of $\mathcal{A}_{2}$. To this end, note that $\left\|\mathcal{A}_{2}\right\|_{\infty}=2 N$ and $\left\|\mathcal{A}_{2}\right\|_{1}=2 N+2$, which are achieved by $(N+1)$ st row and column, respectively. Thus, $\left\|\mathcal{A}_{2}\right\|_{2} \leqslant \sqrt{\left\|\mathcal{A}_{2}\right\|_{1}\left\|\mathcal{A}_{2}\right\|_{\infty}}=\sqrt{4 N(N+1)} \leqslant c N$.

In order to estimate the minimum singular value of $\mathcal{A}_{2}$, we calculate $\mathcal{A}_{2}^{-1}$. It is straightforward to see that for an even $N \geqslant 4$,
and for an odd $N \geqslant 4$,

$$
\mathcal{A}_{2}^{-1}=\left[\begin{array}{cc|ccccc}
0.5 & 0.5 & 4^{-1} & & 8^{-1} & \ldots & (2 N-2)^{-1} \\
-0.5 & 0.5 & & 6^{-1} & \ldots & & (2 N)^{-1} \\
\hline & & -4^{-1} & & & & \\
& & & & & & \\
& & & & & & \\
& & & & 8^{-1} & & \\
& & & & \ddots & \\
& & & & & -(2 N)^{-1}
\end{array}\right]_{(N+1) \times(N+1)}
$$

For any $N \geqslant 4$, let

$$
\mathcal{A}_{2}^{-1}:=\left[\begin{array}{c|c}
E_{2 \times 2} & F_{2 \times n-1} \\
\hline & G_{n-1 \times n-1}
\end{array}\right],
$$

then its corresponding gram matrix is denoted by $\mathfrak{S}_{2}$ and is simplified as follows.

$$
\mathfrak{S}_{2}:=\mathcal{A}_{2}^{-T} \mathcal{A}_{2}^{-1}=\left[\begin{array}{l}
E^{T} \\
F^{T}
\end{array}\right]\left[\begin{array}{ll}
E & F
\end{array}\right]+\left[\begin{array}{ll}
0 & \\
& G^{2}
\end{array}\right]=: H^{T} H+\mathfrak{G} .
$$

Thus $\mathfrak{S}_{2}$ is the sum of two symmetric matrices defined by the above equation. Now, the non-zero eigenvalues of $H^{T} H$ and $H H^{T}$ are equal, so we analyze $H H^{T}=E E^{T}+$ $F F^{T}$, which is facilitated by first calculating the spectrum of $E E^{T}$ and $F F^{T}$. Since

$$
E E^{T}=\left[\begin{array}{cc}
0.5 & 0 \\
0 & 0.5
\end{array}\right]
$$

hence $\Lambda\left(E E^{T}\right)=\{0.5\}$, and it remains to estimate the spectrum of $F F^{T}$. For an even $N \geqslant 4$,

$$
\begin{aligned}
& F F^{T}=\left[\begin{array}{ccccc}
4^{-1} & 8^{-1} & & \ldots & \\
& 6^{-1} & & 10^{-1} & \ldots \\
& & (2 N-2)^{-1} & (2 N)^{-1}
\end{array}\right]\left[\begin{array}{cc}
4^{-1} & \\
& \\
8^{-1} & \\
& \\
& \\
& \\
& \\
(2 N)^{-1} & \\
& \\
\sum_{i=1}^{\frac{N}{2}}(4 i)^{-2} & \\
& \\
\sum_{i=1}^{\frac{N}{2}-1}(2 N-2)^{-1}
\end{array}\right] \\
&
\end{aligned}
$$

Thus, for an even $N \geqslant 4, \Lambda\left(F F^{T}\right)=\left\{\sum_{i=1}^{\frac{N}{2}}(4 i)^{-2}, \sum_{i=1}^{\frac{N}{2}-1}(2(2 i+1))^{-2}\right\}$, whereas for an odd $N \geqslant 4$,

$$
F F^{T}=\left[\begin{array}{cc}
\sum_{i=1}^{\frac{N-1}{2}}(4 i)^{-2} & \\
& \sum_{i=1}^{\frac{N-1}{2}}(2(2 i+1))^{-2}
\end{array}\right] .
$$

Thus, for an odd $N \geqslant 4, \Lambda\left(F F^{T}\right)=\left\{\sum_{i=1}^{\frac{N-1}{2}}(4 i)^{-2}, \sum_{i=1}^{\frac{N-1}{2}}(2(2 i+1))^{-2}\right\}$. Note that for both case of even and odd $N \geqslant 4$, both of the summations in the spectrum of $F F^{T}$ are less than or equal to $\sum_{i=1}^{\infty} i^{-2}=\frac{\pi^{2}}{6}$, we get that $\lambda_{\max }\left(F F^{T}\right) \leqslant \frac{\pi^{2}}{6}$, for all $N \geqslant 4$. Therefore,

$$
\begin{aligned}
\lambda_{\max }\left(\mathfrak{S}_{2}\right) & \leqslant \lambda_{\max }\left(H^{T} H\right)+\lambda_{\max }(\mathfrak{G}) \\
& =\lambda_{\max }\left(H H^{T}\right)+\lambda_{\max }\left(G^{2}\right) \\
& \leqslant \lambda_{\max }\left(E E^{T}\right)+\lambda_{\max }\left(F F^{T}\right)+4^{-2} \\
& \leqslant 0.5+\frac{\pi^{2}}{6}+4^{-2}=\frac{\pi^{2}}{6}+\frac{9}{16} .
\end{aligned}
$$

Since $\left\|\mathcal{A}_{2}^{-1}\right\|=\sqrt{\lambda_{\max }\left(\mathfrak{S}_{2}\right)} \leqslant \sqrt{\frac{\pi^{2}}{6}+\frac{9}{16}}=c$. Thus, $\kappa\left(\mathcal{A}_{2}\right)=\left\|\mathcal{A}_{2}\right\|\left\|\mathcal{A}_{2}^{-1}\right\| \leqslant c N$.
The spectral convergence of this method is evident in Figure 6.4 whereas the sharpness of the bounds is portrayed by Figures 6.5 a and 6.5 b . For its numerical implementation on julià, we take $f$ so that the exact solution is defined by 6.2.5), which satisfies the boundary condition.

### 6.2.3 Biharmonic problem

Finally, we consider the biharmonic problem:

$$
\frac{d^{4} u}{d x^{4}}=f, \quad x \in(-1,1)
$$



Figure 6.4: Spectral convergence of Poisson problem in one-dimension.


Figure 6.5: The Poisson problem in one-dimension

$$
\begin{gathered}
u( \pm 1)=0 \\
u^{\prime}( \pm 1)=a \in \mathbb{R}
\end{gathered}
$$

Consider the discrete solution: $\tilde{u}(x)=\sum_{k=0}^{N} u_{k} T_{k}(x)$,. The boundary conditions $u( \pm 1)=0$ yield the following two equations,

$$
\sum_{k=0}^{N} u_{k}( \pm 1)^{k}=0
$$

For $k \geqslant 1, T_{k}^{\prime}( \pm 1)=k C_{k-1}^{(1)}( \pm 1)=k \cdot( \pm 1)^{k-1}(k-1+1)=k^{2}( \pm 1)^{k+1}$, thus the boundary conditions $u^{\prime}( \pm 1)=a$ give the following two equations,

$$
\begin{aligned}
& \sum_{k=1}^{N} u_{k}( \pm 1)^{k+1} k^{2}=a . \\
& \text { As } \sum_{k=0}^{N} u_{k} \frac{d^{4} T_{k}(x)}{d x^{4}}=\tilde{f}(x)=\sum_{k=0}^{N-4} f_{k} C_{k}^{(4)}(x), \\
& \sum_{k=1}^{N} k u_{k} \frac{d^{3}}{d x^{3}} C_{k-1}^{(1)}(x)=\tilde{f}(x) \\
& \sum_{k=2}^{N} k u_{k} 2 \frac{d^{2} C_{k-2}^{(2)}}{d x^{2}}(x)=\tilde{f}(x) \\
& \sum_{k=3}^{N} k u_{k} 2^{2} \cdot 2 \frac{d C_{k-3}^{(3)}}{d x}(x)=\tilde{f}(x) \\
& \sum_{k=4}^{N} k u_{k} 2^{3} \cdot 2 \cdot 3 C_{k-4}^{(4)}(x)=\tilde{f}(x) \\
& \sum_{k=0}^{N-4} 2^{3} \cdot 3!(k+4) u_{k+4} C_{k}^{(4)}(x)=\sum_{k=0}^{N-4} f_{k} C_{k}^{(4)}(x) .
\end{aligned}
$$

Comparing coefficients of $C_{k}^{(4)}(x)$, yields $2^{3} \cdot 3!\cdot(k+4) u_{k+4}=f_{k}$, for $0 \leqslant k \leqslant N-4$, which leads to the following linear system
$\left[\begin{array}{cccc|cccc}1 & -1 & 1 & -1 & 1 & -1 & \ldots & (-1)^{N} \\ 1 & 1 & 1 & 1 & 1 & 1 & \ldots & 1 \\ 0 & 1 & -2^{2} & 3^{2} & -4^{2} & 5^{2} & \ldots & (-1)^{N+1} N^{2} \\ 0 & 1 & 2^{2} & 3^{2} & 4^{2} & 5^{2} & \ldots & N^{2} \\ \hline & & & 2^{3} \cdot 3!\cdot 4 & & & \\ & & 2^{3} \cdot 3!\cdot 5 & & \\ & & & \ddots & \\ & & & & 2^{3} \cdot 3!\cdot N\end{array}\right]_{(N+1) \times(N+1)}\left[\begin{array}{c}u_{0} \\ u_{1} \\ u_{2} \\ u_{3} \\ u_{4} \\ u_{5} \\ \vdots \\ u_{N}\end{array}\right]=\left[\begin{array}{c}0 \\ 0 \\ a \\ f_{0} \\ f_{1} \\ \vdots \\ f_{N-4}\end{array}\right]$,
(6.2.12)
which we rewrite as $\mathcal{A}_{4} u_{h}=f_{h}$.

Theorem 6.2.4. For $N \geqslant 4$, let $\mathcal{A}_{4}$ be defined by eq. 6.2.12). Then, $\kappa_{s p}\left(\mathcal{A}_{4}\right) \leqslant c N$ and $\kappa\left(\mathcal{A}_{4}\right) \leqslant c N^{4}$.

Proof. Note that $\mathcal{A}_{4}$ is a block upper triangular matrix, with the following partition

$$
\mathcal{A}_{4}=:\left[\begin{array}{ll}
A & B \\
& C
\end{array}\right] .
$$

A straightforward calculation gives $\Lambda(A)=\{11.5250,0.9259+1.0498 i, 0.9259-$ $1.0498 i,-6.3768\}$, thus the set of absolute value of eigenvalues of $A$ is $|\Lambda|(A)=$ $\{11.5250,1.3998,1.3998,6.3768\}$. Thus, $\Lambda\left(\mathcal{A}_{4}\right)=\left\{11.5250,0.9259 \pm 1.0498 i,-6.3768,2^{3}\right.$. $\left.3!\cdot 4, \ldots, 2^{3} \cdot 3!\cdot N\right\}$. Therefore, $|\lambda|_{\min }\left(\mathcal{A}_{4}\right)=6.3768$ and $|\lambda|_{\max }\left(\mathcal{A}_{4}\right)=2^{3} \cdot 3!\cdot N$, thus $\kappa_{s p}\left(\mathcal{A}_{4}\right)=\frac{|\lambda|_{\max }\left(\mathcal{A}_{4}\right)}{|\lambda|_{\min }\left(\mathcal{A}_{4}\right)}=\frac{2^{3} \cdot 3!\cdot N}{6.3768} \leqslant c N$.

Now, we estimate the 2 -norm condition number of $\mathcal{A}_{4}$. For estimating $\sigma_{\max }\left(\mathcal{A}_{4}\right)$, note that $\left\|\mathcal{A}_{4}\right\|_{1}=1+1+N^{2}+N^{2}+2 \cdot 3!\cdot N=2+2 N^{2}+2 \cdot 3!\cdot N \leqslant c N^{2}$, and $\left\|\mathcal{A}_{4}\right\|_{\infty}=\sum_{i=1}^{N} i^{2}=\frac{N(N+1)(2 N+1)}{6} \leqslant c N^{3}$. Therefore,

$$
\left\|\mathcal{A}_{4}\right\| \leqslant \sqrt{\left\|\mathcal{A}_{4}\right\|_{1}\left\|\mathcal{A}_{4}\right\|_{\infty}} \leqslant \sqrt{c N^{5}}=c N^{2.5} .
$$

Finally, we estimate $\sigma_{\min }\left(\mathcal{A}_{4}\right)$, by utilizing the expression for $\mathcal{A}_{4}^{-1}$, given as follows:

$$
\mathcal{A}_{4}^{-1}:=\left[\begin{array}{l|l}
E & F \\
\hline & G
\end{array}\right],
$$

where its blocks are defined as follows:

$$
E=\left[\begin{array}{cccc}
0.5 & 0.5 & 0.125 & -0.125 \\
-0.5624 & 0.5625 & -0.0625 & -0.0625 \\
0 & 0 & -0.125 & 0.125 \\
0.0625 & -00625 & 0.0625 & 0.0625
\end{array}\right]
$$

for an even $N \geqslant 4$,
$F=\left[\begin{array}{ccccccc}\frac{\left(2^{2}-1\right)}{2^{3} 3!4} & 0 & \frac{\left(3^{2}-1\right)}{2^{3} 3!6} & 0 & \cdots & 0 & \frac{\left(\frac{N}{2}\right)^{2}-1}{2^{3} 3!N} \\ 0 & \frac{1}{2^{3} 3!5}\left[\frac{5^{2}-1}{8}-1\right] & 0 & \frac{1}{2^{3} 3!7}\left[\frac{7^{2}-1}{8}-1\right] & \cdots & \frac{1}{2^{3} 3!(N-1)}\left[\frac{(N-1)^{2}-1}{8}-1\right] & 0 \\ \frac{-2^{2}}{2^{3} 3!4} & 0 & \frac{-3^{2}}{2^{3} 3!6} & 0 & \cdots & 0 & \frac{-\left(\frac{N}{2}\right)^{2}}{2^{3} 3!N} \\ 0 & \frac{5^{2}-1}{2^{3} 3!5} & 0 & \frac{7^{2}-1}{2^{3} 3!7} & \cdots & \frac{(N-1)^{2}-1}{2^{3} 3!(N-1)} & 0\end{array}\right]$,
for an odd $N \geqslant 4$,
$F=\left[\begin{array}{ccccccc}\frac{\left(2^{2}-1\right)}{2^{3} 3!4} & 0 & \frac{\left(3^{2}-1\right)}{2^{3} 3!6} & 0 & \cdots & \frac{\left\lfloor\frac{N}{2}\right\rfloor^{2}-1}{2^{3} 3!(N-1)} & 0 \\ 0 & \frac{1}{2^{3} 3!5}\left[\frac{5^{2}-1}{8}-1\right] & 0 & \frac{1}{2^{3} 3!7}\left[\frac{7^{2}-1}{8}-1\right] & \cdots & 0 & \frac{1}{2^{3} 3!N}\left[\frac{N^{2}-1}{8}-1\right] \\ \frac{-2^{2}}{2^{3} 3!4} & 0 & \frac{-3^{2}}{2^{3} 3!6} & 0 & \cdots & \frac{-\left\lfloor\frac{N}{2}\right\rfloor^{2}}{2^{3} 3!(N-1)} & 0 \\ 0 & \frac{5^{2}-1}{2^{3} 3!5} & 0 & \frac{7^{2}-1}{2^{3} 3!7} & \cdots & 0 & \frac{N^{2}-1}{2^{3} 3!N}\end{array}\right]$,
and for all $N \geqslant 4$,

$$
H=\left[\begin{array}{ccccc}
\frac{1}{2^{3} 3!4} & & & & \\
& \frac{1}{2^{3} 3!5} & & & \\
& & \frac{1}{2^{3} 3!6} & & \\
& & & \ddots & \\
& & & & \frac{1}{2^{3} 3!N}
\end{array}\right] .
$$

For any $N \geqslant 4$, denote the gram matrix of $\mathcal{A}_{4}^{-1}$ as $\mathfrak{S}_{4}$ and simplify it as follows.

$$
\mathfrak{S}_{4}:=\mathcal{A}_{4}^{-T} \mathcal{A}_{4}^{-1}=\left[\begin{array}{l}
E^{T} \\
F^{T}
\end{array}\right]\left[\begin{array}{ll}
E & F
\end{array}\right]+\left[\begin{array}{ll}
0 & \\
& G^{2}
\end{array}\right]=: H^{T} H+\mathfrak{G} .
$$

Thus, $\mathfrak{S}_{4}$ is the sum of two symmetric matrices given above. Now, non-zero eigenvalues of $H^{T} H$ and $H H^{T}$ are equal, so we analyze $H H^{T}=E E^{T}+F F^{T}$. Since $\Lambda\left(E E^{T}\right)=\{0.0060,0.0293,0.5332,0.6502\}$, thus $\lambda_{\max }\left(E E^{T}\right)=0.6502$. It remains to estimate $\lambda_{\max }\left(F F^{T}\right)$, consequently, for any $N \geqslant 4$, we define $F F^{T}$ as follows.

$$
F F^{T}=\mathfrak{D}+\mathfrak{A},
$$

where

$$
\mathfrak{D}=\frac{1}{\left(2^{3} 3!\right)^{2}}\left[\begin{array}{cccc}
\sum_{i=2}^{\left\lfloor\frac{N}{2}\right\rfloor}\left(\frac{i^{2}-1}{2 i}\right)^{2} & 0 & 0 & 0 \\
0 & \sum_{i=2}^{\left\lfloor\frac{N-1}{2}\right\rfloor}\left(\frac{\frac{(2 i+1)^{2}-1}{8}-1}{2 i+1}\right)^{2} & 0 & 0 \\
0 & 0 & \sum_{i=2}^{\left\lfloor\frac{N}{2}\right\rfloor \frac{i^{4}}{(2 i)^{2}}} & 0 \\
0 & 0 & 0 & \sum_{i=2}^{\left\lfloor\frac{N-1}{2}\right\rfloor} \frac{\left((2 i+1)^{2}-1\right)^{2}}{64(2 i+1)^{2}}
\end{array}\right]
$$

and,

$$
\mathfrak{A}=\left[\begin{array}{cc}
O & \mathfrak{F} \\
\mathfrak{F}^{T} & O
\end{array}\right] .
$$

Furthermore, the expression for $\mathfrak{F}$ for any $N \geqslant 4$ is given as

$$
\mathfrak{F}=\frac{1}{\left(2^{3} 3!\right)^{2}}\left[\begin{array}{cc}
-\sum_{i=2}^{\left\lfloor\frac{N}{2}\right\rfloor} \frac{i^{2}\left(i^{2}-1\right)}{(2 i)^{2}} & 0 \\
0 & \sum_{i=2}^{\left\lfloor\frac{N-1}{2}\right\rfloor} \frac{\frac{(2 i+1)^{2}-1}{8}\left(\frac{(2 i+1)^{2}-1}{8}-1\right)}{(2 i+1)^{2}}
\end{array}\right]
$$

Since $\mathfrak{D}$ and $\mathfrak{A}$ are symmetric,

$$
\lambda_{\max }\left(F F^{T}\right) \leqslant \lambda_{\max }(\mathfrak{D})+\lambda_{\max }(\mathfrak{A}) .
$$

Note that $\mathfrak{D}$ is a diagonal matrix and its eigenvalues are bounded above by $\sum_{i=1}^{N} i^{2} \leqslant$ $c N^{3}$, thus $\lambda_{\max }(\mathfrak{D}) \leqslant c N^{3}$.

Note that the maximum eigenvalue of $\mathfrak{A}$ is $\sigma_{\max }(\mathfrak{F})$. As $\mathfrak{F}$ is diagonal, its singular values are its absolute diagonal entries, which are bounded above by $\sum_{i=1}^{N} i^{2} \leqslant c N^{3}$, thus $\lambda_{\max }(\mathfrak{A}) \leqslant c N^{3}$. Hence, $\lambda_{\max }\left(F F^{T}\right) \leqslant c N^{3}$, giving

$$
\begin{aligned}
\lambda_{\max }\left(\mathfrak{S}_{4}\right) & \leqslant \lambda_{\max }\left(H^{T} H\right)+\lambda_{\max }(\mathfrak{G}) \\
& =\lambda_{\max }\left(H H^{T}\right)+\lambda_{\max }\left(G^{2}\right) \\
& \leqslant \lambda_{\max }\left(E E^{T}\right)+\lambda_{\max }\left(F F^{T}\right)+\left(2^{3} 3!4\right)^{-2} \\
& \leqslant 0.6502+c N^{3}+\left(2^{3} 3!4\right)^{-2} .
\end{aligned}
$$

Now, $\left\|\mathcal{A}_{4}^{-1}\right\|=\sqrt{\lambda_{\max }\left(\mathfrak{S}_{2}\right)} \leqslant \sqrt{c N^{3}}=c N^{1.5}$. Thus,

$$
\kappa\left(\mathcal{A}_{4}\right)=\left\|\mathcal{A}_{4}\right\|\left\|\mathcal{A}_{4}^{-1}\right\| \leqslant c N^{2.5} N^{1.5}=c N^{4} .
$$

The spectral convergence of this method is shown in Figure 6.6. We take $f$ so that the exact solution is defined by (6.2.5), which satisfies the boundary condition. The bounds on the singular values of $\mathcal{A}_{4}$ are evident from Figures 6.7a and 6.7b.

### 6.3 Time-dependent PDEs

In this section, we extend the ultraspherical spectral method to unsteady problems. In order to analyze the linear systems arising from unsteady problems, the following


Figure 6.6: Convergence of the US method for the biharmonic equation in onedimension.


Figure 6.7: The Biharmonic problem in one-dimension.
results will be required.

Lemma 6.3.1. Let $U, V \in \mathbb{R}^{n \times n}$ and $W \in \mathbb{R}^{m \times m}$ be diagonalizable, then $\Lambda\left(I_{m} \otimes U+\right.$ $W \otimes V)=\bigcup_{k=1}^{m} \Lambda\left(U+\lambda_{k} V\right)$, where $\lambda_{i} \in \Lambda(W)$ for $1 \leqslant k \leqslant m$.

Proof. Let $A=I_{m} \otimes U+W \otimes V$ and $W=X \mathcal{D} X^{-1}$, where $\mathcal{D}$ is diagonal. Then,

$$
A=\left(X \otimes I_{n}\right)\left(I_{m} \otimes U+\mathcal{D} \otimes V\right)\left(X \otimes I_{n}\right)^{-1}
$$

therefore $\Lambda(A)=\Lambda\left(I_{m} \otimes U+\mathcal{D} \otimes V\right)$. Note that the eigenvectors of $I_{m} \otimes U+\mathcal{D} \otimes V$
have the form $e_{i} \otimes x$, where $e_{i}$ are elementary basis vectors of $\mathbb{R}^{m}$ and $x \in \mathbb{R}^{n}$. Then

$$
\left(I_{m} \otimes U+\mathcal{D} \otimes V\right)\left(e_{i} \otimes x\right)=e_{i} \otimes\left(\left(U+\lambda_{i} V\right) x\right)
$$

hence the result.

The above lemma is a result which is often used in practice. The following result was a conjecture for many decades, until it was proved in 67].

Lemma 6.3.2 (See [67]). Let $N \geqslant 1$. Then the real part of every eigenvalue of the pseudospectral Chebyshev derivative matrix [ $D$ ] is larger than some positive constant independent of $N$.

### 6.3.1 Heat equation

Consider the linear heat equation,

$$
\begin{equation*}
u_{t}-u_{x x}=f(x, t) \text { on }(-1,1)^{2}, \tag{6.3.1}
\end{equation*}
$$

with boundary conditions $u( \pm 1, t)=0$ and initial condition $u(x,-1)=u_{0}(x)$. We seek a numerical solution, a polynomial of degree $N$, at $t=1$.

In [30], the authors presented a simpler way of discretizing the Poisson problem to avoid boundary bordering to implement homogeneous boundary conditions at the end points $x= \pm 1$. They are hard-coded by including a factor of $\left(1-x^{2}\right)$ in the basis. Furthermore, the ultraspherical polynomials, say $\phi_{j}(x)$, are carefully chosen so that the following expression can be expressed in terms of $\phi_{j}(x)$.

$$
\frac{d^{2}}{d x^{2}}\left(\left(1-x^{2}\right) \phi_{j}(x)\right)=\left(1-x^{2}\right) \phi_{j}^{\prime \prime}(x)-4 x \phi_{j}^{\prime}(x)-2 \phi_{j}(x)
$$

In [72, Chap. 18], it is given that the normalized ultraspherical polynomial, denoted
by $\widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)=\sqrt{\frac{\left(j+\frac{3}{2}\right)}{(j+1)(j+2)}} C_{j}^{\left(\frac{3}{2}\right)}(x)$, of degree $j \geqslant 0$, satisfies the second-order differential equation, see [72, Table 18.8.1]

$$
\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)^{\prime \prime}}(x)-4 x \widetilde{C}_{j}^{\left(\frac{3}{2}\right)^{\prime}}(x)+j(j+3) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)=0, \quad x \in[-1,1] .
$$

In particular, this means that $\widetilde{C}^{\left(\frac{3}{2}\right)}(x)$ is an eigenfunction of the differential operator

$$
\frac{d^{2}}{d x^{2}}\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)\right)=-(j(j+3)+2) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x), \quad j \geqslant 0
$$

Thus, the appropriate choice is $\phi_{j}=\widetilde{C}_{j}^{\left(\frac{3}{2}\right)}$. Note that [72, (18.9.8)] for $\lambda=\frac{1}{2}$ implies that $\widetilde{C}_{n}^{\left(\frac{3}{2}\right)}(x)$ is a scalar multiple of the recombined Legendre basis $L_{j}-L_{j+2}$. Therefore, the derivative matrix is a diagonal matrix with entries, $\mathfrak{D}_{j, j}=-(j(j+$ $3)+2$ ). We denote $\mathfrak{D}=-\mathcal{D}$ and prove the following result.

Lemma 6.3.3. For $N \geqslant 4, \lambda_{\max }(\mathfrak{D}) \leqslant c N^{2}$ and $\lambda_{\min }(\mathfrak{D}) \geqslant c$.
Proof. Since $\mathfrak{D}$ is a diagonal matrix of size $(N+1) \times(N+1)$,

$$
\begin{aligned}
\lambda_{\max }(\mathfrak{D}) & \left.=\max _{0 \leqslant j \leqslant N}(j(j+3)+2)\right) \leqslant c N^{2} \\
\lambda_{\min }(\mathfrak{D}) & \left.=\min _{0 \leqslant j \leqslant N}(j(j+3)+2)\right) \geqslant c .
\end{aligned}
$$

Define $M$ to be the matrix that represents multiplication by $\left(1-x^{2}\right)$ in the $C^{\left(\frac{3}{2}\right)}$ basis. Since the recurrence relation for the unnormalized ultraspherical polynomials, $C^{\left(\frac{3}{2}\right)}$, is given by [72, (18.9.7) \& (18.9.8)],

$$
\begin{aligned}
&\left(1-x^{2}\right) C_{j}^{\left(\frac{3}{2}\right)}(x)=-(2 j+1)(2 j+3)(2 j+5)(2 j+1) C_{j+2}^{\left(\frac{3}{2}\right)}(x) \\
&-2(2 j+3) C_{j}^{\left.\left(\frac{3}{2}\right)\right)}(x)+(2 j+5) C_{j-2}^{\left(\frac{3}{2}\right)}(x) .
\end{aligned}
$$

Thus, $M$ is symmetric with non-zero main diagonals and 2 and -2 diagonals, defined as follows.

$$
M_{j, k}= \begin{cases}\frac{2(j+1)(j+2)}{(2 j+1)(2 j+5)}, & k=j  \tag{6.3.2}\\ \frac{-1}{(2 j+3)(2 j+5)} \sqrt{\frac{(j+4)!(2 j+3)}{j!(2 j+7)}}, & k=j+2\end{cases}
$$

We prove the following bounds on the spectrum of $M \in \mathbb{R}^{(N+1) \times(N+1)}$, which were observed through numerical experiments depicted in Figures 6.8a and 6.8b.


Figure 6.8: Bounds for the spectrum of $M$.

Lemma 6.3.4. For $N \geqslant 4, \lambda_{\max }(M) \leqslant c$ and $\lambda_{\min }(M) \geqslant \frac{c}{N^{2}}$.
Proof. Let $x \in \mathbb{R}^{N+1} \backslash\{0\}$, since $M$ is symmetric, its eigenvalues are estimated as follows.

$$
\begin{align*}
x^{T} M x & =\sum_{i=0}^{N} \sum_{j=0}^{N} x_{i} m_{i j} x_{j} \\
& =\sum_{j=0}^{N} x_{j}^{2} m_{j j}+2 \sum_{j=0}^{N-2} x_{j} x_{j+2} m_{j, j+2}  \tag{3.2.2}\\
& =\sum_{j=0}^{N} x_{j}^{2} \frac{2(j+1)(j+2)}{(2 j+1)(2 j+5)}-2 \sum_{j=0}^{N-2} \frac{x_{j} x_{j+2}}{(2 j+3)(2 j+5)} \sqrt{\frac{(j+4)!(2 j+3)}{j!(2 j+7)}} \tag{6.3.3}
\end{align*}
$$

$$
\begin{align*}
& \leqslant \sum_{j=0}^{N} x_{j}^{2}+2 \sum_{j=0}^{N-2} x_{j} x_{j+2} \frac{(j+4)^{2}}{(2 j+3)(2 j+5)} \\
& \leqslant \sum_{j=0}^{N} x_{j}^{2}+2 \sum_{j=0}^{N-2} x_{j} x_{j+2} \leqslant 3 \sum_{j=0}^{N} x_{j}^{2}, \tag{6.3.4}
\end{align*}
$$

where the last inequality is achieved by applying the Cauchy Schwarz inequality. Thus, $\lambda_{\max }(M) \leqslant C$. Note that

$$
\begin{aligned}
& 2 \sum_{j=0}^{N-2} \frac{x_{j} x_{j+2}}{(2 j+3)(2 j+5)} \sqrt{\frac{(j+4)!(2 j+3)}{j!(2 j+7)}} \\
& \leqslant 2 \sum_{j=0}^{N-2} \frac{\sqrt{(j+1)(j+2)(2 j+9)}\left|x_{j}\right|}{\sqrt{(2 j+3)} \cdot(2 j+5)} \cdot \frac{\sqrt{(j+3)(j+4)}\left|x_{j+2}\right|}{\sqrt{(2 j+7)(2 j+9)}} \\
& \leqslant \sum_{j=0}^{N-2} \frac{(j+1)(j+2)(2 j+9)\left|x_{j}\right|^{2}}{(2 j+3) \cdot(2 j+5)^{2}}+\sum_{j=0}^{N-2} \frac{(j+3)(j+4)\left|x_{j+2}\right|^{2}}{(2 j+7)(2 j+9)} \\
& =\sum_{j=0}^{N-2} \frac{(j+1)(j+2)(2 j+9) x_{j}^{2}}{(2 j+3) \cdot(2 j+5)^{2}}+\sum_{j=2}^{N} \frac{(j+1)(j+2) x_{j}^{2}}{(2 j+3)(2 j+5)} \\
& \leqslant 2 \sum_{j=0}^{N}(j+1)(j+2)\left(\frac{(2 j+9)}{(2 j+3) \cdot(2 j+5)^{2}}+\frac{1}{(2 j+3)(2 j+5)}\right) x_{j}^{2} \\
& =2 \sum_{j=0}^{N} \frac{(j+1)(j+2)(4 j+14)}{(2 j+3)(2 j+5)^{2}} x_{j}^{2}
\end{aligned}
$$

thus by (6.3.3),

$$
\begin{aligned}
x^{T} M x & \geqslant 2 \sum_{j=0}^{N}(j+1)(j+2)\left(\frac{1}{(2 j+1)(2 j+5)}-\frac{(4 j+14)}{(2 j+3)(2 j+5)^{2}}\right) x_{j}^{2} \\
& \geqslant 4 \sum_{j=0}^{N} x_{j}^{2} \frac{4 j^{2}+12 j+1}{(2 j+1)(2 j+3)(2 j+5)^{2}} \\
& \geqslant 4 \sum_{j=0}^{N} x_{j}^{2} \frac{(i+1)^{2}}{(2 j+1)(2 j+3)(2 j+5)^{2}} \\
& \geqslant \frac{c}{N^{2}} \sum_{j=0}^{N} x_{j}^{2}
\end{aligned}
$$

hence the desired result.

## First Scheme: US in both space and time

We first formulate an ultraspherical scheme in space and time for the heat equation, that is, we consider the approximate solution as follows

$$
\begin{equation*}
u \approx \sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) L_{k}(t), \quad(x, t) \in(-1,1)^{2}, \tag{6.3.5}
\end{equation*}
$$

where $L_{k}(x)$ represent the Legendre polynomial of degree $k$. Recall that $C^{\left(\frac{1}{2}\right)}(x)$ are the Legendre polynomials. Thus, we have the following relation by (6.1.3),

$$
\frac{d}{d t} L_{k}(t)=\frac{d}{d t} C_{k}^{\left(\frac{1}{2}\right)}(t)=C_{k-1}^{\left(\frac{3}{2}\right)}(t), \quad k \geqslant 1 .
$$

This allows us to find the discretization of the heat equation as follows. We begin with the projected initial condition:

$$
\begin{aligned}
\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) L_{k}(-1) & =\sum_{j=0}^{N} u_{j}^{0} \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x), \\
\sum_{j=0}^{N} \sum_{k=0}^{N}(-1)^{k} u_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) & =\sum_{j=0}^{N} u_{j}^{0} \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) .
\end{aligned}
$$

Define $u_{h}=\left[u_{00} ; u_{10} ; \ldots ; u_{N 0} ; u_{01} ; \ldots ; u_{N N}\right] \in \mathbb{R}^{(N+1)^{2} \times 1}, u_{o h}=\left[u_{0}^{0} ; u_{1}^{0} ; \ldots ; u_{N}^{0}\right] \in$ $\mathbb{R}^{(N+1) \times 1}$, and

$$
\mathscr{B}=\left[\begin{array}{lllll}
1 & -1 & 1 & \ldots & (-1)^{N}
\end{array}\right] \in \mathbb{R}^{1 \times(N+1)},
$$

then the initial condition gives

$$
\begin{equation*}
(\mathscr{B} \otimes M) u_{h}=u_{o h} . \tag{6.3.6}
\end{equation*}
$$

Now, recall (6.1.4), which for $\lambda=\frac{1}{2}$ gives the conversion operator for converting $C_{j}^{\left(\frac{1}{2}\right)}$ or $L_{j}$ basis to $C^{\left(\frac{3}{2}\right)}$. We denote it by $\mathcal{S}_{\frac{1}{2}}$ and it is given as follows,

$$
\mathcal{S}_{\frac{1}{2}}=\left[\begin{array}{ccccc}
1 & & -\frac{1}{5} & &  \tag{6.3.7}\\
\\
& \frac{1}{3} & & -\frac{1}{7} & \\
\\
& \ddots & & \ddots & \\
& & \frac{1}{2 N-3} & & -\frac{1}{2 N+1} \\
& & & \frac{1}{2 N-1} & \\
& & & & \frac{1}{2 N+1}
\end{array}\right] \in \mathbb{R}^{(N+1) \times(N+1)}
$$

Let us now discretize the heat equation $u_{t}-u_{x x}=f(x, t)$ as follows,

$$
\begin{aligned}
\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) L_{k}^{\prime}(t)-\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)\right)^{\prime \prime} L_{k}(t)\right) & =\tilde{f}(x, t) \\
\sum_{j=0}^{N} \sum_{k=0}^{N-1} u_{j, k+1}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) C_{k}^{\left(\frac{3}{2}\right)}(t)+\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}(j(j+3)+2) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) L_{k}(t) & =\tilde{f}(x, t),
\end{aligned}
$$

where

$$
\tilde{f}(x, t)=\sum_{j=0}^{N} \sum_{k=0}^{N} f_{j k} \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) C_{k}^{\left(\frac{3}{2}\right)}(t)
$$

On changing the basis in time from $L_{k}$ to $C_{k}^{\left(\frac{3}{2}\right)}$ in the second summation of the above equation, the following linear system is obtained,

$$
\left(J \otimes M+S_{\frac{1}{2}} \otimes \mathfrak{D}\right) u_{h}=f_{h},
$$

where $J$ is a 1-diagonal matrix, defined as,

$$
J=\left[\begin{array}{ccccc}
0 & 1 & & & \\
& 0 & 1 & & \\
& & \ddots & \ddots & \\
& & & 0 & 1 \\
& & & & 0
\end{array}\right] \in \mathbb{R}^{(N+1) \times(N+1)}
$$

and $f_{h}=\left[f_{00} ; f_{10} ; \ldots ; f_{N, 0} ; f_{01} ; \ldots ; f_{N N}\right] \in \mathbb{R}^{(N+1)^{2} \times 1}$.
Now, we need to incorporate the initial conditions. Multiplying 6.3.6 by $\mathbf{e}_{n+1} \otimes$ $I_{N+1}$, where $\mathbf{e}_{n+1}=[0 ; 0 ; \ldots ; 1] \in \mathbb{R}^{(N+1) \times 1}$, and adding or subtracting it to the above equation, we obtain the following discrete heat equation,

$$
\begin{equation*}
\left(\left(J \pm \mathbf{e}_{n+1} \mathscr{B}\right) \otimes M+S_{\frac{1}{2}} \otimes \mathfrak{D}\right) u_{h}=f_{h} \pm\left(\mathbf{e}_{n+1} \otimes I_{N+1}\right) u_{o h} \tag{6.3.8}
\end{equation*}
$$

This scheme portrays spectral convergence in both space and time, as seen in Figures 6.9 a and 6.9 b for ' - ' and ' + ' sign, respectively. All the schemes in this section are also implemented on julià. For both of these schemes, we take $f$ so that the exact solution is

$$
\begin{equation*}
u(x, y, t)=e^{t} \sin (\pi t) \tag{6.3.9}
\end{equation*}
$$

satisfying the boundary conditions, and giving initial condition as $u(x, y,-1)=$ $e^{-1} \sin (\pi x)$. Denote coefficient matrix of the system given in 6.3.8), by considering ' + ' sign, i.e., the global space-time spectral operator for the heat equation, by $\mathcal{A}_{h}=$ $\left(J+\mathbf{e}_{n+1} \mathscr{B}\right) \otimes M+S_{\frac{1}{2}} \otimes \mathfrak{D} \in \mathbb{R}^{(N+1)^{2} \times(N+1)^{2}}$. Figures 6.10a and 6.10b suggest that the 2 -norm condition number of $\mathcal{A}_{h}, \kappa\left(\mathcal{A}_{h}\right) \leqslant c N^{3}$, for all $6 \leqslant N \leqslant 50$. Note that it is sufficient to consider $N \leqslant 50$, because typically for us $N \lesssim 20$.

Remark 6.3.5. Note that for the case of a $k$-th order ODE and discretization parameter $n=N+1$, we get a $n-k \times n$ order linear system and define the first $k$


Figure 6.9: Convergence of the US method in space and time for the heat equation.


Figure 6.10: Bounds for singular values of $\mathcal{A}_{h}$.
rows as the boundary condition to get a square linear system of order $n$. However, for the case of a time-dependent PDE such as (6.3.8), the equation $u_{t}-u_{x x}=f(x, t)$ on $(x, t) \in(-1,1)^{2}$ returns a square linear system of order $(N+1)^{2}$. Moreover, the initial condition $u(x,-1)=u_{0}(x)$ implies (6.3.6), which is $(N+1)$ equations in $(N+1)^{2}$ unknowns. Thus, we add or subtract their contribution to the last row of all zeros of $J$, which generates the last $(N+1)$ rows (containing all zeros) of the term corresponding to the discretization of $u_{t}$, i.e., $J \otimes M$.

## Second scheme: Collocation in time and US in space

In this section, we present another scheme for solving the heat equation, given by (6.3.1), demonstrating spectral convergence in both space and time. In this method, we incorporate the US method in space and collocation in time, by defining an approximation for $u$ as follows,

$$
\begin{equation*}
\tilde{u}=\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}(t), \quad(x, t) \in(-1,1)^{2}, \tag{6.3.10}
\end{equation*}
$$

where $\widetilde{C}_{j}^{\left(\frac{3}{2}\right)}$ are the rescaled ultraspherical polynomials of order $\frac{3}{2}$ as defined in this section and $\ell_{k}$ represents the Lagrange polynomial of degree $N+1$ for the Chebyshev Gauss-Lobatto nodes given by $t_{k}=\cos \frac{(N-\pi) k}{N}$, for $0 \leqslant k \leqslant N$. Note that we considered these nodes for convenience of analysis. In practice, any other Gauss quadrature nodes can be used. Substituting the approximate solution 6.3.10 to 6.3.1 yields,

$$
\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}^{\prime}(t)-\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)\right)^{\prime \prime} \ell_{k}(t)\right)=\tilde{f}(x, t)
$$

On collocating at time $t=t_{m}$, for $1 \leqslant m \leqslant N$,

$$
\begin{array}{r}
\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}^{\prime}\left(t_{m}\right)-\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)\right)^{\prime \prime} \delta_{k m}\right)=\tilde{f}\left(x, t_{m}\right) \\
\sum_{j=0}^{N} \sum_{k=1}^{N} u_{j k}\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}^{\prime}\left(t_{m}\right)+(j(j+3)+2) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \delta_{k m}\right)=\tilde{f}\left(x, t_{m}\right) \\
-\sum_{j=0}^{N}\left(1-x^{2}\right) u_{j 0} \tilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{0}^{\prime}\left(t_{m}\right)
\end{array}
$$

For $1 \leqslant k \leqslant N$, let $\tilde{f}\left(x, t_{k}\right)=\sum_{j=0}^{N} f_{j}^{k} \tilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)$, and define $f_{h}=\left[f_{h}^{1} ; f_{h}^{2} ; \ldots ; f_{h}^{N}\right]$, where $f_{h}^{k}=\left[f_{0}^{k} ; f_{2}^{k} ; \ldots ; f_{N}^{k}\right]$. Thus, definition of $M \in \mathbb{R}^{(N+1) \times(N+1)}$ and $\mathfrak{D} \in \mathbb{R}^{(N+1) \times(N+1)}$
give the following discrete heat equation

$$
\begin{equation*}
\left([D] \otimes M+I_{N} \otimes \mathfrak{D}\right) u_{h}=f_{h}-d_{0 h} \otimes\left(M u_{0 h}\right) . \tag{6.3.11}
\end{equation*}
$$

Denote coefficient matrix of the above system, i.e., the global space-time spectral operator for the heat equation, by $\mathscr{A}_{h}=[D] \otimes M+I_{N} \otimes \mathfrak{D} \in \mathbb{R}^{N(N+1) \times N(N+1)}$. Our next goal is to prove a spectral condition number estimate for $\mathscr{A}_{h}$, which is given by the following result.

Theorem 6.3.6. Let $N \geqslant 4$, then $\kappa_{s p}\left(\mathscr{A}_{h}\right) \leqslant c N^{2}$.
Proof. Observe that, Lemma 6.3.1 gives $\Lambda\left(\mathscr{A}_{h}\right)=\bigcup_{k=1}^{N} \Lambda\left(\mathfrak{D}+\lambda_{k} M\right)$. Let $\lambda \in$ $\Lambda([D]) \subseteq \mathbb{C}$, and $M$ and $\mathfrak{D}$ are SPD , with the latter diagonal. For some $x \in \mathbb{R}^{N+1}$, so that $|x|=1$, the absolute value of the eigenvalues can be estimated as follows.

$$
\begin{aligned}
\left|x^{T} \mathfrak{D} x+\lambda x^{T} M x\right| & =\left|\left(x^{T} \mathfrak{D} x+\Re \lambda \cdot x^{T} M x\right)+i \cdot \Im \lambda \cdot\left(x^{T} M x\right)\right| \\
& \geqslant\left|\left(x^{T} \mathfrak{D} x+\Re \lambda \cdot x^{T} M x\right)\right| \\
& =x^{T} \mathfrak{D} x+\Re \lambda \cdot x^{T} M x \\
& \geqslant \lambda_{\min }(\mathfrak{D})+c \lambda_{\min }(M) \\
& \geqslant c+\frac{c}{N^{2}} \geqslant c,
\end{aligned}
$$

thus $|\lambda|_{\min }\left(\mathcal{A}_{h}\right) \geqslant c$. Also, since $|\lambda([D])| \leqslant \sigma_{\max }([D])$,

$$
\begin{aligned}
\left|x^{T} \mathfrak{D} x+\lambda x^{T} M x\right| & \leqslant \lambda_{\max }(\mathfrak{D})+\sigma_{\max }([D]) \lambda_{\max }(M) \\
& \leqslant c N^{2}+c N^{2} \leqslant c N^{2},
\end{aligned}
$$

implying $|\lambda|_{\max }\left(\mathscr{A}_{h}\right) \leqslant c N^{2}$, hence, $\kappa_{s p}\left(\mathscr{A}_{h}\right) \leqslant c N^{2}$.

This scheme converges spectrally in both space and time, which is verified by result of a numerical experiment shown in Figure 6.11a. For this scheme, we take $f$ so
that the exact solution is defined by (6.3.9), which satisfies the boundary conditions, and giving initial condition as $u(x, y,-1)$. Note that the sharpness of estimates derived in the above result is evident from Figures 6.12a and 6.12b, and is a sharp estimate for the 2-norm condition number estimate for $\mathscr{A}_{h}, \kappa\left(\mathscr{A}_{h}\right)$, as given by Figure 6.11b


Figure 6.11: The US method in both space and collocation in time for the heat equation.

(a) Maximum absolute value of eigenvalue. (b) Minimum absolute value of eigenvalue.


Figure 6.12: Bounds for absolute value of eigenvalues of $\mathscr{A}_{h}$.

### 6.3.2 Schrödinger equation

The linear Schrödinger equation is

$$
\begin{equation*}
u_{t}-i u_{x x}=f(x, t), \quad(x, t) \in(-1,1)^{2} \tag{6.3.12}
\end{equation*}
$$

with boundary conditions $u( \pm 1, t)=0$ and initial condition $u(x,-1)=u_{0}(x)$. Here $i=\sqrt{-1}$.

The two space-time spectral method schemes for the Schröndinger equation are analogous to the ones derived for the heat equation in the previous section. However, the presence of $i=\sqrt{-1}$, motivates our interest in analyzing the schemes for the Schrödinger equation.

## First Scheme: US in both space and time

The approximation of $u$ given by 6.3.5 in 6.3.12 leads to the following discrete Schrödinger equation,

$$
\left(\left(J \pm \mathbf{e}_{n+1} \mathscr{B}\right) \otimes M+i S_{\frac{1}{2}} \otimes \mathfrak{D}\right) u_{h}=f_{h} \pm\left(\mathbf{e}_{n+1} \otimes I_{N+1}\right) u_{o h}
$$

where the constituting matrices and vectors are the same as those defined for 6.3.8). These schemes demonstrate spectral convergence in both space and time as seen in Figure 6.13b For both of these schemes, we take $f$ so that the exact solution is defined by 6.3.9), which satisfies the boundary conditions, and gives initial condition as $u(x, y,-1)$. Define the global space-time spectral operator $\mathcal{A}_{s}:=\left(J \pm \mathbf{e}_{n+1} \mathscr{B}\right) \otimes$ $M+i S_{\frac{1}{2}} \otimes \mathfrak{D} \in \mathbb{R}^{(N+1)^{2} \times(N+1)^{2}}$. Figures 6.14a and 6.14b suggest that the condition number of $\mathcal{A}_{s}, \kappa\left(\mathcal{A}_{s}\right) \leqslant c N^{3.5}$, for all $6 \leqslant N \leqslant 40$.


Figure 6.13: Convergence of the US method in both space and time for the Schrödinger equation.


Figure 6.14: Bounds for singular values of $\mathcal{A}_{s}$.

## Second scheme: Collocation in time and US in space

For this scheme, the approximation of $u$ defined by 6.3.10 in 6.3.12 yields the following discrete Schrödinger equation,

$$
\left([D] \otimes M+i I_{N} \otimes \mathfrak{D}\right) u_{h}=f_{h}-d_{0 h} \otimes\left(M u_{0 h}\right),
$$

where the constituting matrices and vectors are the same as those defined for 6.3.11). The spectral convergence in space and time for this scheme is evident from Fig-
ure 6.15a. For this scheme, we take $f$ so that the exact solution is defined by (6.3.9), which satisfies the boundary conditions, and gives initial condition as $u(x, y,-1)$. Define the global space-time spectral operator for this scheme as $\mathscr{A}_{s}=[D] \otimes M+i I_{N} \otimes \mathfrak{D} \in$ $\mathbb{C}^{N(N+1) \times N(N+1)}$. Similar to the case of the heat equation, this scheme is slightly better conditioned than the previous one for the Schrödinger equation, as Figure 6.15 b suggests that $\kappa\left(\mathscr{A}_{s}\right) \leqslant c N^{2.5}$, as compared to $\kappa\left(\mathcal{A}_{s}\right) \leqslant c N^{3.5}$.


Figure 6.15: The US method in both space and collocation in time for the Schrödinger equation.

### 6.3.3 Wave equation

Consider the linear wave equation,

$$
\begin{equation*}
u_{t t}=u_{x x}+f(x, t), \quad \text { on }(-1,1)^{2}, \tag{6.3.13}
\end{equation*}
$$

with boundary conditions $u( \pm 1, t)=0$ and initial conditions $u(x,-1)=u_{0}(x)$ and $u_{t}(x,-1)=u_{1}(x)$.

## First Scheme: US in both space and time

We first formulate an ultraspherical in space and time scheme for the wave equation, that is, we consider the approximate solution as defined by 6.3.5). Since the wave equation has second-order partial derivative w.r.t. time $(t)$, 6.1.3) implies,

$$
\frac{d^{2}}{d t^{2}} L_{k}(t)=3 C_{k-2}^{\left(\frac{5}{2}\right)}(t), \quad k \geqslant 2
$$

and $\frac{d^{2}}{d t^{2}} L_{k}(t)=0$ for $k=0,1$. This allows us to find the discretization of the wave equation as follows. The first initial condition is obtained analogously as (6.3.6), thus

$$
\begin{equation*}
(\mathscr{B} \otimes M) u_{h}=u_{o h} . \tag{6.3.14}
\end{equation*}
$$

Since $u_{t}(x,-1)=u_{1}(x)$,

$$
\begin{aligned}
\sum_{j=0}^{N} \sum_{k=1}^{N} u_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) C_{k-1}^{\left(\frac{3}{2}\right)}(-1) & =\sum_{j=0}^{N} u_{j}^{0} \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x), \\
\sum_{j=0}^{N} \sum_{k=0}^{N-1} u_{j, k+1} \frac{(-1)^{k}(k+1)(k+2)}{2}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) & =\sum_{j=0}^{N} u_{j}^{0} \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) .
\end{aligned}
$$

Define $u_{h}=\left[u_{00} ; u_{10} ; \ldots ; u_{N 0} ; u_{01} ; \ldots ; u_{N N}\right] \in \mathbb{R}^{(N+1)^{2} \times 1}, u_{1 h}=\left[u_{0}^{1} ; u_{1}^{1} ; \ldots ; u_{N}^{1}\right] \in$ $\mathbb{R}^{(N+1) \times 1}$, and

$$
\mathscr{B}_{t}=\left[\begin{array}{lllllll}
0 & 1 & -3 & 6 & -10 & \ldots & (-1)^{N-1} \frac{N(N+1)}{2}
\end{array}\right] \in \mathbb{R}^{1 \times(N+1)},
$$

then the initial condition gives

$$
\begin{equation*}
\left(\mathscr{B}_{t} \otimes M\right) u_{h}=u_{1 h} . \tag{6.3.15}
\end{equation*}
$$

Now, recall (6.1.4), which for $\lambda=\frac{3}{2}$ gives the conversion operator for converting $C_{j}^{\left(\frac{3}{2}\right)}$ basis to $C_{j}^{\left(\frac{5}{2}\right)}$. We denote it by $\mathcal{S}_{\frac{3}{2}}$ and it is given as follows,

$$
\mathcal{S}_{\frac{3}{2}}=\left[\begin{array}{cccccc}
1 & & -\frac{3}{7} & & &  \tag{6.3.16}\\
\\
& \frac{3}{5} & & -\frac{1}{3} & & \\
\\
& & \frac{3}{7} & & -\frac{3}{11} & \\
\\
& & \ddots & & \ddots & \\
& & & \frac{3}{2 N-1} & & -\frac{3}{2 N+3} \\
& & & & \frac{3}{2 N+1} & \\
& & & & & \frac{3}{2 N+3}
\end{array}\right] \in \mathbb{R}^{(N+1) \times(N+1)} .
$$

Let us now discretize the wave equation $u_{t t}-u_{x x}=f(x, t)$ as follows.

$$
\begin{aligned}
\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) L_{k}^{\prime \prime}(t)-\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)\right)^{\prime \prime} L_{k}(t)\right) & =\tilde{f}(x, t) \\
\sum_{j=0}^{N} \sum_{k=0}^{N-2} 3 u_{j, k+2}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) C_{k}^{\left(\frac{5}{2}\right)}(t)+\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}(j(j+3)+2) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) L_{k}(t) & =\tilde{f}(x, t),
\end{aligned}
$$

where

$$
\tilde{f}(x, t)=\sum_{j=0}^{N} \sum_{k=0}^{N} f_{j k} \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) C_{k}^{\left(\frac{5}{2}\right)}(t)
$$

On changing the basis in time from $L_{k}$ to $C_{k}^{\left(\frac{5}{2}\right)}$ in the second summation of the above equation, the following linear system is obtained,

$$
\left(\mathcal{J} \otimes M+S_{\frac{3}{2}} S_{\frac{1}{2}} \otimes \mathfrak{D}\right) u_{h}=f_{h}
$$

where $J$ is a 1 -diagonal matrix, defined as,

$$
\mathcal{J}=\left[\begin{array}{cccccc}
0 & 0 & 3 & & & \\
& 0 & 0 & 3 & & \\
& & & \ddots & \ddots & \\
& & & 0 & 0 & 3 \\
& & & & 0 & 0 \\
& & & & & 0
\end{array}\right] \in \mathbb{R}^{(N+1) \times(N+1)}
$$

and $f_{h}=\left[f_{00} ; f_{10} ; \ldots ; f_{N, 0} ; f_{01} ; \ldots ; f_{N N}\right] \in \mathbb{R}^{(N+1)^{2} \times 1}$. Now, we need to incorporate the initial conditions by using eqs. 6.3.14 and 6.3.15 and $\mathbf{e} \otimes I_{N+1}$, defined as

$$
\mathbf{e}=\left[\frac{O_{N-1,2}}{I_{2,2}}\right] \in \mathbb{R}^{(N+1) \times 2}
$$

and adding or subtracting their contribution above equation, we obtain the following discrete wave equation,

$$
\begin{equation*}
\left(\left(\mathcal{J} \pm \mathbf{e} \mathscr{B}_{w}\right) \otimes M+S_{\frac{3}{2}} S_{\frac{1}{2}} \otimes \mathfrak{D}\right) u_{h}=f_{h} \pm\left(\mathbf{e} \otimes I_{N+1}\right) v_{h} \tag{6.3.17}
\end{equation*}
$$

where $\mathscr{B}_{w}:=\left[\begin{array}{c}\mathscr{B} \\ \mathscr{B}_{t}\end{array}\right]$ and $v_{h}:=\left[\begin{array}{l}u_{o h} \\ u_{1 h}\end{array}\right]$. These scheme converge spectrally in both space and time as seen in Figure 6.16. For both of these schemes, we take $f$ so that the exact solution is defined by (6.3.9, which satisfies the boundary conditions, and gives initial conditions as $u(x, y,-1)$ and $u_{t}(x, y,-1)$.

Consider (6.3.17) with ' + ' sign, that is, define the global space-time spectral operator $\mathcal{A}_{w}=(\mathcal{J}+\mathbf{e} \mathscr{B}) \otimes M+S_{\frac{3}{2}} S_{\frac{1}{2}} \otimes \mathfrak{D} \in \mathbb{R}^{(N+1)^{2} \times(N+1)^{2}}$. On observing the growth and decay of the maximum and minimum singular values of $\mathcal{A}_{w}$ from Figures 6.17a and 6.17 b , respectively, it is deduced that $\kappa\left(\mathcal{A}_{w}\right) \leqslant c N^{4}$, for $6 \leqslant N \leqslant 40$.


Figure 6.16: Convergence of the US method in both space and time for the wave equation.


Figure 6.17: Bounds for singular values of $\mathcal{A}_{w}$.

## Second scheme: Collocation in time and US in space

Now, we present another scheme for solving the wave equation, given by (6.3.13), demonstrating spectral convergence in both space and time. In this method, we incorporate the US method in space and collocation in time, by defining an approximation for $u$ as (6.3.10). Since this equation has second order derivative w.r.t time, we also define $v(x, t)=u_{t}(x, t) \approx \sum_{j=0}^{N} \sum_{k=0}^{N} v_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}(t)$, where $\widetilde{C}_{j}^{\left(\frac{3}{2}\right)}$ and $\ell_{j}$
are the same as (6.3.10). Thus, the initial condition $u(x,-1)=u_{0}(x)$ implies

$$
\begin{aligned}
\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}(-1) & =\sum_{j=0}^{N} u_{j}^{0} \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \\
\sum_{j=0}^{N} u_{j 0}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) & =\sum_{j=0}^{N} u_{j}^{0} \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) .
\end{aligned}
$$

Define $u_{h}^{0}=\left[u_{00} ; u_{10} ; \ldots ; u_{N 0}\right] \in \mathbb{R}^{(N+1)}$ and $u_{0 h}=\left[u_{0}^{0} ; u_{1}^{0} ; \ldots ; u_{N}^{0}\right] \in \mathbb{R}^{(N+1)}$, then the above equation gives

$$
\begin{equation*}
M u_{h}^{0}=u_{0 h} \tag{6.3.18}
\end{equation*}
$$

Similarly, define $v_{h}^{0}=\left[v_{00} ; v_{10} ; \ldots ; v_{N 0}\right] \in \mathbb{R}^{(N+1)}$ and $u_{1 h}=\left[u_{0}^{1} ; u_{1}^{1} ; \ldots ; u_{N}^{1}\right] \in \mathbb{R}^{(N+1)}$, so that $u_{1}(x) \approx \sum_{j=0}^{N} u_{j}^{1} \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)$. Then, the second initial condition $u_{t}(x,-1)=u_{1}(x)$ gives

$$
\begin{equation*}
M v_{h}^{0}=u_{1 h} . \tag{6.3.19}
\end{equation*}
$$

Now, consider $v(x, t)=u_{t}(x, t)$, and collocate it on $t=t_{m}$, for some $1 \leqslant m \leqslant N$. Recall that $\left\{t_{m}\right\}_{m=0}^{N}$ represent the Chebyshev Gauss-Lobatto nodes. Then, approximation of $u$ and $v=u_{t}$ imply,

$$
\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}^{\prime}\left(t_{m}\right)-\sum_{j=0}^{N} \sum_{k=0}^{N} v_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}\left(t_{m}\right)=0
$$

or

$$
\sum_{j=0}^{N} \sum_{k=0}^{N} u_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}^{\prime}\left(t_{m}\right)-\sum_{j=0}^{N} v_{j m}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)=0 .
$$

Rearranging,
$\sum_{j=0}^{N} \sum_{k=1}^{N} u_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}^{\prime}\left(t_{m}\right)-\sum_{j=0}^{N} v_{j m}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)=-\sum_{j=0}^{N} u_{j 0}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{0}^{\prime}\left(t_{m}\right)$,
which yields the following linear system

$$
\begin{equation*}
\left([D] \otimes I_{N+1}\right) u_{h}=v_{h}-d_{0 h} \otimes u_{h}^{0}, \tag{6.3.20}
\end{equation*}
$$

where $d_{0 h}$ represents the 0 -th column of the matrix $D, v_{h}=\left[v_{h}^{1} ; v_{h}^{2} ; \ldots ; v_{h}^{N}\right] \in$ $\mathbb{R}^{N(N+1)}$, with $v_{h}^{k}=\left[v_{0 k} ; v_{1 k} ; \ldots ; v_{N k}\right] \in \mathbb{R}^{(N+1)}$, for $1 \leqslant k \leqslant N$. Now, we discretize the equation $u_{t t}-u_{x x}=f(x, t)$, or $v_{t}-u_{x x}=f(x, t)$, by collocating it at time $t=t_{m}$ as follows,

$$
\begin{aligned}
\sum_{j=0}^{N} \sum_{k=0}^{N} v_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}^{\prime}\left(t_{m}\right)-\sum_{j=0}^{N} u_{j m}\left(\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x)\right)^{\prime \prime} & =f\left(x, t_{m}\right) \\
\sum_{j=0}^{N} \sum_{k=1}^{N} v_{j k}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}^{\prime}\left(t_{m}\right)+\sum_{j=0}^{N} u_{j m}(j(j+3)+2) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) & =f\left(x, t_{m}\right) \\
& -\sum_{j=0}^{N} v_{j 0}\left(1-x^{2}\right) \widetilde{C}_{j}^{\left(\frac{3}{2}\right)}(x) \ell_{k}^{\prime}\left(t_{0}\right),
\end{aligned}
$$

giving the following linear system,

$$
([D] \otimes M) v_{h}+\left(I_{N} \otimes \mathfrak{D}\right) u_{h}=f_{h}-d_{0 h} \otimes M v_{h}^{0}
$$

where $u_{h}=\left[u_{h}^{1} ; u_{h}^{2} ; \ldots ; u_{h}^{N}\right] \in \mathbb{R}^{N(N+1)}$, with $u_{h}^{k}=\left[u_{0 k} ; u_{1 k} ; \ldots ; u_{N k}\right] \in \mathbb{R}^{(N+1)}$, for $1 \leqslant k \leqslant N$. From eqs. 6.3.18) to (6.3.20), the above equation becomes,

$$
\left([D]^{2} \otimes M+I_{N} \otimes \mathfrak{D}\right) u_{h}=f_{h}-d_{0 h} \otimes\left(u_{0 h}\right)-[D] d_{0 h} \otimes u_{1 h},
$$

which represents the wave equation in discrete form. This scheme converges spectrally in both space and time as seen in Figure 6.18a. For this scheme, we take $f$ so that the exact solution is defined by (6.3.9), which satisfies the boundary conditions, and gives initial conditions as $u(x, y,-1)$ and $u_{t}(x, y,-1)$. Also, see Figure 6.18 b for an estimate on condition number of the global space-time spectral operator for
this scheme, defined as $\mathscr{A}_{w}=\left([D]^{2} \otimes M+I_{N} \otimes \mathfrak{D}\right) \in \mathbb{R}^{N(N+1) \times N(N+1)}$. It is inferred that $\kappa\left(\mathscr{A}_{w}\right) \leqslant c N^{4}$, which is the same order as that of the previous scheme.


Figure 6.18: The US method in both space and collocation in time for the wave equation.

To summarize this section, we observe that the US method in space and time leads to sparse linear systems which are easier to formulate. However, incorporating spectral collocation in time and the US method in space gives better conditioned systems.

### 6.4 A fast solver for the space-time US method

The US method in space and time are revolutionary, as they lead to sparse global space time spectral operator. For instance, let us compare the spy graphs of the global space-time spectral operators. Figure 6.19 is the spy graph for $\mathscr{A}_{h}$, defined by 6.3.11), for $N=9$, which results on applying the US method in space and spectral collocation in time for solving the heat equation. The density of pseudospectral derivative matrix [ $D$ ] makes $\mathscr{A}_{h}$ dense as well. Whereas, the spy graph of $\mathcal{A}_{h}$ for $N=9$, defined by (6.3.8) and obtained on employing the US method in both space and time, is given by Figure 6.20a, is visibly sparse. Note that the initial condition
at the bottom of the global spectral operator. This can be easily moved to the top by using the QR decomposition of $J+\mathbf{e}_{n+1} \mathscr{B}$, defined by 6.3.8. Note that it is simply a permutation of rows, as a simple adjustment gives, $J+\mathbf{e}_{n+1} \mathscr{B}=Q_{h} R_{h}$, where

$$
Q_{h}=\left[\begin{array}{l|l} 
& I_{N} \\
\hline 1 &
\end{array}\right], \quad R_{h}=\left[\begin{array}{cl}
\mathscr{B} & \\
\hline O_{N, 1} & I_{N}
\end{array}\right]
$$

Define $\mathcal{Q}_{h}=\left(Q_{h}^{T} \otimes I_{N+1}\right)$, then $\mathcal{Q}_{h} \mathcal{A}_{h}=R_{h} \otimes M+Q_{h}^{T} S_{\frac{1}{2}} \otimes \mathfrak{D}$, which is now a block almost banded structure as seen in Figure 6.20b.

Similarly, Figure 6.21a shows the sparsity of $\mathcal{A}_{w}$, defined by 6.3.17) for $N=9$. For $\mathcal{A}_{w} \in \mathbb{R}^{(N+1)^{2} \times(N+1)^{2}}$, we perform the same procedure as $\mathcal{J}+\mathbf{e} \mathscr{B}_{w}=Q_{w} R_{w}$, where

$$
Q_{w}=\left[\begin{array}{l|l} 
& I_{N-1} \\
\hline I_{2} &
\end{array}\right], \quad R_{w}=\left[\begin{array}{cl}
\mathscr{B}_{w} & \\
\hline O_{N-1,2} & 3 I_{N-1}
\end{array}\right]
$$

Define $\mathcal{Q}_{w}=\left(Q_{w}^{T} \otimes I_{N+1}\right)$, then $\mathcal{Q}_{w} \mathcal{A}_{w}=R_{w} \otimes M+Q_{w}^{T} S_{\frac{3}{2}} S_{\frac{1}{2}} \otimes \mathfrak{D}$. Figure 6.21b shows that its structure is also now similar to that of $\mathcal{Q}_{h} \mathcal{A}_{h}$, that is, a block almost banded structure.

Thus, the US method in space and time yield a block almost banded structure which can be easily exploited for solving these linear systems in parallel, thus constructing parallel-in-time (PinT) solvers. We introduce one of the simpler iterative techniques from [99], for solving tridiagonal linear systems in parallel. Note that the discrete heat equation allows the decomposition of $\mathcal{A}_{h}=L+\mathcal{D}+U$, where $\mathcal{D}, L$ and $U$ represent the block diagonal, block strictly lower and strictly upper triangular parts of $\mathcal{A}_{h}$, respectively. Since they are sparse, thus $\mathcal{A}_{h}$ can also be solved in parallel by using the hybrid blocked iterative solving algorithm (HBISA) given in [99, p. 1770]. However, for schemes arising from the US method in both space and
time such an algorithm generally leads to an iteration matrix with spectral radius greater than unity, thus implying divergence.

Our another aim is to formulate another direct parallel solver by using the specific structure of the matrices arising from applying the US method in both space and time. A step in this direction is to use ParaDIAG algorithm described in [33], which can be modified for the linear systems generated by the US method in space and time. To this end, let us consider the following linear system for sparse matrices $A, B, C, D \in \mathbb{R}^{n \times n}$

$$
\begin{equation*}
(A \otimes C+B \otimes D) u_{h}=f_{h}, \tag{6.4.1}
\end{equation*}
$$

where $u_{h}, f_{h} \in \mathbb{R}^{n^{2} \times n^{2}}$ represent the discrete unknown vector and discrete forcing term vector. Numerical experiments imply that $A$ and $B$ for such linear systems possess a generalized eigenvalue decomposition $A V=B V \Lambda_{(A, B)}$, where $\Lambda_{(A, B)}$ is a diagonal matrix and $V$ is invertible which transforms (6.4.1) to the following

$$
\left(\Lambda_{(A, B)} \otimes C+I_{n} \otimes D\right) v_{h}=\left(V^{-1} B^{-1} \otimes I_{n}\right) f_{h},
$$

where $v_{h}=\left(V^{-1} \otimes I_{n}\right) u_{h}$, thus resulting in a block diagonal linear system which can be solved in parallel for $\left(v_{h}\right)_{1+k n: n+k n}$, where $0 \leqslant k \leqslant(n-1)$. Finally, $u_{h}=\left(V \otimes I_{n}\right) v_{h}$.


Figure 6.19: Spy graph of $\mathscr{A}_{h}$ for the heat equation with the US method in space and spectral collocation in time and $N=9$.


Figure 6.20: Spy graphs for the heat equation with the US method in both space and time and $N=9$.


Figure 6.21: Spy graphs for the wave equation with the US method in space and time and $N=9$.

## 7

## Concluding remarks and future

## directions

In this chapter, we briefly describe some extensions of the work completed in Chapters 3 6.

In Chapter 3, we devised a space-time spectral method for the Stokes problem, which implements the $P_{N}-P_{N-2}$ scheme in space and spectral collocation in time. For simplicity of analysis, a recombined Legendre basis was considered in space and Chebyshev collocation was used in time. Note that, this scheme can easily be adapted to other orthogonal polynomial bases. A drawback of this scheme is that all time steps are coupled in the global spectral operator. Despite the limitations these methods are valuable in light of spectral convergence in both space and time, requiring far less number of unknowns for a highly accurate solution.

While voyaging through the goal of proving a condition number estimate for the global space-time spectral operator $\mathcal{G}_{t}$ for the unsteady Stokes problem, the first milestone was proving a condition number estimate for the $P_{N}-P_{N-2}$ scheme applied to the case independent of time, that is, in steady state. To this end, we proved estimates for the stiffness matrix, mass matrix, and the Laplacian in two di-
mension for a recombined Legendre basis functions, stated in form of Lemmas 3.3.1 and 3.3.2, and Theorem 3.3.3, respectively. Other intermediate results include estimates for the discrete gradient matrix $B$ and the Schur complement $\Upsilon_{h}$. Consequently, Theorem 3.3.11 proved the optimal condition number estimates for the sub-block appearing in the global spectral operator for the Stokes problem in steady state.

For the next step, the analysis of the scheme in unsteady state required a new estimate of maximum singular value (or 2-norm) of the Chebyshev derivative matrix, proved in Lemma 3.4.2, which was observed in existing literature through numerical experiments. The condition number estimate of the global space-time operator is still incomplete because we relied on numerical results for two estimates, namely eqs. (3.4.15) and (3.4.16). Nevertheless, we paved a proof for the minimum singular value of a non-symmetric saddle point matrix. This chapter was concluded with a proof of spectral convergence of this scheme in space and time is given in Theorem 3.4.6, which appears to be new. All of these results are verified through numerical experiments.

Recently, [46] present spectral distributions of the saddle point matrices arising from the discretization and linearization of the Navier-Stokes equations, where the leading block is nonsymmetric with a positive definite symmetric part. The global space-time spectral operator of the scheme analyzed in Theorem 3.4.5 is a nonsymmetric saddle point matrix, so that the symmetric part of its leading block $\mathcal{A}_{t}$ is indefinite. As far as we know, there are no results in literature that estimates the spectrum of such a matrix, thus problem highlights a potential linear algebra problem. Approximations on the spectrum of this special case of a saddle point matrix will be significant for deriving spectral condition number for such schemes as seen in [67], which in turn is useful for the analysis of preconditioned systems as discussed in Section 2.1.4.

Research Direction 1. Sharper estimates for the spectrum of a saddle point matrix $\mathcal{X}=\left[\begin{array}{cc}A & B^{T} \\ B & O\end{array}\right]$, where $A \in \mathbb{R}^{n \times n}$ is non-symmetric matrix with an indefinite symmetric part and $B \in \mathbb{R}^{m \times n}$ is full rank.

Since the linear systems arising from space-time spectral methods are coupled at all times, a subsequent objective is to tailor the scheme as parallel in time. Although the Chebyshev derivative matrix [ $D$ ] is responsible for the dense nature of the discrete Stokes problem, however, it is diagonalizable and ParaDIAG algorithms mentioned in [33] result in a convenient parallel solver numerically. Albeit it is a tough task to formulate it theoretically, that is, to find an explicit expression of spectral decomposition of $[D]$. This problem can perhaps be more well-defined by considering exploring a suitable preconditioner which may resolve this issue.

Research Direction 2. Formulate a parallel-in-time (PinT) scheme for the linear system arising from spectral collocation in time.

In Chapter 4, we extended the $P_{N}-P_{N-2}$ from [12] scheme in space and collocation in time from Section 3.4 to the Navier-Stokes problem in Section 4.2. Furthermore, in Section 4.3, we applied a staggered grid collocation scheme in space, given in [11], and spectral collocation in time to both the unsteady Stokes and Navier-Stokes problem. Numerical experiments for all of these schemes validate a super-algebraic decay in error in $L^{\infty}$ norm for the solution evaluated at the final time step, $t_{N}=1$.

Research Direction 3. Study and estimate the high limit of the Reynold's number for the $P_{N}-P_{N-2}$ and staggered grid collocation schemes described in Sections 4.2 and 4.3. respectively, for the unsteady Stokes and Navier-Stokes problems.

In Chapter 5, we derived two new lower bounds on the minimum eigenvalue of a non-singular sum of two PSD matrices in form of Theorems 5.4.1 and 5.4.4, that is, $\lambda_{\min }(P+Q)$, where $P$ and $Q$ are PSD and $P+Q$ is SPD. To our knowledge, this is the first report of a positive lower bound for this case despite being a topic of
historic concern. These bounds incorporate the Friedrichs angle between the range spaces $\mathcal{R}(P)$ and $\mathcal{R}(Q)$. These findings provide a basis for lower bounds on the minimum singular value of some full rank block matrices presented in Corollaries 5.6.1 and 5.6.2. Theorem 5.6.3, and Corollary 5.6.4. Broadly translated our work indicates that the minimum singular value of a non-singular matrix can be derived in terms of its constituting matrices, $P$ and $Q$ for $P+Q$, or submatrices for block matrices even if they are singular. Importantly, by utilizing the projection on range spaces, the key component for bringing the minimum positive singular value of rank-deficient matrices into play. This may be considered a promising aspect of studying the singular values of matrices with a geometric approach.

The lower bounds described by Theorems 5.4.1 and 5.4.4 are sharp for the case of $\mathcal{R}(P) \cap \mathcal{R}(Q)=\{0\}$, so that the parameter $k=0$. However, there is a scope for improvement in these results for the case when $r, k>0$. It may be possible to incorporate $P_{M_{1} \cap M_{2}}$ in 5.4.22) to improve the lower bound. In Example 5.6.10, it was observed that changing the partition of a matrix changes the lower bounds given by Theorem 5.6.3 and Corollary 5.6.4. Thus, one can try to determine the best partition for a certain class of matrices yielding optimal estimates on the minimum singular value. Some techniques exist for calculating the principal angles between two subspaces, see [58]. A more efficient algorithm can be designed for calculating the Friedrichs angle between two subspaces. Since it is defined for subspaces of a Hilbert space in Definition 2.2.4, it may allow us to extend the main results to a more general setting. This discussion is summarized in form of the following pointers.

Research Direction 4. Improve the results for the sum of two PSD matrices with a non-trivial intersection of their range spaces.

Research Direction 5. Determine a criteria for achieving an optimal partition for matrices yielding optimal estimates of the minimum singular value, as different partitions of a matrix yield different estimates.

Research Direction 6. Extend Theorems 5.4.1 and 5.4.4 to self-adjoint operators on a separable Hilbert space.

Research Direction 7. Devise a computational or theoretical procedure for calculating the Friedrichs angle between the range spaces of any two given matrices.

In Chapter 6, we implemented the US method in space and time for the heat, Schrödinger, and wave equations. Additionally, we imposed the US method in space and spectral collocation in time to collate the merits and demerits of employing the two schemes. This experiment adds to a growing corpus of research showing the effectiveness of the US methods and promise a state-of-art scheme for solving time dependent PDEs. As Section 6.4 indicates that we can fruitfully explore a PinT solver by exploiting the sparse block almost banded structure of the schemes arising from the US method in space and time. Thus, a number of recommendations for future research are given as follows.

Research Direction 8. Prove an estimate on 2-norm condition number of the heat, Schrödinger, and wave equations.

Research Direction 9. Devise a space-time US method for solving linear PDEs such as Airy, beam and Stokes problem.

Research Direction 10. Prove the spectral convergence of the US method in both space and time for linear time dependent PDEs.

Research Direction 11. Design a PinT solver for the numerical schemes resulting on employing the US method in space and time for linear time dependent PDEs.

## Appendix A

## Alternative proofs

The results mentioned in this chapter were derived prior to coming across [32] and solely relying on knowledge from 68].

## A. 1 Difference of orthogonal projections

The following is a simpler proof for the expression for the null space of difference of two projections onto subspaces $U, V \subseteq \mathbb{R}^{n}$ spanning $\mathbb{R}^{n}$, that is, $\mathbb{R}^{n}=U+V$.

Lemma A.1.1. Let $U, V \subseteq \mathbb{R}^{n}$ be subspaces so that $\mathbb{R}^{n}=U+V$. If $P_{1}, P_{2} \in \mathbb{R}^{n \times n}$ are orthogonal projections onto $U$ and $V$, respectively, then $\mathcal{N}\left(P_{1}-P_{2}\right)=U \cap V$.

Proof. Let $x \in U \cap V$, then $P_{1} x=x$ and $P_{2} x=x$, thus $\left(P_{1}-P_{2}\right) x=0$, which implies $x \in \mathcal{N}\left(P_{1}-P_{2}\right)$. Therefore, $U \cap V \subseteq \mathcal{N}\left(P_{1}-P_{2}\right)$.

Let $x \in \mathcal{N}\left(P_{1}-P_{2}\right) \subseteq \mathbb{R}^{n}$, then $P_{1} x=P_{2} x$. Let $B=\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{k}\right\}$ be a basis of $U \cap V$. Consequently, we define $B_{U}=\left\{\xi_{1}, \ldots, \xi_{k}, \phi_{k+1}, \ldots, \phi_{n_{1}}\right\}, B_{V}=$ $\left\{\xi_{1}, \ldots, \xi_{k}, \psi_{k+1}, \ldots, \psi_{n_{2}}\right\}$ as bases of $U, V$, respectively. Since $x \in \mathcal{N}\left(P_{1}-P_{2}\right) \subseteq$ $\mathbb{R}^{n}=U+V$, there exist some scalars $a_{i}, b_{j}$, where $1 \leqslant i \leqslant n_{1}, k+1 \leqslant j \leqslant n_{2}$, such
that

$$
\begin{aligned}
x & =\sum_{i=1}^{k} a_{i} \xi_{i}+\sum_{i=k+1}^{n_{1}} a_{i} \phi_{i}+\sum_{i=k+1}^{n_{2}} b_{i} \psi_{i}, \\
P_{1} x & =\sum_{i=1}^{k} a_{i} \xi_{i}+\sum_{i=k+1}^{n_{1}} a_{i} \phi_{i}, \\
P_{2} x & =\sum_{i=1}^{k} a_{i} \xi_{i}+\sum_{i=k+1}^{n_{2}} b_{i} \psi_{i} .
\end{aligned}
$$

Thus, $P_{1} x=P_{2} x$ implies

$$
\sum_{i=k+1}^{n_{1}} a_{i} \phi_{i}=\sum_{i=k+1}^{n_{2}} b_{i} \psi_{i} \in(U \backslash V) \cap(V \backslash U)=\{0\}
$$

thus $x=\sum_{i=1}^{k} a_{i} \xi_{i} \in U \cap V$. Hence, $\mathcal{N}\left(P_{1}-P_{2}\right) \subseteq U \cap V$.

## A. 2 A result on complementary subspaces

The following is a simpler proof for the minimum singular value of the sum of two orthogonal projections onto complementary subspaces $R_{1}, R_{2} \subseteq \mathbb{R}^{n}$.

Lemma A.2.1. Let $R_{1}, R_{2} \in \mathbb{R}^{n}$ be two complementary subspaces, that is, $\mathbb{R}^{n}=$ $R_{1} \oplus R_{2}$, then $c\left(R_{1}^{T}, R_{2}^{T}\right)=1-\cos \theta$, where $\theta$ is the minimum principal angle between $\mathcal{R}\left(R_{1}^{T}\right)$ and $\mathcal{R}\left(R_{2}^{T}\right)$.

Proof. Let $P_{i} \in \mathbb{R}^{n \times n}$, be orthogonal projections onto the subspaces $\mathcal{R}\left(R_{i}^{T}\right)$ for $i=$ 1,2. In order to prove that $c\left(R_{1}^{T}, R_{2}^{T}\right)=1-\cos \theta$, it suffices to prove that, for any $x \in \mathbb{R}^{n}, x \neq 0$,

$$
\frac{\left|P_{1} x\right|^{2}+\left|P_{2} x\right|^{2}}{|x|^{2}} \geqslant 1-\cos \theta
$$

By Property 4 of Proposition 2.2.2,

$$
\min _{\substack{x \in \mathbb{R}^{m+n} \\ x \neq 0}} \frac{\left|\left(P_{1}-P_{2}\right) x\right|}{|x|}=\sigma_{\min }\left(P_{1}-P_{2}\right)=\sin \theta
$$

Therefore, for $x \in \mathbb{R}^{n} \backslash\{0\},\left|\left(P_{1}-P_{2}\right) x\right|^{2} \geqslant \sin ^{2}(\theta)|x|^{2}$, or

$$
\begin{equation*}
\left(P_{1}-P_{2}\right)^{2} \geqslant \sin ^{2}(\theta) I \tag{A.2.1}
\end{equation*}
$$

Note that,

$$
\begin{align*}
\left(P_{1}+P_{2}-I\right)^{2} & =\left(P_{1}+P_{2}-I\right)\left(P_{1}+P_{2}-I\right) \\
& =P_{1} P_{2}-P_{1}+P_{2} P_{1}-P_{2}+I \\
& =I-\left(P_{1}^{2}-P_{1} P_{2}-P_{2} P_{1}+P_{2}^{2}\right) \\
& =I-\left(P_{1}-P_{2}\right)^{2} \\
& \leqslant\left(1-\sin ^{2}(\theta)\right) I=\cos ^{2}(\theta) I \tag{byA.2.1}
\end{align*}
$$

Thus,

$$
-\cos (\theta) I \leqslant P_{1}+P_{2}-I \leqslant \cos (\theta) I,
$$

or

$$
(1-\cos (\theta)) I \leqslant P_{1}+P_{2} \leqslant(1+\cos (\theta)) I .
$$

Therefore, for $x \in \mathbb{R}^{n} \backslash\{0\}$,

$$
\left|\left(P_{1}+P_{2}\right) x\right|^{2} \geqslant(1-\cos (\theta))^{2}|x|^{2} .
$$

By the parallelogram law and using the above inequality with A.2.1),

$$
\begin{aligned}
\left|P_{1} x\right|^{2}+\left|P_{2} x\right|^{2} & =\frac{1}{2}\left(\left|P_{1} x+P_{2} x\right|^{2}+\left|P_{1} x-P_{2} x\right|^{2}\right) \\
& \geqslant \frac{1}{2}\left((1-\cos (\theta))^{2}+\sin ^{2}(\theta)\right)|x|^{2} \\
& =\frac{1}{2}\left(1+\cos ^{2}(\theta)-2 \cos (\theta)+\sin ^{2}(\theta)\right)|x|^{2} \\
& =(1-\cos (\theta))|x|^{2} .
\end{aligned}
$$
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