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Abstract

The deterministic Boltzmann machine (DBM) neural network architecture was originally
derived from the stochastic Boltzmann machine (BM) by substituting the expected values
of unit activations for the stochastic activations of the BM. Our simulations show that
the DBM, unlike the BM, exhibits unstable behavior such as oscillation during learning
and hypersensitivity to small perturbations of the weights or other network parameters.
While other researchers have encountered similar oscillatory behavior, it has never been
satisfactorily analyzed.

It is shown that this unstable behavior is the result of over-parameterization (excessive
freedom in the weights), which leads to continuous instead of isolated optimal weight so-
lution sets. Because the optimal weight solution sets are continuous, the weights are free
to drift without correction from the learning algorithm until two minima in the network
energy function are of equal depth and a gross output error occurs. The subsequent cor-
rection and later recurrence of these gross errors appears as a series of narrow spikes in the
output error of the network. The DBM learning algorithm is incapable of preventing this
oscillation because it uses only the final output error of the network to adjust the weights,
and the output error is zero for an optimal weight set until a gross error occurs.

The existence of multiple minima in the DBM energy function, and the resulting be-
havior, is shown to be analogous to prematurely terminating the statistics gathering period
in a BM. Since the required period increases with the size of the BM, and the DBM is
analogous to an infinite-sized BM, simply increasing the size of the DBM network will not
prevent the oscillatory DBM behavior.

Various issues relating to the implementation of DBMs using non-ideal analog hardware,
and their relationship to the weight drift problem, are also explored. It is found that only
non-ideal behaviors that cause the weight values to drift, most notably weight decay, have
a significant effect on network performance, and that there is no threshold below which
these behaviors can be tolerated. Other non-ideal analog behaviors, such as component

non-linearities, do not seriously degrade network performance.
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Glossary

activation

BM

basin hopping

bias unit

clamped

The level of activity of a unit. Corresponds to the firing rate of a bio-

logical neuron.
A stochastic Boltzmann machine.

Basin hopping is a phenomenon that occurs when a DBM network has
two energy minima of equal depth to choose from when it is settling, and
randomly chooses one or the other. One minimum typically corresponds

to a correct answer, and the other to a gross error.

A unit whose activation is permanently clamped at 1.0 in order to provide

a bias or threshold to the other units in the network.

When a unit is held to a fixed externally applied activation value.

continuous solution A continuous range of optimal weight sets, any of which result in an

CHL

DBM

diameter

arbitrarily small output error.

Contrastive Hebbian Learning is the learning procedure used in a deter-
ministic Boltzmann machine. The CHL rule is the mathematical formula

used to update the weights.
A deterministic Boltzmann machine.

(of optimal weight set), is the minimum weight change required to pro-

duce a gross error. The diameter of the weight set is denoted d(W™).

vii




GLOSSARY viii

epoch A single pass through the entire training set. An epoch is the basic unit
of time during training.
error spikes Brief gross errors that appear as narrow spikes in a plot of the mean

squared error during learning.

free unit A unit that is not clamped. The hidden and output units are usually free,

while the input units are clamped.

gross error A large output error that results in a network output having the wrong

sign, usually due to basin hopping.

hidden unit A unit that is neither an input nor an output, and is never clamped.

Hidden units are not visible outside the network.

input unit A unit that is always clamped to an externally supplied activation level,

serving as an input to the network.

isolated solution An optimal weight set that is a single fixed point in weight space. See

also continuous solution.

learning The process of adjusting the weights to reduce the output error of the

network to as low a value as possible.

learning multiplier The electronic circuit responsible for calculating the product of two

unit activations during learning.

learning problem A combination of the set of vectors in the training set, the architecture

of the network, and the learning success criterion.

mean squared error The average of the sum of the squares of the difference between the

network outputs and the vectors in the training set.

non-separable problem A set of input/output vectors in which the outputs cannot be cal-
culated as a linear combination of the inputs. The exclusive or function

is the simplest non-separable problem.




GLOSSARY

ix

optimal weight set A set of weights that allows the network to recall all the vectors in the

output error

output unit

training set with an arbitrary degree of accuracy. (denoted W*)

The difference between the output of the network and the vectors in the

training set.

A unit that serves as an output for the network.

simulated annealing A process of using gradually decreasing levels of random noise to

solution

state

target value

avoid local minima when searching for a global minimum.
An optimal weight set.

The state of a unit is its activation level. The state of the network is the

set of activations of all the units in the network.

The analog value that the network is supposed to reproduce.

thermal equilibrium A condition where the average activations of the units of a stochastic

training set

unclamped

unit

weight

weight decay

Boltzmann machine are no longer changing with time.
The set of input and output vectors used to train the network.

When a unit that is sometimes clamped is released and allowed to settle

with the other free units.

A processing element, typically with a logistic activation function. A

unit corresponds to a neuron in a biological neural network.

The strength of the connection from the output of one unit to the input
of another. A weight corresponds to a synapse in a biological neural

network.

When all the weights in the network decrease in magnitude over time.

weight multiplier The multiplication circuit responsible for calculating the product of a

unit activation and a weight value.




Chapter 1

Introduction

The human brain contains approximately one trillion neurons, interconnected through many
trillions of synapses. When a neuron cell fires, chemicals are released into its synapses to
either excite or inhibit the neurons to which it is connected. Intelligence does not reside in
any single neuron, but in the collection as a whole.

It is the goal of artificial neural network research to create intelligent machines by
assembling large numbers of simple elements, called units, that are modeled after biological
neurons. The units are interconnected by weights that are the analogous to biological
synapses. The strengths, or values, of the weights represent the efficiency of the synapses
and determine how large an effect the activation level, or state, of each unit has on those
to which it is connected.

Just as biological nervous systems have sensory input and motor output neurons, so
artificial neural networks (hereafter referred to as neural networks) have input and output
units. In both biological and artificial neural networks, the majority of the neurons (units)
have no direct connection to the outside world. These are the hidden units, and form
the most vital part of a neural computation system because they give the system the
ability to represent non-separable problems. The process of training, or learning, in a
neural network involves the adjustment of the weights based on the presentation of training

patterns (examples) to the input and output units of the network.
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Neural network research, in one form or another, has existed for over three decades.
Its popularity has waxed and waned considerably during that time, with a low point in
1969 with the publication of Perceptrons [MP88]. In it, Minsky and Papert showed that
simple networks (with no hidden units), which had been the main focus of research up to
that point, were incapable of representing the entire class of non-separable problems. Al-
though networks with hidden units could represent non-separable problems, there was no
learning algorithm known that could be used to train them. When the back propagation
algorithm [RM87a}, which can use hidden units to learn problems like XOR, became widely
known in 1985, large numbers of researchers once again became interested in neural com-
putation. Many other neural network algorithms have been developed since, but the ability
to use hidden units to represent XOR-like problems has remained as a basic requirement in

order for a neural network algorithm to be considered useful.

1.1 Neurons in VLSI

An important difference between a serial computer éimulation of a neural network model and
the corresponding biological or VLSI hardware system is the cost of sending information over
long distances. Since every location in the memory of a serial computer is directly accessible,
the concept of physical distance between pieces of information does not exist. However, both
VLSI circuits and the cerebral cortex are essentially two-dimensional structures, so there
are substantial costs in both time and space involved in non-local communication.

Our goal is to build highly parallel neural networks in VLSI, so we must limit our-
selves to structures that rely only on local information to accomplish their tasks or face the
prospect of devoting the major portion of our integrated circuits to wires. The Boltzmann
machine [RM87a] is one of a number of neural network models that meet the local commu-
nication requirement. The Boltzmann machine (BM) consists of units whose state switches
stochastically, with a probability determined from the inputs received through the weights
connecting to other units in the network. The BM has a simple learning rule that relies only

on locally available information, making it a natural candidate for VLSI implementation.
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One of the disadvantages of Boltzmann machines is that their units change state stochas-
tically, and must be monitored for long periods of time in order to gather sufficiently reliable
statistics to perform the weight updates needed to train the network. Peterson and An-
derson [PA87] use mean field theory to develop a deterministic version of the Boltzmann
machine that circumvents the long monitoring periods by replacing the stochastic unit ac-
tivations with their expected values.

The deterministic Boltzmann machine (DBM) retains the simplicity of the Boltzmann
machine learning rule and avoids the pitfalls associated with stochastic behavior. Because
of its advantages, the DBM has been used as a replacement for the Boltzmann machine by
a number of researchers [AZL92, BP91, GH90, Hin89, Mov90a, Mov90b).

The goal of our project is to implement the DBM algorithm in analog VLSI hardware in
order to exploit the enormous potential for parallelism in the DBM. However, before the the
hardware can be built, we have to thoroughly understand the behavior of the DBM so that
hardware design efforts can be focused on those issues that seriously affect the performance

of the network.

1.2 Learning Instability

In the course of determining which hardware issues are important, a serious tendency to-
wards instability in the DBM learning process, not evident from previous theoretical treat-
ments, was uncovered. While the effects of this instability are most serious in analog
hardware implementations, there are also ramifications for both serial and parallel digital
implementations of DBM systems.

The root of the instability is shown to lie in the freedom of the weights to drift through
a continuous range of values without affecting the output error of the network. Especially
when combined with unavoidable non-ideal analog hardware behavior like capacitor leakage,
which causes all the weight values to decay towards zero over time, this freedom can cause

the learning process to produce a regular series of narrow error spikes. Even in a digital
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implementation, there is a tendency for the DBM algorithm to produce only marginally

stable results.

1.3 Overview

The following is a short synopsis of the contents of each chapter of this thesis. The main

results of this work are found in chapters 4, 5, and 6.

Chapter 2: The Boltzmann machine is introduced and its theoretical background is de-

rived. The DBM is then derived by applying the mean field approximation to the BM.

Chapter 3: The experimental process used to determine our results, and the structure
of the simulation software, are described in detail. Simulation results are presented for
various network configurations and learning tasks. The results, particularly the presence
of oscillations during learning, are not consistent with the behavior expected from the
theoretical treatment in chapter 2 and in the literature. The cause of this unexpected

behavior is explained in chapter 4.

Chapter 4: A small DBM learning the XOR problem is investigated analytically to de-
termine the cause of the unanticipated simulation results in chapter 3. For this particular
network, the DBM learning algorithm does not find a unique, isolated, weight set, leaving
the weights free to drift. This drifting causes oscillation during learning, especially in the
presence of weight decay. While the analysis is restricted to a particular network, the be-
havior it predicts (instability, oscillation, and sensitivity to weight decay) are prevalent in

every non-separable problem we have simulated.

Chapter 5: The relationship between the BM and DBM is explored further to determine
if the results derived in chapter 4 are due to a failure of the mean field approximation in
small (less than 10 unit) networks. The behaviors of the BM and DBM converge as the
networks become large (over 100 units). The convergence is not due to an improvement in

the behavior of the DBM, but instead to a deterioration in the behavior of the BM.
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Chapter 6: Various design issues pertaining to the implementation of DBMs in analog
VLSI are explored, along with their relationship to the findings of chapter 4. The network
is tolerant of most non-ideal hardware behavior, but not at all tolerant of weight decay and

related effects, which cause the weights to drift and result in oscillation.

Chapter 7: It is demonstrated that a DBM can learn to produce certain analog in-
put/output mappings without the normal process of allowing the units to settle to stable

activation values.

Chapter 8: Conclusions and suggestions for further work are presented.




Chapter 2

Theoretical Background

2.1 Introduction

The theoretical background for stochastic and deterministic Boltzmann machines is derived
in this chapter. We first provide an overview of both the BM and DBM network architec-
tures, followed by a theoretical derivation of the BM and its learning algorithm. The DBM

is then derived from the BM by applying mean field theory.

2.2 Overview of the BM and the DBM

As the name implies, deterministic Boltzmann machines [PH89] are a nonstochastic relative
of the Boltzmann machine [AHS85]. The BM represents analog values, whether interpreted
as degrees of certainty, or given other meanings, as the expectation value of a probability
distribution of stochastic binary valued (0,1 or —1,+1) outputs over time. The DBM
represents analog values directly as the activation levels of its units.

Figure 2.1 shows a fully connected BM or DBM. Each unit ¢ assumes an activation value
according to its input. The instantaneous activations are ; = 1 for the BM, ~1 < a; < +1

for the DBM. The activations of all the units together form the state of the network.
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Input Hidden Output Bias

Figure 2.1: Example network configuration. The triangles are the units, the circles
are synaptic weights. The vertical lines through the weights represent a distribution
of the unit outputs to the weights. The horizontal lines represent a summation of
the products calculated in the weights. Note the lack of self-connections.
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> to weights W,

Figure 2.2: Schematic representation of unit input.

The net input to unit 7 is calculated as
net; = Zwijsj', (2.1)
J

where w;; is the weight from unit j to unit i. The calculation of the unit input is shown
schematically in figure 2.2. »

The unit activations are updated according to various algorithms, discussed later, until
they settle to an equilibrium condition (BM), or a stable state (DBM). This settling process
can be viewed as gradient descent in an energy function [AHS85], also discussed later.
Intuitively, one can imagine the settling process as an inertialess marble rolling across a
hilly terrain and eventually coming to rest in a depression on that surface.

A pattern (or vector) is applied to the input or output units of the network by clamping
them to fixed activation values instead of allowing them to settle freely. DBM units are
clamped to a value between +1 and —1, while BM units are clamped to +1 or —1 with a
probability determined by the value being represented.

The process of training the network to produce the desired mapping of input vectors to
output vectors, is called learning. Learning involves adjusting the weights until the network

responds to the application of each input pattern by producing the corresponding desired
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output pattern on the output units. Weight adjustment is accomplished by the BM or DBM
learning algorithms derived in sections 2.3.2 and 2.4.

Both the BM and the DBM learning algorithms involve repeatedly clamping each input
pattern on the input units and alternately clamping and unclamping the corresponding
output pattern on the output units. The weights are incremented by an amount proportional
to the difference between the products of the activations in the clamped and unclamped
phases of the learning algorithm.

When evaluating how well a network has learned a task, it is important to keep the
learning goals in mind. It is much easier to produce an output with the correct sign, and
perhaps a magnitude greater than some fixed value (digital criterion), than to produce an
exact analog output value (analog criterion). Most of the work in the literature employs
the digital criterion. We use the analog criterion because it allows the network performance
to be evaluated more precisely. Our general philosophy is that if the network is capable of
producing the exact desired analog values, then it should do so. The distinction between
the two criteria becomes less important when we show (in chapter 4) that a DBM exhibits

unstable behavior that causes it to fail both criteria simultaneously.

2.3 Boltzmann Machine Theory

We begin by deriving! the process by which the BM units settle to an equilibrium value.
We then derive the BM learning algorithm for both pattern completion applications, where
the network is required to complete a partial pattern clamped on a subset of its input units,
and for pattern association applications, where there are distinct input and output units

and the network must map an input pattern to an output pattern.

!The derivations in this chapter closely follow [HKP91]. They are included here for reference and to

establish the meanings of the symbols used in later chapters.
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2.3.1 Boltzmann Machine Activation Dynamics

Consider a network of N units, each of which can assume a value S; = +1. (This is different
from some of the literature where S; € {0,1}.) The units are interconnected through weights,
with w;; representing a weight from the output of unit j to the input of unit i. If the weights
are symmetric (w;; = w;;) then we can assign an energy function (a Lyapunov function) to

the network [PA87]:
1N
F = -3 izjwijSiSj - ;@isi (2.2)

where ©; is a bias or threshold term for unit 7. The bias term can be absorbed into the first
summation by adding one more unit, called the bias unit, with a fixed activation S, = 1

and w;, = O;. (The bias unit is always connected to all the other units.) We then have

1 N
E=-3 z]: w;;5:5; (2.3)

with N one larger than before.

We want to find the set of activations S that minimizes E, because that set is maximally
consistent with the constraints encoded in the weights w;; and with the external constraints
imposed by clamping some of the units to fixed values [AHS85]. We therefore require some
sort of gradient descent on E.

Consider a unit k. The difference in F due to the choice of 5, = —1 as opposed to
S =-+11is

AEy = Els,=—1 — Els,=41 = 2> _ wiiS;,
7

which is just twice the net input to unit k (see equation (2.1)). Therefore, gradient descent

in E is achieved by setting S, = —1 if AE; < 0 and setting Sy = +1 if AE, > 0, or
Sk = sgn(AEy). (2.4)

The network activation settles to a minimum by repeatedly choosing k at random and

applying (2.4) until no more activation changes take place. Stability is guaranteed because
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Figure 2.3: Plot of equation (2.5) at T' = 1.

we are always descending in E. However, the fixed point reached is usually a local, and not
a global energy minimum.

One way to escape from local minima, and to find the global energy minimum, is to
use simulated annealing [AK89]. Simulated annealing employs the addition of a gradually
decreasing level of random noise to allow the system to make occasional uphill energy moves
to escape from the local minima. Consider setting Sx to +1 with probability P, regardless

of its current state, where P is defined as

1

P = m_1+e—AEk/T'

(2.5)

T is the temperature? parameter that controls the noise level and therefore the likelihood
of uphill energy moves. At T = oo, Pr = 1/2 and Sj is equally likely to be +1 or —1,

regardless of AFEy, so all network states are equally likely.

20f course, T is unrelated to the physical temperature of the network. The term “temperature” is used

because of the analogy to thermal noise in physical systems.



CHAPTER 2. THEORETICAL BACKGROUND 12

As T is reduced, the network states with lower energy begin to dominate, although

uphill moves are still possible at any temperature above T = 0. In the limit,

1 0 if AEL <O

lim P, = =
T—0+ 1+ e~ S8N(AEK)00 1 if AE; >0

Since Py is the probability of setting Sy = +1 and (1 — Py) is the probability of setting

Sk = —1, we have
-1 ifAFEL <0
Sk = = sgn(AEy),
+1 fAFE, >0

which is the same as equation (2.4), as we would expect.
A system updated according to (2.5) at non-zero temperatures eventually reaches ther-
mal equilibrium, and the probability of the various global network states, labeled a, obey

the Boltzmann-Gibbs distribution [HKP91]
e~ E*/T

P =
A

(2.6)

where Z is a normalizing factor, called the partition function, defined as

Z = ZG—EQ/T.
o4
In physics, T is multiplied by Boltzmann’s constant, kg, but we set kg = 1 which
changes the scale of T. Since T does not represent a physical temperature, its scale is
arbitrary.
Thermal equilibrium is eventually reached at any non-zero temperature, but this may

3 With simulated annealing, T is gradually

take a very long time at low temperatures.
reduced while the units are updated using equation (2.5), resulting in the equilibrium state

after a much shorter time.

2.3.2 Boltzmann Machine Learning

The purpose of a Boltzmann machine is to perform either pattern completion or pattern

association. It is well known that a network requires hidden units to represent a pattern set

®Time is normally defined in terms of the number of activation updating passes.
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that is not linearly separable [MP88]. The learning algorithm, which we will now derive,
must therefore be able to adjust weights connected to the hidden units.

We start by separating the units into visible, with global state «, and hidden, with
global state 3. The complete state of the network is now labeled af. The value of unit i

in global state af3 is Sf’ﬁ. P8 is the probability of finding the network in state af3, and is

given by
e—E°P/T
poP = — (2.7)
where
Z =3 BT, (2.8)
aff

Since we cannot actually observe the values of the hidden units, their state is not relevant

to the visible behavior of the network. We are interested only in P*:

o 8 e BT
pPr=3"pr=%" — (2.9)
8 B
with
o l o1 o1
EP = 5 2 wisS; f5eb (2.10)

g
and Z as in (2.8).

We want the network to learn to reproduce the probability distribution of patterns in the
environment on the visible units. Let B* be the probability of pattern « in the environment.
P is the probability of the network producing that same pattern (state) on its visible units.
When P* = R® for all a, the network has learned to reproduce the environment exactly.
When a subset of the visible units is then clamped with a partial pattern, the remaining
units continue to reproduce the now-restricted subset of environmental patterns, and the

network functions as a pattern completion network.

*Later, we will further separate the visible units into input and output for pattern association.
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In order to teach the network the probability distribution of patterns in the environment,
we first need a measure of the distance® between the probability distribution {R®} in the

environment and {P*}, the probability distribution produced by the network. Consider

€= %:R“log —g; (2.11)

This equation defines the relative entropy [HKP91], a measure of the distance between the
two probability distributions. ¢ > 0 for any {P*} and {R*}, and € = 0 if and only if
P = R for all a. (A proof of this fact is given in the appendix at the end of this chapter.)
We want to minimize ¢ by adjusting the weight set {w;;}. To perform gradient descent

on ¢, the weights must be updated according to

O¢ « 9P o
A = =g = nza: e ouy,’ (2.12)

where 7 is a parameter that controls the learning rate. Note that R® comes from the
environment and does not depend on the weights. Expanding P* according to (2.9) and

(2.10), and differentiating with respect to w;; gives

o afd caf - _opB A A
BP Z {1 (‘91 S] e_EaB/T) _ € E /TZSiMSj#e_Ez\u/T

Ow; 7 Z T Z2 W T
Tp 5050 (S5 ™1T) (Sa, 58, 7 IT)
- TZ N TZ? (2.13)

We now have to simplify equation (2.13). In the first term, we recognize (from equa-

tion (2.7)) that

so the first term simplifies to
1 aB caB paf
= (Z SFSP pe ) :
8
The second term can be factored as

1\ [ Zpe BT\ [£5,85:8 e BT
<Zf) Z Z ‘

®The distance between two probability distributions is used to quantify how similar they are to each

other.
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From (2.9) we have
—E*8)T
ZﬁeZ / = po.

The expected value of any quantity X that depends on «, with « occurring with probability
P is
(X)=>_ P*X°,
o3
le) N R
.y 52
ZA;; Si qu Be—-EM [T
Z

= D S8 = (S:S;).
Ap

Putting it all back together and factoring out 1/7 gives

oP* 1 o od ag o |
G = T (Z CHCh SR <Sisj>) . (2.14)
17 ﬁ

Substituting (2.14) into (2.12) gives
Aw; = 23 i (Z 5P 530 paf P"(S»S-))
L T ~ Po 5 1 7 _ )

n R B po
T {Zﬁgsz’%}- pef - <Z RQ) (52'5_7')] : (2.15)
@ e
Recognizing that ), R* = 1 and distributing 1/P% in the first term of (2.15) gives

o\ ol gap PP
Awyj = o [ DR SEPST o — (53-5»} :
@ B

1
T

Using the identity P(af) = P(a)- P(B|a), we can replace P*?/ P> with PPl® giving

Aw;; = % (Z Ry pPlogePgel <51-5j>> .
@ B

PPl is the probability that the hidden units are in state 8 given that the visible units are
in state a. The state of the visible units is “given” when they are clamped to a fixed value.
The sum over the states of the hidden units gives us the expected value of the products of

the activations for each clamped pattern on the visible units, so
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Aw;j = % (Z R*(S:55)damped — <5i5j>unc1amped> -

Finally, the R* weighted average over the environmental patterns clamped on the visible

units gives (5;5;) the averaged expected value of 5;5;. The weight updating rule is

clamped’

therefore

77 Iy g
Awy = o ((5i5j>cxamped - (Si5j>unclamped) : (2.16)

The Boltzmann machine learning algorithm is:

1. Clamp the visible units to a pattern taken at random from the environment being

learned. Each pattern a should be picked with probability R®.

2. Start with a large value for T (T = Tinjtia) and allow it to decrease slowly while

updating the activations of the units at random using equation (2.5).
3. At T = Thnal, collect statistics on 5;5; over a large number of updates.

4. Repeat steps 1 - 3 a large number of times to calculate the average of the ex-
pected values of 5;5; over the probability distribution in the environment. This gives

(8:55)

clamped’

5. Perform steps 1 ~ 3 again, but do not clamp the visible units. This time only a single
pass through steps 1 — 3 is required because there is no environmental probability

distribution over which to average. This gives (5;5;)unclamped-
6. Update the weights according to (2.16).
7. Repeat steps 1 — 6 until the network is performing satisfactorily.

Note that in the clamped case we are sampling two probability distributions: the vectors
in the environment with probability distribution {R*}, and the states of the hidden units

with probability distribution {PPl¢}. The sampling must be over a sufficiently long period
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of time to ensure that we have reliable estimates of (5;5;) and can make accurate updates
to the weights.
When the environmental vectors have been perfectly learned, R® = P¢ for all a,

RepBle = paB and <5i5j>clamped = (5:5; ) unclamped 80 Aw;; = 0 for all 7, and the weight
updating stops.
A variation on the weight updating algorithm described above can be derived as follows.

Start by rewriting (2.16) as
Awy = > R*Aw

where
(o4 77 o
Awij = T ((Si‘gj>clamped - (Si5j>unclamped> . (217)

Using (2.17), the weights can be updated after statistics have been gathered for each
clamped pattern a instead of accumulating an average over all the patterns to estimate

(5:55)

themselves, which can be a substantial advantage for hardware implementations. The only

clamped" Using this method, averaging over the patterns is performed in the weights
disadvantage of this method is that the result of each weight update affects the next update,
and Awg; becomes time-dependent. We are no longer guaranteed steepest descent in €, but
a low learning rate (small n) minimizes this effect.

Looking at equation (2.16) or (2.17), we see that weight w;; is updated from statistics
gathered solely from units ¢ and j. These are the two units to which w;; is connected,
making the information required for learning local. This leads to a very natural parallel

hardware implementation of the BM, with the learning logic associated with each weight.®

2.3.3 Boltzmann Machine Pattern Associators

A pattern associator maps an input pattern to an output pattern. The visible units must

therefore be divided into an input set, with states v, and an output set, with states &. The

By contrast, back propagation learning requires error derivatives to be propagated through various layers

before the weights can be updated.
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goal is to train the network to reproduce each output pattern with a probability dependent
on the pattern clamped on the input units. In other words, we want P*I" = Relv In this
case, the distance between the probability distributions can be calculated as

Reh
€= Z,: R ;Ralv log Dok

Going through a derivation similar to the one for the pattern completer in section 2.3.2:

Oe Y Rely gpely
AwZ] - —anij - 'f/;R Xa: Pah 8'(1)2] s
—E°BvT
peh =% ¢ :
3 Z
0P Ty SIS T (e BT) 5, S e
Ow;; B TZ T72 .

Il

(Z Safgysaﬁ'ypozﬁh Po‘h (5 S; >clamped)

and
Aw;; = ‘;7?; ( Samsfm pah (Z Pah) clamped)
= %Z ( RP(85:85) Pelamped — (5i5; >clamped)
_ %Z " (1575 amped = (555} taampea)
= ‘;7:<—c1amped >clamped)
where (5;5.) )clampea 15 averaged with only the input units clamped and mclamped is

averaged with both the input and output units clamped.

Alternatively, as with the pattern completer, weight updates can be performed for each
input pattern, or for each input and each output pattern instead of averaging over all input

and output patterns.
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2.3.4 Local minima in weight space

Minimizing € by gradient descent makes the implied assumption that € has a unique mini-
mum. If there are local minima, it is possible for Aw;; = 0 for all 4, § while ¢ is still non-zero,
and the network has not learned to generate the environmental probability distributions.

Here we are concerned about a local minimum in weight space, a problem that is not
solved by the simulated annealing process used to reach thermal equilibrium in activation
space. One possible method of avoiding local minima is to add a decreasing level of noise
to the weight updates. Both our simulations and those of other researchers show that this
is rarely necessary.

Updating the weights after each environmental pattern instead of after averaging over
the environment may help avoid local minima in weight space because Awf; {from equa-
tion (2.17) is zero for all & only if the network has learned all the patterns correctly (€ = 0),
while Aw;; (from equation (2.16)) may be zero if a local minimum in € is reached.

While a non-zero Awg; does not guarantee escape from the local minimum, there is a
better chance of escape than when Aw;; = 0. Escape is not guaranteed because the Awy
are approximately averaged over time in the weights, but the time-dependence of Aw; at
least creates an opportunity for escape. This opportunity may be enhanced by applying

heuristics to momentarily increase the learning rate 7.

2.4 Deterministic Boltzmann Machine Theory

One of the most serious shortcomings of Boltzmann machines is that the values of (.5;5;)
during learning, and (S;) during recall, must be estimated by averaging over a period of
time. Recall that “time” is measured in terms of the number of activation update cycles
of the units in the network. These updates consume real time in both simulations and
hardware implementations. Another problem is that the estimates of (5;) and (S5;5;) are

necessarily noisy, unless averaging is performed over an infinitely long period of time.
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Since the network inputs and outputs are all expressed as expected values, it makes
intuitive sense to replace the stochastic binary valued (41) units with continuous valued
units having an activation level ax = (Si). Mean field theory tells us that this approximation
is valid if the number of units in the network is large.

From equation (2.5) we have

ay = Z Sy Py
Sp=x%1

2
1+ e-AE/T 1

AFE,.
= t
anh( a )

= tanh <%netk)

where

net, = Zwki(&')
7

= Zwkia,’.‘
7

Similarly, (5:5;) is expressed as a;a;. Now there is no longer anything random in the
network, and the temperature parameter controls the steepness, or “gain” of the tanh(-)
function instead of a noise level (see figure 2.4). The free energy [HKP91] in this network

is given by

1+ a; l4a 1-—q 1—a;
F:—E aiajwij+TZ[ 5 -log 5 + 5 -log 5 }
i<J 7

The DBM learning rule, also referred to as the contrastive Hebbian learning rule (CHL),

is carried over directly from the BM (except that no averaging is required):

Awy = n(dfaf - a;a;),
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Figure 2.4: tanh(-) gain function for various values of the temperature parameter

T. Higher temperatures result in flatter gain curves.

where dj is the activation of unit 7 at equilibrium’ when the output units are clamped,
and &; is the activation of unit ¢ at equilibrium when the output units are unclamped
(" indicates equilibrium). The reader is referred to [PA87] for a more formal derivation.

It is important to realize that replacing the stochastic BM activations .S; with their
expected values, a;, is strictly valid only when the number of units in the network approaches
infinity. If there are enough units, the contribution of each individual unit to the inputs of
the other units becomes negligible, and the instantaneous activation values can be ignored.
However, the DBM learning algorithm has also been derived without reference to the BM
at all [Mov90b] by minimizing the difference between the free energy F' when the network

output units are clamped and when they are unclamped. Other researchers [PH89, Mov90b]

have reported good results with small (N = 10) networks.

"Equilibrium has a new meaning in the DBM. It is now the final, stable deterministic state to which the

network settles at the final annealing temperature, Ty,
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2.5 Appendix: Relative Entropy

22

To show that ¢ as defined in equation (2.11) is a valid measure of the distance between the

environmental and network probability distributions, we have to prove that ¢ > 0 for all

probability distributions, and that € = 0 only when the distributions {P*} and {R"} are

identical.
First, we prove that

1
I >1-—
ogzr > .

or

1
f(:v):logw—1+;20.

The extrema of f(z) occur when %%—l = 0. Performing the differentiation, we get

d

1 1
—flz)==--==0=2=1.
z z

22

Taking the second derivative of f(2) and evaluating at z = 1, we obtain
2
——f(@))e=1 = =272+ 273 pm; = 1> 0,
therefore z = 1 is a minimum of f and f(1)=0so f(z) >0
Substituting z = R%/P* and multiplying by R* gives
pPe R«
0'1 o > [ g 1 IR
R%log w2 > R*(1 - 57)

and

Ot

e:ZR“logPa > ZR"l——G)
= Z(Ra P)
= ZR“—ZP‘*
- i1

= 0

(2.18)

s0 € > 0. The left and right hand sides of (2.18) are equal only forz = R*/P* = 1,s0¢ =0

if and only if P* = R* for all c.




Chapter 3

Simulation

3.1 Introduction

The behavior of a DBM is difficult to characterize analytically because it is a multi-layer,
non-linear, recurrent network. Therefore, simulation of a DBM on a digital computer is the
preferred method of determining network behavior. A simulator, consisting of about 11 500
lines of C code, was developed to test various network configurations, learning tasks, and
the effects of non-ideal behavior in hardware implementations.

There are many variations of the simulation algorithm and the network parameters, any
of which can change the observed behavior of the network. Although we explored many
of these variations, the guiding principle was to restrict the simulations to features that
can be readily implemented in a highly parallel manner in hardware. Additionally, the
simulations were limited to pattern associators, where an input pattern is mapped to an

output pattern.

3.2 Details of the DBM Simulation Algorithm

The following is an overview of the DBM simulation algorithm. The many options and

variables that model non-ideal behavior, used to explore the effects of implementing a

23
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DBM in analog hardware, are not described here. The relevant parameters are mentioned
later (chapter 6) when the effects of non-ideal components are discussed.

The following is a high-level pseudo-code representation of the simulation algorithm and
is sufficient to allow the pertinent details of the simulation to be extracted and the results

in this work to be duplicated.

Learning

The learning algorithm and its variations are described below. Underlined steps are de-
scribed in more detail in following sections. Note that the symbol &; represents the activa-
tion of unit ¢ after annealing, when the network is in thermal equilibrium. (Equilibrium is

the stable resting state in a DBM)

repeat a fixed number of times or until eFFor < MinError
for each training pattern
Unclamp output units
Clamp input pattern on input units

Anneal network giving activation vector &~

Compare output to desired output and compute error
Clamp desired output pattern on output units

Anneal network giving activation vector &%

Compute weight change for all weights in the network using
Awy; =y (aFaf - a7a7)
Update the weights

There are a number of common variations possible in this learning algorithm:

1. Either the clamped or unclamped phase may be performed first. The choice of which
phase is performed first does not have much effect unless either (a) a low initial
annealing temperature is used (or no annealing is performed at all); or (b) the weights
are updated after each phase instead of after each pattern or after each pass through

the entire set of training data.
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In case (a), the order is important because the network will tend to remain “stuck”
in the energy minimum it settled to in the previous clamped phase. In case (b), the
order determines if the positive or negative half of the CHL updating rule is performed

first.

2. The training patterns may be presented in a fixed or a random order. Random order
is preferable from a theoretical viewpoint, but results in a noisy error. If a fixed order
is used, it is best to arrange the order so as to avoid long runs of the same input or
output value for a single unit. This decreases the potential of time dependent biasing

effects.

3. Weights may be updated after each phase (clamped or unclamped), after each pattern,
or after each epoch. Updating after each epoch is preferable for stability, but hard to

implement in analog hardware because it requires storage of intermediate results.

4. Weight updates may be by Aw;; or by nsgn(Aw;;) (Manhattan learning). Some
researchers have reported good results with Manhattan learning [PH89] and it has

some advantages in hardware implementations [Sch91].

5. Error can be computed during learning or as a separate test after each epoch. Testing
after each epoch is more representative of a real applications environment, but can

mask the learning oscillation described in chapter 4.

Anneal Network

Two different annealing schedules are available. The first is standard geometric anneal-
ing [PH89], the second is a slightly modified version of an improved schedule developed
by Galland [Gal]. In the following description, log(Tratio) is a logarithm, base Traijo, and

(Tratio)™ is Tratjo Taised to the power n.
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Geometric annealing (parameters: Tinitial, Tfinal, n5teps):

1
. T nsteps—
calculate temperature ratio: Tyt = (Tﬁﬂﬁl—) feps—i

initial

for n = 0 to nsteps — 1

T = Tinisial - T,

ratio

update activations for new temperature T

Galland annealing (pa’ra‘meterS: Tiru'tiala Tﬁnala TratiOa Terror):
calculate number of annealing steps: nsteps = log(Tratio) (Tﬁ:ﬁ%@)
calculate residual temp: Tresia = (Tinitial — Thinat)( Tratio) 526751
for n = 0 to nsteps — 1
T = (Tinitial - Tﬁnal)T;—;ﬁo + Tﬁnal - Tresid

update activations for new temperature T

The advantage of Galland’s annealing schedule is that there are more temperature steps
taken in the critical temperature range (phase transition) where the unit outputs converge
to their final values (see figure 3.1).

A new annealing procedure is described in [AZL92]. It uses a wvolatility measure, com-
puted as

0= Yd,
to measure the degree to which the unit activations have settled near +1. The annealing
temperature steps are adjusted so that steps in g are not larger than a predetermined value.
Alternatively, the temperature is adjusted to keep ¢ at a constant value without annealing.

The volatility based annealing procedure is not easily implementable in analog hardware
because it requires storage of activation values from the previous temperature step so that
the current temperature step can be rerun with a smaller step size if the change in ¢ is too
large. The second approach, where g is kept constant, has the disadvantage that the value

of ¢ required for proper operation is highly problem dependent. "
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Figure 3.1: Comparison of Galland’s annealing schedule with geometric annealing.
Galland’s technique has more temperature steps (smooth curve) in the critical range
of temperatures where the activations are settling to their final values. (between
T=1and T =5)

Update Activations

First, calculate the net input to a unit:
net; = Zwi]‘a]‘,
J
and then update the unit activation asynchronously, using
net;
a; = tanh (—T—l> .

The order of unit update may be deterministic or random.
Alternatively, we can use synchronous updating, where all the activations are pre-
computed and then simultaneously updated using
al™ = (1 - 7)al + 7 tanh (%ﬁj ,
where the superscript ¢ indicates a time index and 7 is the synchronous time step. 7 acts
as a damping factor to make the network settle more reliably and is picked as a number

somewhat less than one (usually 7 = 0.8).
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When using geometric annealing, there are typically many activation updating passes
at each temperature. With Galland annealing, there are many more temperature steps, so

only a single pass is normally used at each temperature.

3.3 Simulation Parameters

All simulations in this work were performed with the following choice of parameters unless
otherwise indicated. An experiment was rerun with different parameters whenever there

was any concern that a result might be an artifact of a particular choice of parameters.

Parameter
Annealing type
Tinitial

Thnal

Tratio

Terror

nsteps

passes per temperature
activation updating
r

initial weights
error calculation

weight updates

Ui

Value

Galland

50

1

0.9

1x10™

124

1

synchronous

0.8

random (-2.0, 2.0)
during training
after each pattern

0.00001 to 0.1

Reason for choice

better results than geometric annealing
high enough to give initial a; ~ 0
arbitrary, simplifies calculations

produces moderate number of T steps

- a small error value

calculated

standard for Galland annealing
reduces randomness in results

a number slightly less than 1.0
large enough values for good results
oscillation details observable

easy hardware implementation

highly variable depending on problem

3.4 Choice of Problems

The performance of a neural network depends on the learning task with which it is presented
and the structure of the interconnections among the units. We define a problem as the set

of vectors to be learned together with the pattern of connections between the units in the
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Input Hidden Output

Figure 3.2: Network configuration for the 4-2-4 encoder problem. Notice that the
four input and output units are connected only through the two hidden units.

network. For most simulations, a fully connected network, where every unit is connected to
every other unit, was used. This is the most general case, and gives the network the most
freedom in choosing the weights to solve the problem. The various unit configurations used

here are described with the notation
input X hidden x output

where input, hidden, and output are the number of each type of unit. In addition, all
networks have a bias unit that is permanently set to an activation level of +1. All networks
are fully connected unless otherwise noted.

One interesting problem, the 4-2-4 encoder, requires a special network with no in-
put/output connections (see figure 3.2). The goal of the encoder is to map a one-of-four
input to an identical output, and to force the network to communicate the one-of-four value
through only two intermediate units. While the one-of-four to one-of-four input/output
mapping is not in itself very interesting, the 4-2-4 encoder does demonstrate that a DBM
network can learn to encode an internal representation of an external stimulus on the hidden

units. The 4-2-4 encoder will be examined further in chapter 6.
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The most important feature of neural network algorithms like CHL is that they are
capable of discovering how to use the hidden units in the network to solve a problem.
Because hidden units are only needed for problems that are not linearly separable, most
of the simulations conducted are of non-separable problems. The simplest non-separable
problem is exclusive or (XOR). When the XOR problem is extended to n bits, it becomes
n-bit parity, which is computed as the XOR of each successive bit. Most simulations in this

work use a two-input XOR because it represents the simplest non-trivial problem.

3.5 Testing Process

The initial weight set can have a significant effect on the outcome of a network simulation.
In order to avoid a bias due to a particular set of initial weights, five separate simulation runs
are performed for each experiment, each starting with a different set of random weights. The
same five sets of initial weights are used for all experiments that use the same sized network
so that results can be compared directly, without the complicating factor of additional

randomness introduced by different sets of initial weights.

3.5.1 Learning Plots

The mean squared error is recorded during training as a measure of the performance of the
network. Mean squared error is a measure of the difference between the actual and desired

output of the network. It is defined as

n m T Y2
MSE = r=1 Zj:l(aj - tj) ’

n-m

where n is the number of vectors, m is the number of output units, a; is the equilibrium
value of output unit j when with vector 7 clamped on the inputs, and ¢} is the desired
(target) value of output j for input vector 7.

For “binary” problems, where the target values consist of only a single positive and a
single negative value, such as £0.4, the “fraction correct” statistic is also recorded. In such

cases, an output is considered “correct” as long as it has the correct sign, which often occurs
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Figure 3.3: Sample learning performance plot.

long before the analog MSE measure becomes small. An output vector is considered correct
only if the signs of all the output units match the signs of the training values. (Only a
single output unit is used in most of our tests.)

Figure 3.3 shows a typical plot of learning performémce. The horizontal axis represents
the number of passes through the training set, or epochs, while the vertical axes indicate
the mean squared error, plotted on a log scale, and the percentage of correctly recalled

vectors. The cause of the narrow error spikes will be explained in chapter 4.

3.5.2 Energy Plots

If a network has only two free units (one hidden and one output) the free energy of the
network can be plotted for all activations of the free units for a single input vector. The

energy function

14 a; 1+ q; 1—aqa 1—a;
F:—Za;ajwij-}-TZ[ 5 -log 5 + 7 -log 5
i<y i

can be represented as a contour plot as shown in figure 3.4. The energy contour plot has

two shortcomings:
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Figure 3.4: A contour plot of the energy surface for a one hidden unit, one output
unit network. The horizontal axis represents the activation of the output unit, from
—1 to +1. The vertical axis represents the activation of the hidden unit from —1
to +1. Depth is indicated by shading, with black being the deepest. (Note: the
“depth” is clipped to 6% of its highest value in order to make the interesting regions
around the minima visible.)
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Figure 3.5: A cross section of the free energy contour plot in figure 3.4 along the
deepest part of the valley between the two minima.

1. It is very difficult to determine precise values of F' from the shading. A three-

dimensional perspective plot is no better.

2. The contour plot can only represent two indepehdent variables, so it is only usable

for networks with two free units.

The obvious solution to the first problem is to view a “slice” through the energy surface
as a standard cartesian plot. The difficulty with this approach is that the precise location
at which to take the slice is hard to determine. In most cases, we are interested mainly
in the depth of the minima and the profile of the valley connecting them. Therefore, we
have developed an alternate way of representing the energy function — an output unit is
clamped to successive values in its activation range from —1 to +1 and the remaining free
units are allowed to settle using the standard annealing procedure. The result is shown in
figure 3.5.

The same technique can be applied to networks with more than two free units, but the
results must be interpreted with care because of the possible existence of other minima. The
technique generally works because the clamped output unit severely restricts the freedom

of the other units, so a good approximation of a two dimensional cross section of a multi-
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Figure 3.6: Two dimensional cross section of a 10 dimensional energy surface. Note
the sharp corner between the two minima, indicating a switch between minima in
the hidden units.

dimensional surface is produced near the minima. However, the valley between the minima
often features a sharp corner, indicating a jump between minima internal to the hidden

units! (see figure 3.6).

3.5.3 Weight Plots

A special program was used to allow weight values to be observed during simulation, with
positive weight values drawn as green squares and negative ones as red squares. The inten-
sity of the color indicated the strength of the weight. To avoid having to reproduce color
here, we use a Hinton diagram [AHS85] (see figure 3.7). FEach weight is represented by a
square, and its position in the matrix indicates the units to which it is connected. The hor-
izontal dimension is “from”, the vertical is “to”. The size of a square indicates the relative
value of the weight — white is positive, black is negative. A solid gray square indicates a

zero, or near-zero, weight.

'1f there is more than one output, the unclamped output unit(s) may also be involved in the transfer to

a new minimum.
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0 1 2 3 4 5 6 7 8 9 10 11 12

Figure 3.7: A Hinton diagram of a 2 x 9 x 1 network. Horizontal axis is “from”

)

vertical axis is “to”. Units 0 and 1 are inputs, units 2 through 10 are hidden, unit 11
is the output, and unit 12 is the bias unit.
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3.6 Simulation Results

The first simulations were performed on an arbitrarily chosen non-separable problem. The
mean squared error and fraction correct were averaged over ten learning epochs and the re-
sults plotted. Performance appeared fairly good,-but never quite reached perfection (results
are not plotted here).

When the averaging was removed, it became apparent that what seemed like a small,
slightly noisy background error was actually long periods of 100% correct performance
punctuated by a regular pattern of narrow error spikes. Although the average error per-
formance was good, the observed error spikes were inconsistent with proofs iri the litera-
ture [Hin89] that showed that the CHL learning algorithm performed steepest descent in
weight space and should therefore settle to a stable minimum error value. Other researchers
[Mov90b, BP91] have also observed these error spikes under various conditions. A long series
of experiments employing variations of the learning algorithm, as described in the previous
section, generated varied results, but did not completely eliminate the periodic error spikes.

One of the peculiarities of this series of expefimeﬁts is that a change to a simulation
parameter rarely had a predictable effect. Every parameter change, and every different
set of starting weights, produced a different result, but in a seemingly random way. For
example, a small learning rate 7 is expected to make the learning process slow and stable,

but the effect is often to make it slow and unstable (See figure 3.8).

3.6.1 Exclusive Or

Since success with the initial problem was elusive, the learning task was simplified to a two
bit exclusive or. Separable problems like a logical “and” were also tried, but they were
learned perfectly almost immediately, and, since they require no hidden units, are generally
considered uninteresting. Moderate-sized networks are used in these experiments because

it is well known that the mean field approximation on which the DBM is based only holds
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Figure 3.8: Learning test of a 6 x 10 x 1 network mapping 64 6-bit input vectors
to a random 1-bit output. The experiments are identical, except that the top one
used a learning rate of 7 = 0.001 while the bottom one used = 0.05. Although the
error performance is not very good in either case, there is significantly less oscillation
when the higher learning rate is used. Note: “number correct” refers to the number
of output vectors with the correct sign (maximum 64).
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Figure 3.9: Performance of a 2 x 9 x 1 network learning XOR.

if there are a large number of free units [PH89]. Generally, a 13 unit network (10 free units)
is used.?

By choosing the learning rate carefully, and using initial weights in the correct range,
it is possible to achieve what seems like reasonable learning performance (see figure 3.9).
The error spikes are less frequent than before and they appear to die out over time. Still,
their existence is not really consistent with what is expected of the learning algorithm.
Simulations of n-bit parity problems produce similar results (see figure 3.10).

By carefully examining the weight values before and after each error spike, we determined
that very small weight changes are sufficient to cause a gross error® in the network output,
and that the spikes are created by tiny weight changes in the course of the training process,
usually when weight adjustments due to presentation of one pattern cause recall of another
pattern to fail. This led to an investigation of the amount of weight variation a network

can tolerate without making an error after it has learned its task perfectly.

2Ten free units is not enough for the mean field approximation to be completely accurate, but other

researchers have reported good results with networks of this size.
3A gross error is defined as a large jump in the mean squared error corresponding one or more output

units settling to an activation with the wrong sign.
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Figure 3.10: From bottom to top: DBM performance on 2, 3, 4, and 5 bit parity
problems. In each case, there were as many hidden units as input bits, the learn-
ing rate was 77 = 0.01 and weight decay of d = 0.0001, d = 0.00005, d = 0.000025,
d = 0.0000125 respectively was applied after 6000 training epochs. (Decay must de-
crease as the number of input patterns is increased because decay is per pattern,
and we want to compare results on a per epoch basis. The training patterns were
presented in random order for the first 5000 epochs, after which they were presented
in deterministic order.
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In the case of the network of figure 3.9, some weights can only tolerate a change of
3 x 1075, or 0.01% of their value before the network makes a gross error. Other networks
have been found to be even more sensitive. A requirement for such a high degree of precision
makes it necessary to use digital hardware when implementing a DBM. (further discussion
in chapter 6)

Another surprising observation is that the network is extremely sensitive to the parame-
ters of the annealing schedule. In the network above (figure 3.8), changing the temperature
ratio from Tratio = 0.9 to Tratio = 0.889 (a change of 1.2%) is enough to cause the network
to make gross recall errors. This change reduces the number of annealing steps from 124 to
111, which should not be significant. Stranger still, many weight sets have been found to
be sensitive to an improvement (higher Ti,,) in the annealing schedule, where more and
smaller steps are taken. A network can be successfully trained with a wide range of different
annealing parameters, and performs well as long as it is tested with the same parameters
it has been trained with, but fails if they are varied even slightly.

Looking at the energy functions of these networks, it becomes apparent that the energy
minima corresponding to the correct and incorréct outputs are of almost exactly equal
depth. In some cases, the incorrect minimum is actually deeper than the correct one, but,
as long as the annealing parameters are left unchanged, the network recalls the output
patterns correctly.

Since one of our goals is to create an analog hardware implementation of a DBM,
such requirements for extreme precision are both perplexing and disheartening. Even more
perplexing is that some of the experiments produced much better results, with little or
no oscillation and little sensitivity to the choice of annealing parameters or small weight
perturbations. It seemed that some combinations of starting weights and simulation pa-
rameters produced good results, while others did not, but there was no obvious pattern
that could lead to a recipe for consistently good results. Clearly, something was lacking in

our understanding.
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It is evident that simulation alone is not an adequate tool to understand what is hap-
pening. The minimal form of a network capable of representing XOR is two inputs, one
hidden unit, one output unit, and one bias unit. Much of the behavior observed in the larger
networks carries over into the small one, but the small network behaves in a more orderly
way because there are only seven independent weights for the learning algorithm to mod-
ify. Such a simple network has the advantage that it can be simulated rapidly, but, more
importantly, it can be analyzed mathematically to determine the cause of the error spikes.

Chapter 4 describes this analysis and resolves the puzzling behavior described here.




Chapter 4

Analysis of a Small DBM

4.1 Introduction

Deterministic Boltzmann machines have usually been analyzed by simulation. Unfortu-
nately, some of the behavior observed during simulation is apparently inconsistent with
the results of the mathematical derivation of the DBM in chapter 2 and the literature
[Hin89, PAS8T].

The most striking anomaly is the tendency for the DBM output to become unstable duz-
ing learning (see figure 4.1). Since the DBM learning algorithm performs gradient descent,
oscillation after successful learning is troubling and cannot be ignored. Even if we allow for
the possible deleterious effect of updating the weights after each vector is presented instead
of averaging the weight update over all the vectors in the environment (as required by the
theory), the oscillation is still puzzling. The error spikes in figure 4.1 are very narrow, and
can be suppressed in a software simulation simply by averaging the output over time, but
this merely covers up an effect that, according to theory, simply should not occur.

The network in figure 4.1 is too large to analyze conveniently in closed form. Therefore,
we now move on to a simpler network with a single hidden unit and a single output unit.

Figure 4.2 shows the learning curve of such a network with a low learning rate. Note that

42
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Figure 4.1: This is an example of oscillation in learning. A 2 x 6 x 2 network was
used. The outputs were XOR/XNOR, with target values of £0.9. Note the average
error is barely affected by the spikes, especially when the error axis is plotted on a
linear instead of logarithmic scale. Learning rate n = 0.0001.

the oscillation stops part way through the learning process, but, as we shall see, this does
not guarantee a stable network.

Close observation of the weights during oscillation in the 2 x 6 x 2 network of figure 4.1
reveals that the difference between the weight values that produce a correct answer and a
gross error is very small. By manually varying the value of a single weight in the network of
figure 4.2, we can confirm that this network is extremely sensitive to small weight changes.
A change of about 1.3% in one weight is enough to generate gross errors. Instead of a
gradual degradation in the accuracy of the network output, the answer suddenly jumps
from a value of —0.4 to +0.6. Not all weight solution sets for this problem exhibit such an
extreme sensitivity to small weight perturbations, so this behavior cannot be inherent to
the network architecture or to the problem being learned, but must be a function of this
particular set of learned weights.

Simulation reveals that the use of a moderately high learning rate (7) tends to cause
some initial oscillation during learning but results in a far more stable weight set than a

low learning rate (see figure 4.3). This observation flies in the face of conventional wisdom
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Figure 4.2: Top: Learning test, 2 x 1 x 1 network, n = 0.0005
Bottom: Free energy through valley between minima, pattern 0. Note the almost
equal depth of the minima.
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Figure 4.3: Top: Learning test, 2 x 1 x 1 network, n = 0.02
Bottom: Free energy through valley between minima, pattern 0. Compare the
relative depth of the minima here to those in figure 4.2.
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Figure 4.4: DBM network configuration used in this analysis. Triangles are units.
Circles are weights.

in numerical simulation, where “go slow” is the standard prescription for a stable, smooth,
gradient descent,! at the cost of increased simulation time.

The plot of the DBM energy shows that the two energy minima in figure 4.2 are of
almost equal depth, while the negative minimum in figure 4.3 is substantially deeper than
the positive one. The simulated annealing algorithm ensures that the network always settles
in the deepest minimum. If some perturbation, such as a small weight change, shifts the
balance between the near equal-depth minima, an incorrect output is produced. If this
error is then corrected by the learning algorithm, narrow error spikes, like the ones in
figure 4.1, are generated. A proper gradient descent learning algorithm should not exhibit
this behavior.

Clearly, our understanding of DBM learning has been incomplete. In this chapter, we

analyze a very small DBM in order to explain these phenomena.

4.2 Network Configuration

A fully-connected five unit 2 x 1 x 1 DBM network is used in this analysis (see figure 4.4).

Weights are constrained to be symmetric (w;; = w;;). Unit activations are calculated by

'The number of significant figures in the computer’s floating point representation must be taken into

account when determining the minimum step size. Roundoff problems have been ruled out here.
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1
a; = tanh (T ;wijaj) (4.1)

where a; is the activation of unit 7, w;; is the weight from unit j to unit 7, and T is an
adjustable parameter (temperature) used in a simulated annealing process to aid in network
relaxation. It has been shown [PA87] that this network settles to a minimum of the mean
field free energy:

F=FE-TH,

which expands to

14 a; 1+a; 1-a 1-a;
F=- Zaiajwij + TZ [ —; -log ; + 5 -log 5 ] . (4.2)
i<y :

The network is trained by clamping the input pattern on the inputs and the desired
output pattern on the outputs and allowing the network to settle, giving the vector of
activations 8*. The outputs are then unclamped and the network is allowed to settle again,
giving &~. The weights are updated according to the contrastive Hebbian learning (CHL)

rule

Aw;; = n(afal - a; ay). (4.3)

The following training patterns are used in the analysis presented here:

ap | @ as

-1 -1} -04
-1]1+41}| +04
+1 -1 +04
+1 (41| -04

This is a simple two-input XOR problem. The £0.4 learning target values are used instead

of £1.0 to avoid problems with infinite weights.?

*The activation function of a DBM is tanh(net;/T), which reaches £1.0 only when net;/T — co. This

either requires infinite weights or a zero annealing temperature, neither of which is desirable.



CHAPTER 4. ANALYSIS OF A SMALL DBM 48

4.3 Network Analysis

It is possible to study the behavior of a network with a single hidden unit analytically to
gain further insight into its properties. For now, we are interested only in the activation
dynamics during recall, not in the learning process. We want to calculate the set of weights
required for the network to recall all the training vectors with arbitrary accuracy. We call
this an optimal weight set, denoted W*.

We know that the network settles to a minimum of the mean field free energy F (equa-
tion 4.2). The minima must be zeros of the derivative of F. Taking partial derivatives with
respect to a; and ag, the activations of the two free (hidden and output) units, and keeping

in mind that the weights are symmetric, we obtain

oF
Pa, — w2000 — W2101 — W33 — Woq + T - atanh(az),
az
oF
55’*3— = —W30ap — W3101 — W32a3 — Wagq + T - atanh(ag,). (44)

Solving 0F/daz = 0 for as gives

Woplp + WorG1 + W32a3 + w24J
b

ao = tanh [ T

which is the activation level the hidden unit (unit 2) settles to for any given inputs ag and

a; and a given activation of the output unit, az. Substituting into (4.4) we get

or
8(13

Waodg + wo1ay + wazaz + w24]
T
—wgyg + T - atanh(as). (4.5)

— W30l — W3101 — W32 tanh [

Unfortunately, 0F/0as = 0 cannot be solved for a3 analytically, but the roots can be
found numerically, and the equation can be inspected to ascertain certain properties.

The set of weight values the network learns during a simulation depends on the initial
weights, the learning rate, and various other network parameters. Since all the final weight
sets produce equally accurate answers during testing, there are obviously many different

weight solutions to the XOR problem being learned.
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0 1 2 3 4

Figure 4.5: A symmetric set of weights that solves the XOR problem. Units 0 and
1 are inputs, unit 2 is a hidden unit, unit 3 is the output, unit 4 is the bias unit.

Inspection of the final weight values in one simulation showed that, in one such optimal
weight set, wzo & —ws3; &~ wsg and wyg & —wo; & wyy. The only remaining weight, wag,
was different from any of these (see figure 4.5). Using these constraints, equation (4.5)
can be simplified by defining wa, ws, and w, as the three distinct weight magnitudes and

making the following substitutions:
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Figure 4.6: Plot of 8F/Jasz (equation 4.6) for typical weights w, = 0.482,
wy = 0.648, w, = 1.131, and inputs a9 = +1, a; = 1. T = 1.

W3p = W3 = Wq
W31 = W13 = —Wq
W34 = W43 = Wq
W20 = Wo2 = —Wh
W21 = Wiz = Wp
W4 = Wy = —Wp

W23 = W3z = We.

Substituting into (4.5), we get

oF —wp(ag — a3 + 1) + weaz

Pas = —wq(ag — ay + 1) — w.tanh T + T -atanh(az). (4.6)

This equation is plotted in figure 4.6 for a weight set typical of most simulation runs. Notice
that 0F/daz has only one zero, at ag = +0.4, so the energy function F has only a single
minimum at the desired answer. As we will see later, F' can have two minima, which makes

it possible to settle to the wrong answer.
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Figure 4.7: Plot of the components of 8F/8as (equation 4.6) for the same param-
eters as in figure 4.6. Note that the tanh function is negative (upside-down) and
shifted up and to the left.

Looking at equation (4.6), we see that it is composed of two parts: a hyperbolic arc-
tangent function, independent of input or weight yalue;s, and a hyperbolic tangent that is
shifted up, down, left, and right by changing the inputs ag and a;. The amount of shift
depends on the weights w, and w,. The height and width of the hyperbolic tangent are
determined by w..

To find the weight values for which the network accurately produces the desired outputs
in response to the four XOR input patterns, we substitute the values of the XOR vectors
for ag, a;, and a3 into equation (4.6) and require 8F/daz = 0 for each case. Let 4; be
the output target activation (A; = 0.4 in our simulations), and arbitrarily set Tsna = 1, the
final temperature used during annealing.

case qg = —~1,a; = —1 = a3 = —Ay:
— we — wetanh(—wy — weAy) + atanh(—A4;) = 0 (4.7)
case ag = —1, a3 = +1 = az = +A;:

w, — we tanh(wy + w.A;) + atanh(A;) = 0 (4.8)
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case ag = +1,a; = -1 = a3 = +A4;:
— 3w, — we tanh(—=3wy + w.A;) + atanh(A4;) = 0 (4.9)

case ap = +1, a1 = +1 = a3 = —A;:

— Wo — wetanh(—wy — weAe) + atanh(—4;) = 0 (4.10)
Equations (4.7) and (4.10) are identical, and, because tanh(z) = —tanh(—z) and
atanh(z) = —atanh(—z), equation (4.8) is just (4.7) multiplied by —1. This leaves us

with two equations (4.7 and 4.9) in the three unknowns w,, wy, and w,. Solving (4.7) for
w, gives

w, = w, tanh(wy + weA;) — atanh(A;). (4.11)

Substituting (4.11) into (4.9) gives
we - (tanh(3w, — weAr) — 3 - tanh(wy + we4;)) + 4 - atanh(A4,) = 0. (4.12)

Equation (4.12) cannot be solved for w;, or w, analytically, but its roots can be found
numerically. Taking w, > 0 as the independent variable, we see that the equation has two
roots. If wy > 1, w, can be either negative and approximately proportional to wp, or it can

be positive, with a limiting value of

lim w. = 2-atanh(A4;). (4.13)

WhH—r OO

The negative root is discarded because it represents an energy maximum at the desired
output A, instead of a minimum.

Substituting the value of w, into (4.11), we get
wq = atanh(A,) (4.14)

Note that the signs of wy and w, can be changed, giving an equivalent solution with the
meaning of the hidden unit inverted. The values of w, and w, are plotted for a range of w;

in figure 4.8.
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Figure 4.8: Plot of values for weights w, and w, for a range of wy. Any of this
family of optimal weights have minima at a3 = +A, or az = — A, as appropriate for
the inputs (A, = 0.4 for this plot).

4.3.1 Effects of Different Solutions

It has been shown here that there is not just one, but a continuous range of optimal weight
sets that produce an energy minimum at the desired output unit activation +4; or —A,.
If visualized in three dimensions in variables w,, ws, and w, this range of weight sets
appears as a curve. A particular optimal weight set is a single point on this curve. Other
weight configurations, such as the one with the meaning of the hidden unit reversed, would
appear as distinct curves. We define such a group of weight sets as a continuous solution, as
opposed to an isolated solution, where the optimal weight set is not continuously variable.

Two important questions arise:
1. Are all the optimal weight sets making up a continuous solution equally good?
2. Which optimal weight set does the CHL learning algorithm produce?

To answer the first question, we must decide on a qualitative measure of the desirability
of a particular weight set. Since any optimal weight set produces energy minima arbitrarily

close to the desired values, the output error is zero in each case and cannot serve as a metric.



CHAPTER 4. ANALYSIS OF A SMALL DBM 54

Instead, reliability is chosen as the performance measure. Reliability can be broken down

into three components:

1. The network should tolerate small changes in the weights without producing large
changes in the output values. At the very least, the output values should not easily
change sign (a gross error). If a gross error is due to the output settling to the wrong
energy minimum, this is also referred to as basin hopping. We define the diameter
of the optimal weight set, d(W*), as the minimum change in a weight required to
produce an output with the wrong sign. We generally want d(W™) to be as large as

possible.

2. The network should be insensitive to variations in the annealing schedule used during
settling. Annealing is needed only if there are spurious local minima in the free energy
function of the network. The network becomes sensitive to the annealing schedule as

spurious minima approach the depth of the desired global minimum.

3. The network should be able to continue learning even after some pre-determined
error criterion has been reached. Continued learning is necessary in analog hardware
implementations to maintain the charge on the weight-storage capacitors, and also for

situations where the network is supposed to track changes in an evolving environment.

In general, the most reliable networks are the ones that have only a single energy min-
imum, and the most unreliable are those with multiple, nearly equal depth minima.® One
problem with near equal depth minima is that a small weight perturbation can make the
spurious minimum deeper than the desired one, leading to basin hopping and a gross error.
The perturbation may be the result of either the learning procedure itself, as illustrated in
figure 4.1, or due to weight drift or noise.

The other problem caused by near equal depth minima is that a very thorough, and

therefore slow, annealing schedule is required to choose between almost indistinguishable

®There are a maximum of two minima in the simple 2 x 1 x 1 network analyzed here.
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minima. As we will see later, using a slow annealing schedule during learning is actually
counterproductive.

We divide the weight sets in a continuous solution into three classes: stable solutions,
where there is only one energy minimum; meta-stable solutions, where there is a spurious lo-
cal energy minimum; and unstable solutions, where the annealing process (with a particular
set of annealing parameters) cannot correctly distinguish between the minima. Annealing
is unnecessary for a stable solution set.

A stable solution results as w, — co. This can be verified by substituting (4.13)

and (4.14) into (4.6). Because ag is a finite number, (4.6) becomes

F
(;97 = —atanh(A;) - (a0 — a1 + 1) + 2 - atanh(A;) - sgn(ao — a1 + 1) + T - atanh(as) (4.15)
3
where
-1 ifa<0
sgn(z) = 0 ifz=0
+1 ifz>0

which obviously has only a single zero as a3 varies: for fixed inputs ag and aj.

Figure 4.9 shows how the derivative 9F/das responds to changing the weights. The
critical point after which the free energy has only a single minimum is w, = 0.48 in this
case. When wy > 0.48, we have a stable solution; when it is less, we either have a meta-
stable or an unstable solution depending on how close the two minima are to the same
depth.

The minima are of equal depth when w, = wy. The correct minimum is deepest as long as
w, < wp. Looking at figure 4.10, we see that the solution becomes unstable around wy = 0.3.
As the weight set approaches the transition from meta-stable to unstable, d(W*) — 0, and

the network becomes extremely sensitive to small weight perturbations.

4.4 Learning

The weight change determined by the CHL weight updating rule, equation (4.3), is con-

trolled by the difference between the clamped and unclamped activations of the units.
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Figure 4.9: The effect of changing w; (and w, and w, according to equations (4.11)
and (4.12)). A; = 0.4, desired output as = —A, for this plot. Notice that F/fas
has three zeros for w, = 0.46, corresponding to two minima in the energy function.
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Except for a few unlikely, degenerate cases, if the clamped and unclamped output activa-
tions match, so do the clamped and unclamped hidden unit activations. Therefore, it is the
mismatch in the output activations that drives the weight updates during learning.

For the case of a 2 x 1 x 1 network learning XOR, we have shown that there is a contin-
uous range of optimal weight sets that produce equally accurate outputs. Once the weights
have been adjusted to produce a zero-error output, no further learning takes place. There
is nothing in the CHL learning algorithm that causes it to produce a stable weight set —
once the desired output is produced, there is no longer any information on how to further
evolve the weight set. The final resting point on the solution curve is determined by the
random starting weight set in combination with all the simulation parameters. All aspects
of the simulation including variations in the algorithm affect the outcome, but they do so
in an essentially random way.

If alow learning rate is used, the most common final weight configuration is very near the
d(W*) = 0 point, with the desired global minimum only minutely lower than the spurious
minimum for each input vector (see figure 4.2). This makes the network very sensitive to
small weight perturbations or changes in the annealing schedule. In fact, even the small
weight adjustments caused by continued learning (if the network has not yet reached exactly
zero error) may cause a gross error, leading to the learning oscillation observed earlier.

The size of the neighborhood d(W*) tends to be proportional to the learning rate 7
because the learning steps that cause the error spikes are proportional to 7, and a step
proportional to 7 is taken every time an error spike occurs. The network eventually settles
far enough from the d(W*) = 0 point to prevent further error spikes. This is why the error
spikes tend to die out as learning continues, and also why networks learning with a large n

show less oscillatory behavior than those with a small 7.
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4.4.1 Weight Decay

Weight decay is an unavoidable feature of analog weight storage capacitors. A common
model of weight decay is an exponential drift towards zero. For each weight w;; in the

network,

wifl = d - w}; (4.16)

where d < 1 is the decay factor and the superscript represents the simulation time index.
Consider what happens when all the weights in the network analyzed in section 4.3 decay.
In the three-dimensional visualization of the continuous solution described previously, this
is equivalent to moving on a straight line from a point on the solution curve toward the
origin.

We saw in section 4.3.1 that if wy is large to start with (stable solution set), changing it
has little effect on the activations of the units. Changing w, and w, changes the location of
the energy minimum. If the CHL learning algorithm is applied to the decayed weights, w,
and w, are adjusted to move the minimum back to +£A4;. If the decayed wy is still large, the
hidden unit still acts as a +1 step function, so there is no change in w, due to re-learning
after the decay.

Eventually, w, decays until it is no longer large, and the solution set enters the meta-
stable range. The decay process continues, with d(W™) becoming smaller and smaller, until
the spurious minimum is the same depth as the desired minimum (d(W*) = 0) and the
network makes a mistake (see figure 4.11). At this point, the clamped and unclamped
network outputs are no longer the same, and the CHL rule causes a large change in the
weights, resulting in a correct output again. The decay process repeats, and the network
oscillates. The oscillation frequency is roughly proportional to the the decay rate and
inversely proportional to 7, but there is no threshold below which decay can be tolerated.

Weight decay will be discussed again in chapter 6.



CHAPTER 4. ANALYSIS OF A SMALL DBM

10°

)

102

Lo trad

1074

3t 1inul

Error

10

10

L

1010 T T T , T . T . — ;
0 5 10 15 20 25 30 35
Number of epochs (1000’s)
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4.5 Solutions

The reason that the CHL algorithm cannot deal with weight decay, or with other related
behavior, such as hypersensitivity to weight perturbations, is that learning is based only on
the final activations of the units after settling. If a thorough annealing schedule is used,
only the location of the deepest energy minimum is used in adjusting the weights. The
existence, or development (through weight decay), of a spurious minimum goes undetected
until it approaches the depth of the desired minimum and causes a mismatch between the
clamped and unclamped outputs.

One solution to this problem is to dispense with annealing entirely during learning and
start the units at random activations, apply an input or input/output pattern, and then
settle using a damped updating rule with no annealing. Because this causes the network to
randomly settle into the spurious minima in the unclamped phase, the weights are adjusted
until those minima disappear. The possibility of becoming trapped in any shallow spurious
minima that may remain or form later is avoided by using normal annealing during recall
operations. ‘

Our simulations have shown that this procedure works well for small networks, reliably
producing single-minimum energy functions. See figure 4.12 for an example. Figure 4.13
shows that further improvements can be achieved by reducing the number of settling passes
at each temperature. Figures 4.14 and 4.15 show how disabling annealing also improves the
problems associated with weight decay. Unfortunately, while this technique is promising for
small networks, it often causes learning to fail completely in larger networks, likely due to
the large number of spurious minima a large network can contain. When a solution is found
in a large network, it has good, single-minimum energy functions, but the procedure has
too low a success rate to be practical. The procedure is in any case sub-optimal because,
while the solutions it produces are reasonably good, they are still far from the ideal wy — oo
result determined previously.

Another possible solution comes from the observation that “large weights are good.”

By using a reverse weight decay procedure where d > 1.0 in equation (4.16), unconstrained
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weights like wy drift toward infinity (or the weight limit), resulting in very good solutions.
Unfortunately, once again, this procedure is unstable for larger networks, and it is ques-
tionable whether large weights would be beneficial in all problems.

The most useful technique for avoiding the instability problem is to choose the learning
rate very carefully. A high learning rate has a beneficial effect because it causes the network
to take a large, although random, leap into the stable part of the solution space, where it
can then settle to a good, single energy minimum, solution (see figure 4.16). The problem
is that the best learning rate depends on the problem being learned as well as the initial
weights, and is therefore difficult to determine a priori. Also, our simulations show that
the choice of the learning rate becomes more critical in a larger network where the solution
space has more dimensions. It may be possible to develop an automatic heuristic technique
for adjusting the learning rate, but this has not been explored. High learning rates do not
have a beneficial effect on weight decay related problems, other than that they decrease
the oscillation frequency. Adjusting the learning rate is therefore an unsatisfactory solution
because it is not a general solution that works in every case.

Other approaches, including using low-initial-temperature annealing schedules, learning
with annealing at first and later disabling it to attempt to remove spurious minima, and

other variations have been tried without great success.

4.6 Discussion

The weight drift problem presented here is a fundamental property of the DBM itself.
While there are ad hoc fixes in particular situations, a general solution remains elusive.
The root of the problem is the existence of spurious local minima, and the inability of
the learning algorithm to detect and remove them, even when the network is capable of
producing single-minimum energy functions.

An important caveat to the analysis here is that the simple two-input XOR problem
is by no means representative of “real” applications. However, it is the simplest problem

requiring hidden units, and the problem that led to the demise of the original perceptron
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[MP88]. There are some problems that have isolated solution sets and are immune to the
difficulties described here. The 4-2-4 encoder is an example of a problem with a partially
isolated solution set. It is used in chapter 6 to demonstrate that the CHL algorithm can
deal with weight decay when the output error rises gradually as the weights decay.

There is the hope that “real” problems will tend to have isolated weight sets, unlike
XOR and n-bit parity, but it is far from clear whether a system that fails on small problems
will succeed on large ones. It is of some significance that almost every problem we have
simulated, from the simple XOR, to n-bit parity, to randomly generated mappings, on a
wide range of network sizes and connection patterns, has proven to be prone to instability
from weight decay.

Unless a better learning algorithm is found, there is always the concern that some small
(XOR-like) part of a large network may exhibit the behavior described here. This will
cause the entire network to fail to learn its task reliably, or, because of weight decay or
other effects, fail some time after learning successfully.

Another caveat is the definition of “success” in a learning task. One of the strengths
of neural networks is that they are able to deal with éelf—contradictory input data, where
100% correct learning is by definition not possible. The level of accuracy and reliability in
the network outputs required for “success” is then necessarily lower, and the effects of the
behavior described here may be entirely submerged in the errors produced by the nature of
the problem itself.

The question of whether or not the DBM algorithm functions properly cannot be an-
swered without reference to the implementation of the network and the performance required
for a particular application. If the goal is to find a set of weights that allow the network to
perform within a certain predefined error criterion, and to terminate the learning process at
that point, the DBM algorithm certainly works. On the other hand, if the goal is to build
a DBM using analog VLSI hardware, with the requirement that the learning algorithm
generate and maintain a stable solution in the presence of weight decay, our analysis shows

that the DBM algorithm is not usable. In between these two extremes are the applications
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where occasional errors can be tolerated, or where the error rate inherent in the problem is

large enough to make the weight-drift-related error negligible.



Chapter 5

The Boltzmann Machine Revisited

5.1 Introduction

If it is viewed as a non-linear analog feedback network, the existence of a double-minimum
energy function in the deterministic Boltzmann machine analyzed in the previous chapter
seems to make sense. However, since the DBM .is, in effect, a model of the stochastic
Boltzmann machine (BM), the meaning of the second minimum is unclear.

A BM has many local energy minima in its activation space, and moves among them
with a probability determined by their relative energies [AHS85]. At thermal equilibrium,
there can be only one average value for the output of a BM, corresponding to the global min-
imum in the DBM. What then does the meta-stable local minimum discussed in chapter 4
represent?

One answer is that mean field theory does not hold for small networks, and therefore
no analogy is expected. Does this mean that the problem described in chapter 4 disappears
in larger networks, where the DBM approximation of the BM becomes more exact? It will
be argued here that it does not. While the networks do become equivalent as the network
size approaches infinity, the behavior of the DBM does not improve, instead, the behavior

of the BM deteriorates.
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5.2 A Small Boltzmann Machine

A stochastic Boltzmann machine can be analyzed in much the same way as the DBM was in
the previous chapter. We again use a five-unit 2 x 1 x 1 network (figure 4.4). The problem
to be learned is exclusive or, as in the DBM analysis. Because of the analogy between the

two types of networks, we make the same weight symmetry assumptions:

W30 = W3 = W,
W31 = Wiz = —W,
W34 = W43 = Wy
W20 = Wo2 = —Wp
W21 = Wi2 = Wp
W24 = Wy = —Wp
Wa3z = W32 = W,

By performing the above substitutions, the Boltzinann machine energy equation (eq. 2.2)

can be rewritten as
E=- [wa53(50 - 51 + 1) + w552(~50 + 5 - 1) + wchSg] . (5.1)

The energy of all sixteen states of the network can be evaluated in terms of w,, wp, and
we. So and 57 are the states of the inputs, S5 is the state of the hidden unit, and S5 is the

state of the output.
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state (afBy) So S7 S, S Energy
0 -1 -1 -1 -1 By = w, — wy — w,
1 -1 -1 -1 +1 FEi = —-w, —wp + w,
2 -1 -1 41 -1 Fy = wy + wy + w,
? ’ (5.2)
3 -1 -1 +1 41 Es = —w, + wp — w,
4 -1 41 -1 -1 Fy = —w, + wy — w,
15 +1 +1 +1 +1  Eys= ~w, + wy — w,
From equation (2.6) we know
=BT
PeBY — ,
Z

where
7= BT,

afy

In order to produce the desired probability distributions on the outputs given the input

v, we need (.53)” as follows:

(S3)™1 = —04
(S3)7 bt = 404
(Ss)th~t = 404
(Saythtl = 04

We calculate the expected value (S3)” for each input state v as
(S3)7 = > Sy pehh, (5.3)
aff
There are four states af for each input state y corresponding to the four values of S5, S3.
Equation (5.3) can be expanded as

—e~Bo y e=EB1 _ g=E2 4 o—Es

-1,-1  _
<53> T e—Eo +e Bl LB 4 o Fs (5‘4)
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Figure 5.1: Calculated values for weights w, and w, for different values of w, in
a one hidden unit, one output unit BM implementing an XOR function with +0.4
average outputs.
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Substituting for the energies from (5.2), we find that the expressions for (S3)~1~1 and

(83)T1*1 are identical and that (§3)~1+! = —(S3)*1=1. We therefore have two equations

in the three unknowns w,, ws, and w,. Solving equations (5.6) and (5.7) numerically with w;

as the independent variable, as we did for the DBM, we get the results plotted in figure 5.1.

As with the DBM, there is an entire range of solutions that produce exactly the same

(time-averaged) output values. Unlike the DBM, however, the solutions do not extend to

wp = 0, and there is no degradation in reliability when moving from one solution to another.

The behavior of the BM is different from the equivalent DBM because the mean field

approximation does not hold for small numbers of units. This is not surprising, since the
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Figure 5.2: A unit with a time-averaging function on its input. The time averaging
function could simply be a low-pass filter
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Figure 5.3: Time averaged output of a BM network with weights w, = 0.488,
wp = 0.750, we = 1.098 (a fairly “good” DBM weight set). The output is averaged
over 200000 cycles.

probability of setting 5; to £1 in a BM depends on the instantaneous activation of every
other unit in the network for a BM, and the ezpected value of the activation in a DBM.
Consider a network with units like the one shown in figure 5.2. This is a standard
BM network with a time averaging function on the input of each unit. Figure 5.3 shows
the average output of a BM with weights set to values calculated for a DBM according to
equations (4.11) and (4.12) for different input averaging periods. Notice that the average

output approaches the desired —0.4 value as the averaging period increases.
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Figure 5.4: Time averaged output of a BM network with weights w, = 0.383,
wp = 0.400, we = 1.157 (A less “good” weight set than in figure 5.3). The output is
averaged over 200000 cycles. Notice the unreliability of the network output.

Comparing figures 5.3 and 5.4, we see that the network output becomes less reliable
for a less “good” set of weights (in the sense of section 4.3.1). In figure 5.4, the output
sometimes settles into the local positive minimum‘inst.ead of the global negative one.

As the input averaging period is increased, the time-averaged BM output becomes the
same as that of a DBM with the same weights. This occurs because the DBM activation
function is identical to the expected value of the BM activation. After all, this is how the
DBM was derived. When the net input to each unit is averaged over a long enough period

of time, it approximates the expected value, and the networks are equivalent.

5.3 Expanding the Network

There is an alternate way to generate an approximation to an expected value for the inputs
in a BM. Consider the simple one-hidden, one-output unit network used in the previous
analysis (page 70). Expanding equation (2.1) for the output unit, we get the net input to
the output unit:

nety = weS0 — weS1 + we + w55,
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Now replace the hidden unit (unit 2) with n hidden units, and replace the output unit
(unit 3) with n output units. All the weights from the inputs and bias unit are replicated,
and the hidden and output units are interconnected with weight w’ = w./n. Each hidden
unit is connected to each output unit and vise versa, but neither the hidden nor the output
unit sets are internally connected (see figure 5.5 and figure 5.6). The net input to each
output unit ¢ is then

wC
net; = weSo—waS1+we+ Y, —85;
j€hidden

2259

= WSy — w51 + we + w, rt

The contribution of the hidden unit to the net input has been averaged over n identical
but stochastically varying units. The input to the hidden units similarly includes the average
of the output units. Instead of the average over time in the previous analysis, we now have
an average over many units at each point in time. The averages are approximations of the

expected values in the original one-hidden, one-output unit network:

chi S
n
. Sz.
Zze;)lut <33>

We can see the effect of changing the network size by varying n, the number of hidden
and output units, and taking the network output to be the average over the n output
units. The results are shown in figure 5.7. Notice that the average of the network outputs
appears to oscillate between two stable values: —0.4 and +0.65. These correspond to the
global and local minima of the DBM energy function for the set of weights in this example
(see figure 5.8). Figure 5.9 verifies that the time average of a single output unit is a close
approximation to the instantaneous average over all the output units.

As the network becomes larger, the frequency of the oscillations decreases. Recall that

this is stochastic Boltzmann machine with a deterministic Boltzmann machine weight set.
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hidden

Figure 5.5: A Boltzmann machine with the hidden and output units each replicated
n times. In this diagram, the circles represent the units and the lines represent the
weights. There are no interconnections between the hidden units or between the
output units. The bias unit has been omitted for clarity.
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Figure 5.6: Weight set of an expanded Boltzmann machine with n = 10. Units 0
and 1 are inputs, units 2 to 11 are hidden, units 12 to 21 are output, and unit 22 is
the bias unit.
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Passes (1000’s)

Figure 5.7: Output of a Boltzmann machine with replicated hidden and out-
put units. Output values are averaged over all output units and then smoothed
by averaging over 50 time steps. Network sizes are, from top to bottom, n =
50, 100, 150,200, 250, 500. Weights are w, = 0.327, wy = 0.330, w, = 1.143.
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Figure 5.8: Cross section of energy minimum valley of DBM network with
wa = 0.327, wpy = 0.330, w, = 1.143. (The same weight values used to generate fig-

ure 5.7)
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Figure 5.9: Comparison of output of a single unit averaged over time and the
instantaneous average of all output units in an n = 150 network. The top trace is
the activation of a single output unit, averaged over 50 passes. The bottom trace is
the average over all the output units with no smoothing.
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The average output value should be near zero in all cases. All 22" states of the network are
possible, but those sets of states resulting in the two dominant average output values are
strongly favored, and the network spends long periods of time in one or the other of these
two sets of states, with relatively rapid transitions between them.

In order to see the true near-zero time-average output of the network, it becomes neces-
sary to observe it for increasingly longer periods of time as the number of units is increased.
If the observation (statistics gathering) period is too short, we will get a false impression
of the actual behavior of the network. For example, if the n = 200 case in figure 5.7 is
observed for the first 2000 update passes, the conclusion is that the average output value
is —0.4. If weight updates during learning are based on such false information, and —0.4 is
indeed the value the network is supposed to learn, then the weights are not changed when
they should be. In effect, the other (meta-stable) state is not observed in this case because
the observation period is truncated prematurely.

Thus, the local minimum in the DBM energy function results from the second, partially
stable activation set in a large BM. Put another way, the second energy minimum in the
DBM is analogous to observing the BM network fér too short a period of time.

The DBM activations represent the expected values of the BM activations. The only
way to achieve a perfect calculation of the expected value from observation is to average over
an infinite number of units. The DBM therefore, is equivalent to the BM of figure 5.5 with
n = c0. To avoid the problem of local minima in the DBM energy function thus requires
observation of the BM over an infinite period of time, which is impossible. In other words,
the local minimum problem is a fundamental characteristic of the DBM, not an artifact of
the mean field approximation applied to a network that is too small, and we cannot expect

improvement simply from increased network size.

5.4 Discussion

The simple XOR problem explored here is quite artificial, as is the method used to expand

the size of the BM. Whether the same behavior predicted and simulated here would be
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encountered in a “real” DBM problem, where the network actually learns the weight set
on its own, is a matter for debate, although our simulations have not been promising. In
a real (finite) BM, it is always possible to avoid the local minimum problem by collecting
statistics over a sufficiently long period of time. Judging from the simulations performed
here (figure 5.7), that period increases rapidly with increasing network size.

Using a short statistics gathering period during learning causes the network to adjust the
weights according to incorrect statistics. If a learning step is based on statistics gathered
while the network is in the spurious set of states, the resulting large weight adjustment
decreases the likelihood of that set of states. This is analogous to disabling annealing
during learning in a DBM and allowing the network to occasionally settle in a local energy
minimum. DBM simulations have shown that while disabling annealing is effective in a
small network, it results in unstable behavior in a larger network with a more complex
learning task.

There are two conclusions to be drawn from this analysis:

1. It is important to ensure that a sufficiently long statistics gathering period is used as

the size of a Boltzmann machine increases.

2. Simply increasing the size of a DBM does not ameliorate the problem of spurious

minima and unstable learning presented in chapter 4.




Chapter 6

Hardware Issues

6.1 Introduction

One of the most inviting features of deterministic Boltzmann machines is the possibility of
implementing their simple, local learning rule in a massively parallel architecture. However,
as a network with N units contains N? weights, the weights and associated circuitry (the
synapses) must necessarily be small and simple, and may consequently exhibit behavior far
removed from ideal mathematical models.

In digital implementations, the number of bits used to store the weights is limited. Be-
cause digital multipliers will tend to be fixed rather than floating point, both the resolution
and the dynamic range of the weights is severely restricted. In an analog system, the weight
resolution is limited by noise and parasitic effects, and weight values stored as voltages on
capacitors are subject to decay over time. In addition, analog multipliers saturate and have
zero offset problems.

One of the features of neural networks is that they not only learn to represent some fea-
tures of their environment, but are also able to learn to compensate for internal problems. In
this chapter, we explore which non-ideal analog hardware characteristics are automatically

dealt with by the learning algorithm and which seriously degrade network performance.
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Figure 6.1: A single analog synapse consists of two multipliers, weight storage, and
a weight add/subtract circuit.

The goal is to focus hardware design efforts on the important issues and to let the learning

algorithm deal with the rest.

6.2 Non-ideal analog behavior

Figure 6.1 shows the components of an analog synapse. Ideally, the multipliers would
perform true multiplication operations, the weight storage would hold any value with infinite
precision for an infinitely long time, and the add/subtract circuit would update the weight
values accurately by any desired amount. The only non-linear component in the network
would be the logistic unit activation function itself.

In reality, nothing is linear, and saturation and zero offsets are prevalent in all compo-
nents. We now explore a number of sources of error and their effect on the performance of

the network.
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Figure 6.2: Measured values from a CMOS implementation of a Gilbert multiplier
[Sch91]. Each trace represents an input (V2) step of 0.2V from Vo = —0.8V to
Vo = 40.8V.

6.2.1 Multipliers

The Gilbert multiplier is a convenient, compact circuit for multiplying two analog val-
ues [Mea88]. Figure 6.2 shows the measured characteristic of a real Gilbert multiplier

[Sch91], shown schematically in figure 6.3. Three features are immediately obvious:

1. The multiplier characteristic saturates in both inputs and is substantially non-linear

any significant distance from zero.

2. There is a zero offset; that is, the output is not zero when one or both of the inputs

are zero. Also, the sign of the output may be wrong for small input values.

3. The characteristic is unbalanced in that the V5 = +0.8 and V, = —0.8 traces are not

exact mirror images of each other. This is not the same as the offset problem.
For simulation purposes, the multiplier was modeled by the function
mult(V1, V2) = ¢ tanh(8V; — Op) tanh(AV, — 0,) + O, (6.1)

where ¢ adjusts the function range, § and A adjust the degree of nonlinearity in the two

inputs, and Og, O,, and O, adjust the offsets.
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Figure 6.3: Schematic circuit diagram of an analog CMOS Gilbert multiplier (taken
from [Sch91]). A Gilbert multiplier multiplies the differences of two pairs of voltages.
Vi=Ver~Wn and Vo =V, — Virer.
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Figure 6.4: Learning results for a 4 x 5 x 1 network learning 4-bit parity using the
model in equation (6.1) for the weight multiplier with the model parameters set to
match the measured multiplier characteristic in figure 6.2. The error values in both
traces are acceptably small.

Non-ideal Weight Multiplier

Figure 6.4 shows the learning behavior of a 4 x5x 1 network on a 4-bit parity problem where
the weight multiplier has been replaced by the model in equation (6.1) with parameters set
to match the measured multiplier characteristic in figure 6.2. The parameters are shown

below. Both the original value of each parameter and its scaled value (for use in simulation)

are shown.
Parameter Value Sim. value Calculation
¢ 29 x 107% 2.8 calculated so the mult. 2 x 1 gives 2
0 1.7 0.68 weight range —2 to +2 maps to £0.8 V
A 1.35 1.08 act. range —1 to +1 maps to £0.8V
Oy 0.017 0.0068
Oax 0.017 0.0136

o, -1x107% -0.1
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Performance is not seriously degraded by the non-ideal multiplier characteristic, but
learning slows down. Other tests using more severely nonlinear multiplications show that
most of the degradation that does occur is due to a change in the effective learning rate,
and that the learning rate 5 can be adjusted to counteract this effect.

It is not hard to see why the network can deal with the non-ideal behavior of the weight
multiplier. The effect of the non-linearity is that net;, the input to unit 1, is no longer the
sum of the w;;a; terms, but the sum of a ‘squashed’ version of these.

The process of learning can be viewed as adjusting the equilibrium activations of the
units by modifying the weights connected to their inputs. To see how the effective learning
rate is changed by the nonlinear multiplier, consider the effect of a weight change dw;; on

d;, the equilibrium activation of unit 7. For ideal multipliers, at equilibrium

net; = Zwikék’ (6'2)
k
and
aa; . .
Jws, = f'(neti)aj. (6.3)

In the nonlinear case (ignoring offsets because they don’t affect the learning rate),
a; = fi(net;),

net; = Z(ﬁtanh(c’?wik) tanh(Ady),
k

and
aa; 1w @0 tanh(Ad;)
— Py N 4
(971)2']‘ f (ne 1) cosh2(9wij) (6 )

If the units are producing the same outputs in the ideal and nonlinear cases, then their
inputs are also the same and we can neglect the difference between net; and net. Equations
(6.3) and (6.4) then differ by the factor

@0 tanh(Ad;)
cosh?(fw;;)d;

(6.5)
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Figure 6.5: Effective learning rate multiplier (equation 6.5) with the model param-
eters set to match the measured multiplier characteristic in figure 6.2. Note that the
activations and weights are expressed as voltages, and that the maximum learning

rate factor of one is arbitrary.

which reaches a maximum value of ¢\ at w;; = 0, 4; = 0 and decays to zero as the
activation &; or weight w;; increase in magnitude (see figure 6.5). The effective learning
rate, determined by the anticipated change in &; when w;; changes, therefore varies with
both the weight and activation values. While this is undesirable, the effect can be dealt with
by choosing the voltage and current ranges in the network so that the multipliers stay in
their relatively linear central region, and adjusting 7 to achieve the desired average effective
learning rate.

The zero offset in the multiplier does not cause a problem because its effect is merely the
addition of a constant term to the net; summation in equation (6.2). This is mathematically
identical to the effect of the bias unit, so the learning rule adjusts the weights connecting
the bias unit to the other units to compensate for the offset.

The unbalanced nature of the multiplier was not modeled, but is not expected to have
much of an effect since it simply changes the effective learning rate slightly as a function of

the activation a; and the weight w;;.
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It is evident that deficiencies in the weight multipliers do not have much impact on
the performance of a DBM. This is not surprising since the learning procedure adjusts
activations by adjusting the net inputs to the units, automatically compensating for offsets
and nonlinearities in the weight multipliers. As long as the weight multipliers are monotonic,

weight changes are always in a direction that decreases error, and the network functions

properly.

Non-ideal Learning Multiplier

The function of the learning multiplier is to calculate the product of the activations &; and

d; so that the weight w;; can be updated according to
Awy; = n(afal - a7ay). (6.6)

The learning multiplier suffers from the same three problems as the weight multiplier, but
the effects on network performance are different. Using the model in (6.1), equation (6.6)

becomes

Awy = 7((¢tanh(9a] — Op)tanh(Ai} — 04) + 0,)
(Adj = 01)+ 0y))
ne (tanh(8a} — Op) tanh(Ai} ~ 0,) — tanh(a; — Og) tanh(Ad; — Oy )

— (¢ tanh(6d; — Op) tanh

The offset O, is not a problem as it is canceled by the subtraction,! and ¢ is absorbed
into the learning rate. The tanh(-) functions distort the size of the weight adjustment steps.
Since the functions are monotonic, the sign of Aw;; is the same as in the ideal case and the

major effect is that learning progresses at a different rate.

Tt is assumed that there is only one learning multiplier per weight. If there are separate learning
multipliers for the clamped and unclamped phases, then the offsets do not cancel, and the effect is the same

as an offset in the add/subtract unit (discussed later).
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6.2.2 Add/Subtract Unit

The add/subtract unit is responsible for calculating the weight change Aw;; from the differ-
ence of the products of the clamped and unclamped activations and adding it to the weight
wij. Typically, analog weights are stored as charge on a capacitor, so the add /subtract unit
either adds or removes charge to or from the capacitor. (In reality, part of the function of
the add/subtract unit can be performed by the Gilbert multiplier circuit.)

It is notoriously difficult to make an ideal analog add/subtract unit, as the amount of
charge added to or removed from the capacitor should be independent of the current weight
value (capacitor voltage). This means the add/subtract unit must be an ideal current
source. Because it is not, weight steps towards zero are larger than steps away from zero. It
is easier to build a circuit which adds or subtracts a constant amount of charge to or from the
capacitor, depending only on the sign of c"z;-*'&j — &; ;. This is called Manhattan learning
[PH89, Sch91]. In general, the exact size of the weight steps is not of great importance so
long as the steps are small.

A common deficiency of the add/subtract unit is the addition of a small offset to the
result. Consider the weight updating rule (equation 6.6) where there is an offset of § in the
subtraction operation:

Aw;; = n(éf&j — ;a5 + 6ij).

Without the offset, learning is complete (weight changes stop) when the clamped and un-

clamped activations match (é?&f = d; dj‘) and Aw;; = 0. Now, however,

Aw,-j = 0 when fi;*_lij + (5,‘_7' = Elz_(vl]_
Assume unit j is an input, which is always clamped (&j = &; = d;), and unit 7 is an output.
Then, after learning is complete,
&z— — ZLJ é’zv + 61.7
a;
5 .
= a4 (6.7)
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We would therefore expect an error of 6;;/d; in the output &; (the output during recall)
when learning is complete. However, consider the effect of another input unit, k, with
b = 0:

Aw;p =0 when é?é}f =a; d;

or, since d&; = 4 = dg, the final value after learning is

v —_

a7 = af (6.8)

1

which contradicts (6.7).

Does this mean that the weight values oscillate up and down while attempting to satisfy
both (6.7) and (6.8)7 Unfortunately not. Weight w;; appears only in equation (6.7), while
w; appears only in equation (6.8), so the two weights do not directly compete with each
other. Instead, both w;; and w;) continuously increase in magnitude, one positively and one
negatively, to infinity (or saturation) in an attempt to cancel each other’s effects on &;. In
simulation, it is typically weights from the hidden units that counteract the 6;; mismatch.

The weight saturation effect is not really a problem as long as the network is performing
correctly. Rather, it is a symptom of weight drift in a continuous solution set. The CHL
algorithm counteracts any moderate weight drift caused by an offset in the add/subtract
circuit as long as there is a gradual degradation in performance with changing weights (W*
is isolated) If the solution set is continuous, however, we can expect saturated weights, basin
hopping, and oscillation (see figures 6.6 and 6.7).

Typically, each add/subtract unit attached to each weight in the network has a random
mismatch due to variation among devices, superimposed on a global mismatch due to fab-
rication process variations. This does nothing to improve the situation. Because of these
variations, it is impossible to build a perfectly balanced analog add/subtract unit, and any
offset, no matter how small, eventually leads to oscillation in a continuous weight set.

It beneficial to introduce a learning threshold in some cases. This prevents any weight
update if Aw;; < Awrpy, where Awrp is a threshold value chosen to be somewhat larger
than the largest 6;;. This threshold prevents the slow but continuous weight drift due to an

add/subtract unit offset, at the cost of a somewhat higher residual error (see figure 6.8).
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Figure 6.6: Training results with random add/subtract offsets in the range —0.001
to 0.001, learning rate n = 0.1, weights limited to 2.0. Notice the slower learning
and oscillation in the trial with offsets.

6.2.3 Weight Decay

If weight values are stored as a voltage on a capacitor, charge leaks to ground at a rate
proportional to the voltage on each capacitor, leadiﬁg to an exponential decay of the weights
towards zero.? In a CMOS implementation, the leakage is towards the substrate voltage —
the most negative voltage on the chip. Thus the weights tend to drift towards their most
negative value.

The effect of weight decay is in many ways similar to the effect of the offset in the
add/subtract unit described above. One difference is that whereas the offset can be in any
direction, decay is always towards the origin or towards some other single value. Again, if
the solution set is isolated, the learning algorithm compensates for moderate decay rates,
and the effect is merely an increase in the residual error.

Figure 6.9 shows the effect of weight decay in a 4-2-4 encoder. The 4-2-4 encoder
is interesting because, unlike the XOR and parity problems, the restricted architecture of

the encoder allows the learning algorithm to compensate for weight decay. In this case,

?This assumes a ground-referenced weight value, but the argument holds in any case.
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10

Figure 6.7: Weight values for the same network as figure 6.6. The horizontal axis
1s ‘From’, the vertical is “To’. The first four units are inputs, followed by 5 hidden
units, one output unit, and the bias unit. Note the small (useful) weight values
connecting to the output (row 9).
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Figure 6.8: The effect of a learning threshold on a network with add/subtract unit
offsets. Because learning is disabled if the weight change is below the threshold, the
effect of the offset (eventual oscillation) is prevented at the cost of some residual
error. For this trial, offset varies randomly between £0.002, threshold is 0.0001.
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Figure 6.9: Effects of various levels of weight decay on a 4-2-4 encoder problem.
Each step represents an increased level of weight decay, starting at d = 0.0001,
followed by d = 0.0002, d = 0.0004, etc. up to d = 0.0256. The learning algorithm
is able to handle decay rates up to about d = 0.0064, which represents about 13%
of the n = 0.05 learning rate.
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Figure 6.10: The effect of weight decay on learning performance for a 4 x 5 x 1
network learning a 4-bit parity problem. For this test, = 0.1,d =1 x 10~* (decay
is 0.1% of the learning rate).

the solution set is not isolated, but it is bounded below (towards the origin). This makes
the encoder immune to weight decay but not to add/subtract unit offsets. If the solution
set is continuous and unbounded, weight decay causes oscillation to occur (see figures 6.10
and 6.11).

The oscillation procedure in a continuous solution set is as follows:

1. The weights start at some learned value and decay towards the origin with the CHL
procedure making small weight adjustments to keep the error low. The general drift

is toward the origin.

2. The weight set reaches the point where d(W*) = 0 and no further weight decay is
possible without the network making a large error. This is the point where two

energy minima in the network are of equal depth.

3. The weights continue to decay and the network makes a large error by basin hopping

into the wrong energy minimum.
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Figure 6.11: The effect of weight decay after correct learning for a 4 x 4 x 1 net-
work learning a 4-bit parity problem. Decay is turned on at 2000 epochs. For this
test, 7 =0.1, d = 1 x 107° (decay is 0.01% of the learning rate).

4. The CHL algorithm makes a large weight adjustment to correct the error, moving the

weight set well away from the d(W™) = 0 point.
5. The entire process repeats from step 1.

As mentioned in chapter 4, keeping the weight decay rate and add/subtract offsets to a
minimum decreases the frequency of oscillation because it slows the drift toward d(W*) = 0.
Using a large learning rate further improves the situation by making the weight step taken
in response to an error as large as possible, giving the weights a greater distance to drift
before the next error occurs. There does not appear to be a complete solution to weight

drift problems in continuous solution sets.
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6.2.4 Weight Saturation®

When a weight value is represented as an analog voltage stored on a capacitor, there is a
limited range of values it can assume. The absolute upper and lower bounds are determined
by the supply voltages, but the need to stay within the linear portion of the multiplier
characteristic determines the practical weight limits. The design of the multipliers, as well
as the multiplier control voltages, finally determines the scaling of the voltages to effective
weight values.

The need to limit the effect of noise in the circuit requires the use of as wide a voltage
range as possible in the weight storage capacitor. This leads to the possibility of weight
saturation, where the learning algorithm is no longer able to increase the magnitude of a
weight.

Whether or not weight saturation affects the performance of the network depends on the
problem being learned and on the severity of the saturation. If the network has sufficient
free parameters to compensate for the saturation of one or more weights, the effect is
usually an increase in training time, but the final error performance does not deteriorate
(see figure 6.12).

If the network is given more freedom in choosing the weights through the addition of
extra hidden units, it can tolerate more severe weight limits (see figure 6.13). Figure 6.14
shows that most of the weights in the severely limited network of figure 6.13 have saturated.
Weight saturation is not a serious problem as long as the network retains enough freedom to
compensate for the saturated weights. Fortunately, the scaling of the weights in a hardware
implementation can be controlled relatively easily by adjusting the unit activation gain
function,* which must be variable to implement simulated annealing. At the final annealing
temperature, the net input to all units is scaled by 1/Tgna, so the weight range can be

adjusted to optimize the saturation/noise tradeoff simply by varying Thnal.

®Weight saturation, or “clipping” is discussed in (HKP91] for dynamical Hopfield networks with a given
set of weights. In a Hopfleld network, the effect is a reduction in the capacity of the network. We want
instead to find its effect on learningin a DBM

*a; = tanh((1/T) 3 wisa;). Changing T effectively scales all the wij.
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Figure 6.12: Performance of a 2 x 1 x 1 network on an XOR problem. Weight
limit is set at 1.1. The maximum weight size in the unlimited network is 1.15. The
tolerated saturation is small and learning is greatly slowed because of the small
number of adjustable parameters in this network.
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Figure 6.13: Performance of a 2 x 2 x 1 network on an XOR problem. Weight limit
is set at 0.8 and 0.6. The maximum weight size in the unlimited network is 0.95.
This network has one more hidden unit than the one in figure 6.12.
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Figure 6.14: Weight set for the network of figure 6.13 with a weight limit of 0.6.
The solid white and solid black weights are all saturated at 40.6.
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Figure 6.15: The effect of learning noise on a 2x 1x1 network on the XOR problem.
Learning rate is 7 = 0.05, noise is Gaussian with an amplitude of 5 x 10~5.

6.2.5 Noise

No analog system is free from noise. Noise levels can be controlled through careful design,
but some noise is inevitable. The effect of noise in-the weight multiplier, input summation,
and unit activation function is a noisy error in the network outputs. If there are multiple
minima of near equal depth in the energy function, the network may jump or settle into
spurious minima, resulting in incorrect answers and an unreliable network. This effect is
not remedied by averaging, but the learning algorithm may remove the spurious minima.
Simulations show that the minima are removed in small networks, while larger ones tend
to become unstable.

Noise in the learning circuitry has a different effect. It causes weight adjustments of the
wrong size or even of the wrong sign. If the noise level is significant as compared to the
learning rate, training is severely affected. In most cases, the effect of noise is an increase

in the residual error that cannot be removed by averaging (see figure 6.15).
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6.3 Discussion

Determining the effect of non-ideal hardware behavior is difficult. It appears that a DBM
can tolerate moderate levels of most hardware deficiencies if the problem being learned has
isolated solutions. Conversely, a network learning a problem that has a continuous solution
set, like XOR, cannot tolerate even minuscule levels of weight decay and add/subtract
offsets® in the learning circuitry.

As a general rule, weight decay and add/subtract offsets should be kept to a minimum.
This lowers residual error rates in networks that have isolated solution sets and minimizes
the oscillation frequency in networks that have continuous solution sets. It is also useful to

use as large a learning rate as possible in order to decrease the oscillation frequency.

®unless learning thresholds are used. See section 6.2.2.




Chapter 7

Learning Analog Values

7.1 Introduction

Deterministic Boltzmann machines normally learn by adjusting the minima of an energy
surface so that the unit activations relax to a desired output pattern given a particular input
stimulus. In this chapter it is shown that a DBM can learn to adjust its settling dynamics
so that desired analog outputs are produced without ever reaching an energy minimum.

For some types of problems, it is desirable for a DBM to generate continuous analog
rather than digital output values in response to analog input patterns. While a digital
output is considered “correct” as long as it is on the proper side of some threshold. Analog
outputs must match their teaching patterns to within some application-dependent perfor-
mance criterion to be useful.

When an input pattern is applied to a digital-output DBM, the energy minima of the
network change so that the outputs settle to the values learned during training, or at least
to the right side of the threshold. Since an analog problem has a continuous, and therefore
infinite, set of input and output vectors, the locations of the energy minima would have to

be continuously adjustable. Simulations show that this does not happen.

102




CHAPTER 7. LEARNING ANALOG VALUES 103

7.2 Network Configuration

A fully-connected eleven unit 2 x 6 x 2 DBM network is used in these experiments. The two
outputs are always complements of each other in the training set, so there is effectively only
a single output. Weights are constrained to be symmetric (w;; = wj;). Except as noted, all

simulation procedures are the same as in the experiments of previous chapters.

7.3 Observed Behavior

The network is trained with an analog version of a 2-input XOR problem. The training set
consisted of an 11 x 11 array of analog input/output pairs generated by the function

P(z,y) = ("B*y)Q;(Hy)Z (7.1)

where z and y are the two inputs, ranging from —1 to 41, and P is the output, also ranging
from —1 to +1.

After the network had been trained for 6000 epochs with Teror = 0.0001 and another
1000 epochs with Topor = 0.00002, it was tested and th-e activation values during annealing
recorded. The results for two different input vectors are shown in figure 7.1.

Looking at the energy surface in figure 7.2, it is obvious that neither of the test cases
settles to the stable energy minimum at a,,, = 0.64. However, the network has learned
to produce outputs close to the training values by adjusting the activation dynamics so
that the activations are correct at the end of the finite number of annealing/settling passes
allowed in this simulation. If the network were given more time to settle, the output would
eventually reach 0.64 for both test cases. (Actually, the energy minimum is not exactly the

same for both cases, but it is very close.)

7.3.1 Geometric Annealing

The same experiment was performed for a network trained with a geometric annealing
schedule and multiple-pass asynchronous activation updating at each temperature (see fig-

ure 7.3). The mean squared error only decreases to its minimum value after the network
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Figure 7.1: Tests of two training patterns after 7000 training epochs. The outputs
have not settled for either test case, but the results are correct to within 4% of the
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Figure 7.2: Network free energy as a function of output activation. Produced
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network to settle.
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Figure 7.3: Performance of a network using a 10 step geometric annealing sched-
ule with Tinjiial = 20, Tgpar = 1, and 100 passes allowed at each temperature.
Error measures the distance between the network outputs and the training values.
Unsettled is the fraction of the input patterns for which the network did not reach

a final, stable, energy minimum.

has adjusted its dynamics so that it fails to settle on almost all of the input patterns. Con-

versely, the “Fraction Correct” (in the table below), which measures whether or not the

output pattern has the correct sign, barely increases after 2000 training epochs. Figure 7.4

shows how the network dynamics change as the network is trained.

Epochs MSE  Fraction Correct Not Settled
2000  0.0837 79% 38%
10000  0.0078 80% 96%
20000 0.0058 82% 96%

7.4 Activation Dynamics

The activation updating rule is

I3

a

(1 - 7)a + 7 tanh (%netf) .

(7.2)




CHAPTER 7. LEARNING ANALOG VALUES 106

OASO e e TR o SR .

2000 training cycles §: : :
4 =~ = 10000 training cycles | : : :
— === 20000 training cycles | : : :
040_ oo i TITITIITITIITLL Lol e e
EOSO"‘ ............................................................................................... ............. . ............................
o : :
R L T R P A : s
® S : :
.‘g Q20 et L \N ........... ............................
Q e TR
< - v, : ~a _-
- e DNy
B_‘_ 0.10 - T Al e TTONNG
= Gl =TT
o) 1 L
0'00._. ...........................................................................................................................
0.10 e e e e ]
0 20 40 60 80 100 120 140 160 180 200

Annealing/Settling Passes

Figure 7.4: Annealing/relaxation dynamics for the network of figure 7.3 using test
pattern £ = —~0.4, y = 0.2, P(z,y) = 0.1 after different amounts of training. The
2000 cycle case settles to a stable state while the later cases do not. The 20000 cycle
case settles to a value very close to the training data.

The differential equation solved by (7.2) is

% =7(—a; + f;(net-i)) (7.3)
where f;(-) = tanh(-) is the sigmoid unit transfer function.

Normally, the activations are updated until they settle to an equilibrium condition where
fi(nveti) = a; and da;/dt = 0. Movellan [Mov90b] derives the contrastive Hebbian learning
(CHL) procedure from this equilibrium condition.

The question arises: what happens if, after a fixed number of annealing/settling passes,
the network fails to reach equilibrium and the CHL procedure is applied anyway? Imagine a
case where the the final unclamped state (vector of activations) is &~ and the final clamped
state is a*, neither being at equilibrium. See figure 7.5 for an illustration ( “indicates the
final non-equilibrium state). The vectors &~ and at are likely to be close together because

some learning has already taken place. They will usually at least have the same sign. The

CHL weight updating rule is

-+

Aw;; = n(a;*aj —a;a;).
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Figure 7.5: Effect of applying CHL when not at equilibrium
~ &} = &} near a*. We then have

Awij = naj(a] —a; ),
net; + Anet; = Z(wif + Aw;;)a;,
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If aj ~ a7 then

net; + Anet; = Y wia; + (aF — a7 )(n) Y (8;)%
j j

Anet; = (& —a7)n )y (a;)> (7.4)

Replacing net; in (7.3) with the updated net input, we obtain

da; da; L. _ .
5 + A—EZ— = 1(—a; + fi(net; + Anet;)). (7.5)

Since f;(-) is a monotonically increasing function, Ada;/dt, the change in the slope of the

activation dynamics due to the weight update, always has the same sign as Anet;, the

change in the net input to unit i. Now, if & < & and da;/0t < 0, as in figure 7.5,

t

Anet; > 0 so Ada;/0t > 0, and the network dynamics slow down so that @ is closer to

@} after the fixed number of settling passes, and the network error performance increases.
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A similar argument can be made for cases where da;/0t > 0 or a; > &f, always adjusting
the network dynamics so that @ moves closer to @;.

Note that @ is a clamped value if unit 7 is an output, so the change in network dynamics
does not affect sz" at all. Even for a hidden unit, the clamped outputs cause unit i to settle

rapidly near @} despite the modified network dynamics.

7.5 Discussion

It has been shown that a DBM can learn to recall analog input/output mappings without
settling into energy minima. It is interesting that the arguments presented here do not
apply only to analog problems, but also to discrete ones, where the desired outputs are a
few distinct values instead of a continuous range. In fact, the behavior described here has
been observed when a network was trained with analog input patterns and discrete output
patterns, although less frequently than with analog outputs. In applications where only two
discrete output values are required (the binary case), only the sign of the output need be
correct. However, looking at figure 7.1, we can see thét the output would have the wrong
sign if the network were allowed to settle completely.

It might be argued that learning by adjustment of the network dynamics results from an
inadequate annealing schedule or from an insufficient number of passes through the network
to achieve reliable relaxation. This is not the case. In experiments where the network is
allowed a large number of settling passes at each temperature, the learning process simply
slowed down the dynamics until all the allowed passes are used up.

This type of analog learning mechanism only applies to network input/output relation-
ships that are continuous and smooth. It does not apply to arbitrary analog problems.

Learning by adjustment of network dynamics is possible when a DBM is implemented
using a digital computer because a repeatable annealing/relaxation schedule is easily pro-
duced. However, in an analog VLSI implementation, where the network may settle in
less than a microsecond, it is unlikely that the annealing/settling time can be controlled

accurately enough to allow the network to learn by this method.




Chapter 8

Conclusion

8.1 Learning Instability

The analyses in chapters 4 and 5 are restricted to a very specific problem and network

configuration. The following results have been demonstrated:

1. There exist a continuous range of optimal weight sets solving the XOR problem on a

single hidden, single output unit deterministic Boltzmann machine network.

2. Since every point in the continuous solution set is optimal, meaning that the outputs
of the network exactly match all the training patterns, the CHL learning algorithm
cannot distinguish one ideal weight set from another. Therefore, the weights are free
to drift to a point where there are two equal-depth energy minima and d(W*) = 0,
causing small weight perturbations to generate gross output errors as the network

randomly settles to one of the two minima.

3. The weight drift phenomenon is not due to failure of the mean field approximation
for small sized networks. It is possible to construct a stochastic Boltzmann machine
that exhibits behavior equivalent to basin hopping in the DBM as the BM approaches
infinite size. This implies that DBM behavior cannot be expected to improve with

increases in network size, and that the BM statistics gathering period must be in-
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creased as the size of the BM increases to avoid behavior analogous to the basin

hopping observed in the DBM.

The most frequently encountered manifestations of these findings are error spikes in
a DBM learning curve in the latter part of the learning process after the initial random
hunting behavior but before the weights have settled down to their final optimal values. In
simulation, it may not be obvious that there is a problem because the spikes tend to die out
as the weight set is optimized. If learning is arbitrarily terminated when a predetermined
performance criterion is reached, the occurrence of further spikes is prevented. The error
spikes can also be suppressed by other ad hoc fixes, such as adjusting the learning rate and
other network parameters, but there does not appear to be a reliable general solution.

Weight drift is of particular concern in analog hardware implementations of DBMs,
where weight decay and learning offsets cannot be entirely eliminated. As there is no
threshold level of weight decay that is tolerated, there is no way to eliminate occasional
error spikes in an analog system.

Although the existence of continuous solution sets .has been conclusively demonstrated
only for the 2-bit XOR case on a 2 x 1 X 1 network, the behaviors predicted, namely sen-
sitivity to weight perturbations, decay, and offsets, have been observed in simulation of
XOR on larger networks, as well as in n-bit parity and other problems on various sizes of
networks. These results lead to the hypothesis that this is not a problem unique to XOR,
or even to n-bit parity, but one that is common to many DBM applications.

At the root of the problem is under-constraint of the weight set and the number of ad-
justable parameters (weights) generally increases as the square of the number of units. It is
therefore suspected that these problems will grow worse on still larger! networks (attempt-
ing larger problems). At some point, error spikes during learning may grow so prevalent

that it becomes difficult to learn a large task completely, even on digital hardware.

labove the size which can be conveniently simulated, but which are of most interest for hardware

implementations.
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There are tasks, such as learning overlapping Gaussians, where the training set is self
contradictory, and 100% correct performance is not even theoretically possible. It has not
been determined whether weight drift increases the error rate in such cases, or whether any

such increase would be significant compared to the error inherent in the problem.

8.2 Hardware Issues

It has been determined that a DBM network is able to tolerate moderate amounts of most
non-ideal behavior, with the exception of weight decay and weight update offsets (without
thresholding), as mentioned above.

In particular, most deficiencies in the weight multiplier, input addition, and unit ac-
tivation function are well tolerated because the learning algorithm easily compensates for
them. Essentially, the learning algorithm cannot determine whether the activation of a unit
needs to be adjusted because of an incorrect weight value, or because of non-ideal analog
circuitry. As long as a weight adjustment moves the activation in the anticipated direction,
the network performs well. o

DBM networks are particularly sensitive to non-ideal behavior in the learning and weight
storage circuitry because it directly affects the ability of the network to make the required
weight adjustments. Most serious are offsets in the weight update circuit and weight decay.
The lack of a threshold level of allowable decay or offset makes these problems persistent.
It is possible to minimize the frequency of error spikes by minimizing offset and decay, and
by using a fairly high learning rate to ensure that large weight steps are taken whenever an

error occurs.

8.3 Future Work

It would be useful to characterize the types of learning tasks and network architectures that

lead to continuous solution sets, and therefore to all the problems discussed above. The goal
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would be to develop a modified learning rule, or some form of restriction on the network
weights, that creates isolated optimal weight sets.

Another outstanding issue is whether weight drift effects cause increased error rates in
real, noisy, self-contradictory problems. It is our belief from simulations that they do, but
this has not been proven.

Further characterization of hardware design issues is probably best left until the weight
drift problem has been resolved, since isolated solution sets would automatically solve the
most serious hardware problems, namely weight decay and add/subtract offsets. It is also
very difficult to quantitatively evaluate the consequences of hardware design tradeoffs when
the network is as unstable as most of those simulated in this thesis.

The most desirable property of the DBM nerual network architecture is its simple, local,
learning rule. This makes it an ideal candidate for use in highly parallel digital, analog, or
mixed VLSI hardware. If a way can be found to reliably generate isolated weight solution
sets, most of the outstanding hardware design issues will be automatically solved. It would
then be possible to build truely large neural network systems with many thousands of units

and apply it to real-world problems.
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