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Abstract

Artificial neural network(ANN]) strategy was developed as a method of
using a large number of simple parallel processors to recognize preprogrammed,
or “learned”, patterns. This approach can be adapted to recognizing learned pat-
terns of behavior in electric power systems where exact functional relationships
are neither well defined nor easily computable, and is able to compute the answer
quickly by using associations learned from previous experience. Certain problems
in power systems, with their inherent nonlinear and complex nature, seem ame-

nable to solutions through trained ANNs.

A distance relay is an important protective relay with its excellent per-
formance for transmission line protection. However, the suitability of conventional
distance relays to adapt to change in source impedance and to the effect of remote
infeed and nonlinear arcing fault resistance is still unsatisfied. Utilization of ar-
tificial neural networks is a good strategy for those problems, using pattern rec-

ognition, a basic function of distance relays.

The goal of this thesis is concentrated on creating more selective ground
fault detection by using artificial neural networks. Two applications of artificial
neural networks to distance protection are presented in this thesis, one for non-

linear arcing fault resistance and another for remote infeed. At the current stage
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of research, only single-line-to-ground faults are considered because most faults

in power system transmission lines are line-to-ground faults.

In the case concerning the effect of remote source infeed, research was
focused on creating more sensitive ground fault detection in spite of pre-fault
loading in either direction, variable source impedance and variable ground fault
resistance. A matured power system simulator named Electromagnetic Tran-
sients Simulation Program (EMTDC]}, was utilized to create the training and test-
ing cases with varying system parameters. The proposed neural network was
trained using many load and fault cases, tested using cases with different system
conditions and run using more detailed fault cases along the whole transmission

line.

In the case concerning the nonlinear nature of arcing fault resistance,
research was focused on creating more sensitive arcing fault detection, especially
for radial distribution lines where arc resistance can be a significant part of the
zero sequence impedance. A neural network was trained, tested and run by
three sets of pattern vectors with different system conditions. A simple power
system model and a nonlinear arcing fault resistance model were used to collect
training, testing and running patterns for the proposed neural network. A new
operating characteristic based on fault voltage instead of fault resistance was

devised.

The prospective ANN distance relays showed very good performance in
detecting a single-line-to-ground fault with the effect of remote source infeed, or

with nonlinear arcing resistance along the whole transmission line. Basic prin-
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ciples learned from this investigation of application of ANN’s to power system

protection will be of value to future advances in this direction.
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Chapter One

Introduction

e e —

The capital investment involved in a power system for the generation,
transmission and distribution of electrical power is so great that proper precau-
tions must be taken to ensure that the equipment not only operates as nearly as
possible to peak efficiency, but also that it'is protected from accidents. The pur-
pose of protective relays and relaying systems is to operate the correct circuit
breakers, so as to disconnect only the faulty equipment, such as generator,
transformer, busbar, or transmission line, from the system as quickly as possi-
ble, thus minimizing the trouble and damage caused by faults when they do

occur.

As power systems increase in size and complexity, a desire for a more
accurate and faster power system protection method and protective devices is
always present among relay engineers. Modern protection systems have become
more and more complicated due to increased requirements for sensitivity and
selectivity. In the past few decades, there has been explosive growth in studies
and applications of artificial neural networks for engineering problems. Engi-
neers are naturally attracted to finding ways to use artificial neural networks for

solving complex protection problems.
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1.1 The Suitability of Artificial Neural Networks for Power
System Protection

Artificial neural networks (ANNs) have been studied for many years with
the hope of achieving human-like performance in solving certain problems in
speech and image processing. There has been a recent resurgence in the field of
neural networks due to the introduction of new network topologies, training al-
gorithms and VLSI implementation techniques. The potential benefits of neural
networks such as parallel distributed processing, high computation rates, fault
tolerance, and adaptive capability have lured researchers from other fields such
as controls, robotics and energy systems to seek neural network solutions to some

of their more difficult problems.

Artificial neural network strategy was developed as a method for using
a large number of simple parallel processors to recognize preprogrammed, or
“learned”, patterns. This procedure is called pattern recognition, and defined as
an abstract formulation of the categorization of tasks in pattern classification,
which is the dominating field of the applications of neural networks. This approach
can be adapted to recognizing learned patterns of behavior in an electric power
system where exact functional relationships are neither well defined nor easily
computable. It is able to compute the answer quickly by using associations
learned from previous experience. Certain problems in power systems, with their
inherent nonlinear and complex nature, seem amenable to solutions through

trained ANNSs.
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In electric power system protection, the relays make decisions depending
on input information (voltage and current patterns) and separate decisions into
two categories: normal operation and fault. Neural networks appear to offer fea-
tures which coincide well with the requirements of protective relays. Distance
protection can be conceptualized as a pattern classification problem which in-
volves the association of patterns of input data representing the behavior of the

power system into one of these two categories.

1.2 Previous Research Efforts on Applications of Artificial Neural
Networks to Power System Protection

Artificial neural networks have been recently proposed as an alternative
method for solving certain traditional problems in power systems where conven-

tional techniques have not achieved the desired speed, accuracy or efficiency.

Neural network applications that have been proposed in the literature
can be categorized under three main areas: Regression, Classification and Com-
binatorial Optimization[1]. The applications involving regression include transient
stability, load forecasting, synchronous machine modelling, contingency screen-
ing and harmonic evaluation. Applications involving classification include har-
monic load identification, fault diagnosis and alarm processing, static security
assessment and dynamic security assessment. In the area of combinatorial op-
timization, there are topological observability and capacitor control. In this sec-
tion, an overview of the reported neural networks applications to power system

protection is provided.
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1.2,1  Application of ANN to High Impedance Arcing Faults Detection

A high impedance fault (HIF) on a power system distribution line could
be due to a downed conductor, and is a dangerous situation because the current
may be too small to be detected by conventional relays. Such faults do not cause
significant trouble for the integrity of the electric power system, but an energized
conductor lying on ground has the potential to injure human and animal as well

as cause property damage.

The University of Manitoba[2][3]

Research at The University of Manitoba has played a leading role in the

detection of arcing high impedance faults using artificial neural networks.

Based on the study of the nature of HIF, waveforms of high impedance
faults as well as loads that behave or appear like high impedance faults were
collected and processed. The detection parameters used in a number of existing
high impedance fault detection algorithms were extracted. Then, a feed-forward
three-layer artificial neural network was trained by high impedance fault, fault-
like, and normal load current patterns, using the back-propagation training al-
gorithm. The neural network parameters were embodied in a high impedance

arcing fault detection algorithm.

The ANN based algorithm was tested by traces of normal load current
disturbed by currents of faults on dry and wet grassy soil, arc welder, computer,

fluorescent light, and sinusoidal loads. The results of this study indicated that
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the neural network was able to reach a general solution of the problem for the

available training patterns.

A high impedance fault detector was implemented later on, based on
above ANN algorithm in a PC environment. The performance of this detector was

very good[4].

North Carolina State University[5]

It was concluded that the neural network approach has potential to
detect high impedance faults. A typical distribution system with capacitors and
induction motors fed from power electronic circuit was simulated by using the
Electromagnetic Transients Program(EMTP). Capacitors were included in the
feeder model for demonstrating the switching events that must be distinguished
from faults. Induction motors were set up to provide HIF detector current har-
monic samples generated in normal operation and the possible arcing faults.
Twenty parameters were computed for each 512 sample-per-cycle-per-phase win-
dow to represent the status of the system undergoing a transient. A preprocessor
extracts pertinent information on the state of the feeder over 10 cycles of operation
for neural network. A proposed neural network, containing 200 input neurons,
200 first hidden layer neurons, 400 second hidden layer neurons and one output
neurorn, was trained by a 50-vector training set in 38 iterations using the back-
propagation algorithm. A detection set, consisting of 100 input vectors represent-
ing feeder operation, was collected and then passed to the detector. In most cases

the neural network responded correctly.
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For a practical implementation of a high impedance fault detector, a
fault data library obtained from measurements in the field would have to be used
to train the network. The parameters used to characterize the current waveforms
and the number of data windows which were used to show time-varying effects

also need to be re-examined.

University of New Brunswick[6]

Detection of High Impedance Faults using artificial neural networks was
developed in a novel approach at The University of New Brunswick. The ANN
based detector utilizes a discriminant vector of low order harmonics, namely 2nd,
3rd and 5th of the sampled and transformed three phase residual voltage, current
and power at the substation feeder distribution transformer secondary. The three-
layer neural network consists of 18 input nodes, 17 hidden nodes and one output
node. Digital simulation was performed using ATP-EMTP for different variations
of fault types, fault location, equivalent loading, capacitor and line switching, etc.
The arcing high impedance fault was modeled as two sets (positive and negative)
of diodes in series with a resistance and a DC source. This detector provides
robust and precise detection by tolerating high noise content in the acquired

signals.

1.2.2  Application of ANN to Transmission Line Protection

Delft University of Technology, The Netherlands[7]

The adaptation of a distance relay to the power system state could be

achieved by correcting the relaying settings with a nonlinear factor which was
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traced by a neural network. The faults in a weakened power system often caused
serious power system disturbances. Over-tripping of relays and sympathy trips
easily happen due to inappropriate settings. The calculation of the fault distance
by a distance relay was hampered by inappropriate settings because of the dy-
namic character of the power system. These included changes in load and gen-
eration, and change in the topology of the power system. Simulation of a double-
circuit line showed that the locus of measuring impedance by a distance relay
was a nonlinear curve which was caused by the zero sequence current. An artificial
neural network was introduced to trace this nonlinear effect and form a correction
factor to compensate the inappropriate settings. After learning many examples,
the ANN could compute the nonlinear correction factor based on local measure-

ments on-line, so that the performance of the distance relay was optimized.
Indian Institute of Technology, India[8]

The research work at Indian Institute of Technology confirms the feasi-
bility of using ANNs as relays because the relay could be envisaged as a pattern
classifying device. The neural network could perform the pattern classification in
excellent fashion so that it could work as a relay. The feasibility of using an ANN
in protection of transmission lines was found by keeping the microprocessor relay
framework intact. The training was performed in off-line mode and the converged
weight matrix was stored for on-line use, and so a neural relay could be realized
in its simplest form. The proposed scheme considered two inputs viz. voltage and
current values so that the decision space was V-I plane rather than the R-X plane.

The relay setting could be changed by changing link weights, and time delay
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settings could be achieved, too. But the implementation of the feature of ANN

parallel computation was not shown clearly in this paper.
University of Bath, UK[9,10}

A novel adaptive protection scheme for a series compensated transmis-
sion system was achieved at University of Bath by using a neural network ap-
proach. The application of series compensation was widely applied to long dis-
tance transmission systems to improve power transfer. The Metal Oxide
Varistor(MOV) used as the overvoltage protection device for the series capacitor
had a non-linear resistance characteristic and posed problems for conventional
distance protection. The simulation by EMTP showed that the conduction of the
MOV was not symmetrical during the unbalanced fault and the effect of conduc-
tion through the MOV on the impedance of the transmission line was different at
different fault locations, so that the impedance relationship between the MOV
and transmission line was non-linear. A neural network was applied to solve this
problem. The proposed ANN for each phase was composed of 12 input nodes, 20
hidden nodes and 2 output nodes. The voltage at the busbar and line current,
each with 6 samples at a sampling time of 1.4ms, were used as input feature
signals. One of the outputs indicated fault or no-fault, another one indicated the
fault location. Training and testing results showed that this adaptive protection
scheme was particularly suitable for a series compensated EHV transmission

system where traditional distance protection scheme might have difficulties.

Another application of a neural network to a Controllable Series Com-

pensated EHV Transmission System at University of Bath was considered with
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the effect of a CVT (Capacitor Voltage Transducer)[10]. The input vector was
composed of 25 nodes. The first 24 nodes represented the 8 sample values of
three phase instantaneous voltages respectively while the last node indicated the
firing angle of the controllable series compensation. In the two proposed ANNs,
one network had the ability to detect different faults at different locations, load
and incipience conditions, whereas another network had the ability to detect the

fault type.

1.2.3  Application of an ANN to Busbar Protection

University of Stuttgart, F. R. of Germany[11]

The study at University of Stuttgart showed that the application of a
neural network to restore distorted current values was possible in principle. The
saturation of the current transducers(CTs) is an important consideration in the
design of the numerical busbar protection algorithm. The possibility of using a
neural network for preprocessing the data and restoring the distorted signals
needed to be investigated. Best results suggested a medium sized three-layer-
network with 10/3/1 neurons in the input/hidden/output layers. The proposed
neural network was trained by a set of typical distorted and undistorted current
waveshapes as input signals and minimizing the mean square error with the
undistorted values as target function. The training procedure showed that the
output waveshape of ANN roughly coincides with the desired current waveshape
for the high values but not yet for the small ones after 200 training steps. After
600 iterations, this matched the desired function quite well and almost restored

the desired signals after 7000 training steps. An implementation in hardware for
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this strategy may easily be programmed into existing NN hardware. However, it
is still unclear how the proposed ANN adapts to the magnitude of distorted input

current.

1.2.4  Application of ANN to Autoreclosure

University of Bath, UK[12,13]

An adaptive circuit breaker control system using neural networks was
proposed at the University of Bath. It is well known that the current practice of
auto reclosure with a fixed time delay could arise problems. During transient
faults, a restrike of a fault due to insufficient time for the fault path to deionize
fully can compromise system stability and reliability and, in the case of a perma-
nent fault a second shock to the system can cause irreparable damage to expensive
equipment. Using the EMTP software simulation package, an extensive series of
voltage waveforms, either permanent faults or transient faults, was created. The
frequency spectra analysis by Fast Fourier Transform(FFT) was applied to the
waveforms to extract five features for neural networks which are good at perform-
ing pattern recognition. The features used in this application were found by com-
paring the spectra of the transient and permanent faults for distinguishing be-
tween permanent and transient faults, and by comparing the pre and post
secondary arc frequency spectra for estimating when the secondary arc has ex-

tinguished in a transient fault.

The proposed three-layer neural network had five input neurons corre-
sponding to five features and two output neurons that represented the fault,

permanent or transient, and when to close. Of the neurons in the hidden layer,
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some were fully linked to all of the inputs. The others was connected to only some
input neurons, and only a few of the hidden nodes was connected to output
neurons. A set of 104 training cases was utilized to train the network, and a set
of 44 test cases was applied for testing of the trained network. The results from
the network were very accurate, and the network correctly classified the wave-
forms irrespective of changes in the line length, system source and load capacity,
and the position of the fault on the transmission line. However, the network was
only trained to distinguish between two types of faults, and all the faults were

single phase to ground faults.

1.2.5  Application of ANN to Fault Identification in An AC-DC System

Concordia University[14]

The research at Concordia University explored the possibility of using
neural networks to identify faults that may have occurred in an AC-DC power
system. Because of the fast control response of HVDC systems, the stability of
attached AC systems was greatly enhanced if proper control measures were taken
when a fault occurred anywhere on the AC-DC system. Foundation of such fast
reacting controls was the capability to distinguish what type of fault occurred,
its severity and its location. Time domain simulations performed with EMTDC
simulation package were used to provide the training samples for the neural
networks. Three different neural network architectures were proposed to distin-
guish between different types of faults on the AC-DC system. The first network
included 4 input nodes, 22 hidden nodes and 6 output nodes. The three phase

voltages (rms values) were selected as the 4 inputs, and six output neurons
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showed the fault types. The second network was a multi-network: three Phase
Detector networks and a Main network. Each phase detector network was three-
layer network. The input layer had three nodes for rms phase voltage and angles
between the phase and other two phases. The outputs of phase detector networks
were then connected to the main network whose outputs tell the fault types.
Similar to the second network, the third network is also a multi-network, but the
sampled instantaneous values of the phase voltages were used as inputs for each

phase detector network instead of phase angles.

These three networks could distinguish the highest number of fault
types but some confusion still occurred in distinguishing a line to line fault from
aremote AC fault. Based on the ability of these networks to distinguish the reliably
between different types of faults, appropriate control measures could be taken to

improve the dynamic performance of the AC-DC power system.

1.2.6  Application of ANN to Alarm Processing and Fault Diagnosis

University of Washington[15]

The control centers of a power system are continuously interpreting a
large number of alarms signals to determine the status of the system components
and to evaluate the power system operation. This process is very complex for two
key reasons:

1. Alarm patterns are not unique to a given power system problem.
Same faults may manifest in different alarm patterns based on the

current topology and operating status of the power system.
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2. Alarm patterns are likely to be contaminated with noise due to equip-
ment problems, incorrect relay settings, interference, or miscalibrat-

ed meters.

Expert system techniques have been widely tested for analyzing alarm
signals. The formulation of rules, however, requires a precise definition of the
power system and its operational strategies which may widely vary depending on
the utility. Therefore, neural networks, with their ability to classify noisy patterns,

seemed a logical choice for alarm processing.

The ANN developed at The University of Washington was also capable of
associating different alarm patterns to the same system fault by training the ANN
with a set of information rich data that represents different operating scenarios.
The training set was generated by first creating a credible set of contingencies
and then deriving the possible alarm patterns under each fault. These patterns
were generated by relay protection schemes and power flow analyses. The concept
was tested on a 115kV/12kV substation for 65 different fault conditions with 99
bit alarm patterns. It was also tested on the IEEE 30 bus system for 72 different
bus and line fault conditions with 112 bit alarm patterns. Results showed that
the trained ANN was able to correctly classify all noiseless input patterns and

some of the noisy patterns.

Indian Institute of Science, India[16]

Artificial neural networks were applied to real-time Fault Detection and
Diagnosis at Indian Institute of Science. Traditional systems performed diagnosis

by mapping fault symptoms to generated hypothesis to reach at diagnostic con-



1. Introduction 14

clusions. The expert systems were also inadequate because knowledge acquisition
and search processes were time consuming. Artificial neural networks had great
advantages over expert systems in terms of knowledge acquisition, addition of
new knowledge, performance and speed, and appeared to offer characters which

coincide well with the requirements of pattern-based diagnosis.

The proposed three-layer neural network was trained by using the back
propagation algorithm until the error in the weights between successive iterations
was less than a specified minimum value. The neural network was trained off-
line for 53 different types of faults and used on-line. The neural network was
designed so that it captured the behavior of the power system represented in the
form of signals from relays and circuit breakers. This resulted in the neural
network consisting of 35 input nodes and 10 output nodes corresponding to the
various components of the power system. It was found that 18 nodes in the hidden
layer gave the optimum and satisfactory performance in terms of generalization
and recall performance of the neural network. The neural network diagnostic
system was found to be able to diagnose correctly even in the presence of faulty
operation of the relays of the power system and during disturbances. This system
trained for single faults was able to precisely diagnose abnormal behavior result-

ing from simultaneous multiple faults.

National Cheng Kung University, Taiwan[17]

A similar fault section estimation system based on the information of
relay operation and circuit breaker status was suggested at National Cheng Kung

University, Taiwan. Actually, it was more like an expert system because the inputs
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of neural network came from a SCADA system. It was capable of locating the
sections of single or multiple faults even subject to failure operation of relay or
breaker, or existence of error in the data transmission of SCADA system. Because
it possessed a friendly User Interface, the proposed diagnostic system could
automatically learn new fault scenarios by adding sample data into its training

set, and could make reasonable generalization of learned scenarios.

National Sun Yat-Sen University, Taiwan[18]

Artificial neural networks were employed in trouble call analysis at Na-
tional Sun Yat-Sen University. Customers often estimated the quality of their
power supplier by the service interruption they suffer. To minimize the duration
of service interruption it was essential to locate the problem as soon as possible.,
Expert system techniques had been applied for assisting the dispatchers in service
restoration but most of the expert systems were only suitable for assessing the
fault section on transmission lines or on the primary distribution system. This

suggested the use of an ANN approach for trouble call analysis.

The ANN was used for fast pattern recognition and classification of trou-
ble calls so that the time and effort needed for service restoration could be reduced.
To generate the training patterns, a 1:600 paper map which covered a 400m x
250m area and geographic information of trouble calls and system facilities was
divided into 1000 squares and each square covered a 10m x 10m area. A square
in the map was described by two numbers, one corresponds to the X-axis, and
the other one corresponds to the Y-axis. A square with 1's in both X and Y

coordinates indicated that a trouble call was made from that area. The output
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node that had an output value close to 1 was the most likely outaged device.
Approximately 7000 service interruption cases were used to train the network.
Experience had shown that the proposed system allowed the utility to restore
service quickly, kept consumers informed regarding the status of the outages,

spotted recurrent system problems, and facilitated reporting requirements.

1.2.7  Application of ANNs to Signal Processing

( 1) Harmonic Identification and Evaluation[19]

It was necessary to analyze and predict the behavior of current and
voltage harmonics so that appropriate action could be taken to reduce their ad-
verse effects. Model based analysis had been inaccurate and time consuming
because of the nonlinearity of the harmonic components, the random behavior
of harmonic signals and the wide variety of harmonic profiles of all solid state

circuits,

A three-layer neural network was used to identify the type of harmonic
load from among a set of pre-specified selections. The training patterns for the
ANNs were generated by monitoring the current waveforms corresponding to each
specific type of harmonic load. The Fast Fourier Transform (FFT) of the digitized
current waveform was used to produce the harmonic frequency spectrum. Dif-
ferent combinations of harmonic magnitudes and phases were then fed to the
ANN as inputs with the corresponding load type as the output. The ability to

correctly classify the load based on the harmonic currents was investigated for
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the three cases, and several ANN architectures with different numbers of hidden

layers were used to find the optimal ANN design.

(2) Real-time Estimation of Basic Waveforms[20]

For the control and protection of electrical power systems, it was nec-
essary to estimate in real-time the parameters of the basic waveforms of voltages
and currents. Different digital algorithms had been proposed based on the Fourier
technique or Kalman filtering but they were not parallel, therefore the speed of
processing was limited. New algorithms and new architectures for analogue neu-
ron-like adaptive processors for on-line estimation of parameters (magnitudes
and frequency) of sinusoidal signals, distorted by higher harmonics and corrupted

by noise, were proposed at Technical University of Warsaw, Poland.

The problem was expressed as an optimization problem and solved by
using the steepest descent continuous-time optimization algorithm. An artificial
neuron-like network consisted of basic computing units: integrators, summers,
multipliers, signum activation functions, and trigonometric (sin,cos) function
generators. Extensive computer simulation experiments confirmed that the neu-
ral networks represented a very realistic and promising approach for high speed

estimation of parameters of signals.

1.2.8 Application of ANNs to Transformer Protection[21]

A feed forward neural network was used as an alternative method to

discriminate between inrush magnetizing current and internal faults in power
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transformers at Washington State University. The effect of magnetizing inrush
current was important to any power transformer protective scheme. The classic
methods delaying trip or blocking relay according to the harmonic content were
not desirable or sufficient because of the potential danger of incorrect operation

of relays during internal faults.

The ANN strategy detected inrush current based on recognizing its wave
shape by differentiating its wave shape from the fault wave shapes. The feed
forward neural network consisted of 12 input neurons, because the wave shape
recognition was based on 12 data samples per 60Hz cycle, and one output neuron

showed the appearance of inrush currents.

The inrush cases were measured in the laboratory by energizing, at
random, a small power transformer of 50 VA, 120/240 V. The fault cases were
generated by the electromagnetic transients program EMTP. The trained neural
network responded well, performing the discrimination function between inrush
and fault currents correctly for most cases. The percentage of correct classification

was above 94% for the inrush examples and fault plus inrush artificial examples.

1.3 Summary of The Application of ANNs to Power System Protection

The application of artificial neural network to power system protection
could be characterized as follows:
¢ Suitability of ANNs to Power System Protection

Artificial neural networks are particularly well suited for solving those

protection problems that are inherently non-linear and complex in
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nature, and are too difficult for conventional protection schemes.

Key function of ANNs

Excellent performance of artificial neural networks on pattern recogni-
tion or classification is the basis of all applications. The development
of adaptive protection can be treated as a problem of pattern recogni-

tion, like waveforms recognition.

Necessity of Feature Extraction

Feature extraction is an important issue in neural networks. Different
features of a system can be used as input signals to a neural network,
as calculated by a pre-processor. Usually, the selected features will

determine the number of neurons in the input layer of the neural net-

work.

Source of Training and Testing Patterns for ANNs

In most applications, the training and/or testing patterns for the pro-
posed neural network come from the computation of Electromagnetic
Transients Programs such as EMTP or EMTDC. Some of the training

samples comes from laboratory experiments and some come from field

measurements.

Role of ANNs in A Protection System

In most feasibility studies of neural network application, the proposed
neural network plays a sole role in taking responsibility for the sug-
gested task. In real-time or on-line applications, the proposed neural

network usually plays an accessory role to assist the protective relay to



Introduction 20

1.4

adapt to complex system conditions.

Selection of The Neuron Number in Hidden Layer of Network

In general, the number of hidden layers in the neural network is deter-
mined dynamically, depending on the complexity of the relationship
between the inputs and outputs, and the optimum and satisfactory
performance in terms of generalization and recall performance of the

neural network.

Selection of architecture of an ANN and its learning algorithm

The most popular architecture of neural network is the three-layer
feed forward network and the most popular learning algorithm is the
error back-propagation rule, which is a steepest descent method for
finding the minimum of error function. In some cases, multiple neural

networks are applied to a certain problem.

Research Objectives

This research had two major tasks. One was to use artificial neural

networks for special problems in distance protection. The second was to investi-

gate the feasibility of applying neural networks to the non-linear nature of arcing

fault resistance.

The goal of the first task was to create more selective ground fault de-

tection in spite of pre-fault loading in either direction, variable source impedance,

and variable ground fault resistance. Although some aspects of these special

distance protection problems have been studied previously, the solutions are still
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not satisfactory. This research suggests a novel neural network solution to these

problems.

The goal of the second task was to create more selective arcing fault
detection, especially for radial distribution lines where arc resistance could be a
significant part of the zero sequence impedance and has non-linear characteris-
tics. ANNs were well suited to problems where there were neither well defined nor

obvious relationships existing between inputs and outputs. The study involved:
® Investigation of the non-linear nature of arcing fault resistance,
® Establishment of a non-linear arcing fault resistance model, and

® Search for a neural network solution.

1.5 The Scope of This Thesis

This thesis consists of five major parts with nine chapters. The first part,
which includes Chapters 2 and 3, is the introduction of distance protection and
its problems. The second part, Chapter 4, is the simulation of a transmission line.
The third part, Chapter 5, is the introduction of artificial neural networks. The
fourth part, Chapter 6 to Chapter 7, is the application of artificial neural networks
to distance protection. Chapter 8 and Chapter 9 contain the fifth part outlining
the main achievements and conclusions of this research work, as well as some
suggested future research. The contents of these chapters are briefly described

as follows:
1).  Chapter 1 : Introduction. (This chapter)

2).  Chapter 2 : The distance protection system is briefly introduced. The
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operating principles, measuring equations and operating character-
istics of conventional distance relays are presented first and then,

the fault resistance tolerance of distance relays is defined.

3). Chapter 3 : Some problems of distance protection are raised in this
chapter. Several topics are discussed here, including the problem of
inappropriate settings because of the variation of source impedances,
the load encroachment problem, the pre-fault load flow effect problem

and nonlinearity of arcing fault resistance.

4).  Chapter 4 : The simulation of transmission line faults is presented in
this chapter. An actual Manitoba Hydro transmission line, a 138kV

line from Kelsey to Thompson in northern Manitoba, is modelled on

PSCAD/EMTDC.

5).  Chapter 5 : Artificial neural networks are briefly introduced in this
chapter. The artificial model of a neuron is given first, and then mul-
tilayer feedforward networks are shown. Second, an emphasis is put
on the Back Propagation Learning Algorithm. Finally, the basic prin-
ciple of pattern classification using artificial neural networks is pre-

sented.

6). Chapter 6 : An application of artificial neural networks to distance
protection is proposed in this chapter. The emphasis here is on cre-
ating more selective ground fault detection in spite of pre-fault load-
ing in either direction, variable source impedance, and variable

ground fault resistance. The performance of a prospective ANN dis-
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tance relay in detecting single line-to-ground faults is described at

the end of the chapter.

Chapter 7 : Another application of artificial neural networks to distance
protection is proposed in this chapter. The research here was con-
centrated on creating more selective arcing fault detection, especially
for radial distribution lines where arc resistance can be a significant
part of the zero sequence impedance, in spite of pre-fault loading in
either direction and variable source impedance. A new operating
characteristic is devised, and the performance of the proposed ANN
distance relay on detecting single line-to-ground faults with nonlin-
ear arcing resistance along the whole transmission line is shown at

the end of the chapter.,

Chapter 8 : The achievements and conclusions of this research work

are presented in this chapter.

Chapter 9 : Suggestions of future works on this project are given in

this chapter.



Chapter Two

Distance Protection Systems

2.1 Introduction

“An electric power system is a network of interconnected components
designed to continuously convert non-electric energy into the electric form, trans-
port the electrical energy over potentially great distances and transform the elec-

tric energy into a specific form subject to close tolerances.”[23]

After the first small power systems were built up, the requirement to
add automatic protection was realized soon. An electric power system should
ensure the reliability and availability of electric energy without interruption to
users. The normal path of the electric current is from the power source through
conductors in the generators, transformers and transmission lines to the load
and it is confined to this path by insulation. The insulation, however, may break
down, either by the effect of temperature and age or by a physical accident. When
this happens the current follows an abnormal path generally known as a short-
circuit or fault. Whenever this occurs the enormous energy of the power system
may cause expensive damage to equipment, severe drop in voltage and loss of
revenue because of interruption of service. Once a fault arises in a power system,
that fault must be isolated as quickly as possible from all live supplies in order

(a) to retain system stability and (b} to reduce the damage at the point of fault,

24
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because of fire and explosion, and in the parts of the system carrying the fault

current, due to overheating[24].

Protection is the art or science of detecting the presence of a fault and
initiating the correct tripping of the circuit breakers so as to disconnect only the
faulty equipment from the system, thus minimizing the trouble and damage
caused by faults when they do occur. An ideal protection system would detect
and isolate faults as quickly as possible at any point in the system and accomplish
this while keeping as much of the system interconnected as possible. A basic
protection system comprises instrument transducers, protective relays with their

associated wiring and circuit breakers.

A complete power system is divided into zones: an alternator, a trans-
former, a busbar section, a feeder. Each zone has one or more co-ordinated
protective systems connected to it. Since the objective of this thesis is mainly
concerned with the feeder protection, the distance protection will be described in

brief in the following sections.

2.2 Overview of Distance Protection[22, 24-28]

Distance relays were invented in 1923 in an effort to solve the application
problems associated with graded time overcurrent relaying. The operation of dis-
tance protection depends on the basic fact that on the occurrence of a fault, the
distance between any point in the power system and the fault is proportional to
the ratio of voltage to current at that point. The following benefits of distance
protection make it widely applicable to power system transmission line protec-

tions:
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* It offers fast and discriminative protection for all faults occurring on
the feeder.

s It offers some measure of back-up protection {(zone 2 and zone 3) for
other feeders and plant at remote stations and, often, on reverse reach

of zone 3 at its own substation.

¢ It does not need an input signal from a remote station in order to trip,

even though the lack of such input signal may delay tripping.

The principle of impedance measurement and the engineering of basic
impedance measuring elements into schemes of distance protection has always
formed an important part of power system feeder protection. The importance of
its role is reflected in the fact that this form of protection more than any other
has long been the subject of rapid and continuous development ﬁecessary to meet
the ever increasing demands typical of modern power systems. Such development
has, for many years, seen little change in operating principle (discounting com-
puter-based techniques) although the methods of implementation vary consider-
ably largely because of the degrees of freedom allowed by modern developments
in technologies of all kinds. However, although implementation of the principle
is subject to continuous change through development, there are basic design
concepts which are almost universally established and are important in under-

standing the principles of application.

2.3 Operating Principles of Distance Protection[25,26,27]

The operating principle of distance protection is based on the knowledge
that, at any measuring point in a power system, the line impedance to a fault can

be decided by measuring the voltage and current at the measuring point. Actually,
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the measuring relay is organized to have balance point which is specified by the

relay impedance setting, Zy,. Therefore, the relay either trips or restrains, depend-

ing on if the fault impedance is less than or greater than the relay setting. Those
relays can be applied to various points on the system and by arranging the relays
so that those closer to the fault operate faster than those more remote, discrim-
inative tripping of the circuit breakers controlling the various feeders can be
accomplished. Such discrimination needs, in addition to impedance measure-
ment, a directional character and a time-dependent character. Fig. 2.1 shows a

combination of distance relays with a stepped time-distance characteristic.

The relay at A has a zone 1 distance range which is set to operate
immediately and trip the related breaker when a fault happens within the first
80% of feeder 1 and only when the fault current is in the direction shown. The

zone 2 setting of the same relay is set to cover the whole of feeder 1 and usually
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Fig. 2.1 Typical distance relay characteristic
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the first 20-30% of feeder 2 but tripping is delayed for only a short time. The zone
3 setting is set to include faults in feeders 1 and 2 and possibly beyond with
tripping after a further time delay. Combining these zones of measurement and
superimposing those of relays B, C and D relative to the two feeders and with
direction of measurement indicated by the arrows, results in the overall time-

distance characteristic shown in Fig. 2.1.

It is necessary for a distance protection to adapt to the variety of power
system faults (three-phase, phase-to-phase, phase-to-ground, two-phase-to-
ground and three-phase-to-ground) by arranging that the appropriate relays mea-
sure the same impedance for all fault types. It can be implemented by selecting
the correct voltage and current quantities from the power system suitable to the
type of fault condition. Therefore, for faults involving more than one phase the
appropriate phase-to-phase voltage is used for the relay with the difference of the
phase currents. In this way, the measured impedance for phase-to-phase and

three-phase faults is the positive sequence impedance oZ; and also this imped-

ance is measured for a double-ground fault condition [24].

Measurement for a single phase-to-ground fault condition is a little more
complicated even for the simple system illustrated in Fig. 2.2. To utilize phase-
to-phase voltage and the difference of phase currents, like in the case of phase-
fault measurement, produces a complex impedance which is not only in excess
of the positive sequence impedance of the line but also varies with zero and positive
sequence source impedance. In order to achieve correct measurement of positive

sequence impedance, phase-to-neutral voltage with a combination of line and
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neutral currents are applied to the relay. From the sequence network for a single
phase-to-ground fault the voltage at the relaying point is:

V, = IAI(XZLI +1400Z; 0+ 14,07, , (2.1)

where V4 : the voltage of phase A at relaying point.
Ia1: Iag, Ipp ¢ the positive, negative and zero sequence current of phase A.
Iy =1 +1+1,, (2.2)
Zr1, Z19. Z1p . the positive, negative and zero sequence impedance of line.
o : the fractional fault distance, defined as fault distance x over
X

line length L: a = 7

Assumlng ZL] =ZL2’

Vo= Uy ot 1) 0z +1,,0Z, 0~ 1,,0Z,

1,02, +1 ZL°1 A
=AaLl+AOZ_M_ oLy (2.3)
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where Iy = Iz + Igg + Icp is the neutral current. Since Iy = 3, ,

Va
0z, = —% (2.5)
IA+§IN
where
Zon—2
ko= L0 LI (2.6)
Zpy

(zero sequence compensation factor)

Note that different relaying quantities are necessary to distinguish
between phase and ground faults, common practice being to provide two sepa-
rate sets of (zone 1) relays for these faults, one set for phase faults and the other
set for ground faults. Each set consists of three relays because multi-phase
faults may involve any pair of phases and similarly any single phase can be
faulted to ground. Zone 2 impedance measurement may use zone 1 relays, the
settings of which are increased after a zone 2 time-delay, or may use six sepa-

rate relays. Zone 3 measurement uses six separate relays.

2.4 Operating Characteristics of Distance Protection[22,26]
The principles outlined above suggest that a distance relay can have a
balance point specified by impedance setting Zy so that operation occurs for line

impedances less than the setting value of the relay, i.e.,

12 < |7, (2.7)

The locus of (2.7) yields a circular characteristic on R-X plane, the centre at the
origin (relaying point) and radius the setting | Zgz!| as shown in Fig. 2.3(a). This

plain impedance relay is non-directional and measures only the magnitude of
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the fault-loop impedance (regardless of phase angle). Obviously, this plain
impedance relay has the disadvantage of allowing incorrect operation for reverse

faults within the relay setting Z. This problem can be overcome by a directional

relay.
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Fig., 2.3 Distance relay characteristics

The Mho distance relay is defined by [24]:
|Z-Zp| < |2 (2.8)

A directional relay and its characteristic, shown in Fig. 2.3(b), is a circle passing
through the origin (relaying point). It can still operate with close-up fault by
introducing a voltage called the polarizing voltage which is obtained from a pair

of healthy phases.

The Off-set Mho distance relay is defined by:
|Z-nZ| < |Zg] (2.9)

It is also directional and the off-set is given by (1-n)Zg, where the fractionn < 1.

Its characteristic is shown in Fig. 2.3(c). The Off-set mho relay offers good oper-

ation under close-up faults, even close-up three-phase faults. It will also oper-
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ate for faults a short distance behind itself, i.e. it gives some back-up protection
(zone 3) for the busbars. A typical value of the off-set is 10% (n=0.9) of the pro-

tected zone length.

The Mho family is most widely applied because it is inherently direc-
tional. It provides the best fault coverage and is relatively immune to high load
conditions and power swings [26]. In Fig. 2.3, v is the line-impedance angle and

0 is the characteristic angle of the distance relay.

Based on the principles of relay arrangement and distance relays out-
lined above, a distance protection system for the transmission system shown in
Fig. 2.1 has been established in Fig. 2.4. Zone 1 is a mho distance relay set to
about 80% of the length of the protected line NM. It is converted, after about 0.3
s, into the zone 2 relay when its setting is about 1.3 zones ahead. The zone 3
relay, an entirely separate relay, is an off-set mho relay, set to about 2.25 zones
ahead, which, for a fault within its reach, starts two timer-relays. The first
timer-relay converts zone 1 to zone 2 measurement about 0.3 s while the sec-

ond trips the circuit breaker at N about 0.6 s after fault initiation.

XA line

Fig. 2.4 Typical distance system
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2.5 Fault Resistance Tolerance of Distance Protection[26,28]

Of fundamental importance in assessing the effectiveness of the avail-
able polar characteristics of impedance-measuring relay is the range of fault
resistances. The fault resistance has two components: arc resistance and
ground resistance. Those resistances are non-linear and the arc fault resistance

will be discussed in detail later.

In the mho operating characteristic shown in Fig. 2.3, the characteris-
tic angle of the relay, 6, is defined by the angle of impedance setting Zg, between
R-axis and the diameter of the characteristic circle which passes through the
relaying point, as shown in Fig. 2.5. From Fig. 2.5, it is clear that the fault resis-
tance tolerance of the distance relay can be adjusted by changing the phase

angle difference (v - 6) at a sacrifice of less vulnerability to power swings.

However, as shown in Fig. 2.5, the tolerance of a mho relay is still lim-
ited because its characteristic is restricted to a circular shape. Reactance relays

were introduced to overcome the problem of arc resistance at the point of fault.

X iX
i Y arcing fault A Z arcing fault
zone zone

i

1
1

I
I

(@) y -6 =30° b) v -6 =500

Fig. 2.5 Phase angle biassing of Mho relay (w-6)
to increase tolerance of fault resistance
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The effect was particularly severe for short lines where the vector addition of arc
resistance and faulted line impedance could cause the resultant impedance to
fall outside the relay impedance reach. Its characteristic, being parallel to the
resistance axis and offsetting the reactance of the protected section from the
origin, is shown in Fig. 2.6(a). The relay trips when the measured impedance
lies below the characteristic. It is evident from Fig. 2.6(a) that the reactance
relay is non-directional and susceptible to operation under load conditions and

power swings.

JX line . line
t 'k YA
B8O% F 3 M
A—x T B 80% - T =
X : Zg Reare
i 7z .
1 . zZ Zioad
' 2 oad
N | o N
! v Ii I N b
! trip ] R
(a) Reactance relay (b) Quadrilateral distance relay

Fig. 2.6 Two distance relays with better fault resistance tolerance

The distance relay with a quadrilateral characteristic, Fig. 2.6(b), has
been used widely in computer relaying because microprocessors can be used to
achieve independent control of resistance and reactance components of charac-
teristic impedance. This relay is directional and has significant extension of the
resistive reach under unbalanced fault conditions. It is a compromise between
maximuim resistive coverage and the avoidance of load and power swing

encroachment.

In this thesis, the discussion is concentrated on the distance relay

with a quadrilateral characteristic.



Chapter Three

Some Problems Of Distance Protection

3.1 Introduction

The increase in line lengths and power transmitted has introduced a
number of new problems in relation to protection. New techniques have become
necessary to tackle these problems and the stringent requirements associated
with them. Firstly it has become necessary to see that lines are not unnecessarily
disconnected (which leads to the loss of a portion of the power transmitted), but
at the same time shorter operating times from protective relays are demanded on
faulted sections to preserve the system stability. Moreover, extreme variations of
fault current are often encountered with long lines necessitating that protective

relays take this into account.

The establishment of electronic and computerizing methods has provid-
ed a much greater design flexibility. This is reflected mainly in the development

of new types of techniques having more complex characteristics.

However, the suitability of distance relays to adapt to variation of source
impedance, pre-fault loading in either direction, and variable ground fault resis-
tance, especially for non-linear arc resistance, is still unsatisfied. In this chapter,
some problems considered in this thesis are presented and some corresponding

solutions are introduced. Even though some so-called adaptive relays appearing

35



3. Some Problems for Distance Protection 36

in recent years are well suited to some of the existing problems, they are still quite

complex procedures.

3.2 Inappropriate Settings

Serious power system disturbances are often caused by faults in a weak
power system. In these cases, mis-operation easily happens because of inappro-
priate settings. A system avalanche of outages can be caused by relays which
have inappropriate settings for the prevailing system conditions. Such a situation
is worsened because transmission system margins for contingencies are lessen-
ing, resulting from several factors such as difficulties with obtaining right of way,
generation deferrals and uneven load growth. With this situation transmission
protection reliability becomes increasingly important. Since they remove addi-
tional circuits along with the loss of the faulted system component, the mis-
operation of relays represents a major source of concern to the planner and

operator [30].

Neglecting measuring inaccuracies, the computation of the fault dis-
tance by a distance relay is affected by inappropriate settings because of the
dynamic character of the power system. These would include changes in load and
generation, and changes in the topology of the power system. These factors are
usually dealt with by determining the relay settings according to off-line worst
case studies. This results in fixed settings with great safety margins, depending
on the compromise between security and dependability. Thus, distance relay
settings seem to almost never be appropriate, as worst case scenarios are not

likely to occur frequently [7].
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Fault arc resistance is nonlinear {discussed in detail later) because it is
essentially a constant voltage element rather than a constant resistance element.
This means that if a distance relay is set to measure it correctly at a fault current
calculated for a given source impedance, the fault arc resistance will appear high
if the source impedance increases (because the fault current will decrease and
resistance = voltage/current). Conversely, if the source impedance decreases (at
high generation day time conditions, for example), the fault arc resistance will
appear low. Thus an impedance relay might underreach in the former case, and
overreach in the latter case. For example, under low system impedance which the
relay’s settings are based on, if there is an arc resistance located inside the relay
tripping zone, Fig. 3.1 (a}, the same fault will cause relay mis-operation when the
system impedance goes higher, as shown in Fig. 3.1 (b). Note that simply increas-

ing the resistance reach of the relay might encroach on the load region.

Relays based on microprocessors are often used for protection purposes.
They provide remarkable benefits such as flexibility, reliability and communica-
tion ability. Adaptive conceptual solutions have been introduced to improve the
performance of power system transmission line protective relaying and, hence,
the reliability of power system operation has been enhanced [30]. Information
about the actual state of the power system is collected from substations equip-

ment, and then forwarded to the control center.

Source equivalent impedance could be developed at the substation using
a locally available system impedance data base and circuit-out information from

local event and from remote computers[30].
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Fig. 3.1 Effect of source impedance on distance relay

An approximate impedance model can be updated based on conditions
within the substation. Open circuit breakers or undercurrent conditions can
recognize the opening of lines connected to the station. Distinctive load flow
manners may claim an outage of a nearby generator. Upon detection of a config-
uration change, the substation host computer provides an update of the imped-
ance model, using pre-loaded system equivalents and local circuit impedances.
The accuracy of the impedance model improves with better knowledge of the

status of the system beyond the substation.

Therefore, inappropriate settings can be avoided by adjusting the set-
tings of the relay according to changes in the power system state because the
status of the complete system is available. Such an adaptive relay can be thought
of as a protection device whose characteristics or functions are altered on the

basis of external information [31]. The local available information is used to adapt
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the relays to the actual power system state and maintain appropriate settings.
Relays that can change settings adaptively reduce the necessary safety margins,
and are therefore more selective because they keep track of the power system
state. Relays are adapted to the prevailing power system state, and their mis-

operations are reduced.

However, adaptive processing is a complex procedure for microcomputer

based relays.

3.3 Load Encroachment

Application of impedance-measuring relays requires adequate discrim-
ination against maximum circuit load conditions. The protection impedance char-
acteristic must avoid load impedance encroachment, Fig. 3.1(b). This is not a
problem by applying zone-1 and zone-2 relays but can be a significant practical
problem in setting the zone-3 reach for circuits comprising very long bundle-

conductor lines.

In practice, considerations of circuit loading must take account of max-
imurmn circuit rating as dictated by the sending-end to receiving-end busbar-
voltage ratio and the corresponding angular displacement. These factors affect
the boundary of load conditions in the way shown in Fig. 3.2. The change of
angular displacement between busbar voltages for unity voltage ratio between
ends generates the load varying trace ABC. The effect of variation in the ratio of
busbar voltages is seen to produce the curvilinears A'B'C’ and A’B"C”, and the

two sets P; and Py, being for receiving and sending conditions, respectively. It is

clear that maximum circuit loading can present an impedance to the distance
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Fig. 3.2 Load conditions superimposed on impedance polar diagram

relay which encroaches on its boundary and this may lead to a limitation on relay

settings.

In a transmission system, the fault resistance of a line-to-ground fault
is dominated by ground resistance which could be much bigger than arcing fault
resistance. However, in a distribution system, the arcing fault resistance will be
the main part of the fault resistance and could be bigger than the load resistance,

as shown in Fig. 3.1 (b).

3.4 Effect of Pre-fault Load Flow][26,32]

Fig. 3.3 shows a typical single-line diagram of a power system with

ground fault. The system has a source at each end of the line and some details
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Fig. 3.3 A power system with a single line-to-ground fault

on the transmission line are shown in the figure. A single line-to-ground fault
occurs between phase and ground at F, a fraction ¢, of the total distance L from
bus Sto bus R. A distance relay located at bus S monitors the voltage phasor and
current phasor to determine the value of the fault impedance. The measured
impedance is given in the form of equation (2.5). For the ground fault distance
relay, there is a basic problem of accommodating fault resistance, the value of
which as seen by the relay may differ from the real value as a result of remote
infeeds. The problem is illustrated by Fig. 3.4. It is simplified by assuming that

source impedances at S and R are significantly larger than aZ;, (1-0)Z; and Rp
For a fault fed only from S, the relay at end S, supplied with Vgand Ig, would see
the true resistance with the drop across Ry being in-phase with Ig (Fig. 3.4(a)).
For a fault fed from S and R, fault currents Ig and I will have a phase shift

determined by the prefault load transfer conditions (Fig. 3.4(b)). In this case, the
remote source infeed to the fault branch may significantly modify the apparent
impedance presented to the relay at the local end. The fault current from both
local and remote terminals causes a voltage drop in the fault branch if it is not

in phase with the local fault current. It gives a reactance effect and shifts the fault
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locus up or down in the impedance plane. The shift direction and magnitude for

(a) Phasor diagram for single-end feed (b} Phasor diagram for double-end feed

Fig. 3.4 Effect of remote fault infeed on measuring accuracy

the fault locus is dependent upon the system power flow at pre-fault.

Consider a distance relay with a quadrilateral characteristic, as shown

in Fig. 3.5. In the case if there is no power flow through the transmission line,

X

A

L M o mm mm mm e e o

I I T T ——

Fig. 3.5 Effect of fault resistance on measured impedance

( no real power flow )
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the fault voltage and the relay current will be in phase and provide a pure resis-

tance effect as shown in Fig. 3.5.

In the case if there is a power flow from bus S to bus R (Fig 3.3), the
fault voltage will lag the relay current and shift the fault impedance locus down-
ward on the impedance plane, as shown in Fig. 3.6, which causes a possible

overreach error.

Fig. 3.6 Effect of ground fault resistance on measured impedance

( power flow from Sto R}

In the case if there is a power flow from bus R to bus S (Fig 3.3), the
fault voltage will lead the relay current and shift the fault impedance locus upward
on the impedance plane, as shown in Fig. 3.7, which causes a possible underreach

crror.
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Fig. 3.7 Eifect of ground fault resistance on measured impedance

( power flow from Rto S)

In order to compensate the errors caused by ground fault resistance and
remote infeed, an adaptive scheme for single line-to-ground fault protection is
suggested in [33]. It is believed that this adaptive scheme can provide the digital
impedance relay the ability to automatically adjust its operating characteristic so
that the relay can more closely follow the locus of the measured impedance as-

sociated with variable pre-fault load flow conditions.

Taking account of Fig.3.6 and Fig 3.7, if the boundary AB of the distance
relay operating characteristic can be rotated through the angle y around the
reference point A as center, then the operating boundary ABCO will be rearranged
as a new quadrilateral AB'CO, as shown in Fig. 3.8. By this means, the mis-
operation of the distance relay can be avoided and the elimination of the negative

influence of the fault resistance is feasible.
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Fig. 3.8 Characteristics of adaptive distance relay
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Although the above method is a great idea, its implementation is still a

complex procedure because the remote source impedance is not known.

3.5 Nonlinearity of Arcing Fault Resistance

For faults involving ground, fault impedance is generally understood to
include the impedance in the path of the fault current between a phase conductor
at the fault point and ground, including local ground resistance. Only the non-
linearity of arcing fault resistance is covered in this thesis but not the ground

resistance because of the complex inherently nonlinear characteristics of soil [34].

Short circuits on transmission lines and at terminals of high voltage
power equipment usually take place through long arcs in air between conductor
and ground (in the case of wires falling on the earth), in tower footings, in a foreign
object between conductor and tower (or ground) or in some combination of these
factors. Fault impedance, in general, appears to be predominantly resistive. It
may be constant throughout the duration of a fault or it may vary continuously,

as in the case of an arc which is blown out to gradual extinction by the wind.

The drop across the arc will affect the phase angle between voltage and
current in directional types of relays. Of fundamental importance in estimating
the effectiveness of the available polar characteristics of impedance-measuring
circuits is the range of fault resistances likely to occur in practice. Most of primary
system faults are accompanied by a fault arc when phase conductors clash or
co-ordinating gaps flash-over. The resistance of the arc is nonlinear with the most

generally accepted expression for its value due to Van Warrington [24]:
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2613L
RF = T [ 3 1 )
I
where L is the length of arc in still air in meters and I is the fault current in amps.

L will be initialized with the conductor spacing but it increases with the presence

of a cross wind because the arc has no inertia.

Obviously, considering a given length of arc (due, for example, to a
specific co-ordinating gap length) the fault arc resistance increases nonlinearly
as the fault MVA reduces, i.e. as the source impedance ratio increases. Usually,
the fault arc resistance in an earthed construction line will be unlikely to exceed
about 0.5 Q which could be significant for distribution lines for which fault arc

resistance imposes an application limit.

The investigation of the nature of arcing fault resistance is an old topic
and was studied by a few early researchers about a half century ago. The char-
acteristics of fault resistance are described and the neutral-current wave traces
are presented in [36]. Based largely on statistical and oscillographic study of power
system fault currents for five power systems, the reasonable values of fault resis-
tance for a line-to-ground fault are given by [37]. The most frequently occurring
values of “apparent fault resistance” (which includes the arc resistance) for the
systems studied ranged from 5 to 25 Q. Those determined for faults at substations
were generally less than for faults on lines. The data indicate that, where fault
resistance is to be allowed for in fault current computations, 20 Q for line and 5

Q2 for substation ground-faults are reasonable values to use.



Chapter Four

Simulation of Transmission Line Faults

4.1 Introduction

As stated in the previous chapter, the distance relay is one of the most
important relays for transmission or distribution lines. To demonstrate the per-
formance of a distance relay with new concepts, strategies or algorithms, the most
important step is to put it in a field test. However, it is hard to develop a distance
relay, especially one using artificial neural networks for which few efficient hard-
ware or computing frames are available. Because of the availability of the artificial
neural network simulator, Xerion, in the department of Electrical and Computer
Engineering at the University of Manitoba, the digital simulation of power system

transmission line faults is favored in this research.

A power system simulator, PSCAD/EMTDC" (Electromagnetic Tran-
sients Simulation Program) has been developed by The Manitoba HVDC Research
Centre. It is a powerful tool for solving large systems and analyzing specific prob-
lems in power systems. It can model AC machines, transformers, distributed
transmission lines/cables, DC inversion/conversion, and many other elements
in actual power systems. It has a user-friendly graphical user interface so that

the systems studied can be built quickly and the simulation can be handled easily.

*, PSCAD: Graphic User Interfaces for EMTDC

48
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Users can create their own models, functions or algorithms of dynamic systems

through the construction and use of subroutines[45].

An actual Manitoba Hydro transmission line, a 138kV line from Kelsey

to Thompson in northern Manitoba, is here modelled on PSCAD/EMTDC.

In this chapter, details about the Kelsey-Thompson line are described.
A traditional distance relay defined by Eq. (2.5} and (2.6) was also built up and
simulated with this line model to create training, testing and running patterns

for artificial neural networks.

4.2 Simulating The Kelsey-Thompson Line

The Kelsey-Thompson line, designated K24W, is a transmission line
designed for 230kV but actually operates at a 138kV voltage level. It is 97.77km
long and located in northern Manitoba. Its length was extended to 100km for

convenience.,

Most faults in power system transmission lines are single line-to-ground
faults. This work, therefore, focuses on such cases. More complex fault conditions

will be considered in future work.
4.2.1 Simulating System Structure

The system modelled is shown in Fig. 4. 1. It consists of equivalent sourc-
es at each end, two sets of circuit breakers as well as their control logic, three

transmission line sections, and a fault branch with its control logic.
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Fig. 4.1 System model on PSCAD/EMTDC

Thompson

In the system shown, a single line-to-ground fault (phase A to ground)

is located at F through a fault resistance Ry and controlled by timed fault logic

which specifies the time to apply the fault and the duration of the fault. The circuit

breaker sets keep on conducting even during the single line-to-ground faults in

order to sample the fault signals. The simulated line has been divided into three

distinct sections: K24WE, 10kM long, is for the simulation of reverse faults:

K24W1 is for the line section between the relay location and fault location; and

K24W?2 is for the rest of the transmission line. The length of K24W1 plus K24W2

is 100kM. Note that each of the three transmission line sections is implied between

the identically labeled tower symbols.
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4.2.2 Equivalent Source Impedances

As shown in Fig. 4.1, the systems at both ends are condensed into two
equivalent sources. Each source has equivalent source impedances including
positive, negative and zero sequence impedances. Table 4.1 and Table 4.2 list the

equivalent source impedances provided by Manitoba Hydro. There are two types

Table 4.1 Subtransient source impedance X’d(Q )
Minimum generation

Kelsey

Thompson

Positive Sequence

129+ 19.11 = 19.15286.1°

3.08 +27.03 = 27.20.,83.5°

Negative Sequence

1.57 +j21.70 = 21.75285.99

3.13 +j28.23 = 28.40.283.7°

Zero Sequence

0.52 4+ 11.93 = 11.94.,87.5°

030+ 4.69= 4.70,86.4°

Maximum generation

Kelsey

Thompson

Positive Sequence

1.06 +j 16.26 = 16.30.286.30

2.82 +j 24.49 = 24.65.£83.4°

Negative Sequence

1.12 +j 16.90 = 16.94.,86.2°

2.82+j24.72=24.88.,83.50

Zero Sequence

0.52 +711.93 = 11.94.,87.5°

030+ 469= 4708649

Table 4.2 Transient source impedance X’d () )

Minimum generation

Kelsey

Thompson

Positive Sequence

1.68 + j 26.10 = 26.16.286.3°

3.18+,31.03 =31.19.,84.19

Negative Sequence

1.51 +23.24 = 23.28.786.3°

3.07 +728.97 =29.13.,84.0°0

Zero Sequence

0.52 +j 11.93 = 11.94.,87.5°

030+j 4.69= 4.70.,86.49

Maximum generation

Kelsey

Thompson

Positive Sequence

1,19+ 18.41 = 18.45.,86.3°

2.86 +725.75 = 25.90.283.7°

Negative Sequence

112+ 16.91 = 16.95.286.2°

2.81 +j24.75 =2491.,83.5°

Zero Sequence

0.52 + 11.93 = 11.94.287.5°

030+, 4.69= 4.70.86.4°
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of fault source impedance: sub-transient and transient, which occur under min-
imum and maximum generation conditions. To demonstrate a relay’s perfor-
mance, the sub-transient source impedances should be used for transmission
line fault simulations. At the current period of research, however, only steady
state components of fault quantities are used, implying transient source imped-
ances. Table 4.2 also shows that the positive and negative source impedances are
quite close so that it is reasonable to set Z; = Z; as is a common assumption. The
zero sequence source impedances are independent of generation modes because
the grounding points of the system are fixed no matter how many generators are

operating.

Note that the source Eg in Fig. 4.1 is selected as zero phase reference.
Zs) and Zg,; are positive sequence source impedances and Zgy and Zy( are zero

sequence source impedances.
4.2.3 Modelling of The Transmission Line

Generally, in electromagnetic transients simulations, a distributed
transmission line is most suited for transient line response modelling using a
digital computer. A distributed model operates on the principle of travelling waves.
A voltage disturbance will travel along a conductor at its propagation velocity
(near the speed of light), until it is reflected at the line’s end. A transmission line
is a delay function. Whatever is fed into one end will appear at the other end,
perhaps slightly distorted, after some delay. However, there are some other con-
siderations which must be dealt with which include mutual coupling with other

conductors, and wave-shape attenuation as it travels along the line.
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In EMTDC, the Frequency-Dependent Line Model is applied as the trans-
mission line modelling technique. It is basically a distributed R-L-C travelling
wave model which incorporates the frequency dependence of all parameters, and
is necessary for studies requiring a very detailed representation of the line over

a wide frequency range [46].

The PSCAD T-LINE program is used to generate the data required by the
EMTDC line models. Only the conductor properties (resistance, radius ...} and
geometry (horizontal and vertical tower dimensions) are required to model the
line. The T-LINE program then stores the solved line constants data in named
batch files. The DRAFT program copies the appropriate data from the batch files
into the EMTDC data file.

The conductor properties and geometry of Kelsey-Thompson line are

listed on Table 4.3.

4.2.4 Data-acquisition Subsystem for Pattern Generation

In Fig. 4.1, a distance relay [D is located at bus S (Kelsey). The mea-

sured impedance Z_, from [0 to the fault is of the form of Eq. (2.5}, copied as

follows:
v
A
Ly = 7 (4.1)
IA + —IN
where
i = Zio—Zp, (4.2)
Z,

(zero sequence compensation factor)
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Table 4.3 Kelsey-Thompson line parameters

PS-CAD - Transmission Line Analysis Program

Version 1.0

;; Thu Aug 31 12:35:19 1995
.o i atib Summary of Main Data
§ = C.3 ..................... (;'2 ......... C.l ......... Line Nane: K24W
5 Line Length(km): 100.0
5 = SRS OSUTATE S— S—— Gnd Resist.(ohm-m):  100.0
s Low Freq(Hz): 5
g _ High Freq(Hz): 1e+06
K SSTOSRURSON SR Ideally-Transposed Conductors

Travel Times are Interpolated
Transform IFreq.(Hz): 60

0.0
3

-8 -4 0 4
Horiz. Dist. X(m):
Summary of Conductor Data
Conductor #(1-3) «ve-> 1 2 3
Conductor Name: 1272ACSR 1272ACSR 1272ACSR
Cenductor Type (AC/DC): AC AC AC
V(kV)AC:L-L,rms/DC:L-G,pk): 138.0 138.0 138.0
V Phase(Deg.): 0.0 -120.0 120.0
Line I (KAYAC:rms/DC:pk): 1.2 1.2 1.2
Line I Phase(Deg.): -20.0 -140.0 100.0
# of Sub-Conductors: 1 1 1
Sub-Cond Radius{cm); 1.43077 1.43077 1.43077
Sub-Cond Spacing(cm); 45.72 45.72 45.72
Horiz. Dist. X(m): 6.706 0.0 -6.706
Height at Tewer Y(m): 26.670 26.542 26.670
Sag at Midspan(m): 18.898 18.898 18.898
DC Resistance{ohms/km): 0.04305 0.04305 0.04305
Summary of Ground Wire Data
Ground Wire#(1-2) ----> 1 2
Conductor Nante: 7716 Steel 7/16 Steel
Cond Radius(cm): 0.48077 0.48077
Horiz. Dist. X(m): 3.353 -3.353
Height at Tower Y(m): 34,167 34.107
Sag at Midspan(m): 14.630 14.630

DC Resistance(ohms/km): 2,29956 2.29956
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Z;1 © positive sequence impedance of the line.

Zip - zero sequence impedance of the line.

vV, : the faulted phase voltage at relay location.
I, . the faulted phase current at relay location.
I the neutral current at relay location.

The voltages and currents in (4.1) are the stable state fundamental components
after faults and they need to be extracted from the voltages and currents at the

relay location. FFT and sequence quantity extraction are applied as shown in Fig.

= jd = =
Magl Mag2 Mags+ | Mag- |Mag0 Mag+ | Mag- |Mag0
(15 15) as 1as) 1as as) sy a5
1sA FET as Iah VsA FFT (s IsA FFT as)
viB as) 153 as)
F=60.0 S ) o—ACYy F=60.0 HERD o G-I F=600 v -
VA (535} Voh vsC (15) VOph IsC (15} I0ph
Idct de2 |ch Iacs 'ch |ch Ich lacc
(a) (b} (c)
10(3) RI IsA
Vph(L) U Voph(1) u
14k*10 10ph{1) [ RO X1 IsB
1D 101
Taput Ph B o Input Ph o )'1 ' o
——ImN  Iopu Phases 8 G——ImY  1nput Phases 2 > (W s
Iph(1) In Degeees 10ph(1) inDegrees
S lohy _x___..% ——lohy
(d) (e) ()

Fig. 4.2 Pattern generation subsystem

Fig. 4.2(a} presents a fundamental component extractor whose inputs
are faulted phase voltage V4 and current I, 4 while its outputs are the fundamental
components of input voltage and current represented by their magnitudes and

phase angles. Fig. 4.2 (b) and (c) show the sequence component extractor whose
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inputs are voltages and currents at the relay location while the outputs are the

magnitudes and phase angles of zero sequence voltage and current.

Fig. 4.2 (d) forms a distance relay function of (4.1) and the FORTRAN
subroutine is referred in APPENDIX C. This block produces measured impedance

Zm = Ry +j X;, which is the fault impedance of the transmission line from relay

location to fault location at the fault period while it should be the load impedance
during pre-fault. Fig. 4.2 (e) gives a impedance relay function which provides the

zero sequence impedance Z, = Ry + j X at relay location. Its FORTRAN subroutine
is referred in APPENDIX C. Fig. 4.2 (f) will illustrate the current waveforms and

impedance outputs.

The pattern generation procedure is implemented by a set of signal

processing units as shown in Fig. 4.2. The reasons for selecting R;, X;, Rq, X as

input patterns will be discussed for details in Chapter 6.

4.2.5 Sample Outputs

Let us consider a case when the source at each end of the line is at
maximum generation, i.e. Zg; = 1.19 + j 18.41 Q, Zg, = 0.52 + j 11.93Q and Zy;
= 2.86 + j 25.75Q, Zpy =0.30 +j 4.69 Q Assuming that the load angle 8 = -30°

and the phase A to ground fault happens at 50% of the line with a fault resistance

Rp =15 Q. The outputs for a single line-to-ground fault are shown in Fig. 4.3.
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In Fig. 4.3, the single line-to-ground fault happens at 0.2 seconds at
which time, the Vg, decreases and Ig4 increases. Note that the impedance
outputs are unstable during the fault transients and thus, they can not be used
for the fault distance measurement. The reason for this is that the time-decaying
transient DC component significantly affects the FFT accuracy. As a result, the
impedance outputs two cycles after the fault will be used here for the fault location

computation.



Chapter Five

Artificial Neural Networks?o-s

5.1 Introduction

The recent re-emergence of network-based approaches to artificial in-
telligence (“artificial neural networks”) has been accomplished by a virtual explo-
sion of research, spanning a range of disciplines perhaps wider than any other
contemporary intellectual endeavor. Researchers from such diverse fields as cog-
nitive science, physics, neuro-science, computer science, economics, medicine,
engineering, statistics, philosophy and mathematics are making substantial con-
tributions daily to the understanding, development and application of artificial
systems that mimic certain aspects of the formulation and functionality of animal

and human intelligence.

The resurgence of interest in artificial neural networks has its own roots
in the recognition that the human brain performs computations in a different
manner than do conventional digital computers. Computers are very fast and
precise at executing sequences of instructions that have been formulated for them.
A human information processing system is composed of neurons switching at
speeds about a million times slower than computer gates. Yet humans are more
efficient than computers at computationally complex tasks such as speech un-

derstanding and visual information recognition.
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Programmed computation has its base on decision rules and algorithms
transformed to the form of computer programs. The algorithms and program-
controlled computation which the conventional computers require have their
counterparts in the learning rules and information recall procedures of an artifi-
cial neural network. However, these are not precise counterparts because artificial
neural networks go above digital computers since they can progressively change

their processing construction corresponding to the information received.

“Artificial neural networks (ANNs) are physical cellular systems which
can acquire, store, and utilize experiential kknowledge. The knowledge is in the form
of stable states or mappings embedded in networks that can be recalled in re-

sponse to the presentation of cues.”[41]

An artificial neural network as a computing system is made up of a
number of simple and highly interconnected processing units which handle in-
formation by its dynamic state response to input from the external world. The
study of the ANN models is gaining rapid and increasing importance because of
their potential to offer solutions to some of the problems which have been intrac-
table so far by standard serial computers in the areas of computer science and
artificial intelligence. The fundamentals of artificial neural network theory and
algorithms for information acquisition and retrieval will be introduced in this

chapter.

5.2 General Description of A Neural Network

An artificial neural network’s capability to perform computations is
based on the hope that we can duplicate some of the flexibility and power of the

human brain by artificial measure. Network computation is performed by a dense
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mesh of calculating nodes and links. They work collectively and simultaneously
on most or all data and inputs. The basic processing components of neural net-
works are called neurons, or nodes. Neurons work as summing and nonlinear
mapping junctions. They can be considered as threshold nodes that fire after their
total input exceeds certain bias levels. Neurons usually operate in parallel and
are configured in regular architectures. They are often constructed in layers, and
feedback link strength is expressed by a numerical value called a weight, which

can be changed.

Artificial neural networks function as parallel distributed computing
systems. Their most fundamental feature is their architecture. A few of the net-
works provides instantaneous responses. Other networks require time to respond
and are featured by their time-domain behavior, which is referred to as dynamics.
Neural networks also differ from one another in their learning methods. There
are many learning rules that establish when and how the link weights change.
Finally, networks show a variety of speeds and efficiency of learning. Therefore,
they also differ in their capability to precisely respond to the cues presented as

the input.

Unlike conventional computers, programmed to implement specific
tasks, neural networks must be taught, or trained. They learn new patterns, and
new functional relationships. Learning corresponds to parameter alterations.
Learning rules and algorithms applied to experiential training of networks replace
the programming needed for conventional computation. Application engineer do
not specify an algorithm to be executed by each computing node as would pro-

grammers of a more traditional machine. Instead, they choose what in their opin-
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ion is the best architecture, define the features of the neurons and initial weights,
and select the training algorithm for the network. Proper inputs are then used
for the network so that it can acquire knowledge from the environment. As a result
of such procedure, the network digests the information that can later be repro-

duced by the user.

5.3 Artificial Model of The Neurons

The elementary nerve cell (neuron) is the fundamental building block of
the biological neural network. A typical cell has three major regions: the cell body,
the axon, and the dendrites. Dendrites form a dendritic tree and receive informa-
tion from neurons through axons. An axon is a long, cylindrical connection that
carries impulses from the neuron. The axon-dendrite contact organ is called a
synapse. The synapse is where the neuron introduces its signal to the neighboring
neuron. The receiving neuron either generates an impulse to its axon, or produces

no response, depending on the conditions necessary for firing to be fulfilled.

Incoming impulses can be excitatory if they cause the firing, or inhibitory
if they hinder the firing of the response. A more precise condition for firing is that
the excitation should exceed the inhibition by the amount called the threshold of
the neuron. Since a synaptic connection causes the excitatory or inhibitory reac-
tions of the receiving neuron, it is practical to assign positive and negative unity
weight values respectively, to such connections. The neuron fires when the total

of the weights to receive impulses exceeds the threshold value.

A general neuron model is represented in Fig. 5.1. This artificial neuron
consists of inputs, summation, activation function and a single output. The signal

flow of neuron inputs, x;,is considered to be unidirectional as indicated by arrows.
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Each neuron can have multiple inputs, while there can be only one output. Inputs

inputs summation activation function output

bj {Bias)
Xy

X2

ilefj

Fig. 5.1 Model of jth neuron

to a neuron could be from external stimuli or from the output of other neurons.
Each of the inputs to the neuron is multiplied by an associated weight, and these
weighted inputs are summed with a bias, which can be also seen as an extra
input to the neuron. This summation is presented to the activation function which
determines the output value of the neuron, i.e.

0; = g(net) =g{2wi-xi+bj} (5.1)

i=1

where w; is weight vector, x; is input vector and b is the bias. The function g(x) is

referred to as an activation function. Typical activation functions used are non-

linear functions:

|
) = (5.2
g(nely) = 13 exp (-net) (O<ney<I) ]

exp (netj) — exp (—netj)

(5.3)

g (net)) = tanh (ner) =

exp (net].) + exp (—netj) (-1< net; <1)

(5.2) is the sigmoid function with its unipolar feature and { 5.3) is the hyperbolic

tangent function with bipolar feature.
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5.4 Multilayer Feedforward Networks

Biologically, the human brain is made up of billions of neurons. Each
neuron performs like a computer with very limited capabilities. They communicate
with each other by means of electrical impulses through a connecting network of
axons and synapses. The vast neural network has an elaborate structure with
very complex interconnections. The input to the network is provided by sensory
receptors. Receptors deliver stimuli both from within the body, as well as from
sense organs when the stimuli originate in the external world. The stimuli are in
the form of electrical impulses that convey the information into the network of
neurons. As a result of information processing in the central nervous systems,
the effectors are controlled and give human responses in the form of diverse

actions.

Similarly, an artificial neural network represents a new class of com-
puting systems formed by simulated neurons connected to each other in much
the same way as the brain neurons and working as a parallel distributed process-
ing system. Fig. 5.2 shows the structure of a generic feedforward network which

is the most commonly used ANN model.

An ANN consists basically of several layers: input layer, output layer
and one or more hidden layers. The neurons in the input layer have a linear
activation function, not a nonlinear one. Theoretically, a network can have any
specifically chosen connection structure depending on the actual problem being
addressed, where each neuron in any given layer may be connected to any neuron
in any layer, including being connected to itself. If there are no connections leading

from a neuron to neurons in previous layers, nor to other neurons in the same
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layer, nor to neurons more than one layer ahead, and every neuron feeds only

outputs

inputs

Fig. 5.2 Topology of a three layer feedforward network

the neurons in the next layer, this neuron network is called feedforward network,
or perceptrons. Fig. 5.2 shows a three layer feedforward network, where connec-
tions are unidirectional, so that a signal is presented to the input layer, and

propagates through the hidden layers to the output layer.

In general, forward propagation consists of passing weighted and

summed input signals through a chosen nonlinearity, i.e.

N

netj(l+l) = zwﬁ(t+1) -Oi(l)+bj(l+1) (5.4)
i=1

Oj(l+1) =g[netj(l+1)] (5.5)

where O;(I+1) is the output of the jth neuron of the (I+1)th layer; net; (I+1) is the
net input to the jth neuron in the (I+1)th layer; wj (I+1) is the weight between jth
neuron of (I+I)th layer and ith neuron of Ith layer; b; (I+1) is the bias of the jth

neuron of (I+1)th layer; g(x) is activation function. Once the activation function

is chosen, a neural network is completely described by its weights and biases.
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Since a given neural network solves a specific problem, finding weights and biases
for the network is equivalent to finding the input/output relationship that de-

scribes the problem.

“Multilayer networks can implement arbitrary complex input/output
mappings or decision surfaces separating pattern classes. The most important
attribute of a multilayer feedforward network is that it can learn a mapping of
any complexity. The network learning is based on repeated presentations of the
training samples. The trained network often produces surprising results and
generalizations in applications where explicit derivation of mappings and discov-

ery of relationships is almost impossible.” [41]

5.5 Necessary Number of Hidden Neurons

The size of a hidden layer is a most important consideration to solve real
problems using multilayer feedforward networks. The problem of the size selection
is under intensive research without conclusive answers available for many tasks.
The precise analysis of the issue is difficult due to the complexity of the network
mapping and the nondeterministic characteristic of many successfully finished

training procedures.

“Single hidden-layer networks can form arbitrary decision regions in n-
dimensional input pattern space. There exist certain useful solutions as to the

number J of hidden neurons needed for the network to perform properly. [41]

Reference [41] suggests two formulas for estimating the number of hid-

den neurons. Assume that the n-dimensional nonaugmented input space is lin-
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early separable into Mdisjoint regions with boundaries being parts of hyperplanes.
The hidden layer neurons J needed to achieve classification constitutes the so-

lution of the equation:

M = 1+J,_}J(J—l)+J(J—1)(J-2) LU= - (J-n+l) (5.6)
2! 3! n!
ford>n
For the case J<n we have simply
J = log,M (5.7)

5.6 Back Propagation Learning Algorithm [39]

The back propagation learning algorithm is the most frequently used
method in training the neural network. This algorithm finds the values of all of
the weights that minimize the error function using a method of gradient descent.
That is, after each pattern has been presented, the error on that pattern is com-
puted and each weight is moved down the error gradient towards its minimum

value for that pattern.

The iterative determination of the weights is usually initiated by setting
the weights to some small random values. The weight adjustments are then made
by applying the generalized delta rule which is based on the well-known gradient
minimization method. If pattern p is presented to the network, the inputs are

always clamped to particular values, as shown in Fig. 5.3. We mark different

patterns by a superscript i, then input kis set to Ej: if pattern u is being presented.

The Eﬁ can be binary or continuous-valued. N is used for the number of input
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units and p for the number of input pattern (u=1,2, ..., p). Adifferentiable function

g(x) is chosen as activation function for all units.

Fig. 5.3 Error back-propagation in a three-layer network

Forward propagation of signals
- — Backward propagation of errors

For a given pattern p, hidden unit j has a net input

B = gw,.kzi (5.8)
and generates output
= o)) - 8@%@5) (5.9)
Therefore, output unit i has
ot - ;WUH;‘ - ;w,.j. g(;wjkgjj) (5.10)

and reaches the final output

ol - g(oﬁ‘j - g(;ijH;l) - g(;Wij.g(zk:wjkE;:)J (5.11)
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The bias terms have been omitted here because they can be taken care of by an

extra input unit connected to all units in the network.

The error function E is actually defined by
1 AL
E = izz(ﬁ—of) (5.12)
R

where Yil is the target output of unit J.

O is the actual output of unit k.

The idea behind gradient descent is to make a change in the weight
proportional to the negative of the derivative of the error, as measured in the
current pattern, with respect to each weight. Thus to readily complete the deriv-
ative of the error function with respect to any weight in the network. We change

the weight according to following rule

oE

Aw = —nm (5.13)
For the hidden-to-output connections the gradient rule gives
JE Ty
iy n
' Lt
and st = g(hf.‘)[zj. - 0] (5.15)
where 1 is learning rate constant

For the input-to-hidden connection Aw > We must differentiate with respect to

the ijk s
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1L

dE oF_ o, k (5.16
Ay = “"aw - w OH !l aw B ’125 Ek -16)
I s n
8 = g(hj)z_“wij-ai (5.17)

It is interest that (5.16) has the same formate as (5.14), but with a different
definition of 8’s. Generally, with an arbitrary number of layers, the weight update

rule can always be written in the form

= Ti 2 ourput mpm ( 518 )

patterns

where output and input refer to the ends p and g of the link concerned, and H
represents for the appropriate input-end activation from a hidden unit or a real
input. The form of § depends on the layer concerned; for the last layer of connec-
tions it is given by (5.15), while for all other layers it is given by an equation like
(5.17).

Usually, a sigmoid function is selected as the activation function g(x).
The derivatives of this function are readily expressed in terms of the function itself

as g’'(x)=g( I- g ). Thus (5.15) is often written as
8 = 0?(1-0?)(7‘?—05‘) (5.19)
The convergence rate can be improved by adding a momentum term to (5.18)

GRSV z XH, ot 0w, (1) (5.20)

output input
patterns



5. Artificial Neural Networks 71

where o is the momentum constant to determine the effect of past weight changes.

n is the iteration number.

(5.17) allows us to determine the 8 for a given hidden unit H; in terms
of the &'s of units O; that it feeds. The coefficients are just the usual “forward”
Wy's, but here they are propagating errors backwards instead of signals forwards
as shown in Fig. 5.3: hence the name error back-propagation or just back-prop-

agation.

5.7 Pattern Classification by Artificial Neural Network

Pattern recognition, defined as an abstract formulation of the categori-
zation tasks in pattern classification, is the dominating field of the applications
of neural networks. A pattern is the quantitative description of an object or phe-
nomenon. The goal of pattern classification is to assign a physical object or phe-
nomenon to one of the prespecified classes (or categories). Despite the lack of any
formal theory of pattern perception and classification, human beings and animals

have performed these tasks since the beginning of their existence.

In general, the concept of pattern classification may be expressed as a
mapping from N dimensional feature space R to decision space CE, as shown in
Fig. 5.4. The input to the pattern recognition system is a feature vector and the
output is the decision as to the category in which the input pattern belongs.
Given an input pattern, consisting of N measured patterns, it is possible to
extract some of the inherent characteristics in the input pattern which are hard

to be derived and to provide a meaningful categorization of input data content.
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R Mapping E

N dimensional Decision space

feature space

Fig. 5.4 Principle of pattern classification by ANN

A pattern classification system is generally considered as a two stage
device, The first stage is feature extraction and the second stage is classifica-

tion, as shown in Fig. 5.5. Feature extraction corresponds to selection of a defi-

Data Feature Class
Feature .
T > camneter [ > Olasifer [
Pattern Feature Decision
space space space

Fig. 5.6 Block diagram of pattern classification system

nite characteristic of the input pattern. The classifier is supplied with the list of
measured features. The task is to map these input patterns onto a classification
state, that is, given the input features, the classifier must decide which type
class category they must match closely. The classifiers typically rely on distance
metrics and probability theories to perform the above task. They are designed to
learn the proper decision rule using a training set. The training set consists of
feature vectors of known classification. During the training phase, the system is
given the feature vectors one by one and is told what the classification should
be. The system uses this information in a learning algorithm to learn the deci-

sion rules needed.

To demonstrate the working principle of a classifier, let us consider a
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simple example where there are only two inputs to the neural network, x; and
X . In this case, the pattern space reduces to be a plane with the inputs x; and
X9 being the coordinates of the plane, as shown in Fig. 5.6. Each point on the

172

\p O

(b)

Fig. 5.6 Separability of patterns

plane corresponds to an input pattern. If the relationship between input and
output is linear, a linear function, such as threshold function, can be chosen as
the activation function. There exists exactly a straight line to separate the input

patterns into two categories, R; and Ry, shown as in Fig. 5.6 (a) and (5.4 ) and (

5.5 ) become:

L : WX twy - x,+b =0 (5.21)
R;: WX +w,y x, +b>0 (5.22)
Ry : WX W, x, + b <0 (5.23)

In fact, problems in a power system are mostly nonlinear. A nonlinear
[unction, such as a sigmoid function, can be chosen as the activation function,
and hidden neurons can be added to the network. There should be a curve

existing to map the input patterns to output categories, like in Fig. 5.6(b).
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Actually, the number of neural network inputs, N, is usually more
than two. Hence, the pattern feature space R can be divided into expected
classes by a set of hyperplanes which can be used to represent the connection
weights between neurons. Thus, updating connection weights in the training

process is equivalent to moving the weight hyperplanes in pattern space R.

In electric power system protection, relays make decisions depending
on input information (voltage and current patterns) and separate these deci-
sions into two categories: normal operation and fault. Neural networks appear
to offer features which coincide well with the requirements of protective relays.
Distance protection can be conceptualized as a pattern classification problem
which involves the association of patterns of input data representing the behav-

iour of the power system into one of two categories.

5.8 An Artificial Neural Network Simulator: Xerion [44]

A powerful artificial neural network simulator, Xerion, developed by the
Department of Computer Science, University of Toronto, was installed on the
SUN-station system at Department of Electrical and Computer Engineering, The
University of Manitoba. Xerion is a collection of C libraries that can be used to
implement many different neural network models. It has a command line interface
for creating and training the ANN, examining and modifying data structures,
redirecting the output using streams, as well as miscellaneous utilities. It also
has a graphical interface for displaying network activations and examining con-
nection weights. Several simulators have been built with Xerion. Among them, a
Boltzmann Machine, Mean Field Theory Machine, a Kohonen Network, Back Prop-

agation and Recurrent Back Propagation Network.
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Networks in Xerion are composed of sets of objects. Building a network
requires creating these objects and connecting them together in the proper order
to create a single network. A unit is an object that has an input, an output and
a function for transferring the input to the output (i.e. a neuron model). Units are
connected to one another by links. Links have modifiable connection weights,
derivatives for the weights, and a function for calculating these derivatives.
Through a set of commands, you can specify layers of the network, units (neurons)
in each layer, and the links between neurons, so that a neural network is created.
Note that when a new network is created, a bias group is automatically created.

It has a single unit in it whose output is always 1.

Once the network is built, the most important thing is to initialize the
weights in the network on the range (-1, 1). Patterns for training, testing and
validation are put in separate files with a special format. A system command,
addExamples, takes a mask describing the type of patterns to add and the name
of the file containing these patterns, and then adds them into the simulator. The
network, thus, is ready to be trained. Training command, minimize, is a complex
command. It can train a network using: steepest descent, momentum descent,
delta-bar-delta, quick-pop, and conjugate gradient with various line searches.
Once a network has been built and trained, the weights in the network can be

saved to the file you specified.

When Xerion is started, it pops up a window with several push buttons
on it. Each of these buttons opens another window (display) which allows you to

view or modify the network learning methods or simulator variables:
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Activity Display : to view the activations of the network and process
individual patterns.

Connection Display : to view the connection weights of the network.

Learning Methods : to select the learning method and set parameters
that affect it.

Graphs : to plot values as they change during training.

System Variables : to view and modified a list of system wide variables

used by the simulator.



Chapter Six

Application of ANNs to Distance Protection

Part I: The Suitability to The Problem of Remote
Infeed and Varying Source Impedances

6.1 Introduction

Even though the conventional distance relay is one of the most important
relays for the transmission or distribution line protection, its suitability to adapt
to variations of source impedances and remote infeed is still a problem, as pre-
sented in Chapter 3. For the case of source impedance variation, a varying fault
arc resistance will lead to mis-operation because the fault arc resistance is non-
linear in that it is essentially a constant voltage element rather than a constant
resistance element. For the case of remote end infeed, the current into the fault
branch may significantly modify the impedance presented to the relay at the local

end and lead again to a possible overreach/underreach error.

Artificial neural networks are well-suited to the above problems where

exact functional relationships are neither well defined nor easily computable.

The application of artificial neural networks to distance protection is
presented in this chapter. The PSCAD/EMTDC tool is utilized to create the train-
ing and testing cases with varying system parameters. The ANN is trained using
many load and fault cases, tested using cases with different system conditions

and run using more detailed fault cases along the whole transmission line.
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The emphasis here is on creating more selective ground fault detection
in spite of pre-fault loading in either direction, variable source impedance, and
variable arcing fault resistance. The prospective ANN distance relay shows very
good performance in identifying single line-to-ground faults. Basic principles
learned from this investigation of application of an ANN to power system protection

will be of value to future advances in this direction.

6.2 Proposed ANN Construction

It is proposed that a feedforward neural network consisting of input,

hidden and output layers is well suited to the problem to be solved here.

The input vectors represent a feature space which is necessary to im-
plement an expected transfer function by a neural network. For this application,

it seems logical to choose variables (after pre-processing) related to impedance.

Too many inputs to a network implies that the input vector contains too
much information, whereas too few inputs means that the input vector contains
too little information. In other words, some trial-and-error compromises have to

be made to reach a successful implementation.

For a distance relay, the problem is one of designing a feedforward net-
work that, given a set of samples, can classify the input pattern into two categories:
normal and fault. In this case it was chosen that the network’s output be 1 when

the applied pattern is a fault pattern, and 0, when it is a normal pattern.
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Consider the neural network in Fig. 6.1. It is a fully connected three-
layer feedforward neural network that classifies the input patterns into expected

categories.

input  hidden output

X)N em

R
)
Power ZJJ
System 23]
Y - O
Voltages | Q
& R | Riem
Currents Q;‘ — ()
>
R

Fig. 6.1 Proposed neural network architecture

There are five input signals required at the input layer : R, X, Xgp Rinem

and X,om-

Rand X are the measured apparent impedance of the faulted transmis-

sion line at the relay location D (Fig. 4.1) using Eq. (2.5), the same components

that a conventional distance relay uses to detect the fault location. Inputting the
magnitude and phase angle of the measured impedance is another option, but it
needs much more computation in the preprocessor and results in a time delay of

relay trip and a burden for the preprocessor.
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Ripemand X, are the memory impedance, for example, 5 cycles before
the fault. They define the pre-fault conditions of the transmission line such as
direction and magnitude of load current so that the relay based on ANN can adapt
to the effect of pre-fault load flow. The load current magnitude and phase angle
as well as the phase difference between the voltage and current can also be used
as inputs to represent the pre-fault conditions, but again much more calculation
is required. On the other hand, the load impedance, Ryo, and Xpem: has already
been calculated for earlier impedance measurement even under normal load con-

ditions. Therefore it does not increase the computation time.

Xsp is the equivalent zero sequence source reactance behind the relay
and can be obtained from the imaginary part of -Vy/I,. This allows the distance
relay to be more sensitive because only small zero sequence quantities exist during
normal operation [47] and the grounding points are relatively fixed so that the
impedance of the zero sequence network can be used to identify the system struc-

ture. In other words, the introduction of Xg, makes it possible for the distance

relay to adapt to changes in system structure, i.e., system impedance.
As shown in Fig. 6.1, a pre-processor performs the above calculation.

The output layer consists of only one neuron which has a continuous-
value output in the range [0, 1]. Outputs bigger than 0.5 indicate tripping, oth-
erwise non-tripping. A continuous-value output is preferred at this stage in order
to see the decisiveness of the output. It is easy to get the necessary binary output,
0 or 1, by adding an extra neuron with a bias of -0.5 and threshold activation

function to this output neuron.
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The hidden layer here plays a very important role, Sometimes two hidden
layers are used, but it has been proven that only one hidden layer is sufficient to
approximate any continuous function[39]. The utility of these results depends,
of course, on how many hidden neurons are necessary, and this is not known in
general. In many cases it may grow exponentially with the number of input units.
Thus, selecting the number of hidden neurons is critical to the success of the
network. If too few hidden neurons are selected, the network will not be able to
learn all of the patterns correctly. But too many hidden neurons will result in the
network tending to memorize the patterns instead of learning to detect the global

features of the patterns[39].

Reference [41] suggests Eq. (5.6) and Eq. (5.7) from Chapter 5 for esti-
mating the number of hidden neurons. In this case, the 5-dimensional input space
is expected to be linearly separable into 2 disjoint regions: normal and fault. The
formulas indicate that only one hidden neuron is required. Obviously, this can
not be true. Cur experience indicates that the number of hidden units selected
at first should be around (number of input units + number of output units)/2
and then increased or decreased dynamically in order to achieve an optimal
configuration. In the proposed ANN shown in Fig. 6.1, seven hidden neurons
allow the training algorithm to easily find the values of a set of the weights that
minimizes the error function, and allows the ANN to have an excellent generalizing

ability.

6.3 The Sigmoid Function

The sigmoid function of Eq. (5.2) is a popular continuous function used

as the activation function of neurons. Specifically, this function provides more
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information than the binary output of the thresholding element (see Chapter 5).
The derivative f(net) of the activation function serves as a multiplying factor in
building components of the so-called error signal vectors. Thus, the shape of the
sigmoid function would strongly affect the speed of network learning. The default

activation function of neurons in Xerion is a sigmoid function of the form:

|

—net

I-¢

f(ner) = (6.1)

Its shape is shown in Fig. 6.2. Notice that the output takes on values in the range

(0,1).

Nnet

Fig. 6.2 Sigmoid function

The input patterns are the quantitative description of a phenomenon.
In order to make use of the nonlinearity of a sigmoid function such that the
neuron’s output lies on the range (0, 1) and, ultimately, permit the network to
reach a successful classification, it is required that the input patterns have to be

normalized into the range (0, 1) before they are applied to the neural network for
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training. Supposing that an input of network, *, has a minimum value of x;,;,

and a maximum value of x;,,,, the normalized value of an input x should be of

the form:

X o —X
x =10~ "2 (6.2)

Xmax ™ *min

This raises a question as to how to select the minimum x,,;; and the
maximum X, because a ‘raw’ variable might have a large range. However, for

most real-world problems, the principle distribution of digitalized patterns which

describe the problem will be in a relatively fixed range, as shown in Fig. 6.3,
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Fig. 6.3 A general picture of pattern distribution

where the maximum number is N, and the minimum number is N.. It is clear that
most patterns are distributed in the range (M, M,) and only a few extreme cases
locate at the range (., N,). If N, was selected as x;,,, and N_as x,;;,, the training

of a neural network is probably convergent but it is not in most cases because,
usually, (N, - N) is too large a number. The normalization which converts the
patterns into the range (0, 1) will greatly compress the useful information so that
the useful features are hard to extract during the training procedure. Based on

above consideration, M, is selected as x4, and M. is selected as x,,,.
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6.4 Operating Characteristic Definition for an ANN Distance

Relay

In Chapter 2, it was stated that a distance relay with a quadrilateral
characteristic has been used widely in computer relaying because it is directional
and has significant extension of the resistive reach under unbalanced fault con-
ditions. The quadrilateral operating characteristic for the ANN distance relay is

shown in Fig. 6.4.

In order to identify the fault location easily, the fractional distance along
the line from the relay location, O, instead of reactance X is introduced as one of
the axes while the fault resistance Ry is another. In general, it is expected that

the relay trips only if the faults are less than 80% of the transmission line length

A a r Training " —— i{uEag- "
= Testing

Fig. 6.4 Data selection and categories recognized by ANN
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(@ = 0.8). As suggested in [37], the most frequently occurring values of “apparent
fault resistance” range from 5 Q to 25 Q. Thus 20 Q is a reasonable value for one
of the tripping region boundaries. A quadrilateral protection zone is therefore
assigned to the prospective ANN distance relay as the shaded area in Fig. 6.4:

0<0<0.80 (6.3)
0.0 < R,<20.0 (6.4)

Note that the target of the ANN output is set to 1 if a training pattern is

located in the tripping-zone, otherwise to O.

6.5 Selection of Training Patterns

Training patterns come irom PSCAD/EMTDC simulation of the system
shown in Fig. 4.1 of Chapter 4. The selection of training patterns should cover
most possible cases, including varying source impedances, pre-fault load condi-
tions, fault locations and fault resistances. In the simulation, therefore, five vari-
ables are chosen to be adjustable, as seen in Table 6.1 and in Fig. 6.4 as the
intersections of the solid lines. Totally, there are 488 cases listed in APPENDIX

D, including loads and faults, used to train the ANN.

6.6 Training of The Proposed ANN

The proposed neural network is trained using the above input/output
patterns under the error backpropagation learning algorithm. The back-propaga-
tion learning algorithm allows experimental acquisition of input/output mapping
knowledge within the multilayer network. If a pattern is submitted and its clas-

sification is determined to be erroneous, the synaptic weights as well as the
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Table 6.1 : Selection of system parameters
Eg=FEp=138.0£0°kV, Ep=138.048kV
Source Inpedance : Kelsey : Zg ¢ =18.45/86.3%, Zg g =26.16.286.3%, Zg_,,p =11.94.,87.5°
Thompson : Zg . =25.90£84.0°, Zg v =31.1986.3%, Zg ., =4.70.£86.4°

RUNNING
TRAINING TESTING
Run#l | Run#2 | Run#3
-0.1,0.1,03,05 -0.1,0.2,0.6
(x s ! r r r ! ! _ ~
07,09, 1.0 (0.8), 0.95 0.1-10 04
2.0,10.0,18.0
R ’ , 0.0 ~40.0
F 22.0,30.0 4.0,14.0, 26.0 6.0 16.0
Zs1= ZsmaxG + Z50=Zszer0 ¢ | Zs1= 24.50486.3°%, Q
Zgy =20.66£86.3 , Zgp = Lg.
Kelsey 251 = Zg-minG » 250 = Z3-zer0 - 250 = ZS.2er0 . 50 S2er0
ZR1 = ZRonasG + ZR0 = ZRozero 7| Zy = 27.40284.0°
Th R1 R-maxG + R0 R-zero + R1 . =20, 0 —
ompien ZR1 = ZR-minG + ZR0 = ZRzero - | ZRO= ZRezero “r = 29.89484.07, “R0= ZRzero
S -30% - 109, 10°, 30 =200, 20° -259,- 150, 150, 259

o the fractional distance along the line from the relay location.

the fault resistance.

the source impedance at the relay end (Kelsey).

the source impedance at the remote end (Thompson).

6  the load angle of Thompson end with respect to Kelsey end.

thresholds are adjusted so that the current least mean-square classification error

is reduced. The input/output mapping, comparison of target and actual values,

and adjustment continue and training examples are presented to network ran-

domly and repeatedly until all mapping examples from training set are learned

within an acceptable overall error.
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The error back-propagation learning algorithm in which synaptic
strengths are systematically modified so that the response of the network increas-
ingly approximates the desired response can be interpreted as an optimization
problem. The generic criterion function optimization algorithm is simply a nega-
tive gradient descent with a fixed step size. Its essence is the evaluation of the

contribution of each particular weight to the output error.

Gradient descent and other optimization techniques can become stuck
in local minima of the error function [39]. Fig. 6.5 shows a typical cross section
of an error space in a single weight dimension. In practice, however, the learning
would be considered successful for E below an acceptable minimum E,;, value.
The error function shown in Fig. 6.5 possesses one global minimum below the
Eqin, but it also has two local minima at wy; and wys. The learning procedure will
stop prematurely if it starts at point 2 or 3; thus the trained network will be unable
to produce the desired performance in terms of its acceptable terminal error. To
ensure convergence of a satisfactory minimum the starting point should be

changed to 1. This is why the training has to be reprocessed many times to find

min

Fig. 6.5 Minimization of the error E as a function of single weight
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the global minimum. An appropriate choice of the learning parameters should
guarantee that a good quality solution is found within a reasonable period of

computing time. There is a set of parameters available in Xerion to be adjustable.

The weights of the network to be trained are typically initialized at small
random values. The initialization strongly affects the ultimate solution. If all
weights start out with equal weight values, and if the solution requires that
unequal weights be developed, the network may not train properly. Unless the
network is disturbed by random factors or the random character of input patterns
during training, the internal representation may continuously result in symmetric

weights.

Also, the network may fail to learn the set of training examples with the
error stabilizing or even increasing as the learning continues. In fact, many em-
pirical studies of the algorithm point out that continuing training beyond a certain
low-error plateau results in the undesirable drift of weights [41]. This causes the
error to increase and the quality of mapping implemented by the network decreas-
es. To counteract the drift problem, network learning should be restarted with

other random weights.

The effectiveness and convergence of the error back-propagation learn-
ing algorithm depend significantly on the value of the learning rate 1. In general,
however, the optimum value of n depends on the problem being solved, and there
is no single learning rate value suitable for different training cases. When broad
minima yield small gradient values, then a larger value of 1 will result in a more

rapid convergence. However, for problems with steep and narrow minima, a small
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value of n must be chosen to avoid overshooting the solution. This leads to the
conclusion that 1 should indeed be chosen experimentally for each problem.
Usually, small learning rates guarantee a true gradient descent, but the price is
an increased total number of learning steps needed to reach the satisfactory

solution.

The training patterns are re-presented to the ANN to inspect its operation
after training. Fig. 6.6 shows that the performance is satisfactory. A solid no-
de @ represents a tripping output and an oval O represents a non-tripping out-
put. The neural network learns the training patterns very well and follows exactly

what it was told.

AOL P rm ot e e e e -
. Training @ Tripping
----- Testing O Non-tripping

Non-tripping Zone

08 =t

0.6 -

0.4 =

Fig. 6.6 Training performance of the proposed ANN
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Fig. 6.7 shows a set of weights for the problem studied here, which has

the least learning error and very good generalizing capability.

6.7 Testing of The Proposed ANN

In order to check the ability of this network to generalize after training,
a set of 22 testing patterns (which were never presented to the network before)
was applied to the ANN. If the network has begun to memorize the training data
and lost the ability to generalize, such training has to restart until the performance
on both training data and testing data is acceptable and then the training is
finished. Selection of testing patterns is also shown in Table 6.1 and Fig. 6.4. The

performance of the network on these testing patterns is shown in Fig. 6.6.

6.8 Running of The Proposed ANN

One of the distinct strengths of neural networks is their ability to gen-
eralize. The network is said to generalize well when it sensibly interpolates input
patterns that are new to the network. For the testing patterns, the network gen-
eralized in very “sensible” ways. But it is important to be clear just what it is we

are expecting the network to do when we look for generalization.

In our case, after successful presentation of training data and testing
data, the third set of patterns, running data, was used to determine whether or
not the trained network met our acceptance criteria. The running cases were
made to pass through the whole tripping region and non-tripping region with
many more samples than training and testing, as shown by the lines Run #1, Run

#2 and Run #3 in Fig. 6.4, about 528 cases listed in APPENDIX D. The selection
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input hidden input hidden input hidden

Fig. 6.7 Link weights of a successful training
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of power system parameters for running is listed on Table 6.1 and running results

are shown in Fig. 6.8, Fig. 6.9 and Fig. 6.10. The performance of the distance
relay based on ANN strategy is very good.
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Fig. 6.8 ANN distance relay performance with

varying transmitted load

Run #1 (Rp=6 Q)

Fig. 6.8 and Fig. 6.9 show the excellent operation performance of the
ANN distance relay along the transmission line. The actual outputs of the neural

network, corresponding to faults along the line, are quite close to the ideal oper-

ating characteristic, especially for high fault resistance.
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For the single line-to-ground faults with lower fault resistance, Fig. 6.8,
the neural network’s ability to classify the input patterns into proper categories
seems more stable if the ANN relay is at the power-sending end, i.e., negative 8.
There might be some overreach problems if this relay is at the power-receiving

end (positive §) with light load (for example, § = 159).
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Fig. 6.9 ANN distance relay performance with
varying transmitted load
Run #2 (Rp=16 Q)

For the faults with higher fault resistance, Fig. 6.9, the neural network’s
ability to classify the input patterns into proper categories seems perfect for the
varying load conditions. The neural network’s tripping traces are very close to the

expected line. The tripping for the faults around 60% of the line seems a little bit
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unstable but it does not hurt the performance if outputs greater than 0.5 are
considered as tripping,.

Fig. 6.10 shows the good performance of the ANN distance relay to iden-
tify a 20 Q fault resistance. The relatively higher errors appear when the ANN
relay is sited on the power-sending end, i.e., negative 3. The relay’s ability of fault

resistance identification is very satisfactory if relay is at the power-receiving end,
i.e., positive 3.
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Fig. 6.10 ANN distance relay performance with

varying transmitted load
Run #3 (0. =0.4)
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6.9 Comparison Concerning Underreach/Overreach Error

For the actual transmission line in Fig. 4.1, let us consider underreach/
overreach problems for both the conventional distance relay and the ANN distance

relay. Suppose that the system simulated is the same as that in the running
cases, i.e., Kelsey end: Zg; =20.66..86.3°, Zgy = 11.94/87.5%; Zp; = 29.89284.0°, Zz,
= 4.70,86.40. Assume that the conventional distance relay with a quadrilateral

operating characteristic detects the fault location by Eq. ( 2.5 ), and it was set at

80% of the line length. Based on the simulation of Fig. 4.1, the reactance setting
will be X, = 34.8 Q. If there is no power flow through the line (load angle & = 09),
the conventional relay measures the correct distance: 80 km. In the case § = -
259, Rp= 6 Q, power out of relay location, the measured reactance by Eq. ( 2.5 )
reaches X, at 86.5 km. The overreach error, thus, is (86.5-80)/80 = 8.125%. In
the case & = 259, Ry = 6 Q, power into relay location, the measured reactance
reaches X, at 74 km. The underreach error is (80-74)/80 = 7.5%. From Fig. 6.8,
it is clear that the largest error of the ANN distance relay for & = 25° and Rp= 6

£2 is about 5 km. The maximum overreach error for the ANN relay, therefore, is

only 5/80=6.25%.

Referring to Fig. 6.9, in the case § = -25%, Rp = 16 Q, the measured
reactance by Eq. ( 2.5 ) can not reach X in the transmission line. The overreach
error, thus, is at least (100-80)/80 = 25%. In the case § = 259, Rp =16 Q, the
measured reactance reaches X, at 66 km. The underreach error is (80-66)/80

= 17.5%. From Fig. 6.9, it is obvious that the errors of the ANN distance relay for
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any load conditions are less than 3 km. The maximum underreach/overreach

error for the ANN relay, therefore, is only 3/80=3.75%.

6.10 Summary

As was well-known, the suitability of conventional distance relays to
adapt to variations of source impedance and pre-fault load is still a problem. An
ANN-based distance relay has been proposed. The performance of the ANN dis-
tance relay, based on the simulation of an actual transmission line of Manitoba
Hydro in PSCAD/EMTDC, is very good. The following conclusions can be drawn

through the training of a neural network as a distance relay:

1. The prospective ANN distance relay demonstrates a great
potential to separate the single line-to-ground faults along

the transmission line into proper categories.

2. 'The prospective ANN distance relay has a great potential
to identify the fault resistances around the specified pro-

tection zone.

3. The prospective ANN distance relay can adapt to pre-fault
load conditions, variable source impedance and variable

ground fault resistance.

4. The prospective ANN distance relay can reduce under-

reach/overreach errors.
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It appears that the ANN strategy is a good solution for a distance relay
to adapt to varying pre-fault load, source impedance and ground resistance.
Although a great deal of study still needs to be done, the preliminary result shows
an exciting future in the application of artificial neural networks to power system

protection.



Chapter Seven

Application of ANNs to Distance Protection

Part II: The Suitability to The Problem of

Non-linear Arcing Fault Resistance

7.1 Introduction

It is a well-accepted fact that arcing fault resistance is nonlinear. It is
essentially a constant voltage component rather than a constant resistance com-
ponent. It results in a setting problem for distance relays as described in Chapter
3. The research results given in Chapter 6 are limited by the fact that the inves-
tigation was based on a linear arcing fault resistance model. Artificial neural
networks are also well-suited to problems of inherent nonlinear nature and there-
fore, it was decided to build up a nonlinear arcing fault resistance model and

apply ANN methodology.

Based on the nature of the arcing fault resistance, a nonlinear arcing

fault model has been applied in PSCAD/EMTDC to create the training, testing
and running cases with varying system parameters. The simulation system was
an actual Manitoba Hydro transmission line, the same one used in Chapter 6
except for the arcing fault resistance model. An ANN was trained using many load

and fault cases, tested using cases with different system conditions and run using

more detailed fault cases along the whole transmission line.

The research here was focused on creating more selective detection in

the presence of arcing faults, especially for radial distribution lines where arc

98
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resistance can be a significant part of the zero sequence impedance. The effec-
tiveness was to be in spite of pre-fault loading in either direction, variable source
impedance, and variable ground fault resistance. Also, a new operating charac-
teristic was devised, and the comparison with a conventional distance relay

showed that the prospective ANN distance relay had very good performance.

7.2 Investigation of Arcing Fault Resistance Nonlinearity

The investigation of the nature of arcing fault resistance is an old topic
and was studied by researchers as early as a half century ago. The characteristics
of fault resistance are described and the neutral-current wave traces are present-
ed in [36]. Based largely on statistical and oscillographic study of power system
fault currents for five power systems, reasonable values of fault resistance for a

line-to-ground fault are given by [37].

Volt-ampere characteristics of 60-cycle arcs in still air with lengths and
currents have been studied under laboratory conditions [38]. Research showed
that the arcs varied in peak current from 68 to 21,750 amperes and in length
from 1/8 to 48 inches; the voltage gradient in an arc is affected very little by
current magnitude and all gradients, throughout the entire range of currents,
remained between 21.5 and 50 volts per inch. The average voltage gradients at
current peak for 60-cycle arcs in air lie between 31 and 38 volts per inch for
currents over the entire range from less than 100 to over 20,000 peak amperes.
Typical oscillogram is shown in Fig. 7.1, illustrating the current through the arc

and the voltage across the arc with a flat-top. Fig. 7.2 has shown the volt-ampere
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Fig; 7.1 Current and arc voltage with 48-inch series arc [38]
(maximum peak current 5,440 amperes)
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Fig. 7.2 Volt-ampere characteristic of an arc with length 48 inches [38]
A - Amperes B - Volts
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characteristic of an arc. Voltage and current waveshapes are illustrated on the

right-top of Fig. 7.2.

Continuous conduction of a fault arc needs a certain voltage gradient
applied. Research shows that the voltage across the arc has a flat-top waveform.
The magnitude of the arc voltage may vary depending on arc length but it is
independent of current through the arc. For example, in a simple distribution
system as shown in Fig. 7.3, the current through the arc is determined only by

source Eg and system impedance Z; because the arcing resistance Rypis small.

Zs i
| >
& b
X

Fig. 7.3 Independence of current through the arc in a simple system

7.3 Arc Length of A Ground Fault

The length of an arc in a single line-to-ground fault basically depends
on the length of suspension insulator strings. Porcelain insulators have been used
at all transmission line voltages from 115 through 765 kV and up to UHV [48].
Manufacturers supply catalogs which provide a physical description of the insu-

lator’s mechanical characteristics. The dimension of a typical standard porcelain

disk insulator is 10 x5 % in, i.e., 10 inch of disk diameter and 5% inch of height.
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The electrical strength of line insulation may be determined by power
frequency, switching surge, or lightning performance requirements. At different
line voltages, different parameters tend to dominate. Table 7.1 shows typical line

insulation levels.

Table 7.1 Typical line insulation

Line No. of Creepage length Voltage across Percentage of
voltage, KV standard disks  with strong wind, in the arc, kv rated voltage
115 7-9 241.5 - 310.5 8.453 - 10.868 7.350 - 9.450
138 7-10 241.5 - 345.0 8.453 - 12.075 6.125 - 8.750
230 11-12 379.5- 414.0 13.283 - 14.490 5.775 - 6.300
345 16 -18 552.0 - 621.0 19.320 - 21.735 5.600 - 6.300
500 24 - 26 828.0 - 897.0 28.980 - 31.395 5.796 - 6.279
765 30 - 37 1035.0 -1276.5 36.225 - 44.678 4,735 - 5.840

Design for contamination is usually expressed as inches of creepage per
kilovolt, where the creepage distance is the length of the shortest path for a current

over the insulator surface and is up to 2 inches per kilovolt or more for heavy
contamination. Standard insulator disks (10x5% in) have a typical creepage

length of 11.5 inches per disk. Another criteria for insulation design is usually
that flashover shall not occur for normal operating conditions, including reduced
clearances to the structure from high wind which occurs only once in 50 or 100
years [48]. The velocity of this wind may be typically 80 to 100 mi/h. The third

column of Table 7.1 shows the total creepage length along the insulator strings.

The data above shows that the average voltage gradient is about 35 volts
per inch and this is used in what follows. The typical voltages across the arc in

different voltage levels are shown in the fourth column of Table 7.1. The fifth
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column of Table 7.1 gives the voltage across the arc in terms of percentages of
rating voltage. The voltage across the arc lies between 4.735% and 9.45% of the

rating voltage, so 10% of the rating voltage would be a good ‘worst case’ to use.

7.4 The Model for Arc Resistance

The nature of the arcing fault resistance has been described in the

previous section.

It is well known that a surge arrester is a nonlinear element. Once the
voltage breaks down the arrester, it will conduct and the voltage is constant no
matter how large the current through it. In PSCAD/EMTDC, metal oxide surge
arresters are mathematically modelled by using a large resistive branch specified
with positive node numbers in the data file. The resistance of the branch is
changed in a piece-wise linear fashion to represent the slope of the arrester char-
acteristic. Fig. 7.4(a) shows the Draft icon for a metal oxide surge arrester. It has
a default I-V characteristic listed in Table 7.2 which is based on the ASEA XAP-
A, a gapless metal oxide surge arrester. When the default arrester voltage rating
is set at 40 kV, Fig. 7.4(b) shows an actual I-V characteristic driven by a 138 kV
AC source through a resistor, and Fig. 7.4(c) shows the current and voltage wave-

forms, respectively.

Obviously, the surge arrester model is well-suited for the simulation of
this nonlinearity. Based on the same transmission line studied in Chapter 6, the

simulating system structure of Fig. 7.5 is used.
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V-arrester (kV)
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Table 7.2 ASEA XAP-A I-V characteristic

Voltage, (p.u.) Current, (kA)
1.100 0.001
1.600 0.010
1.700 0.100
1.739 0.200
1.777 0.380
1.815 0.650
1.853 1.110
1.881 1.500
1.910 2.000
1.948 2.800
3.200 200.000

(a) Draft icon for surge arrester
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Fig. 7.5 Simulation system considering nonlinear arc resistance

Fig. 7.6 shows the simulation outcomes at the system settings:

Kelsey @ Eg=13820°kV, Zg; = 20.66.86.3°, Zgy = 11.94.,87.5°

Thompson : Eg=138225°kV, Z; = 29.89,84.0°, Zp, = 4.70..86.4°

Fault : oa=0.20, Vp=0.08 VRat:’ng

7.5 Structure of The Suggested ANN

Based on the same consideration in Chapter 6, the neural network in
Fig. 7.7 is proposed for the prospective ANN distance relay to create more selective
arcing fault detection. It is a fully connected three-layer feedforward neural net-

work using a classifier working on the input patterns.
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Fig. 7.6 Simulation outcomes

(The variables are defined in Fig. 7.5, except for R1 and X1, which are the resistance and
reactance seen by the relay “D”.)
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There are five neurons required in the input layer: R, X, Xs0, Rmem and
Xmem- Six hidden neurons are assigned at the hidden layer because dynamic

training showed that six hidden neurons achieved an excellent generalizing abil-
ity. The output layer consists of only one neuron which has a continuous-value

output in region [0, 1] that allow us to check the output decisiveness.

input  hidden output

g

Q

Power %
System o3
Y -l O
Voltages | Q
& N
Currents Qr
R

&

R

Fig. 7.7 Proposed neural network structure

7.6 Operating Characteristic Defining for ANN Distance Relay

Because of the nonlinear arcing fault resistance model, the operating
characteristic of the ANN distance relay is quite different from that of Chapter 6.
The fractional distance along the line from the relay location, o, is still one of the
axes in order to identify the fault location easily. Consider that once the flashover

occurs, a certain amount of voltage must be kept across the arc for a fixed length
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of arc. Therefore, the cut-off voltage in the surge arrester, Vj, is chosen as another

axis, as shown in Fig. 7.8.

Similarly, it is expected that the relay trips if the faults are located within
80% of the transmission line length (& = 0.8) and does not trip if beyond 80%. As
was suggested above the worst case is considered to be when the arc is 10% of
the system voltage rating, 10% of the system voltage rating is therefore a reason-
able right hand boundary of the tripping region. A quadrilateral protection zone
Is, therefore, assigned to the prospective ANN distance relay as indicated by the

shaded area in Fig. 7.8:

0<a=<0.80 (7.1)
0.0<V,<0.1 (7.2)
G e e e e e — ..
!— Training @ Tripping -!
12 L.. - = = Testing QO Non-tripping

Non-tripping Zone
08 —

&6

Run #3
0.4
0.2
&
L Y. VU Y. VR T T T T T o—
0.02 0.04 806 008 0.10 0.12 0.14 V
0.1 Fany o F
& © © D

Fig. 7.8 ANN training and testing patterns
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Note that the target of the ANN output is set to 1 if a training pattern is

located in the tripping-zone, otherwise to O.

7.7 Selection of Training, Testing and Running Patterns

Training, testing and running patterns come from the PSCAD/EMTDC
simulation of the system shown in Fig. 7.5. In the simulation, five variables,
including varying source impedances, pre-fault load conditions, fault locations
and the cut-off voltage of arcing fault resistances, are chosen to be adjustable,
aslisted in Table 7.3. Totally, 296 training cases, 22 testing cases and 508 running

Table 7.3 : Selection of system parameters
Eg=Eg=138.0£0°kV, Eg=138.045kV

Source Impedance : Kelsey : Zg. . =18.45/86.3°, Zg i =26.16.286.3°, Z; ., =11.94./87.5°
Thompson : Zg . =25.90484.0%, Zg 6 =31.19.£86.3%, Z . =4.70.£86.4°

RUNNING
TRAINING TESTING
Runfl | Run#2 | Run#3
o -0.1,0.1,0.5,0.7,09,1.0 | -0.1,0.2,0.6,0.95 -01~1.0 0.4
Vi 0.01,0.09, 0.11, 0.14 0.03, 0.07, 0.12 0.02 008 |00~0.15
Zgy = ZsmaxG + Zsp = Zg ger + ZSI = 24'50486'30! Zer = 2066286 30 Fep = 7
Ke£sey Zs1= ZsuinG Zso = Zs rero - Zsp= Z5zero ST ' ' 150 Szero
ZR1 = ZRomaxG + ZRO = ZResero 3| Zpy = 27.40.284.0°
Th()m SO R1 R-maxG » ©R0 R-zero s R1 . =29, . 0 o=
P ZR1 = ZRminG Zpp= Zpsero - ZRo = ZRzero ZRI 989.84.0%, ko ZR_ZETO
o -30°, - 10°, 100, 30" ~200, 209 -250,_ 159, 150, 250

a  the fractional distance along the line from the relay location.

Vi the cut-off voltage of arcing fault resistance model.

Zs the source impedance at the relay end (Kelsey).
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Zp the source impedance at the remote end (Thompson).

o  the load angle of Thompson end with respect to Kelsey end.

cases are created from the simulation. All the cases are listed in APPENDIX D.
Testing patterns are sparsely distributed in the interested area to test the training
efficiency. Three running lines, Run #1, Run #2 and Run #3 in Fig. 7.8, go through
the whole tripping region and non-tripping region with many more samples than
training and testing to check the ANN’s performance. From Table 7.3 and Fig.
7.8, it can been seen that the training patterns are selected near the boundary
to define the tripping region, and the testing patterns are scattered in tripping
and non-tripping zone to sample acceptability of the training procedure. Run #1I
and Run #2 are set close to the boundaries where the worst cases for the ANN
distance relay are located. Run #3 is set at o. = 0.4 only for checking of sensitivity

of the prospective relay on the cut-off voltage of arc resistance.

7.8 Training and Testing Details

The proposed neural network is trained by above 296 input/output
patterns under the error baclpropagation learning algorithm. The initial weights
and biases of the network are randomly selected. Input vectors are normalized
such that each element value lies in the range [0,1]. The input/output vectors
are presented to the network randomly and repeatedly until all mapping examples

from the training set are learned within an acceptable overall error.

The training patterns are re-presented to the ANN to inspect its operation
after training. A solid node ® represents a tripping output and an oval O rep-

resents a non-tripping output in Fig, 7.8. The training cases all behaved correctly.
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Fig. 7.9 shows the set of weights arrived here.

input hidden input hidden input hidden

Fig. 7.9 The final weights and biases of a successful training
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Twenty-two testing patterns (which were never presented to the net-

work before) were applied to the ANN as well. The performance of the network on

these testing patterns is shown in Fig. 7.8 and it is acceptable.

7.9 Running Performance of The Proposed ANN

The third set of patterns, running data, was presented to the proposed
network to determine whether or not the trained network met our acceptance

criterfa. The running results are shown in Fig. 7.10, Fig. 7.11 and Fig. 7.12. The
performance of the distance relay is very good.

: : - - - : : : X
) |—— ideal r
|01~ 8= 15° , : : :
|-x=- 8=-18°
|-#- =250 | b
{==#— 8= 25° -‘

S

Tripping-level

o
3
. '-,_~—><

-
’

i i i i P
-0.1 0 0.1

| j P
02 0.3 04

05 06 07 08 09 1
(04

Fig. 7.10  ANN distance relay performance with
varying transmitted load
Run #1 ( Vp=0.02)
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For the single line-to-ground faults with a short arc, i.e., low cut-off
voltage Vi shown in Fig. 7.10, the neural network’s ability to classify the input
patterns into proper categories is very good. There are slight overreach errors, the
maximum error being around (86-80)/80 = 7.5% and the minimum at around

(83-80)/80 = 3.75%. It seems that the ANN relay has less overreach error if it is
located at the power-sending end, i.e., negative 8.

For faults with a long arc high cut-off voltage Vi as shown in Fig. 7.11,
the neural network’s ability to classify the input patterns into proper categories

seems perfect for varying load conditions. The neural network’s tripping traces

. .
= _ ~—§ideai§ ‘1;1“ "
o 0 5= 15° .
D -x-- 8=-15° 1
— e § =250 1
o T+ 8= 28 Mg
Dos- r
S T
Q. Lo
" S
— AHEN
HURE
| f W
0 = : o ; | | | S
-0.1 0] 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
04

Fig. 7.11  ANN distance relay performance with

varying transmitted load
Run #2 ( V= 0.08)
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are very close to the expected ideal line when the load angle § is set at -15°, 15°
and 25°. For 8 = -259, there are slightly more overreach errors, approximately
(86-80)/80 = 7.5%. The tripping for the faults at the beginning of the line or around

60% of the line seems a bit unstable but it does not affect the performance since
outputs greater than 0.5 are considered as tripping.

Fig. 7.12 shows the performance of the ANN distance relay for case of

different nonlinear arcing fault voltage. There seem to be relative higher errors

appearing here. As can be seen, all the tripping traces with varying load conditions

are very close, and will cover higher arcing fault voltages than the settings. This

) : i “{\, i
— — ideal ' i
D —0-- §=+15° 1
o o= 3= 15° 1
— - § =-25° ‘,"?i
o, ~=4~ 0= 125 Bt
£ % N -
Q. L
O R
= IR
11
= i
AR
; ‘\éi\"."\ i
A
| : \\ %\.
0 . I T ‘ - | i P T JI
0 0.025 0.05 0.075 0.1 0.125 0.15
Vo

Fig. 7.12 ANN distance relay performance with
varying transmitted load
Run #3 (o =0.4)
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does not have a negative effect on the relay performance as long as the allowed
fault voltage does not encroach on the load region. This load encroachment will

not occur in terms of arcing faults.

7.10 Comparison with Conventional Distance Relay

In Chapter 4, an actual Manitoba Hydro transmission line, a 138kV line
from Kelsey to Thompson in northern Manitoba, is modelled on PSCAD/EMTDC.

The per kilometer impedance parameters of this line are given in Table 7.4.

Table 7.4 Per km impedance of Kelsey - Thompson line

Impedance Resistance Reactance Susceptance
Element R(Q) X(Q) B(S)
Positive Sequence 0.043 0.490 3.374
Negative Sequence 0.043 0.490 3.374
Zero Sequence 0.362 1.764 2.271

Supposing there is a conventional distance relay with a quadrilateral
operating characteristic shown as in Fig. 7.13. Consider the system in Fig. 7.5,
with this conventional distance relay located at the Kelsey end. Let us set its
operating border based on an ANN distance relay first. Assuming that this con-
ventional relay uses a reactance boundary of 80% of the transmission line length

and has 5.5 Q fault resistance extension, then the operating zone is defined by
F<R<S55+r (7.4)

0<X<3924 (7.5)

where r is the resistance of the line between the relay location to fault location.

With this assumption, the operating zones of the conventional distance relay and
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the ANN distance relay are almost the same at certain system conditions.

Let us consider that a single line-to-ground fault occurs in the middle

of the line ( & = 0.5 ) and Vg = 0.09 (at daytime, for example, under maximum
generation conditions), Zg; = 18.45.,86.3°, Zr1 =25.90.83.7% and heavy load 6 = -

300, The measured impedance by the conventional distance relay using Eq. ( 2.5
)is aZp; =7.26 + j20.62 and the location of the fault on the impedance plane and

on the a-Vp plane are shown in Fig. 7.13. In this case, both the conventional

distance relay and the ANN distance relay operate well.

A X # v

392 o r 0.8 —
206 L 4 - — — o 0.3 T
|
|
| |
1 i

5.5 73 R 0.09 0.1 "y

Conventional relay ANN relay

Fig. 7.13 Comparison of conventional relay and ANN relay
for low source impedance and § = —30°

However, if the system situation is changed, say at night time when the

sources are in the minimum generation mode, the system parameters could be:

Zg = 26. 16.286.3, Zri =31, 19284.1° and load flow reversed (positive §). The imped-

ance measured by a conventional distance relay is aZ;; =8.47 +j22.31 at § = 10°
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and 0Zp; = 8.82 +j23.14 at § = 30Y. The locations of the fault on the impedance
plane and on the a-Vj plane are shown in Fig. 7.14. The location of the fault on

the impedance plane is outside of the tripping zone but the location of the fault
on the -V plane is the same as before. In this case, the conventional distance
relay mis-operates but the ANN distance relay operates correctly. In other words,
the ANN relay adapts to source impedance changes and responds correctly,

whereas the conventional relay fails to see the fault.
A X A C

392 — 0.8 —

0.5

Conventional relay ANN relay

Fig. 7.14 Comparison of conventional relay and ANN relay
for high source impedance and § = 30°

7.11 Summary

Conventional distance relays may not operate correctly under conditions
of nonlinear arcing fault resistance and variable source impedance. An ANN-based
distance relay has been presented here. The performance of the ANN distance
relay, based on the simulation of an actual transmission line of Manitoba Hydro

with a nonlinear arc resistance model in PSCAD/EMTDC, is very good. The fol-
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lowing conclusions can be drawn through the training of a neural network as a
distance relay:

The prospective ANN distance relay demonstrates a good
potential for separating the single line-to-ground faults
along the transmission line into proper categories, even

with nonlinear elements present in the system.

2. The prospective ANN distance relay has a good ability to

identify nonlinear arcing fault resistance in the protected

zone, even though the errors are little on the reliable side.

3. The prospective ANN distance relay can adapt to pre-fault

load conditions, variable source impedance and variable

arc length, i.e., varying arcing fault resistance.

Although a great deal of study still needs to be done, the preliminary

result shows the exciting future for application of artificial neural networks to

problems like nonlinear ground fault resistance, in power system protection.



Chapter Eight

Conclusions

The work done in this thesis has accomplished its original goals. The
main achievements and contribution of this research can be summarized as

follows:

(1). Artificial neural networks have been applied to distance protection

to overcome some problems of conventional distance relays.

(2). The suitability of ANN’s to handle traditional problems, such as
variation of source impedance and remote infeed effects, have been

investigated and the results are very promising.

(3). The suitability of ANN’s to adapt to arcing fault resistance has been

investigated and the outcome is encouraging.

(4). Drarticons of the conventional distance relays and their FORTRAN
programs was developed in the PSCAD/EMTDC environment.

(5). Successful simulation of thousands of cases for an actual Manitoba

Hydro transmission line has been done in the PSCAD/EMTDC en-

vironment.

119
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(6).

(7).

(8).

(9).

Asetof proper input quantities to ANN's has been found and defined.

The research shows that they are very effective.

The appropriate construction of an ANN used for distance protection

purposes has been determined.

A functional set of weights and biases for the ANN has been found

and has good recalling ability as well as a good generalizing ability.

Anew kind of operating characteristic has been defined: one which

uses constant fault voltage rather than constant fault resistance.



Chapter Nine

Future Work
————————————————————————

There are still many refinements that interest the author but time is not
available. These refinements are very important and critical for the implementa-
tion of real distance protection based on artificial neural networks. They are

follows:

1. Examination of the behavior of the ANN distance relay under transient

conditions.

2. Examination of the behavior of the ANN distance relay during power

swings.

3. Application of artificial neural networks to detection of single line-to-

ground faults with nonlinear ground fault resistance.

4. Application of artificial neural networks to detection of phase-to-

phase faults and multiphase-to-ground faults.

121
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- THOMPSOA MYSTERY
N LIXE Road
! 230

@ BIRCHTREE

K24W . |

. KELSEY
230

——f2w

SECTION (2) - K29W TOWER ¢ TO APIOW ToweR ¢ = 2438m



b
LINE NO. K24w NOM VOLT 230.0 Kv LINE NO. K24w

KELSEY TO THOMPSON

SEC LENGTH PHASE YEAR SPAN TOWER - GROUND R RRKKLEREKEKPER KM BRRkRrookerRcReir
KM CONDUCTOR M TYPE | CONDUCTOR R11 X1l Bl1 ROO X00 BOO

1 97.77 1272 ACSR SD T 5 1972 472 77 378 GALV STEEL

INTERMEDIATE
POINTS

OHMS, MICROMHO 0.04305 0.49048 3.37439 0.36175 1.76368 2.27063
RHO =3000,00 PER UNIT 0.00008 0.00093 0 00179 0.00068 0.00333 o'ooéigCHTREE
2 4.09 1272 ACSR SD T S 1972 214 74 3/8 GALV STEEL
OHMS, MICROMHOS 0.,04336 0.47639 3.50168 0.45269 1.64087 2.51886
RHO =3000.00 PER UNIT 0.00008 0.00080 0.00185 0.00086 0.00310 0.00133
T 101.86

TOTAL PER UNIT SELF VALUES

BASE POSITIVE SEQUENCE "7 ZERO SEQUENCE SELF
MVA R11 JBl R0O X00 80O
230,00 ‘100 0.0082 0.5841 o }i2s : 0.0684 0.3364 o0 1241

TOTAL PER UNIT ZERO SEQUENCE MUTUAL VALUES

BASE LINE K24Ww TO Plow
RMO XMo BMD
230.00 100 0.0031 0.0089 0.1017
JUL 1887 GENERATION & TRANSMISSION PLANNING DEPARTMENT

xpuaddy
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PSS/E SHORT CIRCUIT OUTPUT WED, AUG

MANITOBA HYDRO SYSTEM - MAX.GEN (X*D) - FAMJ 95 05 08
GRNWAY,HUDBAY,LUSINAP,GOULET,STVITAL,ROSSLAKE,DUNLOP,HERBELT
L '

02 1995 15:11

[/ 0.0000/ 0.00
: / 0.6748/  29.21

HOME BUS 1S

358 [KELSEY D 138]

0 LEVELS AWAY

Vo: / 0.2790/ -150.04

V-: / 0.3958/ -151.31

*** FAULTED BUS 1§ : 358 [KELSEY D 138] #+»
AT BUS 358 (KELSEY D 138) AREA 4 (PU) V+: / 0.0000/ 0.00 (PU) VA
e - Ve
THEV. R, X, X/R: POSITIVE 0.00558 0.085239 15.293 NEGATIVE 0.00587 0.08876

THREE PHASE F AULT
------- FROM -------AREA CKT 1I/2 /I+/ AN (I+) /2+/ "AN(Z+) APP X/R

351 [RADISSON 138} 4 1 PU/PU 1.4415 -60.04 0.3376 84.95 11.318

1%.122 ZERQ

ONE P H
/1n/ AN (In)
/310/ AN(310)
1.2520 -58.35
0.5965 -49.43
12.097¢ -57.45
12.7591 -57.81

02 1995 15:11

/ 0.0000/ 0.00
/ 0.6004/ 27.99

8.778 ZERO

0.00274 0.06265 22,

ASE FAULT
/za/ AN(ZA) APP
/20/ AN(Z0) APP

0.4834 B4.80 10

0.1712  -92.01 28,

0.0000 0.00 0.
0.0656 -92.13 26 .

HOME BUS IS

360 [THOMPMYS 138)

0 LEVELS AWAY

B34

X/R
X/R

L9832

507
000
BB7

VO: / 0.0854/ -149.58
V-: / 0.5051/ -152.4¢

0.00156 0.02462 15.

803

352 [KELSEY 138] 4 1 PU/PU 10.8%60 -56.85 0.0000 0.00 0.000
TOTAL FAULT CURRENT (P.U.) 12.3355 -57.22
PSS/E SHORT CIRCUIT OQUTPUT WEDR, AUG
MANITOBA HYDRC SYSTEM - MAX.GEN (X“D) - FAMJ 95 05 08
GRNWAY,HUDBAY,LUSINAP,GOULET,STVITAL,ROSSLAKE,DUNLOP,HERBELT
*++ FAULTED BUS IS : 360 [THOMPMYS 138)] **%
&TuBUS 360 [THOMPMYS 138] AREA 4 (PUY V+: / 0.0000/ 0.00 (PU) VA:
' Vi
THEV. R, X, X/R: POSITIVE 0(.01483 0,1285% 8.668 NEGATIVE 0.01479% 0.22982

THRETE PHAMSE FAULT

------- FROM --=~»---AREAR CKT 1/Z /I+/ AN (I+) /2+/ AN (Z+) APP X/R
104 [THOMYSLK 230] 31 PU/PU 2.1592 -56¢.89 0.0944 86.73 17.509
355 (INCO 138] 4 1 PU/PU 6.3453 -55.26 0.0031 82.¢65 7.750

ONE PH
/IAn/ AN (IA)
/310/ AN (310)
2.1763  -57.12
0.5426  -56.07
8.7047  -85,37

ASE FAULT
/zh/ AN(ZA) APP

X/R

720/ AN(Z0) APP X/R

0.0943 87.00 19,
0.4332 ~94.27 13.
0.0057 81.45 6.

094
386
650

xipuaddy
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362 [BRNTWD-D 138] 4 1 PU/PU 0.0000
TO SHUNT (P.U.) 0.0000
TOTAL FAULT CURRENT (P.U.) B.5039

v

0.0000

.00

0.000

= N O O O W

L9042
L0001
.0005
.7189
.1568
.5978

-55.
.08
120,
120.
120.
-55.

“62

08

54
42
42
96

0.0215 -92.08 27.946
0.0000 0.00 0.000
0.0000 0.00 0.000

xtpuaddy
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PSS/E SHORT CIRCUIT OUTPUT

MANITOBA HYDRO SYSTEM - MIN.‘GEN (X"D) - FAMJ 95 05 08
GRNWAY,HUDBA#,LUSINAP,GOULET,STVITAL,ROSSLAKE,DUNLOP,HERBELT

HOME BUS IS

358 [KELSEY D 138]

LEVELS AWAY

0.06265 22.
FAULT
AN(ZA) APP
AN(Z0) APP
84.69 10.
-%2.01 28
0.00 0
-52.13 26

VO: / 0.2466/ -150.63
V-: / 0.4492/ -152.26

834

X/R
X/R
757

.507
.000
.887

HOME BUS IS

360 [THOMPMYS 138)

LEVELS AWAY

THU, AUG 03 1995 10:22
0
(PU) VA: / 0.0000/ 0.00
V+: / 0.6958/ 28.31
0.11393  13.831 ZERO 0.00274
ONE PHASE
X/R /Inf AN(1A) /ZA/
/3I0/  AN(310) /z0/
.318 1.2748  -58.49  0.4640
0.5272  -50.02 0.1712
.000 10.5236 -58.08 0.0000
11.2766 -58.50 0.0656
11.7984  -58.13
THU, AUG 03 1995 10:22
0
(PU) VA: / 0.0000/ 0.00 vo:
V+: / 0.6353/ 26.54
0.14823 9,024 ZERQO 0.00156
ONE PHASE
X/R /1a/ AN (IA) /ZA/
/3I10/  AN(310) /zo/
.509 2.2139  -60.27 0.0943
0.%135 -57.63  0.4332
. 750 8.0881 -56.46 0.00%8B

*** FRULTED BUS IS : 358 [KELSEY D 138] #++
AT BUS 358 [KELSEY D 138) AREA 4 (PU) V+: / 0.0000/ 0.00
THEV. R, X, X/R: POSITIVE 0.00678 0.10034 14.792 NEGATIVE 0.00824
THREE PHASE FAULT
------- FROM =--«-----AREA CKT 1/2 J1+/ AN(I+) /%+/ AN(Z+) ApPD
351 [RADISSON 138] 4 1 PU/DU 1.4415 -60.04 0.3376 84.95 11
352 [KELSEY  138) 41 PpU/PU 9.410% -57.61  0.0000 0.00 0
TOTAL FAULT CURRENT (P.U.) 10.8512 -57.93
PSS/E SHORT CIRCUIT OUTPUT
MANITOBA HYDRO SYSTEM - MIN.GEN (X'D) - FAMJ 95 05 08
GRNWAY, HUDBAY, LUSINAF, GOULET, STVITAL , ROSSLAKE, DUNLOP , HERBELT
*** FAULTED BUS IS : 360 [THOMPMYS 138] ++*
AT BUS 360 (THOMPMYS 138] AREA 4 (PUY V+: / 0.0000/ 0.00
THEV. R, X, X/R: POSITIVE 0.01615 0.14192 8.789 NEGATIVE 0.01643
THREE PHASE FAULT
------- FROM -------AREA CKT I/Z /I+/ AN(I+) /2+/ AN (2+) APP
104 [THOMYSLK 230] 31 PU/PU 2,1804 -60.0% 0.0544 86.73 17
355 [INCO 138] 41 PU/PU 5.9342  .56.16  0.0031 82.65 7

/ 0.0902/ -151.14

0.02462 15,
FAULT
AN(ZA) APP
AN(20) APP
86.98 18.
-94.27 13,
81.22 6.

V-: / 0.5457/ -153.84

803

X/R
X/R
971
386
475

xipuaddy
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362 [BRNTWD-D 138) 4 1 PU/PU 0.0000
TO SHUNT (P.U.) 0.0000

TOTAL FAULT CURRENT (P.U.) 8.1108

.

0.0000

.00

0.000

N O O o w

.4278
L0001
L0004
L6805
L0414
10,

9773

-86.
-62.
119.
118.
118,
-57.

63
85
01
86
86
52

0.0215
0.0000
0.0000

-92.05
0.00
0.00

27,946
0.000
0.000

xipuaddy
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HOME BUS IS

358 [KELSEY D 138)
¢ LEVELS AWAY
Vo: / 0.2697/ -150.40

V-: / 0.3828/ -151.66

0.00274 0.06265 22.834

PHASE FAULT

/Zn/ AN(ZA) APP X/R
/z0/ AN(Z0) APP X/R
0.4819 84.75 10.878
0.1712 -9$2.01  28.507
0.0000 0.00 0.000
0.0656  -92.13  26.887

HOME BUS IS

360 [THOMPMYS 138)

0 LEVELS AWAY

V0: / 0.0946/ -150.23

V-: / 0.5015/ -153.10

0.00156 0.02462 15.803

O NE PHASE FAULT

/zn/ AN(ZA) APP X/R
/20/ AN (20) APP X/R
0.0943 87.00  19.060
0.4332  -94.27 13.386

PSS/E SHORT CIRCUIT OUTPUT WED, AUG 02 19595 14:49
MANITOBA HYDRO SYSTEM - MAX.GEN (X'D) - FAMJ 95 05 08
GRNWAY, HUDBAY,, LUSINAP, GOULET, STVITAL, ROSSLAKE, DUNLOP, HERBELT
**+ PAULTED BUS IS : 358 [KELSEY D 138) +*++
AT BUS 358 [KELSEY D 138) AREA 4 (PU) V+: / 0.0000/ 0.00 {PU) VA: / 0.0000/ 0.00
e - V+: / 0.6525/ 28.86
THEV. R, %, X/R: POSITIVE 0.00624 0.09666 15.491 ~ NEGATIVE 0.00586 0.08881 15.149 ZERO
, THREE PHASE FAULT ONE
------- FROM =------AREA CKT 1I/2 /I+/ AN (I+) /Z+/ ' AN(Z+) APP X/R /IA/ AN (IA)
/310/  AN(310)
351 [RADISSON 138) 4 1 pu/PU 1.3383 -60.46 0.3376 84.95  11.318B 1.2228 ~-58.54
0.5766 -49.78
352 [KELSEY 138} 4 1 PU/PU 9.7006 -57,23 0.06000 0.00 0.000 11.6808 -57.82
12.3329 -58.27
TOTAL FAULT CURRENT (P.U.) 11,0371 -57.62 12.9035 -57.89
PSS/E SHORT CIRCUIT OUTPUT WED, AUG 02 1995 14:49
MANITOBA HYDRO SYSTEM - MAX.GEN (X'D) - FAMJ 85 05 08
GRNWAY,HUDBAY,LUSINAP,GOULET,STVITAL,ROSSLAKE,DUNLOP,HERBELT
**+%  FAULTED BUS I8 360 [THOMPMYS 138] #*+
AT BUS 360 [THOMPMYS 138] AREA 4 (PU) V+: / 0.0000/ 0.00 (PU) VA: / 0.0000/ 0.00
‘V+: / 0.5860/ 27.36
THEV, R, X, X/R: POSITIVE 0.01503 0,13519 8.997 NEGATIVE 0.01478 0.12994 8.795 ZERO
THREE PHASE FAULT
------- FROM -------AREA CKT 1I/2 /1+/ AN{I+) /2Z+/ AN(Z+) APP X/R /In/ AN (IA)
/310/ AN{3I0)
104 (THOMYSLX 230] 31 PU/PU 2.1633 -57.88  0.0944 86.73 17.509 2.2014 -58.08
0.5382 -56.72
355 [INCO 138] 4 1 PU/PU 6.0546 -55.94 0.0031 82.65 7.750 8.5930 -55.94

0.0057 81.41 6.616

xipuaddy
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362 [BRNTWD-D 138] 41 PU/PU 0.0000

TO SHUNT (P.U.)} 0.0000

TOTAL FAULT CURRENT (P.U.) B.2169

'

.00

0.000

N O O O m

.8330
.0001
.000s
L7132
.13%¢6
.5050

-55.
-59.
119.
119,
119.
-56.

73
25
89
77
77
61

0.021%
0.0000
0.000Q0

-92.05
0.00
0.00

27.946
0.000
0.000

xipuaddy

q
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PSS/E SHORT CIRCUIT OUTPUT THU, AUG

MANITOBA HYDRO SYSTEM - MIN.GEN (X’'D) - FAMJ 95 05 08
GRNWAY, HUDBAY , LUSINAP, GOULET, STVITAL, ROSSLAKE, DUNLOP, HERBELT

t

03 1995

/ 0.00
/ 0.65

15.434

10:2

0o/
54/

Z

7

0.00
27.10

ERC

HOME BUS IS

358 [(KELSEY D 138]

0 LEVELS AWAY

V0o: / 0.2222/ -152.11

V-: / 0.4332/ -153.31

0.00274 0.06265 22.834

*+* FAULTED BUS IS : 358 [KELSEY D 138] +++
AT BUS 358 [KELSEY D 138) AREA 4 (PU) V+: / 0.0000/ 0.00 (PU) VA:
- V+:

THEV. R, X, X/R: POSITIVE 0.00880 0.13707 15.582 NEGATIVE 0.00791 0.12201

. THREE PHASE FAULT
------- FROM -------BREA CKT 1/Z /1+/ AN(I+) /Z+/ ' AN(Z+) APP X/R

351 [RADISSON 138) 4 1 PU/PU 1.0148 -61.77 0.337¢ 84.895 11.318

/IA/
/310/
1.0148
0.4750
9.6147

10.1594

03 1995

/ 0.00

ONE
AN (
AN (3

-59.
~51.
-59,
-89,

00/

PH
IA)
10)
65
49

0.00

ASE FAULT
/Zn/ AN(ZA) APP X/R
/z0/ AN (20) APP X/R

0.4808 84.57 10.517
0.1712 -92.01 28.507
0.0000 0.00 0.000
0.0656 -92.13 26.8B7

HOME BUS IS

360 [THOMPMYS 138]

0 LEVELS AWAY

V0: / 0.0874/ -152.98

352 [KELSEY 138} 4 1 PU/PU 7.3007 -58.05 0.0000 0.00 0.000
TOTAL FAULT CURRENT (P.U.) 8.3146 -59.39
PSS/E SHORT CIRCUIT OUTPUT THU, AUG
MANITOBA HYDRO SYSTEM - MIN.GEN (X’'D) - FAMJ 95 05 08
GRNWAY,HUDBAY,LUSINAP,GOULET,STVITAL,ROSSLAKE,DUNLOP,HERBELT
*** FAULTED BUS IS : 360 [THOMPMYS 138] #*«
AT BUS 360 [THOMPMYS 138] AREA 4 (PU) V+: / 0.0000/ 0.00 (PU) VA:
Va:

THEV. R, X, X/R: POSITIVE 0.01672 0.16292 9.744 NEGATIVE 0.01610 0.15211

THREE PHASE FAULT

------- FROM -------AREA CKT 1/Z /I+/ AN(I+) /2+/ AN(Z+) APP X/R
104 [THOMYSLK 230] 31 PU/PU 2.2084 -62.06 0.0944 86.73 17.509
355 [INCO 138) 4 1 PU/PU 5.1845 -58.10 0.0031 82.65 7.750

/ 0.62

9.447

/1a/
/310/
2.2779
0.4975
7.7030

96/

2

ONE
AN (
AN (3
“62
-59
-58

24.94

ERO

P H
In)
I0)
.16
.47
.22

V-: / 0.5422/ -155.40

0.00156 0.02462 15.803

ASE FAULT
/Zn/ AN (ZA) APP X/R
/20/ AN(Z0) APP X/R

0.0943 86.57 18.879

0.4332 -94.27 13.386

0.0058 81.17 6.438

xipuaddy
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g.1648 -58.47 0.0215 -92.05 27.946
362 [BRNTWD-D 138] 4 1 PU/PU 0.0000 0.00 0.0000 0.00 0.000 0.0001 -63.55 0.0000 0.00 0.000
0.0004 117.10 0.0000 0.00 0.00¢C

TO SHUNT (P.U.} 0.0000 0.00 0.6592 117.02

1.9777 117.02

TOTAL FAULT CURRENT (P.U.) 7.3892 -5%.28 10.6347 -59.386

xipuaddy
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A. DEFINITION AND SUBROUTINE OF
CONVENTION DISTANCE RELAY

PARAMETERS:
PMod "Phase Input Units:" "Radians;Degrees" 7 TOGGLE |
KOm "Magnitude of Zero-Seq Factor KO" """ 10 REAL 1.0 0.0 1.0e3
KOph "Phase of Zero-Seq Factor KO" "' 10 REAL 0.0 -360.0 360.0
GRAPHICS:

BOX(-40,-72,40,40)
LINE(-64,-64,-40,-64) ARROW_R(-40,-64)
FTEXT(-56,-68,"Vm'")
LINE(-64,-32,-40,-32) ARROW_R(-40,-32)
FTEXT(-56,-36,"Vph')
LINE(-64,0,-40,0) ARROW_R(-40,0)
FTEXT(-56,-4,"Im")
LINE(-64,32,-40,32) ARROW_R(-40,32)
FTEXT(-56,28,"Iph")
LINE(40,-64,64,-64) ARROW_L(40,-64)
FTEX'T(56,-68,"T0m")
LINE(40,-32,64,-32) ARROW_L.(40,-32)
FTEXT(56,-36,"I0ph™)
LINE(40,0,64,0)
FTEXT(56,-4,"R")
LINE(40,32,64,32)
FTEXT(56,28,"X")
FTEXT(-23,-32,"Z =") FTEXT(10,-40,"U") FTEXT(10,-22,"T+k*10")
LINE(-12,-32,30,-32)
FTEXT(2,0,"Input Phases")
If (PMod,1)
FTEXT(3,20,"in Degrees')
Else
FTEXT(3,20,"in Radians")
Endif
NODES:
VM -2 2 INPUT REAL
VPH -2 -1l INPUT REAL
M -2 0 INPUT REAL
IPH -2 1 INPUT REAL
I0M 2 2 INPUT REAL
IOPH 2 -1 INPUT REAL
R 2 0 OUTPUT REAL
X 2 I OUTPUT REAL
FORTRAN: DSD
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C

C RELAY FUNCTION : Z=U/(I+k*10)

C

#DEFINE REAL I0_PH

#DEFINE REAL IA_PH

#DEFINE REAL VA_PH

#DEFINE REAL I_REAL

#DEFINE REAL I IMAG

#DEFINE REAL I_SQUAR
IF((ABS($IM).LT.1E-6).AND.(ABS($I0M*$KOm).LT. |E-6)) THEN

$R =0.0

$X =0.0
ELSE
10_PH = $IOPH-+$KOph
IA_PH = $IPH
VA_PH = $VPH
#IF PMod=1

10_PH = I0_PH*0.01745329
IA_PH =1A_PH*0.01745329
VA_PH = VA_PH*0.01745329
#END
I REAL = $IM*COS(IA_PH)+$KOm*$I0M*COS(I0_PH)
[ IMAG = $IM*SIN(IA_PH)+$KOm*$I0M*SIN(I0_PH)
I_SQUAR =1_REAL*I_REAL+I_IMAG*I_IMAG
$R = $VM*COS(VA_PH)*I_REAL+$VM=SIN (VA_PH)*I_IMAG)/I_SQUAR
$X = ($VM*SIN(VA_PH)*I_REAL—$VM*COS(VA_PH)*I_IMAG)/I_SQUAR
ENDIF
C
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B. DEFINITION AND SUBROUTINE OF ZERO SEQUENCE

IMPEDANCE RELAY

PARAMETERS:
PMod "Phase Input Units:" "Radians;Degrees" 4 TOGGLE 0

GRAPHICS:

BOX(-40,-72,40,40)

LINE(-64,0,-40,0) ARROW_R(-40,0)

LINE(-64,-32,-40,-32) ARROW_R(-40,-32)

LINE(-64,32,-40,32) ARROW_R(-40,32)

LINE(-64,-64,-40,-64) ARROW_R(-40,-64)

LINE(40,-32,64,-32) LINE(40,0,64,0)

FTEXT(-52,-36,"Vph") FTEXT(-52,-4,"Im") FTEXT(-52,28,"Iph")
FTEXT(52,-36,)/R") FTEXT(52,-4,"X")
FTEXT(-52,-68,"Vm")

FTEXT(-15,-32,"Z ="y FTEXT(10,-40,"U") FTEXT(10,-22,"I")
LINE(0,-32,20,-32)

FTEXT(2,0,"Input Phases')
If (PMod,1)
FTEXT(3,20,"in Degrees")
Else

FTEXT(3,20,"in Radians")
EndIf

NODES:
VM -2 2 INPUT REAL
VPH -2 -1 INPUT REAL
IM -2 0 INPUT REAL
IPH -2 I INPUT REAL
R 2 -1 OUTPUT REAL
X 2 0 OUTPUT REAL

FORTRAN: DSD
C
C FUNDAMENTAL IMPEDANCE CALCULATION
C
#DEFINE REAL Z_MAG
#DEFINE REAL Z_PHA
IR(ABS($IM).LT. 1E-6) THEN
$R = 0.0
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$X =00
ELSE
Z_MAG = $VM/$IM
Z_PHA = $VPH-$IPH
#IF PMod=1
Z_PHA =7 _PHA*0.01745329
#END
$R =Z_MAG*COS(Z_PHA)
$X =Z MAG*SIN(Z_PHA)
ENDIF
C
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OO 00 o000

OO o066

C. INPUT PATTERN NORMALIZATION SUBROUTINE

UPDATE AT : April 17, 1995

character ¢*90
dimension xx1(700,11)

open (7 file='train.yes")

open (8,file="train.no")

open (9,file="load.ex")

open (10,file="train.ex")

open (11,file=new_runl5.case")
open (17, file='new_run25.case")
open (12 file="test.ex")

open (13,file='validate.case")
open (16,file='validate.ex")

xplus=90.0
xminus=-30.0
yplus= 50.0
yminus=-10.0
zplus=138.0
zminus=-34.0
splus=619.0
sminus=-642.0
dplus=42.0
dminus=-97.0

iyes = 24%4
ino = 44%4
iload =24

read (7,100) ((xx 1(3,j), j=1,11), i=1, iyes)
read (8,100) ((xx1(3,j), j=1,11), i=iyes+1, iyes+ino)
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100
150

200
500

600

650

read (9,150) ¢

read (9,150) ¢

read (9,100) ((xx1(i,j), j=1,11), i=iyes+ino+1, iyes+ino+iload)
format(f5.1,£7.3,319.3,5f10.4, £7.2)

format(a90)

do 500 k=1,iyes+ino+iload,1
r=1.0-(xx1(k,6)-xplus)/(xminus-xplus)
x=1.0-(xx1(k,7)-yplus)/(yminus-yplus)
z=1.0-(xx1(k,8)-zplus)/(zminus-zplus)
w=1.0-(xx1(k,9)-splus)/(sminus-splus)
u=1.0-(xx1(k,10)-dplus)/(dminus-dplus)
write(10,200) r,x,z,w,u,xx1(k,11)
format(5f10.5,', 'f7.2,' ;!

continue

read (11,100) ((xx1(i,j), j=1,11), i=1, 254)

do 600 k=1,254,1
r=1.0-(xx1(k,6)-xplus)/(xminus-xplus)
x=1.0-(xx1(k,7)-yplus)/(yminus-yplus)
z=1.0-(xx1(k,8)-zplus)/(zminus-zplus)
w=1.0-(xx1(k,9)-splus)/(sminus-splus)
u=1.0-(xx1(k,10)-dplus)/(dminus-dplus)
write(12,200) r,x,z,w,u,xx1(k,11)
continue

read (17,100) ((xx1(i,j), j=1,11), i=1, 254)

do 650 k=1,254,1
r=1.0-(xx1(k,6)-xplus)/(xminus-xplus)
x=1.0-(xx1(k,7)-yplus)/(yminus-yplus)
z=1.0-(xx1(k,8)-zplus)/(zminus-zplus)
w=1.0-(xx1(k,9)-splus)/(sminus-splus)
u=1.0-(xx1(k,10)-dplus)/(dminus-dplus)
write(12,200) r,x,z,w,u,xx1(k,11)
continue

read (13,100) ((xx1(i,j), j=1,11), i=1, 22)
do 700 k=1,22,1

r=1.0-(xx1(k,6)-xplus)/(xminus-xplus)
x=1.0-(xx1(k,7)-yplus)/(yminus-yplus)
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700

z=1.0-(xx1(k,8)-zplus)/(zminus-zplus)
w=1.0-(xx1(k,9)-splus)/(sminus-splus)
u=1.0-(xx1(k,10)-dplus)/(dminus-dplus)
write(16,200) r,x,z,w,u,xx1(k,11)
continue

close (7)

close (8)

close (9)

close (10)
close (11)
close (12)
close (13)
close (14)
close (15)
close (16)
close (17)

stop
end
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PART A : TRAINING, TESTING AND RUNNING PATTERNS
FOR LINEAR ARCING FAULT RESISTANCE MODEL

—

TRAINING CASES

f=1.06738

lg] = 0.0224386

error = 00.146159

cost = 0.921217

No. 8 o Rp Xsi XR1 R, X Xs0 R Xnem Eﬂ 5
[ -30.0 0.1 20 18.446 25.904 1.479 3.879 -23.884  184.094 2.611 1.0 1.000
- 2300 03 20 18.446 25.904 3.101 12.624 -23.883  184.050 2649 1.0 1.000
3300 05 20 [8.446 25.904 4,723 20.951 -23.883  184.009 2629 1.0 1.000
4 -30.0 0.7 2.0 18.446 25.904 6.271 29.257 -23.883  184.094 2.626 1.0 1.000
5-30.0 0.1 100 18.446 25.904 6.797 3.998 -23.850  184.094 2611 1.0 1.000
6 -30.0 03 100 18.446 25904 9.596 12.419 -23.852  184.050 2.649 1.0 1.000
-7 -300 0.5 100 18.446 25.904 12.943 20.240 -23.853  184.009 2.629 1.0 1.000
- 8 -30.0 0.7 10.0 18.446 25904 17.595 27.490 -23.849  184.094 2.626 1.0 1.000
9 -30.0 0.1 18.0 18.446 25904 11.820 4.106 -23.848  184.094 2611 1.0 0969
10 -30.0 03 180 18.446 25.904 15.652 12.229 -23.851 184.050 2.649 1.0 0.997
11 300 0.5 18.0 18.446 25.904 20.460 19.593 -23.849  184.009 2.629 1.0 0.999
12 -30.0 0.7 18.0 18.446 25.904 27.589 25.970 -23.851 184.094 2,626 1.0 0.959
13 -30.0 0.1 20 18.446 31.189 1.475 3.889 -23.883  194.369 3.205 1.0 1.000
14 -30.0 03 2.0 18.446 31.189 3.093 12.653 -23.882  194.359 3.195 1.0 1.000
15 -300 05 20 18.446 31.189 4,702 21.024 -23.880  194.209 3.229 1.0 1.000
16 -30.0 0.7 20 18.446 31.189 6.216 29.420 -23.875  194.372 3.215 1.0 1.000
17 -30.0 0.1 10.0 18.446 31.189 6.770 4.024 -23.850 194.369 3.205 1.0 1.000
18 300 03 100 18.446 31.189 9.535 12.481 -23.853  194.359 3.195 1.0 1.000
19 -30.0 0.5 100 18.446 31.189 [2.813 20.369 -23.853  194.209 3.229 1.0 1.000
20 -300 0.7 100 18.446 31.189 17.276 27.778 -23.853  194.372 3.215 1.0 1.000
21 -30.0 0.1 18.0 18.446 31.189 11.788 4,148 -23.847  194.369 3.205 1.0 0.975
22 -30.0 03 18.0 18.446 31.189 15.571 12.323 -23.851 194.359 3.195 1.0 0.998
; 23 -30.0 0.5 18.0 18.446 31.189 20.273 19.778 -23.848  194.209 3.229 1.0 1.000
24 -300 0.7 18.0 18.446 31.189 27.132 26.348 -23.849  194.372 3.215 1.0 0.986
§25 300 0.1 2.0 26157 25.904 1.504 3.851 -23.885 198.103  -2.617 1.0 1.000
26 -30.0 03 20 26.157 25.904 3.156 12.570 -23.883  198.066 -2.602 1.0 1.000
27 300 05 20 26.157 25.904 4.818 20.852 -23.883  198.066 -2.609 1.0 1.000
28 -30.0 0.7 20 26.157 25.904 6.415 29.093 -23.878 198.150  -2.611 1.0 1.000
29 -30.0 0.1 100 26.157 25.904 6.978 3.958 -23.851 198.103  -2.617 1.0 1.000
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-30.0 03 100 26.157 25904 9.864 12356 -23.854 198.066 -2.602 1.0 1.000
-30.0 0.5 10.0 26.157 25.904 13340  20.128  -23.853 198.066 -2.609 1.0 1.000
-30.0 0.7 10.0 26.157 25.904 18.223  27.285  -23.854 198.150 -2.611 1.0 1.000
-30.0 0.1 180 26.157 25904 12.160 4.049 -23.852  198.103 -2.617 1.0 0.921
-30.0 03 18.0 26.157 25.904 16.137 12.147  -23.847 198.066 -2.602 1.0 0.971
-30.0 0.5 18.0 26.157 25.904 21.162 19.454  -23850 198.066 -2.609 1.0 0.992
-300 0.7 18.0 26.157 25.904 28.685 25694  -23.849 198.150 -2.611 1.0 0.869
-30.0 0.1 20 26,157 31.189 1.499 3.862 -23.885 208259 -2.073 1.0 1.000
-300 03 20 26.157 31.189 3.143 12.601 -23.886 208259 -2.016 1.0 1.000
-300 05 20 26157 31.189 4.790 20.929  -23.883 208.244 -2.017 1.0 1.000
-30.0 0.7 20 26.157 31.189 6.346 29.265  -23.883 208.256 -2.044 1.0 1.000
-30.0 0.1 10.0 26.157 31.189 6.942 3.984 -23.853  208.259 -2.073 1.0 1.000
-30.0 03 10.0 26.157 31.189 9.788 12416  -23.850 208259 -2016 1.0 1.000
-300 0.5 100 26.157 31.189 13.186  20.260  -23.854 208244 -2.017 1.0 1.000
-30.0 0.7 10.0 26.157 31.189 17.861 27.568  -23.854 208.256 -2.044 1.0 1.000
-30.0 0.1 18.0 26.157 31.189 12.110 4.090 -23.8349 208259 -2.073 1.0 0.941
-30.0 03 18.0 26.157 31.189 16.030 12.237  -23.851 208.259 -2016 1.0 0.987
-300 0.5 18.0 26.157 31.189 20934  19.634  -23.848 208.244 -2017 1.0 0.998
-30.0 0.7 18.0 26.157 31.189 28.160 26,066  -23.852 208256 -2.044 1.0 0.970
-10.0 0.1 2.0 18.446 25.904 1.545 3.928 -23.881 545794 -76.507 1.0 1.000
-10.0 03 2.0 18.446 25.904 3.297 127755  -23.878 545.825 -76.502 1.0 1.000
-10.0 0.5 2.0 18.446 25.904 5.164 21,202 -23.878 545.803 -76.484 1.0 1.000
-100 0.7 2.0 18446 25.904 7.059 29.673  -23.873 545922 -76.452 1.0 1.000
-100 0.1 10.0 18.446 25.904 7.040 4.340 -23.850 5457794 -76.507 1.0 1.000
-10.0 03 10.0 18.446 25.904 10.116  13.102 -23.852  545.825 -76.502 1.0 1.000
-10.0 0.5 10.0 18.446 25.904 13.961 21413 -23.856 545803 -76.484 1.0 1.000
-10.0 0.7 10.0 18.446 25.904 19.513 29470  -23.853 545922 -76.452 1.0 1.000
-10.0 0.1 18.0 18.446 25904 12.437 4.725 -23.850 545794 -76.507 1.0 0.995
-100 0.3 18.0 18.446 25904 16.785 13.418  -23.847 545.825 -76.502 1.0 0.987
-10.0 0.5 18.0 18.446 25.904 22509  21.575  -23.850 545803 -76.484 1.0 0.994
-10.0 0.7 18.0 18.446 25.904 31459 29209  -23.853 545922 -76.452 1.0 0.998
-100 0.1 2.0 18.446 31.189 1.538 3.935 -23.881 574122 -85.346 1.0 1.000
-10.0 03 2.0 18.446 31.189 3.277 12776 -23.878  574.153 -85.351 1.0 1.000
-100 05 2.0 18.446 31.189 5.116 21.259  -23.877 573912 -85288 1.0 1.000
-100 0.7 20 18.446 31.189 6.946  29.808 -23.876  574.569 -85.359 1.0 1.000
-10.0 0.1 10.0 18.446 31.189 7.000 4.347 -23.851  574.122 -85.346 1.0 1.000
-100 0.3 10.0 18.446 31.189 10.026 13.127  -23.852 574.153 -85.351 1.0 1.000
-10.0 05 10.0 18.446 31.189 13766 21.472  -23.853 573.912 -85.288 1.0 1.000
-100 0.7 10.0 18.446 31.189 19.049 29618  -23.847 574.569 -85.359 1.0 1.000
-10.0 0.1 18.0 18.446 31.189 12.370 4.734 -23.850  574.122 -85.346 1.0 0.997
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70 -100 03 18.0 18.446 31.189 16639 13.446  -23.849 574.153 -85.351 1.0 0.991
71 -100 05 180 18446 31.189  22.191  21.645 -23.852 573912 -85.2838 1.0 0.995
- 72 -100 0.7 18.0 18.446 31.189 19.049  29.618  -23.847 574569 -85.359 1.0 1.000
£ 73 -100 0.1 20 26.157 25.904 1.573 3.907 -23.831  588.541 -86.282 1.0 1.000

-100 03 20 26.157 25.904 3.353 12714 -23.878 588.641 -86.296 1.0 1.000

-100 0.5 2.0 26.157 25.904 5.259 21.128  -23.876  588.534 -86.084 1.0 1.000
176 -100 0.7 20 26157 25.904 7.204  29.548  -23.874 588.450 -86.598 1.0 1.000
77 -100 0.1 100 26.157 25.904 7.210 4339  -23.852 588.541 -86.282 1.0 1.000
78 -100 0.3 10.0 26.157 25.904 10363 13.080  -23852 588.641 -86.296 1.0 1.000
79 -100 0.5 100 26.157 25.904 14327 21373  -23.856 588.534 -86.084 1.0 1.000
80 -100 0.7 100 26.157 25904  20.108 29377 -23.848 588.450 -86.598 1.0 1.000

-10.0 0.1 18.0 26.157 25.904 12.750 4.743 -23.852  588.541 -86.282 1.0 0.990

-10.0 0.3 18.0 26.157 25.904 17.229  13.435  -23.851 588.641 -86.296 1.0 0.952
83 -100 05 180 26157 25904  23.148  21.573 -23.850 588.534 -86.084 1.0 0.972
84 -100 0.7 18.0 26,157 25904 32502 29.149  -23.854 588.450 -86.598 1.0 0.961
85 -100 0.1 2.0 26157 31.189 1.565 3915  -23.882 616966 -95.674 1.0 1.000
186 -100 03 20 26157 31.189 3.331 12,737 -23.881 617.219 -95.706 1.0 1.000
87 -100 05 20 26157 31.189 5.206 21.185  -23.876 616969 -95.614 1.0 1.000
88 -100 07 20 26157 31.189 7.086  29.682  -23.871 617.478 -95.867 1.0 1.000
89 -10.0 0.1 10.0 26.157 31.189 7.163 4345  -23.852 616966 -95.674 1.0 1.000
90 -100 0.3 10.0 26,157 31.189 10263 13.111  -23.852  617.219 -95.706 1.0 1.000
91 -100 0.5 100 26.157 31.189 14116 21.430  -23.852 616969 -95.614 1.0 1.000
92 -10.0 0.7 100 26.157 31.189 19.614  29.531  -23.853 617.478 -95.867 1.0 0.993
93 -100 0.1 180 26.157 31.189 12.670 4749  -23.852 616966 -95.674 1.0 0.993
94 -10.0 03 18.0 26.157 31.189 17.062 13.457  -23.848 617.219 -95.706 1.0 0.967
95 -100 0.5 180 26157 31.189  22.804 21.634 -23.852 616969 -95.614 1.0 0.974
96 -100 0.7 180 26.157 31.189  31.685 29.311  -23.847 617.478 -95.867 1.0 0.930

100 0.1 20 18.446 25.904 1.595 3.991 -23.877 -564.837 26397 1.0 1.000
98 100 03 2.0 18446 25904 3.450 12.930  -23.872 -564.153 26.606 1.0 1.000
99 100 0.5 2.0 18.446 25.904 5524 21.557  -23.870 -564.463 26.686 1.0 1.000
2100 10,0 0.7 20 18446 25.904 7.719  30.283  -23.866 -564.403 26.756 1.0 1.000
;5101 100 0.1 100 18.446 25904  7.188 4745  -23.850 -564.837 26397 1.0 1.000

100 03 100 18.446 25.904 10453 13.936  -23.852 -564.153 26.606 1.0 1.000
3103 10,0 0.5 100 18.446 25.904 14.688 22903  -23.853 -564.463 26,686 1.0 1.000
104 100 0.7 100 18446 25904  21.011 32136 -23.856 -S64.403 26.756 1.0 1.000
105 100 0.1 18.0 18.446 25.904 12.895 5.537 -23.852 -564.837 26397 1.0 0.990
106 100 0.3 18.0 18.446 25.904 17.641  15.007  -23.851 -564.153 26.606 1.0 0.982
(07 100 0.5 18.0 18446 25904  24.170 24358  -23.852 -564.463 26.686 1.0 0.976
108 100 0.7 18.0 18446 25904 34958 34.181 -23.847 -564.403 26.756 1.0 0.976
109 100 0.1 20 18.446 31.189 1.586 3995  -23.877 -595.859 24216 1.0 1.000
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110 100 03 2.0 18.446 31.189 3.422 12940  -23.874 -595.594 24.403 1.0 1.000
111 100 0.5 2.0 18.446 31.189 5.454  21.592 -23.871 -595.491 24278 1.0 1.000
112100 07 20 18.446 31.189 7559 30372 -23.865 -595.638 24.240 1.0 1.000
113 100 0.1 100 18.446 31.189 7.139 4730 -23.849 -595.859 24216 1.0 1.000
10,0 03 10.0 18.446 31.189 10339 13911  -23.852 -595.594 24.403 1.0 1.000

115 10.0 0.5 10.0 18.446 31.189 14.437 22868  -23.851 -595.491 24278 1.0 1.000
116 10.0 0.7 100 18446 31.189 20401  32.088 -23.855 -595.638 24.240 1.0 1.000
100 0.1 18.0 18.446 31.189 127799 5.502  -23.851 -595.859 24216 1.0 0.991

118 10.0 03 18.0 18.446 31.189 17.432 14941  -23.852 -595.594 24.403 1.0 0.987

119 100 05 18.0 18446 31.189  23.713 24243 23852 -595.491 24278 1.0 0.989
100 0.7 18.0 18446 31.189  33.827 33968 -23.844 -595.638 24.240 1.0 0.994

10.0 0.1 20 26.157 25.904 1.626 3976 -23.877 -609.963 22969 1.0 1.000

 ?122 10,0 03 2.0 26,157 25904 3.510 12.897  -23.872 -609.600 22.683 1.0 1.000
123 100 05 20 26157 25.904 5.623 21492 -23.869 -609.769 22956 1.0 1.000
124 100 07 20 26157 25904 7876 30175  -23.869 -610.000 22.804 1.0 1.000

2125 100 0.1 100 26.157 25.904 7.349 4.773 -23.851  -609.963 22969 1.0 1.000
126 10.0 03 10.0 26.157 25.904 10.688  13.955 -23.853 -609.600 22.683 1.0 1.000

127 10.0 0.5 10.0 26.157 25.904 15.038 22,900 -23.849 -609.769 22956 1.0 1.000

128 100 0.7 100 26.157 25904  21.586  32.103 -23.852 -610.000 22.804 1.0 1.000

129 10.0 0.1 18.0 26.157 25904 13.182  5.607  -23.850 -609.963 22969 1.0 0.973
130 10.0 03 18.0 26.157 25.904 18.049 15077  -23.852 -609.600 22.683 1.0 0.957

131 100 0.5 180 26157 25904 24764 24416 23853 -609.769 22,956 1.0 0.963

132100 0.7 18.0 26.157 25904 35947 34225 -23.845 -610.000 22.804 1.0 0915
133 100 0.1 20 26.157 31.189 1.616 3.980  -23.876 -640.997 19435 1.0 1.000

134 10.0 03 2.0 26.157 31.189 3.480 12910  -23.873 -641.053 19.574 1.0 1.000

135 100 05 20 26157 31.189 5549 21.529  -23870 -640.734 19.683 1.0 1.000
136 10.0 0.7 20 26.157 31.189 7.710 30272 -23.872  -640.650 19.792 1.0 1.000
2137 100 0.1 100 26.157 31.189 7.293 4.758  -23.851 -640.997 19.435 1.0 1.000
138 10.0 03 10.0 26.157 31.189 10.566  13.929  -23.852 -641.053 19.574 1.0 1.000

139 10.0 0.5 10.0 26.157 31.189 14775 22870  -23.852 -640.734 19.683 1.0 1.000

140 10.0 0.7 100 26157 31.189  20.955 32069 -23.854 -640.650  19.792 1.0 1.000

141 10.0 0.1 18.0 26.157 31.189 13.075 5570  -23.849 -640.997 19.435 1.0 0.975
§I42 100 03 18.0 26.157 31.189 17824 15008  -23.853 -641.053 19574 1.0 0.976

;143 100 05 18.0 26157 31.189  24.286 24305 -23.853 -640.734 19.683 1.0 0.984

144 100 0.7 180 26157 31.189 34781 34030 -23.847 -640.650 19.792 1.0 0.981

145300 0.1 20 18.446 25.904 1.627 4.067 -23.872  -181.209 37.412 1.0 1.000

146 300 03 2.0 18.446 25.904 3.554 13.145  -23.868 -181.125 37.392 1.0 1.000

147 300 0.5 2.0 18.446 25.904 5.788 22.007  -23.865 -181.038 37.342 1.0 1.000

148 30.0 0.7 2.0 18.446 125904 8.215  31.076  -23.859 -181.103 37.381 1.0 1.000

149 300 0.1 10.0 18.446 25.904 7.221 5199 -23.852 -181.209 37.412 1.0 1.000
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150 30.0 03 100 18.446 25904 10.553  14.894  -23.851 -181.125 37392 1.0 1.000
151 300 05 10.0 18.446 25904 14996 24702 -23.853 -181.038 37.342 1.0 1.000
152300 0.7 100 18.446 25.904 217765 35535  -23.849 -181.103 37381 1.0 1.000
153 30.0 0.1 18.0 18.446 25.904 13.120 6.537 -23.851 -181.209 37412 1.0 0.973
30.0 0.3 18.0 18.446 25.904 18.035  17.001  -23.850 -181.125 37.392 1.0 0.999
155300 05 180 18446 25904 25044 28.056 -23.852 -181.038 37.342 1.0 0.926
2156 300 07 18.0 18446 25904  37.131  41.510  -23.846 -181.103 37381 1.0 0.948
157 30.0 0.1 2.0 18.446 31.189 1.616 4.066 -23.872  -191.269  40.226 1.0 1.000
158 30.0 03 2.0 18.446 31.189 3.518 13.142  -23.868 -191.175 40.208 1.0 1.000
159 300 05 20 18.446 31.189 5.696 22.014  -23.865 -191.087 40.179 1.0 1.000
30,0 0.7 20 18.446 31.189 8.010 31.110  -23.861 -191.150 40.179 1.0 1.000
161 30.0 0.1 10.0 18.446 31.189 7.166 5.158 -23.850  -191.269  40.226 1.0 1.000
30.0 0.3 10.0 18.446 31.189 10426 14.809  -23.850 -191.175 40.208 1.0 1.000

163 30.0 0.5 10.0 18.446 31.189 14704 24.540  -23.850 -191.087 40.179 1.0 1.000
164 30.0 0.7 100 18.446 31.189 21.040  35.196  -23.848 -191.150 40.179 1.0 1.000
165 300 0.1 18.0 18.446 31.189 13.000 6.440 -23.851 -191.269 40.226 1.0 0.984
166 30.0 0.3 18.0 18.446 31.189 17782 16798  -23.849 -191.175 40.208 1.0 0.999
167 300 05 18.0 18.446 31.189 24.475  27.652  -23.848 -191.087 40.179 1.0 0.947
168 30.0 0.7 18.0 18446 31.189 35669  40.581  -23.853 -191.150 40.179 1.0 0.988
169 300 0.1 20 26,157 25904 1.663 4.057 -23.872  -195.950 34294 1.0 1.000
170 30,0 03 2.0 26.157 25904 3.622 13.117  -23.869 -195.853 34220 1.0 1.000
171 30,0 05 20 26157 25.904 5.902 21.948  -23.863 -195.803 34.225 1.0 1.000
172300 07 20 26.157 25.904 8.397 30974 -23.800 -195.847 34.199 1.0 1.000
%173 30.0 0.1 10.0 26.157 25.904 7.380 5.253 -23.851  -195.950 34.294 1.0 1.000
1174 300 03 100 26.157 25.904 10.798 14938  -23.853 -195.853 34.220 1.0 1.000
175 300 05 100 26157 25.904 15373 24722 -23.853 -195.803 34.225 1.0 1.000
176 30.0 0.7 10.0 26.157 25.904 22404 35540  -23.850 -195.847 34.199 1.0 1.000
A77 300 0.1 180 26.157 25.904 13.398 6.644 -23.852  -195.950 34.294 1.0 0.938
178 30.0 03 18.0 26.157 25.904 18.452  17.098  -23.850 -195.853 34.220 1.0 0.998
179 300 0.5 18.0 26,157 25.904  25.681  28.122  -23.851 -195.803 34.225 1.0 0.906
180 30.0 0.7 18.0 26,157 25904 38244 41554 -23.851  -195.847 34.199 1.0 0.877
181 30.0 0. 20 26.157 31.189 1.650 4.057 -23.873  -206.022  36.999 1.0 1.000
182300 03 20 26157 31.189 3.583 13.119  -23.867 -205.894 36.930 1.0 1.000
183 30.0 0.5 20 26.157 31.189 5.807 21.959  -23.863 -205.772 37.007 1.0 1.000
184 30.0 0.7 20 26.157 31.189 8.185 31.018  -23.859 -205.828 36.965 1.0 1.000
185 30.0 0.1 100 26.157 31.189 7.318 5.213 -23.849  -206.022  36.999 1.0 1.000
186 30.0 03 10.0 26.157 31.189 10.660  14.858  -23.851 -205.894 36.930 1.0 1.000
187 30.0 0.5 100 26.157 31.189 15.064 24574  -23.853 -205.772 37.007 1.0 1.000
188 30.0 0.7 10.0 26.157 31.189 21.645 35233  -23.854 -205.828 36.965 1.0 1.000
189 30.0 0.1 18.0 26.157 31.189 13.268 6.549 -23.850 -206.022  36.999 1.0 0.964
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190 300 03 18.0 26.157 31.189 18.179 16907  -23.850 -205.894 36.930 1.0 0.998
191 30.0 0.5 180 26.157 31.189 25083  27.742  -23.847 -205.772 37.007 1.0 0.935
1192 300 0.7 180 26.157 31.189 36.718  40.676  -23.847 -205.828 36965 1.0 0.974
1193300 0.9 20 18.446 25.904 9.513 38.419  -23.869 184.147  2.622 0.0 0.001
1194300 1.0 20 18.446 25.904 12.895  43.634  -23.863 184.481  2.629 0.0 0.000
195-30.0 09 100 18446 25904 28503  33.013  -23.845 184.147 2.622 0.0 0056
196-30.0 1.0 10.0 18.446 25904  39.804 34461  -23.848 184.481 2629 0.0 0.000
197300 0.9 180 18.446 25.904 43.822 28970  -23.856 184.147  2.622 0.0 0.000
198-30.0 1.0 18.0 18446 25904 59496 28459 -23.856 184.481 2629 0.0 0.000
-199-30.0 0.1 220 18.446 25904 14.228 4.155 -23.853  184.094 2611 0.0 0.059
~200-30.0 0.3 220 18.446 25.904 18.527  12.138  -23.850 184.050  2.649 0.0 0.006
201-30.0 05 22.0 18.446 25904 23975 19.288  -23.847 184.009  2.629 00 0021
’ 1202-300 0.7 22.0 18.446 25904 32156 25279  -23.857 184.094 2.626 0.0 0.00I
203-30.0 0.9 220 18446 25904  50.408 27.298  -23.857 184.147 2.622 00 0.000
1204-30.0 0.1 30.0 18.446 25904 18.840 4.244 -23.850  184.094  2.611 0.0 0.000
205-30.0 0.5 30.0 18.446 25.904 30575 187709  -23.846 184.009 2.629 0.0 0.000
206-30.0 09 30.0 18.446 25904  61.894 24502  -23.868 184.147 2,622 0.0 0.000
207-30.0 -0.1 2.0 18.446 25904 -10.087 -7.150 137.959 184.469  2.634 0.0 0.000
208-30.0 -0.1 10.0 18.446 25904  -59.002 -26.945 137.934 184.469 2.634 0.0 0.000
209-300 -0.1 18.0 18.446 25904 -133.519 -75.091  137.959 184.469 2.634 0.0 0.000
§210 -30.0 09 2.0 18446 31.189 9234 38.822  -23.881 194400 3.253 0.0 0.000
§211 -300 1.0 20 18.446 31.189 12.134 44265  -23.866 194.684  3.275 0.0 0.000
212-300 0.9 100 18.446 31.189 27343 33.847  -23.856 194400 3.253 0.0 0.058
213300 1.0 10.0 18.446 31.189 37.163  36.042  -23.847 194.684 3.275 0.0 0.000
21 4-30.0 0.9 18.0 18.446 31.189 42271 30.037  -23.846  194.400 3.253 0.0 0.000
215-30.0 1.0 18.0 18.446 31.189 56230 30401  -23.844 194.684 3275 0.0 0.000
216-30.0 0.1 22.0 18446 31.189 14.196 4.205 -23.849 194369 3205 0.0 0.079
217300 03 220 18446 31.189 18.444  12.244  -23.847 194359  3.195 0.0 0.012
218-30.0 0.5 220 18.446 31.189 23.781 19.498  -23.852 194209 3229 0.0 0.069
. ?19 -300 0.7 220 18.446 31.189 31.658  25.695  -23.845 194372 3215 0.0 0.003
220-30.0 09 22.0 18446 31.189 48.785  28.440  -23.846 194.400  3.253 0.0 0.000
221-30.0 0.1 30.0 18.446 31.189 18.830 4.310 -23.852 194369  3.205 0.0 0.000
222-30.0 0.5 30.0 18.446 31.189 30.388  18.967  -23.853 194209 3229 0.0 0.000
223300 09 300 18.446 31.189 60.288 257729  -23.871 194400  3.253 0.0 0.000
224-300 -0.1 2.0 18.446 31.189  -10.418  -7.158 137.947 194675 3227 0.0 0.000
25300 -0.1 100 18.446 31.189  -60.875 -26.920 137.922 194.675  3.227 0.0 0.000
26-30.0 -0.1 18.0 18446 31.189 -137.591 -74.042  137.928 194.675 3227 0.0 0.022
127-300 0.9 20 26157 25.904 9.803 38.157  -23.865 198.203 -2.598 0.0 0.000
128-300 1.0 20 26.157 25.904 13435 43.273  -23.863 198.500 -2.543 0.0 0.000
129-30.0 09 100 26.157 25904  29.864 32.420 -23.846 198.203 -2.598 0.0 0.062
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230-30.0 1.0 100 26.157 25904  42.188  33.307 -23.855 198.500 -2.543 0.0 0.000
231-300 09 180 26.157 25904  46.104 28.061  -23.846 198.203 -2.598 0.0 0.000
1232-300 1.0 180 26,157 25904  63.281 26727 -23.844 198.500 2543 0.0 0.000
1233-30.0 0.1 220 26.157 25.904 14.648 4.087  -23.851 198.103 -2.617 0.0 0.017
1234300 03 220 26.157 25.904 19122 12.039  -23.849 198.066 -2.602 0.0 0.001
1235-300 05 220 26157 25904 24833  19.133  -23.854 198.066 -2.609 0.0 0.001
1236-30.0 0.7 220 26.157 25904 33478 24.962 -23.855 198.150 -2.611 0.0 0.000
1237-300 09 220 26.157 25904  53.114  26.255 -23.855 198.203 -2.598 0.0 0.000
2383-30.0 0.1 30.0 26.157 25.904 19.430  4.151 -23.853  198.103  -2.617 0.0 0.000
239-30.0 05 300 26157 25904 31728 18506 -23.847 198.066 -2.609 0.0 0.000
240-300 09 300 26.157 25904 65347  23.193  -23.844 198203 -2.598 0.0 0.000
241-30.0 -0.1 2.0 26,157 25904  -8.426  -6.672  137.978 198.541 -2.609 0.0 0.000
1242-300 -0.1 100 26157 25904 -46430 20881 137.916 198.54] -2,609 0.0 0.000
243-30.0 -0.1 180 26.157 25904 -98374 -48.717 137.944 198.541 -2.609 0.0 0.000
.244-300 09 20 26.157 31.189 9.495 38.572  -23875 208400 -2.063 0.0 0.000
1245-300 1.0 20 26157 31.189 12.604 43942  -23.859 208.713 -2.003 0.0 0.000
246-30.0 09 100 26.157 31.189 28578  33.281  -23.853 208.400 -2.063 0.0 0.069
247-300 10 100 26157 31.189 39260 34.99  -23.842 208.713  -2.003 0.0 0.000
248 -30.0 09 18.0 26.157 31.189 44378  29.167  -23.863 208.400 -2.063 0.0 0.000
249-300 1.0 180 26.157 31.189  59.616  28.807 -23.840 208.713 -2.003 0.0 0.000
250-300 0.1 22,0 26.157 31.189 14.596 4.136 -23.849  208.259 -2.073 0.0 0.025
251-300 03 22.0 26.157 31.189 19.007  12.146  -23.851 208.259 -2.016 0.0 0.001
252-30.0 05 220 26.157 31.189 24584  19.335  -23.850 208.244 -2.017 00 0.004
$253-30.0 07 220 26.157 31.189 32904 25378  -23.852 208.256 -2.044 0.0 0.000
254300 09 220 26.157 31.189 51275 27433  -23.850 208.400 -2.063 0.0 0.000
255-300 0.1 300 26.157 31.189 19.381 4.217  -23.851 208.259 -2.073 0.0 0.000
256-30.0 05 30.0 26.157 31.189  31.477 18756  -23.855 208.244 -2.017 0.0 0.000
257-300 09 300 26157 31.189  63.483  24.471 23860 208.400 -2.063 0.0 0.000
258-30.0 -0.1 2.0 26.157 31.189 -8.7705  -6.707 137.984 208.728 -2.067 0.0 0.000
259-30.0 -0.1 100 26.157 31.189  -47.964 -21.119  137.903 208728 -2.067 0.0 0.000
260-30.0 -0.1 180 26.157 31.189 -101.488 -49.036  137.947 208.728  -2.067 0.0 0.000
261-100 0.9 20 18.446 25.904 10.691  39.445  -23.868 546.028 -76.202 0.0 0.000
’»%262—10.0 1.0 2.0 18446 25.904 14308 45539  -23.860 547.228 -76.739 0.0 0.000
263-100 0.9 10.0 18.446 25904 33,189  37.083 -23.843 546.028 -76.202 0.0 0.046
264-100 10 100 18.446 25904 48545  40.998 -23.848  547.228 -76.739 0.0 0.000
2265-1().0 09 180 18446 25904 53951 34762 -23.860 546.028 -76.202 0.0 0.000
266-10.0 1.0 18.0 18.446 25.904  78.723  36.663  -23.846 547.228 -76.739 0.0 0.000
267-10.0 0.1 22.0 18.446 25.904 15.096 4905  -23.851 545794 -76.507 0.0 0.030
268-10.0 03 22.0 18446 25904  20.062  13.563  -23.848 545.825 -76.502 0.0 0.002
269-10.0 0.5 22.0 18.446 25904 26684 21.635 -23.847 545.803 -76.484 0.0 0.036
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270-10.0 0.7 22.0 18.446 25904  37.236  29.038  -23.846 545922 -76.452 0.0 0.011
271-100 09 220 18446 25904  63.712 33.605 -23.856 546.028 -76.202 0.0 0.000
272-10.0 0.1 30.0 18446 25.904  20.340 5246  -23.852 545794 -76.507 0.0 0.000
1273-100 05 300 18446 25904  34.852 21.719  -23.852 545803 -76.484 0.0 0.000
©274-100 09 300 18.446 25.904 82.136 31297  -23.852 546.028 -76.202 0.0 0.000
1275-100 -0.1 20 18446 25904  -9978  -4.740 137.953  547.809 -76.982 0.0 0.000
1276-10.0 -0.1 10.0 18.446 25904  -51.618 -7.853 137913 547.809 -76.982 0.0 0.000
277-10.0 -0.1 18.0 18.446 25904  -99.667 -12.899  137.900 547.809 -76.982 0.0 0.005
278-100 0.9 20 18.446 31.189 10290 39740  -23.867 574978 -85.567 0.0 0.001
279-100 1.0 2.0 18.446 31.189 13329 45916  -23.866 575350 -85.711 0.0 0.000
280-100 0.9 10.0 18.446 31.189  31.466  37.602 -23.849 574978 -85.567 0.0 0.009
1 1281-100 1.0 100 18446 31.189 44395 41982 -23.838 575350 -85.711 0.0 0.000
11282-100 09 18.0 18.446 31.189 SLI77 35472 -23.838 574978 -85.567 0.0 0.000
1283-100 1.0 18.0 18446 31.189 72290 38.177 -23.846 575350 -85.711 0.0 0.000
284-10.0 0. 220 18.446 31.189 15.019 4916  -23.849 574122 -85346 0.0 0.038
1285-100 03 220 18.446 31.189 19.892 13591  -23.851 574.153 -85.351 0.0 0.005
286-10.0 0.5 22.0 18.446 31.189 26312 21708 -23.847 573912 -85.288 0.0 0.089
287-100 0.7 220 18446 31.189 36350 29.230 -23.854 574569 -85.359 0.0 0.046
1288-10.0 0.9 220 18.446 31.189 60.518  34.414  -23.847 574978 -85.567 0.0 0.000
1289-10.0 0.1 30.0 18.446 31.189  20.243 5260  -23.850 574.122 -85.346 0.0 0.000
1290-10.0 05 300 18.446 31.189 34384  21.802  -23.848 573912 -85.288 0.0 0.000
291-100 09 300 18446 31.189  78.243 32290 -23.855 574.978 -85.567 0.0 0.000
292-100 -0.1 20 18446 31.189  -10.271  -4.707 137.956  575.828 -85.950 0.0 0.000
293-10.0 -0.1 100 18.446 31.189  -53.129 -7.793 137.938 575.828 -85.950 0.0 0.000
, %294—10.0 -0.1 18.0 18446 31.189 -102.428 -12.823  137.938 575.828 -85.950 0.0 0.000
295-100 0.9 20 26157 25.904 11.017 39258  -23.872 588.772 -86.507 0.0 0.004
: §296—10.0 1.0 20 26.157 25.904 14943 45340  -23.865 590.028 -86.702 0.0 0.000
297-100 09 10.0 26157 25904  34.654 36.802 -23.854 588.772  -86.507 0.0 0.032
298-100 1.0 100 26.157 25904  51.441 40460 -23.840 590.028 -86.702 0.0 0.000
299-100 0.9 18.0 26.157 25904 56499 34370 -23.845 588.772 -86.507 0.0 0.000
300-100 1.0 180 26157 25904  83.662 35.837 -23.849 590.028 -86.702 0.0 0.000
300-10.0 0.1 22.0 26.157 25.904 15.483 4.933 -23.851  588.541 -86.282 0.0 0.010
0 302-100 03 220 26157 25904  20.604  13.589  -23.853 588.641 -86.296 0.0 0.001
303-100 05 220 26157 25904 27466  21.647 -23.850 588.534 -86.084 0.0 0.006
304-100 0.7 220 26.157 25904 38506 28.999  -23.847 588450 -86.598 0.0 0.000
305-100 0.9 220 26157 25904 66797 33.164 -23.846 588772 -86.507 0.0 0.000
306-100 0.1 30.0 26.157 25904  20.875 5.293 -23.849  588.541 -86.282 0.0 0.000
307-100 05 300 26.157 25904 35915 21763 -23.853 588.534 -86.084 0.0 0.000
308-10.0 09 30.0 26157 25904  86.257 30.768 -23.846 583.772 -86.507 0.0 0.000
309-100 -0.1 2.0 26.157 25904  -8.448 "' -4.768 137.944  590.537 -86.938 0.0 0.000
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'310-10.0 -0.1 10.0 26,157 25904  -427701  -7.285 137.919  590.537 -86.938 0.0 0.000
311-100 -0.1 180 26.157 25904  -80.930 -10.997 137.950 590.537 -86.938 0.0 0.014
1312-100 09 20 26.157 31.189 10.589  39.564  -23.870 617.566 -95.706 0.0 0.016
313-100 1.0 20 26157 31.189 13.878 457740  -23.853 618.010 -96.196 0.0 0.000
~314-100 09 100 26.157 31.189 32814 37327  -23.848 617.566 -95.706 0.0 0.009
1315-100 1.0 100 26.157 31.189 46928 41.514  -23.845 618.010 -96.196 0.0 0.000
316-100 0.9 180 26.157 31.189  53.540 35097 -23.844 617.566 -95.706 0.0 0.000
317-100 1.0 18.0 26.157 31.189 76.634 37431  -23.844 618.010 -96.196 0.0 0.000
318-100 0.1 22.0 26.157 31.189 15.388 4.941 -23.851  616.966 -95.674 0.0 0.013
319-100 03 220 26.157 31.189  20.410  13.615 -23.853 617.219 -95.706 0.0 0.001
320-100 05 220 26.157 31.189 27.057 21712 -23.849 616969 -95.614 0.0 0.016
+321-100 0.7 220 26.157 31.189  37.550 29.179  -23.850 617.478 -95.867 0.0 0.001
322-100 09 220 26157 31189 63377  33.983 -23.853  617.566 -95.706 0.0 0.000
323-100 0.1 300 26.157 31.189 20.757 5300 -23.853 616966 -95.674 0.0 0.000
324-100 0.5 300 26.157 31.189 35398  21.833 -23.847 616.969 -95.614 0.0 0.000
325-100 09 300 26157 31.189 82054 31.766 -23.857 617.566 -95.706 0.0 0.000
326-100 -0.1 20 26.157 31.189 -8.704  -4.750  137.950 618.594 -96.207 0.0 0.000
327-100 -0.1 10.0 26.157 31.189  -44.021  -7.280 137.919 618594 -96.207 0.0 0.000
328-10.0 0.1 180 26157 31.189  -83.334 -11.052 137.897 618.594 -96.207 0.0 0.002
329 100 09 20 18.446 25.904 11.571  40.808  -23.865 -564.341 26.714 0.0 0.001
330 10.0 1.0 20 18.446 25.904 15115 47.937  -23.859 -565.062 26393 0.0 0.000
331 100 09 100 18446 25904  37.362  43.427 -23.847 -564.341  26.714 0.0 0.068
1332100 1.0 100 18.446 25904 57314  53.064 -23.850  -565.062  26.393 0.0 0.000
333 100 09 180 18446 25904  65.623  46.542 -23.851 -564.341  26.714 0.0 0.000
334 10,0 1.0 18.0 18.446 25.904 106.147  59.639  -23.853 -565.062 26393 0.0 0.000
335 10.0 0.1 220 18.446 25.904 15790  5.948 -23.852  -564.837  26.397 0.0 0.044
336 100 03 220 18446 25904 21300 15564 -23.847 -564.153 26.606 0.0 0.013
0337100 05 220 18.446 25904  29.026  25.124  -23.853 -564.463 26.686 0.0 0.020
338 10.0 0.7 22.0 18.446 25904  42.185 35279  -23.851 -564.403 26.756 0.0 0.000
339 10.0 0.9 22.0 18.446 25.904 80.765  48.282  -23.847 -564.341 26.714 0.0 0.000
340 10.0 0.1 30.0 18.446 25904  21.664  6.796 -23.851  -564.837  26.397 0.0 0.000
341 100 05 300 18.446 25904 38976 26733  -23.850 -564.463 26.686 0.0 0.000
342100 0.9 30.0 18446 25904 113319 52241 -23.853 -564.341 26714 0.0 0.000
343 100 -0.1 20 18446 25904  -9322  -2.652 137941 -564.691 26306 0.0 0.000
344 10.0 -0.1 10.0 18.446 25904  -42.802  2.825 137.925 -564.691 26.306 0.0 0.000
545 100 -0.1 18.0 18.446 25904 -72.518  7.280 137.909 -564.691  26.306 0.0 0.000
346 100 0.9 2.0 18.446 31.189 11.065  40.962  -23.858 -595.541 24.198 0.0 0.000
347 100 1.0 2.0 18446 31.189 13.985 47966  -23.862 -596.222 23775 0.0 0.000
348 100 0.9 100 18.446 31.189 34960  43.285 -23.849 -595.541 24.198 0.0 0.021
349 100 1.0 100 18.446 31.189  51.067 52237 -23.859 -596.222 23.775 0.0 0.000
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/350 10.0 0.9 18.0 18.446 31.189 00.886  45.987  -23.856 -595.541 24.198 0.0 0.000
351 10.0 1.0 18.0 18.446 31.189 92992  57.482  -23.844 -596.222 23.775 0.0 0.000
1352 100 0.1 22.0 18.446 31.189 15.668 5.900 -23.853 -595.859 24.216 0.0 0.055
353 10,0 03 22.0 18.446 31.189 21.039  15.474  -23.848 -595.594 24.403 0.0 0.022
1354 100 05 220 18.446 31.189 28452 24964 -23.847 -595.491 24.278 0.0 0.064
1355 100 0.7 220 18.446 31.189 40763  34.974  -23.848 -595.638 24.240 0.0 0.004
1356 10.0 0.9 22.0 18.446 31.189 74632 47469  -23.843 -595.541 24.198 0.0 0.000
1357 10.0 0.1 30.0 18.446 31.189 21.484 6.720 -23.852  -595.859 24216 0.0 0.000
358 10.0 0.5 30.0 18.446 31.189 38.159  26.473 -23.851 -595.491 24278 0.0 0.000
359 100 0.9 300 18.446 31.189  103.988 50.815 -23.858 -595.541 24.198 0.0 0.000
360 10.0 -0.1 20 18.446 31.189 -9.603  -2.583 137.953 -595.916  24.239 0.0 0.000
361 10.0 -0.1 10.0 18.446 31.189  -44.205  3.063 137916 -595.916  24.239 0.0 0.000
362 10.0 -0.1 180 18.446 31.189 -75007  7.635 137.969 -595.916 24239 0.0 0.000
363 10,0 09 2.0 26.157 25904 11.930  40.678  -23.863 -609.675 22.897 0.0 0.000
364 100 1.0 20 26.157 25904 15807 47917  -23.853 -609.831 22.907 0.0 0.000
365 100 0.9 100 26157 25904  38.921 43.423  -23.849 -609.675 22.897 0.0 0.018
366 10.0 1.0 10.0 26.157 25.904 60.681  53.430  -23.841 -609.831 22.907 0.0 0.000
367 10.0 0.9 180 26.157 25904  68.424 46.056  -23.855 -609.675 22.897 0.0 0.000
368 100 1.0 180 26157 25904  60.681  53.430  -23.841 -609.831  22.907 0.0 0.000
369 10.0 0.1 220 26.157 25.904 16.139 6.037 -23.848 -609.963  22.969 0.0 0.023
370 100 03 220 26157 25904 21793  15.657 -23.852 -609.600 22.683 0.0 0.006
371 100 0.5 220 26.157 25904  29.744 25210 -23.856 -609.769 22.956 0.0 0.010
372 100 0.7 220 26.157 25.904 43.377 35363  -23.847 -610.000 22.804 0.0 0.000
%373 10,0 09 220 26.157 25.904 84.186  48.447  -23.841 -609.675 22.897 0.0 0.000
374 100 0.1 300 26.157 25904  22.137 6.925 -23.851 -609.963  22.969 0.0 0.000
375 100 0.5 30.0 26.157 25.904 39.922  26.871  -23.849 -609.769 22.956 0.0 0.000
376 100 0.9 30.0 26.157 25904  118.044 52497  -23.847 -609.675  22.897 0.0 0.000
377 100 -0.1 20 26157 25904  -7.980  -3.069 137.925 -609.522 23.172 0.0 0.000
378 100 -0.1 10.0 26.157 25904  -36.824 1.388 137.906 -609.522  23.172 0.0 0.000
379 100 -0.1 18.0 26.157 25.904  -63.068  5.148 137.950 -609.522  23.172 0.0 0.000
380 100 0.9 20 26.157 31.189 11.398  40.850  -23.865 -640.591 19.636 0.0 0.000
381 100 1.0 20 26.157 31.189 14580  47.955  -23.855 -641.338 18.900 0.0 0.000
382 100 0.9 100 26.157 31.189 36.407 43306  -23.860 -640.591 19.636 0.0 0.006
383 10.0 1.0 100 26.157 31.189 53.954 52,579  -23.848 -641.338 18.900 0.0 0.000
384 10.0 0.9 18.0 26.157 31.189 63.465  46.125  -23.854 -640.591 19.636 0.0 0.000
385 10.0 1.0 18.0 26.157 31.189 98.440 58242  -23.860 -641.338 18.900 0.0 0.000
‘386 10,0 0.1 220 26.157 31.189 16.003 5.988 -23.850  -640.997  19.435 0.0 0.029
387 10.0 03 220 26.157 31.189 21,512 15565  -23.848 -641.053 19.574 0.0 0.014
388 10.0 0.5 220 26.157 31.189 29.146  25.053  -23.852 -640.734 19.683 0.0 0.036
389 10.0 0.7 220 26,157 31.189 41917 35075  -23.849 -640.650 19.792 0.0 0.001
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390 10.0 0.9 22.0 26.157 31.189  77.803  47.682  -23.842 -640.591 19.636 0.0 0.000
391 10.0 0.1 30.0 26.157 31.189  21.938 6.848 -23.850  -640.997  19.435 0.0 0.000
1392100 05 300 26157 31189  39.075 26617 -23.848 -640.734 19.683 0.0 0.000
1393 100 09 30.0 26.157 31.189  108.334 51.149  -23.854 -640.591 19.636 0.0 0.000
1394 100 0.1 20 26,157 31.189  -8223  -3.004 137.934 -640.094 19.244 0.0 0.000
1395 100 -0.1 10.0 26.157 31.189  -33.033 1.613 137.919 -640.094 19.244 0.0 0.000
1396 10.0 -0.1 180 26.157 31.189  -38.033 1.613 137919 -640.094 19.244 0.0 0.000
1397 30.0 0.9 2.0 18.446 25904 12.037 42461  -23.858 -181.128 37.378 0.0 0.011
1398 30.0 1.0 2.0 18.446 25904 15.081  50.667 -23.854 -181.381 37.408 0.0 0.000
399 30.0 09 100 18446 25904  39.646 52.809 -23.856 -181.128 37378 00 0.000
400 30.0 1.0 100 18.446 25904  61.667 74.103  -23.853 -181.381 37.408 00 0.000
401 30.0 0.9 180 18446 25904 75033 70355 -23.852 -181.128 37.378 0.0 0.000
1402 30.0 1.0 18.0 18.446 25904 127916 [28.122 -23.875 -181.381 37.408 0.0 0.000
1403 30.0 0.1 22.0 18.446 25.904 16.188 7.291 -23.852 -181.209 37.412 0.0 0.008
404 30.0 03 220 18446 25904  21.963 18204 -23.847 -181.125 37392 00 0047
405300 05 220 18446 25904 30397  30.023  -23.850 -181.038 37342 0.0 0.081
406 30.0 0.7 220 18.446 25904 45577 45231  -23.853 -181.103 37.381 0.0 0.006
407 300 0.9 22.0 18.446 25904 96350 83.549  -23.837 -181.128 37.378 0.0 0.000
408 30.0 0.1 30.0 18.446 25904 22572 8.989  -23.850 -181.209 37.412 0.0 0.000
409 30.0 0.5 30.0 18.446 25904  41.824 34,650 -23.848 -181.038 37.342 0.0 0.000
410 30.0 0.9 300 18.446 25904  147.288 125631 -23.847 -181.128 37378 0.0 0.000
411 30.0 -0.1 2.0 18.446 25.904  -8264  -0.895 137.938 -181.372 37.428 0.0 0.000
412 300 -0.1 10.0 18.446 25904 -34716  9.050 137.925 -181.372 37.428 0.0 0.000
413300 -0.1 180 18.446 25904 -54278  15.381 137.934 -181.372 37.428 0.0 0.000
414 30.0 09 10.0 18.446 31.189 11.456 42.437  -23.856 -191.178 40.171 0.0 0.033
415 30.0 1.0 100 18.446 31.189 13.903  50.258  -23.848 -191.447 40211 0.0 0.000
416 30.0 09 100 18.446 31.189  36.667 51.34] -23.851  -191.178  40.171 0.0 0.000
417 300 1.0 100 18.446 31.189 53.795  68.588  -23.846 -191.447 40211 0.0 0.000
418 30.0 0.9 18.0 18446 31.189 45669 54.581 -23.853  -191.150  40.179 0.0 0.000
419 30.0 1.0 18.0 18.446 31.189  68.009  65.594  -23.843 -191.178  40.171 0.0 0.000
420 30.0 0.1 22.0 18.446 31.189 16.030  7.158 -23.850 -191.269 40.226 0.0 0.014
421 300 03 220 18446 31.189  21.632  17.927 -23.847 -191.175 40208 0.0 0.041
422 300 05 220 18446 31.189  29.660  29.461  -23.847 -191.087 40.179 0.0 0.104
#3300 07 220 18446 31.189  43.655 43.862 -23.854 -191.150 40.179 0.0 0.083
124 300 0.9 220 18446 31.189  86.527 75.853  -23.857 -191.178 40.171 0.0 0.000
125 30.0 0.1 30.0 18.446 31.189  22.318 8.767 -23.851 -191.269  40.226 0.0 0.000
126 30.0 0.5 300 18446 31.189  40.683  33.673  -23.847 -191.087 40.179 0.0 0.000
27 300 0.9 30.0 18446 31.189  130.150 106366 -23.848 -191.178 40.171 0.0 0.000
128 30.0 -0.1 2.0 18.446 31.189 -8.543  -0.779 137.931 -191.384 40.194 0.0 0.000
129 300 -0.1 100 18.446 31.189 -36.026  9.528 137.919 -191.384  40.194 0.0 0.000
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430 300 -0.1 18.0 18.446 31.189  -56.447 16.166  137.931 -191.384 40.194 0.0 0.000
431 300 09 20 26157 25904 12.446 42400  -23.858 -195.872 34.199 0.0 0.004
432300 10 20 26157 25.904 15786 50.863  -23.856 -196.125 34251 0.0 0.000
1433300 09 100 26.157 25904  41.419 53.098 -23.854 -195.872 34.199 0.0 0.000
300 1.0 100 26,157 25904 65381  75.842 -23.848 -196.125 34.251 0.0 0.000
435300 09 180 26157 25904  78.446  70.875  -23.846 -195.872 34.199 0.0 0.000
436 30.0 1.0 180 26.157 25904 136075 132512 -23.833 -196.125 34251 0.0 0.000
437 30.0 0.1 220 26.157 25.904 16.524  7.421 -23.851 -195.950 34.294 0.0 0.003
438 30.0 03 220 26.157 25904  22.468 18319  -23.852 -195.853 34220 0.0 0.031
439 300 05 220 26,157 25904  31.167 30.094 -23.849 -195.803 34225 0.0 0.044
440 30.0 0.7 220 26.157 25904 46931 45245 -23.848 -195.847 34.199 0.0 0.001
441 300 0.9 220 26,157 25904 100.816 84.098  -23.853 -195.872 34.199 0.0 0.000
442 300 0.1 300 26157 25904  23.023  9.151 -23.852  -195.950 34.294 0.0 0.000
443 300 05 300 26.157 25904 42850 34700 -23.849 -195.803 34225 0.0 0.000
444 30.0 0.9 300 26.157 25904 154622 125591 -23.851 -195.872 34.199 0.0 0.000
445 300 -0.1 20 26157 25904  -7.132  -1.623 137.925 -196.078 34.209 0.0 0.000
446 300 0.1 10.0 26.157 25.904 -30.667  6.852 137.922 -196.078 34209 0.0 0.000
447 300 -0.1 18.0 26,157 25904  -49.107 12.631  137.925 -196.078 34.209 0.0 0.000
448 300 09 20 26,157 31.189 11.834 42395  -23.855 -205.891 36.916 0.0 0.011
449300 1.0 20 26157 31.189 14505 50.437  -23.851 -206.100 36.997 0.0 0.000
450 30.0 0.9 100 26.157 31.189  38.250 51.688  -23.852 -205.891 36.916 0.0 0.000
451 300 1.0 10.0 26.157 31.189 56.877  70.102  -23.859 -206.100 36.997 0.0 0.000
452 300 09 18.0 26.157 31.189  71.048 66308 -23.858 -205.891 36.916 0.0 0.000
453 30.0 1.0 18.0 26.157 31.189 114481 109.069 -23.842 -206.100 36.997 0.0 0.000
454 30.0 0.1 220 26.157 31.189 16350  7.292  -23.852 -206.022 36.999 0.0 0.005
455 30.0 03 220 26.157 31.189  22.111 18.056  -23.851 -205.894 36.930 0.0 0.029
2456 300 05 220 26,157 31.189 30392  29.573  -23.851 -205.772 37.007 0.0 0.066
457 300 0.7 220 26.157 31189 44925 43.979  -23.85] -205.828 36.965 0.0 0.013
458 300 09 220 26.157 31.189 90369  76.688  -23.858 -205.891 36.916 0.0 0.000
459 300 0.1 30.0 26157 31.189  22.746 8.937  -23.848 -206.022 36.999 0.0 0.000
460 30.0 0.5 30.0 26.157 31.189  41.658 33790 -23.850 -205.772 37.007 0.0 0.000
461 300 09 300 26.157 31.189 136128 107.203 -23.848 -205.891 36.916 0.0 0.000
462 300 0.1 20 26157 31.189 7364  -1.510 137.925 -206.056 37.039 0.0 0.000
463 30.0 -0.1 100 26.157 31189 31770 7314 137.900 -206.056 37.039 0.0 0.000
464 300 -0.1 180 26.157 31.189  -50.962 13384  137.966 -206.056  37.039 0.0 0.000
465-300 0.5 00 26157 31.189 208247 -1.812 0.220 208244 -2.017 0.0 0.000
466-30.0 0.5 00 26157 25904 198100 -2.360 -0.145  198.066 -2.609 0.0 0.000
467-30.0 0.5 0.0 18.446 25904  184.000  2.859 -0.014  184.009  2.629 0.0 0.000
168 -30.0 0.5 0.0 18446 31.189 194259 3.417 -0.055 194209 3229 0.0 0.000
169-200 0.5 0.0 26.157 31.189  313.300 -20.415 0.076 313212 -20.749 0.0 0.000
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470-20.0 0.5 0.0 26.157 25.904 298.331 -19.193 0.023 298.169 -19.492 0.0 0.000
471-200 0.5 0.0 18.446 25904 276.938 -12.964 0.150 276931 -13.259 0.0 0.000
1472-200 0.5 00 18.446 31.189 292,006 -14.048 -0.276 291.741  -14.388 0.0 0.000
j473 -10.0 0.5 0.0 18.446 31.189 574.459 -84.165 0.065 573912 -85.288 0.0 0.000
: 5474—10.0 0.5 0.0 18.446 25904 545731 -75.564 0.085 545.803 -76.484 0.0 0.000
’2475-10.0 0.5 0.0 26.157 25.904 588.969 -85.536 -0.269 588.534 -86.084 0.0 0.000
2476—10.0 0.5 0.0 26.157 31.189 617.281 -94.448 -0.132 616.969 -95.614 0.0 0.000
477 100 0.5 0.0 26.157 31.189 -640.369 19.187 -0.104  -640.734  19.683 0.0 0.006
478 100 0.5 0.0 26.157 25904 -609.413 22.518 -0.087 -609.769 22.956 0.0 0.010
479 100 0.5 0.0 18.446 25904 -564.550 26.117 0.097 -564.463 26.686 0.0 0.014
480 10.0 05 0.0 18.446 31.189 -595.625 23.073 0.220 -595.491 24278 0.0 0.009
481 200 0.5 0.0 26.157 31.189 -315.175 37.864 -0.008 -315.159 38.133 0.0 0.008
15482 200 05 0.0 26.157 25904 -299.647 35.791 0.039 -299.666 36.172 0.0 0.004
%483 200 05 0.0 18.446 25904 -277.359 38.970 -0.102  -277.319 39.221 0.0 0.007
}484 200 05 0.0 18.446 31.189 -292.688 41.049 -0.134  -292.681 41346 0.0 0.014
485300 05 00 18.446 31.189 -191.100 39.943 -0.068 -191.087 40.179 0.0 0.002
486 30.0 0.5 0.0 18.446 25.904 -181.081 37.027 0.007 -181.038  37.342 0.0 0.001
487 300 0.5 0.0 26.157 25904 -195.891 33.930 0.101  -195.803 34.225 0.0 0.000
488 300 0.5 0.0 26.157 31.189 -205.878 36.713 -0.047  -205.772  37.007 0.0 0.001
TESTING CASES
error = 0.00 cost = 0.921217

?n E’;
~No. 3 & RF XS] XRI RJ X] XSO Rmem Xmem 5 8
I -200 -0.10 4.0 24500 27.400 -17.686 -7.401 137.906 298.906 -18.603 0.0 0.000
2 -200 -0.10 14.0 24500 27.400 -70.075 -19.724 137.947 298.906 -18.603 0.0 0.000
3 -200 020 4.0 24500 27.400 3.596 8.339 -23.875  298.819 -18.557 1.0 1.000
4 -200 020 14.0 24500 27.400 11.118 8.631 -23.851  298.819 -18.557 1.0 1.000
15 200 020 260 24500 27.400 19.668 8.909 -23.851 298.819 -18.557 0.0 0.000
6 -200 0.60 4.0 24500 27.400 9.132 24,238 -23.863  297.812 -18.463 1.0 1.000
7 -20.0 0.60 14.0 24500 27.400 21.695 22.836 -23.849  297.812 -18.463 1.0 1.000
8 -20.0 0.60 26.0 24500 27.400 35.416 21.277 -23.849  297.812 -18.463 0.0 0.000
9 -20.0 0.80 26.0 24500 27.400 50.408 27.417 -23.855 298.828 -18.596 0.0 0.000
10 -20.0 095 4.0 24500 27.400 18.560 39.847 -23.853  298.091 -18.481 0.0 0.000
11 -20.0 0.95 140 24500 27.400 48.278 33.485 -23.850  298.091 -18.481 0.0 0.000
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12 200 -0.10 40 24.500 27.400 -15.150 -0.214 137.931 -299.484 37.487 0.0 0.000
13 200 -0.10 140 24.500 27.400 -46.722 7.726 137.941 -299.484 37.487 0.0 0.000
- 14 200 020 4.0 24500 27.400 3.789 8.749 -23.867 -300.081 37.416 1.0 1.000
15 200 0.20 140 24500 27.400 11.779 10.338 -23.851 -300.081 37.416 1.0 1.000
20.0 020 260 24500 27.400 21.898 12.537 -23.848 -300.081 37.416 0.0 0.000
17 200 0.60 40  24.500 27.400 10.503 26.044  -23.856 -299.028 37335 1.0 1.000
18 20.0 0.60 140 24500 27.400 25532  28.445 -23.851 -299.028 37.335 1.0 0.995
19 200 0.60 26.0 24500 27.400 45.556  32.080 -23.849  -299.028 37.335 0.0 0.000
20 20.0 0.80 26.0 24500 27.400 72.889 49816  -23.851 -299.969 37.336 0.0 0.000
21 200 095 40 24500 27400 21.499 46.674 -23.853 -299.094 37.383 0.0 0.000
22 20.0 095 140 24500 27400 68.127 58.917 -23.854  -299.094 37383 0.0 0.000
RUNNING CASES

; 5 i

No. & o Ry Xsi Xpy R, X Xso Rivem Xoem E 8
I -15.0 -0.10 6.0 20.660 29.890 -27.287 -7.449 137.925 395.666 -37.185 0.0 0.000
2 -150 -0.08 6.0 20.660 29.800 -26.569 -6.490 137.928 392.244 -36.798 0.0 0.000
3 -150 -006 60 20.660 29.890 -24.126 -5.306 137.944 392,263 -36.556 0.0 0.000
4 -15.0 -0.04 6.0 20.660 29.890 -22.013  -4.200 137.925 392263 -36.558 0.0 0.000
| : 5 -150 -0.02 6.0 20.660 29.890 -20.229 -3.179 137.925 392.234 -36.770 0.0 0.000
L6 -150 -0.00 60 20.660 29.890 -18.731 -2.936 137.922  395.678 -37.205 0.0 0.000
07 -150 000 60 20.660 29.890 3.878 0.921 -23.854 394769 -37.063 1.0 1.000
'8 -15.0 0.02 6.0 20.660 29.890 3.923 0.997 -23.854  391.184 -36.473 1.0 1.000
9 -15.0 004 6.0 20.660 29.890 4.006 1.728 -23.855  391.169 -36.378 1.0 1.000
10 -15.0 006 6.0  20.660 29.890  4.095 2.482 -23.856  391.538 -36.427 1.0 1.000
I1 -150 008 6.0 20660 29.890 4.178 3.236 -23.855  391.166 -36.400 1.0 1.000
12 -15.0 010 6.0 20.660 29.890 4.288 4.086 -23.857  391.169 -36.482 1.0 1.000
13 -15.0 0.15 6.0 20.660 29890 4.507 5.891 -23.858  391.175 -36.451 1.0 1.000
14 -150 020 60  20.660 29.890  5.102 8.492 -23.862 392,169 -36.503 1.0 1.000
15 -15.0 025 6.0 20660 29890 5.289 10.466  -23.862 391.053 -36.313 1.0 1.000
j216 -15.0 030 6.0 20.660 29.890 6.659 12.832  -23.861 391.172 -36.433 1.0 1.000
17 -150 035 6.0 20.660 29.890 7.527 15004  -23.861 390.778 -36.363 1.0 1.000
18 -150 040 6.0 39389 59.084 6.379 16,516 -23.867 390.822 -36.325 1.0 1.000
19 -15.0 045 6.0 20660 29.890 7.270 18.716 -23.866  390.778 -36.357 1.0 1.000
20 -15.0 050 6.0 20.660 29.890 9.422 21.146  -23.862 391.134 -36.362 1.0 1.000
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21 -150 055 60 20660 29.890 10.814 22703  -23.856 390.822 -36327 1.0 1.000
22 -150 0.60 6.0 20.660 29.890 11.747 24337  -23.857 391.041 -36312 1.0 1.000
23150 065 60 20660 29.890 11.542  27.225 -23.859 390987 -36.301 1.0 1.000
024 -150 070 6.0 20660 29.890 12959 29322  -23.859 391.231 -36.492 1.0 1.000
25 -150 072 6.0 20660 29.890 13.196 30305 -23.859 391.212 -36.423 1.0 1.000
26 -150 074 60 20660 29.890 13.649 31.120 -23.857 391.191 -36.479 1.0 1.000
27 150 076 60 20.660 29.890 14738  31.681  -23.856 391.125  -36.372 1.0 1.000
284150 078 60 20660 29.890 15353  32.498  -23.855 391.556  -36.430 1.0 1.000
29 -150 0.80 6.0 20.660 29.890 16304 33321  -23.854 392.237 -36.684 1.0 0.997
30 -15.0 0.82 6.0 20.660 29.890 17.275 33985 -23.853 391328 -36.515 0.0 0.904
31 -150 084 6.0 20.660 29.890 17.922  35.101 -23.851 391225 -36.524 0.0 0.023
0 32-150 086 6.0 20660 29.890 19204 35789  -23.851 391.303 -36.522 0.0 0.001
©33-150 088 6.0 20660 29.890 19.942 36842 23851 391.384 -36.449 0.0 0.000
34 -150 090 6.0 20.660 29.890 20.995 37760 -23.854 391337 -36.517 0.0 0.000
135 -150 092 60 20.660 29.890 22346  38.606 -23.850 391.297 -36.452 0.0 0.000
136 -150 094 60 20660 29.890 23.805 39.508  -23.852 391.756 -36340 0.0 0.000
037 -150 096 6.0 20660 29.890 25406  40.384  -23.853 391.284 -36.464 0.0 0.000
38 -150 098 6.0 20660 29.890 27.164 41.401 -23.857 391334 -36.515 0.0 0.000
39 -15.0 1.00 60 20.660 29.890 27.753  42.283  -23.859 395.597 -37.313 0.0 0.000
40 -150 0.40 0.0 20.660 29.890 0.643 16.145  -23.872 390.822 -36.325 1.0 1.000
41 150 040 02 20660 29.890 0.835 16.160  -23.877 390.822 -36.325 1.0 1.000
42 -150 040 04 20.660 29.890 1.031 16.176  -23.878 390.822 -36.325 1.0 1.000
143 -150 040 0.6 20.660 29.890 1.226 16.190  -23.882 390.822 -36.325 1.0 1.000
144 -150 040 08 20.660 29.890 1.421 16204  -23.884 390.822 -36.325 1.0 1.000
145 -150 040 1.0  20.660 29.890 1.615 16219  -23.886 390.822 -36.325 1.0 1.000
46 -150 040 12 20.660 29.890  1.809 16233 -23.885 390.822 -36.325 1.0 1.000
47 1150 040 1.4 20.660 29.890  2.003 16.245  -23.889 390.822 -36.325 1.0 1.000
48 -150 040 1.6 20660 29.890  2.196 16257  -23.887 390.822 -36.325 1.0 1.000
49 -15.0 0.40 1.8 20.660 29.890 2.389 16271 -23.887 390.822 -36.325 1.0 1.000
50 -150 040 20 20.660 29.890  2.581 16283  -23.887 390.822 -36.325 1.0 1.000
/51 -15.0 0.40 25 20.660 29.890 3.061 16313 -23.885 390.822 -36.325 1.0 1.000
0.40 3.0 20.660 29.890 3.539 16345  -23.885 390.822 -36.325 1.0 1.000
53 -150 040 35 20660 29.890 4.015 16373 -23.880 390.822 -36.325 1.0 1.000
54 -15.0 0.40 4.0 20.660 29.890  4.490 16402 -23.877 390.822 -36.325 1.0 1.000
55 -15.0 040 6.0 20.660 29.890 6379 16516  -23.867 390.822 -36.325 1.0 1.000
56 -150 040 8.0 20.660 29.890 8.252 16.627  -23.858 390.822 -36.325 1.0 1.000
57 -150 040 10.0 20.660 29.890 10.110  16.734  -23.855 390.822 -36325 1.0 1.000
58 -15.0 040 120 20.660 29.890 11951  16.840 -23.853 390.822 -36.325 1.0 1.000
59 -150 0.40 140 20.660 29.890 13.777 16941  -23.851 390.822 -36.325 1.0 1.000
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60 -15.0 040 16.0 20.660 29.890 15.585 17.037 -23.852 390.822 -36.325 1.0 1.000
61 -150 0.40 180 20.660 29.890 17.377 17.132  -23.849 390.822 -36325 1.0 1.000
62 -150 040 185 20.660 29.890 17.824 17.155 -23.851 390.822 -36.325 1.0 1.000
63 -150 040 190 20.660 29.890 18.267 17.176  -23.850 390.822 -36.325 1.0 0.999
64 <150 040 192 20.660 29.890 18.445 17.186  -23.850 390.822  -36.325 1.0 0.999
65 -150 040 194 20660 29.890 18.624 17.196  -23.852 390.822 -36.325 1.0 0.998
66 -150 040 19.6 20.660 29.890 18.801  17.204 -23.851  390.822 -36.325 1.0 0.996
67 -15.0 0.40 19.8 20.660 29.890 18.977 17.213  -23.851 390.822 -36.325 1.0 0.994
68 -150 040 20.0 20.660 29.890 19.154 17220 -23.848 390.822 -36325 1.0 0.990
69 -150 0.40 202 20.660 29.890 19.331 17229  -23.851 390.822 -36.325 0.0 0.983
70 -150 040 204 20.660 29.890 19.507 17.238  -23.850 390.822 -36.325 0.0 0.972
71 -150 040 20.6 20.660 29.890 19.684  17.247  -23.851 390.822 -36.325 0.0 0.954
72 -150 040 208 20.660 29.890 19.859  17.256  -23.850 390.822 -36.325 0.0 0.926
73 -150 040 21.0 20.660 29.890 20.036 17.264 -23.850 390.822 -36.325 0.0 0.881
|74 -150 040 215 20.660 29.890 20.476 17286  -23.852 390.822  -36.325 0.0 0.669
75 -150 0.40 220 20.660 29.890 20914  17.307 -23.851 390.822 -36.325 0.0 0.355
76 -150 0.40 225 20.660 29.890 21351  17.327  -23.850 390.822 -36.325 0.0 0.132
77 -150 040 23.0 20.660 29.890 21.787 17.346  -23.850 390.822 -36.325 0.0 0.041
7B -150 040 235 20.660 29.890 22.223  17.367 -23.849 390.822 -36.325 0.0 0.012
79 -150 040 240 20.660 29.890 22.658 17387  -23.851 390.822 -36.325 0.0 0.003
80 -150 040 245 20.660 29.890 23.093 17.406 -23.850 390.822 -36.325 0.0 0.001
81 -15.0 0.40 250 20.660 29.890 23.525 17.427 -23.852 390.822 -36.325 0.0 0.000
82 -15.0 0.40 260 20.660 29.890 24.386 17.466 -23.852 390.822 -36.325 0.0 0.000
83 -150 040 28.0 20.660 29.890 26.098 17.541 -23.850 390.822 -36.325 0.0 0.000
84 -150 0.40 30.0 20.660 29.890 27.796 17.610  -23.850 390.822 -36.325 0.0 0.000
185 -150 0.40 320 20.660 29.890 29.478  17.677 -23.852  390.822 -36.325 0.0 0.000
86 -150 0.40 340 20.660 29.890 31.145  17.740  -23.850 390.822 -36.325 0.0 0.000
87 150 0.40 360 20.660 29.890 32797  17.800 -23.849  390.822 -36.325 0.0 0.000
88 -150 0.40 380 20660 29.890 34.436  17.857  -23.850 390.822 -36.325 0.0 0.000
89 -150 040 40.0 20.660 29.890 36.058  17.909  -23.850 390.822 -36.325 0.0 0.000
90 15.0 -0.10 6.0 20.660 29.890 -23.280  0.754 137.919 -401.319 37.353 0.0 0.001
91 150 -0.08 6.0 20.660 29.890 -22.730  1.475 137.925 -397.734  37.787 0.0 0.000
92 150 -0.06 6.0 20.660 29.890 -20.903 1.813 137.909 -397.850 37.859 0.0 0.000
93 150 -0.04 60 20.660 29.890 -19.290  2.193 137916 -397.853 37.866 0.0 0.000
94 150 -0.02 60 20.660 29.890 -17.914  2.620 137.928 -397.709 37.817 0.0 0.000
95 150 000 6.0 20660 29.890 -16.714  2.344 137.922 -401.325 37.368 0.0 0.000
96 150 0.00 6.0 20.660 29.890 3.919 1.194  -23.853 -401.953 37478 1.0 1.000
97 150 0.02 6.0 20.660 29.890 3.961 1.275  -23.853 -397.747 37.840 1.0 1.000
98 150 0.04 6.0 20.660 29.890 4.060 2017  -23.854 -397.706 37.913 1.0 1.000
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99 150 006 6.0 20.660 29.890 4.165 27784  -23.853 -398.250 37.997 1.0 1.000
100 150 0.08 60 20.660 29.890 4.270 3.551 -23.854  -397.737 37958 1.0 1.000
101 150 0.10 6.0 20.660 29.890 4.391 4419  -23.855 -397.713 37.874 1.0 1.000
102 150 0.15 6.0 20.660 29.890 4.673 6.254  -23.856 -397.744 37.886 1.0 1.000
01103 150 020 6.0 20.660 29.890 5.267 8.955 -23.8360 -398.788 37.760 1.0 1.000
104 150 025 60 20.660 29.890 5.514 10968  -23.860 -397.531 38.083 1.0 1.000
105 150 030 6.0 20.660 29.890 6.946 13.547  -23.858 -397.731 37.929 1.0 1.000
106 150 035 6.0 20.660 29.890 7.890 15879  -23.858 -397.225 37971 1.0 1.000
107 150 040 6.0 20.660 29.890 6.834 17.217  -23.862 -397.197 37.975 1.0 1.000
108 15.0 045 6.0 20.660 29.890 7.810 19.586  -23.859 -397.316 37.914 1.0 1.000
109 150 050 6.0 20.660 29.890 10.089 22.451 -23.859 -397.537 38.087 1.0 1.000
110 150 055 60 20.660 29.890 11.757 24303  -23.855 -397.250 37.945 1.0 1.000
S 1150 060 60 20660 29.890 12948  26.154  -23.853 -397.331 37.942 1.0 1.000
112 150 065 60 20.660 29.890 12.613 29.112 -23.856 -397.284 37918 1.0 1.000
13 150 070 6.0 20660 29.890 14.253 31.617 -23.855 -397.625 37.953 1.0 1.000
114 150 072 6.0 20.660 29.890 14.490 32703 -23.856 -397.297 38006 1.0 1.000
115 150 074 60 20660 29.890 15030 33.665 -23.853 -397.331 37966 1.0 1.000
116 150 076 60 20.660 29.890 16361  34.550 -23.853  -397.312 37961 1.0 1.000
17150 078 6.0 20,660 29.890 17.110  35.543  -23.854 -397.841 37779 1.0 1.000
118 150 0.80 6.0 20.660 29.890 18.264 36.685 -23.852 -398.572 37.917 1.0 1.000
119150 082 60 20660 29.890 19378 37713  -23.852 -397.697 37.870 0.0 0.999
120 150 084 60 20.660 29.890 20.060  39.134 -23.848 -397.603  38.024 0.0 0.990
121 150 086 60 20.660 29.890 21.605 40304 -23.849 -397.728 37.877 0.0 0.931
122 150 088 6.0 20.660 29.890 22419 41711 -23.855 -397.753 37.839 00 0.403
123 150 090 6.0 20.660 29.890 23.632  43.091 -23.851 -397.741 37875 0.0 0.047
124 150 092 6.0 20660 29.890 25.215 44559  -23.850 -397.572 37.978 0.0 0.005
125 150 094 60 20660 29.890 27.002  46.125  -23.851 -397.841  37.798 0.0 0.001
126 150 096 60  20.660 29.890 28.855 47.824  -23.848 -397.609 38.021 0.0 0.000
127 150 098 6.0 20.660 29.890 30.914 49.802 -23.847 -397.638 37.946 0.0 0.000
;128 150 100 60 20.660 29.890 31.667 50.922 -23.846 -401.831 37.539 0.0 0.000
129 150 040 0.0 20.660 29.890 1.126 16.037  -23.868 -397.197 37.975 1.0 1.000
130 150 040 0.2 20.660 29.890 1.311 16,076  -23.870 -397.197 37.975 1.0 1.000
131 150 040 0.4  20.660 29.890 1.502 16,115  -23.872 -397.197 37975 1.0 1.000
132 150 040 0.6 20.660 29.890 1.692 16.156  -23.872 -397.197 37.975 1.0 1.000
133 150 040 08 20.660 29.890 1.882 16.195  -23.875 -397.197 37.975 1.0 1.000
134 150 040 1.0 20.660 29.890 2.072 16.234  -23.875 -397.197 37.975 1.0 1.000
135 150 040 12 20.660 29.890 2.262 16.274  -23.878 -397.197 37975 1.0 1.000
136 150 040 1.4 20.660 29.890 2.451 16312 -23.878 -397.197 37.975 1.0 1.000
137 15.0 0.40 1.6 20.660 29.890 2.641 16352 -23.878 -397.197 37.975 1.0 1.000
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138 15.0 0.40 1.8 20.660 29.890 2.831 16391  -23.878 -397.197 37975 1.0 1.000
§139 150 040 20 20.660 29.890 3.020 16.429  -23.878 -397.197 37.975 1.0 1.000
140 15.0 040 25 20.660 29.860 3.494 16527  -23.876 -397.197 37.975 1.0 1.000
141 15.0 040 3.0 20.660 29.890 3.969 16.624  -23.875 -397.197 37975 1.0 1.000
142 150 040 3.5 20.660 29.890  4.444 16,722 -23.873 -397.197 37975 1.0 1.000
150 040 40 20.660 29.890 4.920 16820  -23.872 -397.197 37975 1.0 1.000
144 150 040 6.0 20.660 29.890 6.834 17217 -23.862 -397.197 37.975 1.0 1.000
145 150 040 80 20.660 29.890 8.768 17.625  -23.856 -397.197 37.975 1.0 1.000
146 150 0.40 100 20.660 29.890 10.722 18.044  -23.853 -397.197 37.975 1.0 1.000
‘ 150 040 120 20.660 29.890 12.696 18.473 -23.852 -397.197 37.975 1.0 1.000
148 150 040 140 20.660 29.890 14.686 18913  -23.852 -397.197 37975 1.0 1.000
149 150 040 16.0 20.660 29.890 16.696  19.362 -23.851 -397.197 37.975 1.0 1.000
150 150 040 18.0 20.660 29.890 18725 19.821  -23.852 -397.197 37.975 1.0 0.987
151 150 040 185 20.660 29.890 19.234  19.936  -23.851 -397.197 37.975 1.0 0.967
152150 040 190 20.660 29.890 19.745  20.054 -23.850 -397.197 37.975 1.0 0921
153 150 040 192 20.660 29.890 19.949  20.098  -23.850 -397.197 37975 1.0 0.888
154 150 040 194 20.660 29.890 20.155 20.148  -23.853 -397.197 37975 1.0 0.845
155150 040 19.6 20.660 29.890 20359  20.195  -23.851 -397.197 37.975 1.0 0.788
156 150 040 19.8 20.660 29.890 20.565 20243  -23.850 -397.197 37.975 1.0 0.718
157 150 040 20.0 20.660 29.890 20.771 20286 -23.850 -397.197 37.975 1.0 0.634
158 150 0.40 202 20.660 29.890 20976 20335 -23.850 -397.197 37.975 0.0 0.543
159 15.0 040 204 20.660 29.890 21.183  20.385 -23.851 -397.197 37.975 0.0 0.448
160 150 040 20.6 20.660 29.890 21.388 20.432 -23.850 -397.197 37.975 0.0 0357
161 150 040 20.8 20.660 29.890 21.594 20.478 -23.850 -397.197 37.975 00 0274
162 150 040 21.0 20.660 29.890 21.802 20.526 -23.849 -397.197 37.975 00 0.204
2163 15.0 040 215 20.660 29.890 22316 20.646  -23.850 -397.197 37.975 00 0.090
2164 150 040 220 20.660 29.890 22.836  20.767  -23.852 -397.197 37.975 0.0 0.037
165 150 040 22.5 20.660 29.890 23355  20.887  -23.850 -397.197  37.975 0.0 0.014
166 15.0 040 23.0 20.660 29.890 23.875 21.008 -23.848 -397.197 37.975 0.0 0.006
167 150 040 23.5 20.660 29.890 24396 21.134  -23.850 -397.197 37975 0.0 0.002
168 150 040 240 20.660 29.890 24920 21257 -23.851 -397.197 37.975 0.0 0.001
169 15.0 040 245 20.660 29.890 25.444 21377  -23.848 -397.197 37.975 00 0.000
170 150 040 25.0 20.660 29.890 25972  21.505  -23.852 -397.197 37.975 0.0 0.000
171150 040 26.0 20.660 29.890 27.026 21.755 -23.851 -397.197 37.975 0.0 0.000
172150 040 28.0 20.660 29.890 29.147 22265 -23.850 -397.197 37.975 0.0 0.000
{173 150 040 30.0 20.660 29.890 31291 22786  -23.850 -397.197 37.975 0.0 0.000
174 150 040 320 20.660 29.890 33.455 23319 -23.851 -397.197  37.975 0.0 0.000
[75 150 040 340 20.660 29.890 35.636  23.862 -23.849 -397.197 37.975 0.0 0.000
176 150 040 36.0 20.660 29.890 37.842 24.419 -23.851 -397.197 37.975 0.0 0.000
177 150 040 38.0 20.660 29.890 40.065 24.985 -23.849 -397.197 37.975 0.0 0.000
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178 150 040 40.0 20.660 29.890 42312 25568  -23.852 -397.197 37.975 0.0 0.000
179-150 -0.10 160 20.660 29.890 -80.663 -20.096 137.953 395.666 -37.185 0.0 0.036
180-150 -0.08 160 20.660 29.890 -74.521 -14893  137.931 392.244 -36.798 0.0 0.005
181-150 -0.06 160 20.660 29.890 -68.699 -12.609 137.944 392263 -36.556 0.0 0.000
182150 -0.04 160 20.660 29.890 -64.054 -10.594  137.922 392.263 -36.558 0.0 0.000
183-15.0 -0.02 160 20.660 29.890 -58.578  -8.864 137.941  392.234 -36.770 0.0 0.000
184-150 000 160 20.660 29.890 -53.894  -8.053 137.916  395.678 -37.205 0.0 0.000
185-15.0 0.00 160 20.660 29.890 10.180 1.314  -23.851 394769 -37.063 1.0 0.992
- 186-15.0 0.02 160 20.660 29.890 10.246 1.384 -23.851 391.184 -36.473 1.0 0.992
187-15.0 0.04 160 20.660 29.890 10.420 2.126 -23.850  391.169 -36.378 1.0 0.996
188-15.0 0.06 160 20.660 29.890 10.610 2.886 -23.850  391.538 -36.427 1.0 0.998
189-150 0.08 160 20.660 29.890 10.796 3.638 -23.852  391.166 -36.400 1.0 0.999
190-150 0.10 160 20.660 29.890 11.020 4.490 -23.851 391.169 -36.482 1.0 1.000
191-150  0.15 160 20.660 29.890 11.520 6.298 -23.851  391.175 -36.451 1.0 1.000
192-150 020 160 20.660 29.890 12.531 8.904  -23.850 392.169 -36.503 1.0 1.000
193-150 025 160 20.660 29.890 13.086 10912 -23.852 391.053 -36313 1.0 1.000
194-150 030 160 20660 29.890 14.938 13,075 -23.850 391.172 -36.433 1.0 1.000
195-150 035 160 20.660 29.890 16322 15.118 -23.851 390.778 -36.363 1.0 1.000
196-150 040 160 20.660 29.890 15.585 17.037 -23.852 390.822 -36.325 1.0 1.000
197-15.0 045 160 20.660 29.890 17.045 19.126  -23.850 390.778 -36.357 1.0 1.000
198-150 050 160 20.660 29.890 19.952 21.095 -23.851 391.134 -36.362 1.0 1.000
199-150 055 160 20660 29.890 22304 22036 -23.850 390.822 -36.327 1.0 1.000
200-150 0.60 160 20.660 29.890 24.161 23324  -23.850 391.041 -36.312 1.0 1.000
201-150 0.65 160 20.660 29.890 24.716 26.875 -23.850 390.987 -36.301 1.0 1.000
1202-15.0 070 16.0 20.660 29.890 27.503  28.561  -23.852 391.231 -36.492 1.0 1.000
203-150 072 160 20.660 29.890 27.503 28561  -23.852 391231 -36.492 1.0 1.000
+.204-150 074 160 20.660 29.890 29325 30326 -23.851 391.191 -36.479 1.0 1.000
205-150 076 160 20.660 29.890 31.596 29.935 -23.850 391.125 -36.372 1.0 1.000
206-15.0 0.78 160 20.660 29.890 32.392  31.032 -23.852 391.556 -36.430 1.0 1.000
207-150 0.80 16.0 20.660 29.890 34.556 31.257 -23.852 392237 -36.684 1.0 0.988
208-150 0.82 160 20.660 29.890 36.782 31461  -23.851 391328 -36.515 0.0 0.595
209-150 084 160 20.660 29.890 38.587 32396 -23.850 391.225 -36.524 0.0 0.081
210-150 086 160 20.660 29.800 41.282  32.662 -23.845 391303 -36.522 0.0 0.001
211-150 088 160 20.660 29.890 43201 33517  -23.853 391.384 -36.449 0.0 0.000
212-150 090 160 20.660 29.890 45544 34108 -23.852 391.337 -36.517 0.0 0.000
213-150 092 160 20.660 29.890 48.623  34.534  -23.853 391.297 -36.452 0.0 0.000
214-150 094 160 20.660 29.890 51781  34.960 -23.853  391.756 -36.340 0.0 0.000
215-150 096 160 20.660 29.890 55332 35320 -23.853 391.284 -36.464 0.0 0.000
216-150 098 160 20.660 29.890 59.283 35768  -23.843 391.334 -36.515 0.0 0.000
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217-150 1.00 16.0 20.660 29.890 60.480  36.420  -23.850 395.597 -37.313 0.0 0.000
‘§218 150 -0.10 16.0 20.660 29.800 -56.400 7.319 137.925 -401.319 37353 0.0 0.000
219 150 -0.08 160 20.660 29.890 -55.184 7.833 137.947 -397.734 37787 0.0 0.000
11220 150 -0.06 16.0 20.660 29.890 -51.145  7.565 137.956 -397.850 37.859 0.0 0.000
;221 150 -0.04 16.0 20.660 29.890 -47.529 7.415 137.934 -397.853 37.866 0.0 0.000
3222 150 -0.02 16.0 20.660 29.890 -44.417 7.398 137.934 -397.709 37.817 0.0 0.000
1223 15.0 0.00 16.0 20.660 29.890 -41.710 6.693 137.922 -401.325 37368 0.0 0.000
224 150 0.00 160 20.660 29.890 10.580 2.142 -23.851 -401.953 37478 1.0 0.999
225 15.0 002 160 20.660 29.890 10.650 2.229 -23.851  -397.747 37.840 1.0 0.999
226 15.0 0.04 16.0 20.660 29.890 10.850 3.012 -23.850  -397.706 37913 1.0 0.999
227 150 0.06 16.0 20.660 29.890 11.063 3.816 -23.851 -398.250  37.997 1.0 1.000
11228 150 0.08 160 20.660 29.890 11.279 4.611 -23.852  -397.737 37.958 1.0 1.000
§229 150 0.10 16.0 20.660 29.890 11.523 5.524 -23.851 -397.713  37.874 1.0 1.000
1230 150 0.15 160 20.660 29.890 12.110 7.445 -23.852  -397.744 37.886 1.0 1.000
231 150 020 160 20.660 29.890 13.170 10.331 -23.851 -398.788  37.760 1.0 1.000
1232 150 025 160 20.660 29.890 13.808 12508  -23.850 -397.531 38.083 1.0 1.000
233 150 030 160 20.660 29.890 15.900 15.089  -23.850 -397.731 37.929 1.0 1.000
234 150 035 16.0 20.660 29.890 17.503 17.499  -23.850 -397.225 37971 1.0 0.997
235 150 0.40 160 20.660 29.890 16.696 19362  -23.851 -397.197 37.975 1.0 1.000
236 150 045 160 20.660 29.890 18389 21.865 -23.852 -397.316 37.914 1.0 0.999
©237 15.0 050 16.0 20.660 29.890 21.845 24.615 -23.852 -397.537 38.087 1.0 0.997
1238 150 055 160 20.660 29.890 24.994  26.107 -23.851  -397.250 37.945 1.0 0.976
239 15.0 060 16.0 20.660 29.890 27.530  27.901 -23.850 -397.331 37942 1.0 0.954
2240 150 0.65 160 20.660 29.890 27.771 32125 -23.851 -397.284 37918 1.0 1.000
241150 070 160 20.660 29.890 31.426 34.818  -23.853 -397.625 137.953 1.0 1.000
242 150 072 160 20.660 29.890 32330 36303 -23.849 -397.297 38.006 1.0 1.000
243 150 074 160 20.660 29.890 33.699  37.448  -23.851 -397.331 37966 1.0 0.999
':244 150 076 160 20.660 29.890 37.157 37.696  -23.851 -397.312 37.961 1.0 0977
245 150 078 160 20.660 29.890 38.134  39.200  -23.851 -397.841 37.779 1.0 0.976
;:246 150 080 160 20.660 29.890 41355 40209 -23.855 -398.572 37.917 0.0 0510
2247 15.0 082 16.0 20.660 29.8900 44.621 41.366  -23.850 -397.697 37.870 0.0 0.013
248 150 0.84 16.0 20.660 29.800 47.101 43.338  -23.849 -397.603 38.024 0.0 0.001
249 150 086 160 20.660 29.890 51.254  44.845 -23.848 -397.728 37.877 0.0 0.000
;250 15.0 088 16.0 20.660 29.890 54.051 46.870  -23.852 -397.753 37.839 0.0 0.000
251 150 090 16.0 20.660 29.890 57.679  48.829  -23.848 -397.741 137.875 0.0 0.000
252 150 092 160 20.660 29.890 62.619 51.116  -23.854 -397.572  37.978 0.0 0.000
253 15.0 094 160 20.660 29.890 67.959  53.451 -23.841  -397.841  37.798 0.0 0.000
254 15.0 096 160 20.660 29.890 74.068  56.365 -23.848 -397.609 38.021 0.0 0.000
255 15.0 0.98 16.0 20.660 29.890 81.119 59.896 -23.850 -397.638 37.946 0.0 0.000
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1256 150 1.00 160 20.660 29.890 83.197  61.157 -23.857 -401.831  37.539 0.0 0.000
-1 -250 -0.10 6.0 20.660 29.890 -28.009 -11.099  137.928 238316 -5.595 0.0 0.000
© 2 -250 -008 6.0 20.660 29.890 -27.263 -10.020 137.925 236.066 -5.118 0.0 0.000
3 250 -0.06 60 20.660 29.890 -24.677 -8.390 137.909  236.003 -5.133 0.0 0.000
© 4 250 004 60 20660 29.890 -22.455 -6.918 137.925 236.003 -5.134 0.0 0.000
5 250 -002 60 20.660 29.890 -20581  -5.604 137928 236.100 -5.128 0.0 0.000
-6 -250 000 6.0 20.660 29.890 -19.027 -5.111 137.925 238306 -5.574 0.0 0.000
7 -250 000 6.0 20.660 29.890 3.841 0.837 -23.855  237.947 -5.016 1.0 1.000
8 -250 002 6.0 20.660 29.890 3.887 0.911 -23.853  235.500 -5.108 1.0 1.000
9 250 004 6.0 20.660 29.890 3.964 1.640 -23.855 235497 -5.143 1.0 1.000
10 -250 0.06 6.0 20.660 29.890 4.046 2.391 -23.855 235.869 -5.086 1.0 1.000
11 -250 008 6.0 20.660 29.890 4.121 3.143 -23.856 235491 -5.151 1.0 1.000
12.-250 0.10 6.0 20.660 29.890 4.227 3.988 -23.857 235509 -5.093 1.0 1.000
113 250 0.5 60 20.660 29.890  4.422 5.788 -23.858  235.503 -5.108 1.0 1.000
14 -250 020 6.0 20.660 29.890 5.009 8.358 -23.861  236.131 -5.105 1.0 1.000
15 250 025 60 20.660 29.890 5.174 10.324  -23.864 235.441 -5.083 1.0 1.000
16 250 030 60 20.660 29.890 6.507 12.630  -23.863 235447 -5.111 1.0 1.000
17 -250 035 6.0 20.660 29.890 7.338 14758  -23.864 235409 -5.134 1.0 1.000
18 -25.0 0.40 6.0 20.660 29.890 6.174 16.328  -23.868 235365 -5.137 1.0 1.000
19 -250 045 6.0 20.660 29.890 7.025 18.484  -23.866 235.409 -5.135 1.0 1.000
20 -250 050 6.0 20660 29.890 9.106  20.794  -23.865 235459 -5.115 1.0 1.000
21 250 055 60 20.660 29.890 10392 22286 -23.858 235.391 -5.148 1.0 1.000
122-250 060 60 20.660 29.890 11231 23.873 -23855 0235.428 -5.111 1.0 1.000
23 250 065 60 20660 29.890 11.058  26.728  -23.862 235375 -5.120 1.0 1.000
124 250 070 6.0 20.660 29.890 12375 28725  -23.860 235.506 -5.078 1.0 1.000
©25-250 072 6.0 20660 29.890 12601  29.677 -23.860 235.481 -5.122 1.0 1.000
126 250 074 6.0 20660 29.890 13.020 30.456 -23.861 235.462 -5.104 1.0 1.000
27 -250 076 60 20660 29.890 14012 30.947 -23.856 235462 -5.105 1.0 1.000
28 -250 078 6.0 20.660 29.890 14.577 31.724  -23.854 235947 -5.128 1.0 0.999
29 250 080 6.0 20.660 29.890 15.445 32474 -23.853 236200 -5.060 1.0 0.986
30 250 0.82 6.0 20.660 29.890 16347 33.052 -23.855 235.644 -5.042 0.0 0.833
31 -250 084 6.0 20660 29.890 16.957 34.092 -23.851 235531 -5.066 0.0 0.239
32 -250 086 6.0 20.660 29.890 18.129  34.673  -23.851 235.647 -5.029 0.0 0.047
33250 088 6.0 20660 29.890 18.816 35.641  -23.851 235.675 -4.998 0.0 0.004
34 250 090 60 20.660 29.890 19.785  36.451 -23.852  235.638  -5.047 0.0 0.000
35-250 092 6.0 20.660 29.890 21.023 37.164 -23.852 235606 -5.080 0.0 0.000
36 -25.0 094 6.0 20.660 29.890 22342 37.926 -23.856 235.953 -5.089 0.0 0.000
37 -250 096 60 20.660 29.890 23.799  38.623  -23.850 235.622 -5.071 0.0 0.000
38 -250 098 6.0 20.660 29.890 25398 39.437 -23.852 235.634 -5.048 0.0 0.000
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250 1.00 60 20.660 29.890 25923 40271  -23.847 238.109 -5.051 0.0 0.000
-250 040 00 20.660 29.890 0.492 16222 23875 235365 -5.137 1.0 1.000
-25.0 040 0.2 20.660 29.890  0.683 16228  -23.878 235365 -5.137 1.0 1.000
-250 040 04  20.660 29.890 0.879 16235  -23.880 235365 -5.137 1.0 1.000
=250 040 06 20.660 29.890 1.074 16241 23883 235365 -5.137 1.0 1.000
-250 040 0.8 20.660 29.890 1.268 16247  -23885 235365 -5.137 1.0 1.000
-250 040 1.0 20.660 29.890 1.462 16252 -23.888 235365 -5.137 1.0 1.000
=250 040 12 20.660 29.890 1.656 16256  -23.888 235365 -5.137 1.0 1.000
250 040 1.4  20.660 29.800 1.848 16260  -23.887 235365 -5.137 1.0 1.000
-250 040 1.6 20.660 29.890 2.041 16264  -23.890 235.365 -5.137 1.0 1.000
-250 040 1.8  20.660 29.890 2.232 16268  -23.8890 235365 -5.137 1.0 1.000
250 040 20 20.660 29.800 2.424 16272 -23.890 235365 -5.137 1.0 1.000
-25.0 040 25 20.660 29.890 2901 16.281  -23.880 235365 -5.137 1.0 1.000
-250 040 3.0 20.660 29.890 3.375 16280  -23.887 235365 -5.137 1.0 1.000
-25.0 040 35 20.660 29.890 3.846 16295  -23.882 235365 -5.137 1.0 1.000
-250 040 4.0 20.660 29.890 4.315 16302  -23.879 235365 -5.137 1.0 1.000
-250 040 6.0 20.660 29.890 6.174 16328  -23.868 235365 -5.137 1.0 1.000
-250 0.40 8.0 20.660 29.890 8.006 16354  -23.860 235365 -5.137 1.0 1.000
250 0.40 10.0 20.660 29.890 9.811 16378  -23.855 235365 -5.137 1.0 1.000
250 040 120 20.660 29.890 11.589 16399  -23.854 235365 -5.137 1.0 1.000
-25.0 040 140 20.660 29.890 13.340 16.417  -23.851 235365 -5.137 1.0 1.000
-25.0 040 160 20.660 29.890 15065 16433  -23.850 235365 -5.137 1.0 1.000
250 040 180 20660 29.890 16.764  16.446 -23.852 235365 -5.137 1.0 1.000
-250 0.40 185 20.660 29.890 17.184  16.447  -23.849 235365 -5.137 1.0 1.000
-250 040 190 20.660 29.890 17.603  16.452  -23.849 235365 -5.137 1.0 1.000
250 040 192 20660 29.890 17.769 16454  -23.851 235365 -5.137 1.0 1.000
-250 040 194 20.660 29.890 17.937 16.454 -23.851 235365 -5.137 1.0 0.999
-250 040 19.6 20.660 29.890 18.103  16.455 -23.849 235365 -5.137 1.0 0.999
250 040 198 20.660 29.890 18.269  16.456  -23.850 235365 -5.137 1.0 0.998
250 040 200 20.660 29.890 18.436  16.456  -23.851 235365 -5.137 1.0 0.996
250 040 202 20.660 29.890 18.603 16456 -23.850 235365 -5.137 0.0 0993
-250 040 204 20.660 29.890 18.767  16.458  -23.851 235365 -5.137 0.0 0.987
250 040 206 20.660 29.890 18.934  16.458  -23.851 235365 -5.137 0.0 0.978
250 040 208 20.660 29.890 19.097 16.460 -23.850 235365 -5.137 0.0 0.962
250 040 21.0 20.660 29.890 19.263 16461  -23.851 235365 -5.137 0.0 0.934
250 040 215 20.660 29.890 19.674  16.463  -23.850 235365 -5.137 0.0 0.778
-250 040 220 20.660 29.890 20.084  16.464 -23.850 235365 -5.137 0.0 0.465
250 040 225 20.660 29.890 20.492 16465 -23.850 235365 -5.137 0.0 0.180
250 040 23.0 20.660 29.890 20.897 16467 -23.850 235365 -5.137 00 0.054
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78 -250 040 23.5 20660 29.890 21304 16468  -23.852 235365 -5.137 0.0 0.015
79 -250 040 240 20.660 29.890 21.707  16.468  -23.851 235365 -5.137 0.0 0.004
80 250 0.40 245 20.660 29.890 22,108  16.470 -23.849 235365 -5.137 0.0 0.001
- 81 -250 040 250 20.660 29.890 22509 16.470  -23.851 235365 -5.137 0.0 0.000
-25.0 040 260 20.660 29.890 23305 16.472 -23.850 235365 -5.137 0.0 0.000

83 -25.0 0.40 28.0 20.660 29.890 24.881 16473 -23.851 235365 -5.137 0.0 0.000
- 84250 040 300 20.660 29.850 26.434  16.467 -23.849 235365 -5.137 0.0 0.000
- 85-250 040 320 20.660 29.890 27.965 16.464  -23.850 235365 -5.137 0.0 0.000
86 -25.0 0.40 34.0 20.660 29.890 29.472 16459 -23.850 235365 -5.137 0.0 0.000
87 -25.0 040 36.0 20.660 29.890 30.958  16.448  -23.849 235365 -5.137 0.0 0.000
88 -250 0.40 38.0 20.660 29.890 32426 16.438  -23.851 235365 -5.137 0.0 0.000
250 040 40.0 20.660 29.890 33.870 16426  -23.851 235365 -5.137 0.0 0.000
90 250 -0.10 60 20.660 29.890 -21.639  2.763 137.950 -236.409 39.131 0.0 0.000
91 250 -0.08 6.0 20660 29.890 -21.142  3.434 137.941 -234.297 39.587 0.0 0.000
92 250 -0.06 6.0 20.660 29.890 -19.532  3.608 137.931 -234.216  39.580 0.0 0.000
93 250 -0.04 60 20660 29.890 -18.098  3.840 137.922  -234.213  39.581 0.0 0.000
94 250 -0.02 6.0 20.660 29.890 -16.871 4.144 137919 -234303 39.587 0.0 0.000
195 250 000 6.0 20.660 29.890 -15.790  3.754 137.922 -236.406  39.138 0.0 0.000
196 250 000 60 20.660 29.890  3.907 1.289 -23.853  -236.619 39.782 1.0 1.000
297 250 002 6.0 20.660 29.890 3.948 1.371 -23.853  -234.156  39.598 1.0 1.000
198 250 0.04 6.0 20.660 29.890 4.051 2.119 -23.854  -234.087 39.629 1.0 1.000
199 250 006 60 20.660 29.890 4160 2.891 -23.854  -234.409 39.573 1.0 1.000
100 250 0.08 6.0 20.660 29.890 4.272 3.664  -23.854 -234.087 39.622 1.0 1.000
101 250 0.10 6.0 20.660 29.890  4.395 4.540 -23.855 -234.150  39.592 1.0 1.000
102 250 0.5 6.0 20.660 29.890  4.697 6.391 -23.855 -234.122  39.592 1.0 1.000
103 250 020 6.0 20.660 29.890 5.281 9.124 23857 -234.722 39.653 1.0 1.000
104 250 025 60 20660 29.890 5.544 H.155  -23.858 -233.956 39.546 1.0 1.000
105 25.0 030 6.0 20.660 29.890 6.978 13813 -23.858 -234.044 39.563 1.0 1.000
106 25.0 035 6.0 20.660 29.890 7.933 16.212  -23.858 -233.825 39.549 1.0 1.000
107 250 040 6.0 20660 29.890 6.925 17493 -23.860 -233.825 39.544 1.0 1.000
§108 250 045 6.0 20.660 29.890 7914 19.928  -23.857 -233.803 39.521 1.0 1.000
109 250 050 6.0 20.660 29.890 10.196 22959  -23.856 -233.988 39.541 1.0 1.000
110 250 055 6.0 20.660 29.890 11932  24.947 -23.854 -233.822  39.524 1.0 1.000
111 250 060 6.0 20.660 29.890 13.199  26.902  -23.853 -233.828 39.507 1.0 1.000
§112 250 0.65 6.0 20.660 29.890 12.805 29.868 -23.853 -233.822 39.525 1.0 1.000
§113 250 070 6.0 20660 29.890 14.486  32.542  -23.854 -233.962 39536 1.0 1.000
114250 072 60 20.660 29.890 14708  33.669 -23.853 -233.959 39.563 1.0 1.000
115250 074 6.0 20.660 29.890 15267 34.694 -23.855 -233.941 39529 1.0 1.000
116 250 076 6.0 20.660 29.890 16.648 35726  -23.851 -233.941 39525 1.0 1.000
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117 250 078 60  20.660 29.890 17.432 36.800  -23.853 -234.284 39.589 1.0 1.000
118 250 080 60 20.660 29.890 18.619 38.088  -23.853 -234.663 39.637 1.0 0.999
119250 082 6.0 20.660 29.890 19.748 39273  -23.850 -234.138 39.511 0.0 0.992
120 25.0 084 6.0 20.660 29.890 20.391  40.817  -23.849 -233.997 39.496 0.0 0.854
121 250 086 60 20.660 29.890 21.982 42205 -23.849 -234.062 39539 0.0 0.322
7 250 088 60 20660 29.890 22770  43.754 -23.848 -234.125 39520 0.0 0018
123250 090 6.0 20.660 29.890 23.985 45344 -23.851 -234.044 39.526 0.0 0.001
124250 092 6.0 20660 29.890 25562 47.080  -23.846 -234.000 39521 0.0 0.000
125250 094 6.0 20660 29.890 27.381 48969  -23.848 -234.294 39.629 0.0 0.000
126 250 096 6.0 20.660 29.890 29.198  51.052  -23.852 -234.000 39506 0.0 0.000
127250 098 6.0 20.660 29.890 31.209 53.469 -23.850 -234.050 39.525 0.0 0.000
128 250 1.00 6.0 20.660 29.890 31.995 54708  -23.846 -236.581 39.772 0.0 0.000
129 250 040 0.0 20.660 29.890 1.291 16.039  -23.865 -233.825 39.544 1.0 1.000
130 25.0 040 02 20.660 29.890 1.473 16.086  -23.867 -233.825 39.544 1.0 1.000
131 250 040 04 20660 29.890  1.660 16.133  -23.870 -233.825 39.544 1.0 1.000
132250 040 0.6 20.660 29.800 1.846 16.181  -23.869 -233.825 39.544 1.0 1.000
133 250 040 08 20.660 29.890 2.033 16230 -23.872 -233.825 39.544 1.0 1.000
134250 040 10 20.660 29.890 2.219 16277  -23.873 -233.825 39.544 1.0 1.000
135250 040 1.2 20660 29.890 2.406 16324 -23.873 -233.825 39.544 1.0 1.000
136 250 040 14 20660 29.890 2.593 16372 -23875 -233.825 39.544 1.0 1.000
137 250 040 1.6 20.660 29.800 2.779 16419 -23.873 -233.825 39.544 1.0 1.000
138 25.0 0.40 1.8 20.660 29.890 2.965 16.467  -23.874 -233.825 39.544 1.0 1.000
139250 040 20 20.660 29.890 3.151 16.514  -23.874 -233.825 39.544 1.0 1.000
140 250 040 25 20.660 29.890 3.618 16.633  -23.873 -233.825 39.544 1.0 1.000
141 250 040 3.0 20.660 29.890 4.087 16753 -23.871 -233.825 39.544 1.0 1.000
142 250 040 3.5 20660 29.890 4.556 16.874  -23.869 -233.825 39.544 1.0 1.000
143 250 040 40 20660 29.890  5.026 16,995  -23.867 -233.825 39.544 1.0 1.000
144250 040 60 20660 29.890  6.925 17.493  -23.860 -233.825 39.544 1.0 1.000
145 250 040 8.0 20.660 29.890 8.853 18.013  -23.856 -233.825 39.544 1.0 1.000
146 250 040 100 20660 29.890 10.810 18552  -23.851 -233.825  39.544 1.0 1.000
147 250 040 120 20.660 29.890 12797 19.115 -23.852 -233.825  39.544 1.0 1.000
148 250 040 14.0 20.660 29.890 14.812  19.698  -23.853 -233.825 39544 1.0 1.000
149 250 040 160 20.660 29.890 16.855 20304  -23.851 -233.825  39.544 1.0 1.000
150 250 040 18.0 20.660 29.890 18.929  20.928 -23.850 -233.825 39.544 1.0 0.995
IS1 250 040 185 20.660 29.890 19.453  21.089 -23.850 -233.825 39.544 1.0 0.986
(52250 040 190 20.660 29.890 19.976 21.252 -23.849 -233.825 39544 1.0 0.961
153 250 040 192 20660 29.890 20.188 21.316 -23.851 -233.825 39.544 1.0 0942
154250 040 194 20.660 29.890 20398 21384  -23.850 -233.825 39.544 1.0 0916
155250 040 19.6 20.660 29.890 20.609  21.447  -23.849 -233.825 39544 1.0 0.879
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156 250 040 19.8 20.660 29.890 20.823  21.515 -23.853 -233.825 39.544 1.0 0.830
157 250 040 200 20.660 29.890 21.034 21.579  -23.851 -233.825 39.544 1.0 0.765
(158 250 040 20.2 20.660 29.890 21.244  21.646  -23.848 -233.825 39544 0.0 0.688
159 250 040 20.4 20.660 29.890 21.455 21714 -23.848 -233.825 39544 0.0 0.598
160 250 040 20.6 20.660 29.890 21.668 21782  -23.851 -233.825 39.544 0.0 0.502
161 250 040 20.8 20.660 29.890 21.883  21.847  -23.851 -233.825 39.544 0.0 0.403
162250 040 21.0 20660 29.890 22.095 21.915 -23.850 -233.825 39.544 0.0 0314
163 250 040 215 20.660 29.890 22.631 22085  -23.852 -233.825 39.544 0.0 0.148
164 250 040 220 20.660 29.890 23.165 22.256 -23.851 -233.825 39544 0.0 0.062
165250 040 225 20.660 29.890 23.704 22426  -23.848 -233.825 39.544 0.0 0.025
166 250 040 23.0 20.660 29.890 24.245  22.602 -23.850 -233.825 39.544 0.0 0.010
167 250 040 235 20.660 29.890 24.786 22776  -23.851 -233.825 39.544 0.0 0.004
168 250 040 240 20.660 29.890 25.330 22955  -23.850 -233.825 39.544 0.0 0.002
1169 250 040 245 20.660 29.890 25.875  23.135  -23.850 -233.825 39544 0.0 0.001
170 250 040 250 20.660 29.890 26423 23316 -23.850 -233.825 39.544 0.0 0.000
171 250 040 260 20.660 29.890 27.526  23.683  -23.852 -233.825 39.544 0.0 0.000
172250 040 28.0 20.660 29.890 29.753 24436  -23.852 -233.825 39.544 00 0.000
173 250 040 30.0 20660 29.890 32011 25215 -23.851 -233.825 39544 00 0.000
174 250 040 320 20.660 29.890 34304 26025 -23.851 -233.825 39.544 0.0 0.000
1175 250 040 340 20.660 29.890 36.630 26.864 -23.852 -233.825 39.544 0.0 0.000
176 250 040 360 20.660 29.890 38987 27.734 -23.851 -233.825 39.544 0.0 0.000
177 250 040 380 20.660 29.890 41378 28.638  -23.851 -233.825  39.544 0.0 0.000
178 250 0.40 40.0 20.660 29.890 43.803 20572  -23.848 -233.825 39.544 0.0 0.000
%179 250 -0.10 160 20.660 29.890 -89.493 -32.472 137.906 238316 -5.595 0.0 0.000
1180-250 -0.08 160 20.660 29.890 -86.979  -30.628 137913 236.066 -5.118 0.0 0.000
181-250 -0.06 160 20.660 29.890 -77.491 -25.735 137.934  236.003  -5.133 0.0 0.000
- 182-250 -0.04 160 20.660 29.890 -69.583 -21.712  137.928 236.003 -5.134 0.0 0.000
183250 -0.02 160 20.660 29.890 -63.141 -18.457 137.931  236.100 -5.128 0.0 0.000
184250 000 160 20.660 29.890 -57.691 -16390  137.922 238306 -5.574 0.0 0.000
185-25.0 0.00 16.0 20.660 29.890 9.984 1.094  -23.851 237947 5016 1.0 0975
186250 002 160 20.660 29.890 10.050 L.160  -23.851 235500 -5.108 1.0 0.974
187-250 0.04 160 20.660 29.890 10.217 1.891 -23.850 235497 -5.143 1.0 0.987
[88-250 0.06 160 20.660 29.890 10.398 2.639 -23.851  235.869 -5.086 1.0 0.994
189-25.0 0.08 16.0 20.660 29.890 10.567 3.381 -23.851 235491 -5.151 1.0 0.997
190-250 0.10 160 20.660 29.890 10.780 4216  -23.851 235509 -5.093 1.0 0.999
191-250 0.15 160 20.660 29.890 11.241 5.996 -23.850 235503  -5.108 1.0 1.000
192-250 0.20 16.0 20.660 29.890 12218 8.524  -23.849 236.131 -5.105 1.0 1.000
193-250 025 160 20.660 29.890 12733 10488  -23.851 235441 -5.083 1.0 1.000
250 030 160 20.660 29.890 14.484 12552 -23.851 235447 -5.111 1.0 1.000
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195-250 035 160 20.660 29.890 15777 14508 -23.850 235.400 -5.134 1.0 1.000
- 196-250 040 160 20.660 29.890 15065 16433  -23.850 235365 -5.137 1.0 1.000
197-250 045 160 20.660 29.890 16426  18.422  -23.851 235409 -5.135 1.0 1.000
198-250 050 160 20.660 29.890 19.124 20225  -23.853 235459 -5.115 1.0 1.000
-250 055 160 20.660 29.890 21.226 21.084 -23.851 235391 -5.148 1.0 1.000
1200250 0.60 160 20.660 29.890 22.873 22287 -23.849 235428  -5.111 1.0 1.000
1201250 0.65 160 20.660 29.890 23.449  25.635 -23.851 235375  -5.120 1.0 1.000
1202-250 070 16.0 20.660 29.890 25946  27.137 -23.850 235506 -5.078 1.0 1.000
1203-250 0.72 160 20.660 29.890 26,672  28.093  -23.851 235481 -5.122 1.0 1.000
204-250 0.74 16.0 20.660 29.890 27.591 28722  -23.848 235.462 -5.104 1.0 0.997
205-250 0.76 16.0 20.660 29.890 29.536  28.278  -23.849 235462 -5.105 1.0 0.959
©206-25.0 078 16.0 20.660 29.890 30.260  29.291  -23.851 235.947 -5.128 1.0 0827
1 207-250 080 160 20.660 29.890 32.129 29.4[4 -23.851  236.200 -5.060 0.0 0.143
1208-250 0.82 16.0 20.660 29.890 34.059 29.487  -23.851 235.644 -5.042 0.0 0.004
1209-250 084 160 20.660 29.890 35.639  30.255 -23.848 235531 -5 066 0.0 0.000
210-25.0 0.86 160 20.660 29.890 37.951 30370 -23.851 235.647 -5029 00 0.000
211-250 088 160 20.660 29.890 39.600 31.052  -23.850 235.675  -4.998 0.0 0.000
212250 090 160 20.660 29.890 41.592 31.477 -23.848 235.638 -5.047 0.0 0.000
1213-250 092 160 20.660 29.890 44.183 31.692  -23.853 235.606  -5.080 0.0 0.000
214-250 094 160 20.660 29.890 46.807 31.935 -23.854 235.953 -5.089 0.0 0.000
§215 250 096 160 20.660 29.890 49.743 32,042  -23.845 235.622 -5.071 0.0 0.000
216 250 098 160 20.660 29.890 52.972 32212 -23.842 235.634 -5.048 0.0 0.000
217-250 1.00 160 20.660 29.890 53974 32818  -23.850 238.109  -5.051 0.0 0.000
218 250 -0.10 16.0 20.660 29.890 -50.006 11.020  137.947 -236.409 39.131 0.0 0.000
1219250 -0.08 160 20.660 29.890 -48.993  11.466  137.941 -234.297 39.587 0.0 0.000
220 250 -0.06 160 20.660 29.890 -45.727 11.002  137.913 -234216 39580 0.0 0.000
©221 250 -0.04 160 20.660 29.890 -42.773 10653  137.925 -234.213 39581 0.0 0.000
222 250 -0.02 160 20.660 29.890 -40.204 10454  137.922 -234303 39.587 0.0 0.000
223250 -0.00 160 20.660 29.890 -37.963  9.590 137.919 -236.406 39.138 0.0 0.000
224 250 000 160 20.660 29.890 10.638 2.469 -23.851 -236.619 39.782 1.0 0.993
225250 002 160 20660 29.890 10.708 2.563 -23.850  -234.156  39.598 1.0 0.993
§226 250 0.04 160 20.660 29.890 10.910 3.363 -23.850  -234.087 39.629 1.0 0.996
227 250 006 160 20.660 29.890 11.130 4.185 -23.852  -234.409 39573 1.0 0.998
228 250 0.08 160 20.660 29.890 11.350 4.997 -23.851  -234.087 39.622 1.0 0.999
229250 0.0 160 20.660 29.890 11.597 5.934  -23.850 -234.150 39.592 1.0 1.000
230 250 0.15 160 20.660 29.890 12.206 7.904  -23.850 -234.122 39592 1.0 1.000
231 25.0 020 160 20.660 29.890 13251  10.897 -23.852 -234722 39.653 1.0 1.000
232 250 025 160 20.660 29.890 13.903  13.144  -23.851 -233.956 39.546 1.0 1.000
233 250 030 16.0 20.660 29.890 16.035 15905 -23.849 -234.044 39563 1.0 1.000
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234250 035 160 20.660 29.890 17.681  18.477 -23.850 -233.825 39.549 1.0 1.000
235250 040 160 20.660 29.890 16.855 20304 -23.851 -233.825 39544 1.0 1.000
1236 250 045 160 20.660 29.890 18593  22.989 -23.853  -233.803 39.521 1.0 0.999
1237250 050 160 20.660 29.890 22.165  26.109 -23.851 -233.988 39.541 1.0 0.993
1238250 055 160 20.660 29.890 25.560 27.927 -23.850 -233.822 39.524 1.0 0.948
1239250 060 160 20.660 29.890 28312 30013  -23.850 -233.828 39507 1.0 0.920
1240 250 065 160 20.660 29.890 28.332 34456 -23.850 -233.822 39.525 1.0 1.000
241250 070 160 20.660 29.890 32205 37.697 -23.851 -233.962 39.536 1.0 0.999
242250 072 160 20.660 29.890 33.095 39377  -23.852 -233.959 39563 1.0 0.998
243250 074 160 20.660 29.890 34.543 40756 -23.852 -233.941 39529 1.0 0.995
244 250 076 160 20.660 29.890 38.414  41.481  -23.850 -233.941 39.525 1.0 0.954
245250 078 16.0 20.660 29.890 39.417  43.183  -23.847 -234.284 39589 1.0 0.859
1246 250 080 160 20.660 29.890 42.978 44734  -23851 -234.663 39.637 0.0 0.182
1247250 082 160 20.660 29.890 46.548 46542  -23.852 -234.138  39.511 0.0 0.003
1248 250 084 160 20.660 29.890 49.145 49,128 -23.849  -233.997 39.496 0.0 0.000
1249 250 086 160 20.660 29.890 53.750  51.537 -23.850  -234.062  39.539 0.0 0.000
0250 25.0 0.88 160 20.660 29.890 56.731 54315 -23.850 -234.125 39520 0.0 0.000
1251 250 090 160 20.660 29.890 60.698  57.261  -23.851 -234.044  39.526 0.0 0.000
1252250 092 160 20.660 29.890 66.151  60.957 -23.848 -234.000  39.521 0.0 0.000
1253 250 094 160 20.660 29.890 72.158  64.907 -23.847 -234294 39.629 0.0 0.000
1254250 096 160 20.660 29.890 78.946 69.987 -23.856 -234.000 39.506 0.0 0.000
1255250 098 160 20.660 29.890 86.735  76.296 -23.853 -234.050 39525 0.0 0.000

250 1.00 16.0 20.660 29.890 89.142 78149  -23.857 -236.581 39.772 0.0 0.000
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PART B : TRAINING, TESTING AND RUNNING PATTERNS
FOR NONLINEAR ARCING FAULT RESISTANCE MODEL

TRAINING CASES
f=2.22408 lg] = 0.0521562
error = (,.146159 cost = 1.37857

: 2 &

- No. d o VF XS] XR] R] X] XSO Rmem Xmem [§ﬂ S
1 -30.0 0.1 0.01 18446 25904 0.331 3.850 -23.882  184.184  2.617 1.0 1.000
2 300 05 001 18.446 25.904 3.032 21.084  -23.878 184.041 2633 1.0 1.000
3 300 0.7 0.01 18446 25.904 3.824 29.627  -23.855 184.113 2636 1.0 1.000
4 -300 0.1 0.09 18.446 25904 2.358 3.986 -23.7719 184.184 2616 1.0 0.984
5 300 05 0.09 18446 25904 7.263 20.625 -24.404  184.041 2.633 1.0 0.998
6 -30.0 0.7 0.09 18.446 25904 9.235 29.065 -23.270  184.113 2636 1.0 1.000
7 <300 0.1 0.01 18.446 31.189 0.337 3.865 -23.856  194.369 3.227 1.0 1.000
8 -30.0 0.5 001 18446 31.189 3.051 21.139  -23.898  194.350 3.229 1.0 1.000
£ 9 300 0.7 0.01 18.446 31.189 3.864 29.754  -23.878 194400 3.243 1.0 1.000
10 -30.0 0.1 0.09 18.446 31.189 2375 3.971 -23.793  194.369 3.227 1.0 0.972
I1 -30.0 0.5 0.09 18.446 31.189 7.316 20.681 -24.556  194.350 3229 1.0 099
112 2300 0.7 0.09 18.446 31.189 9.331 29.283 -23.235 194400 3.241 1.0 1.000
13 -30.0 0.1 0.01 26.157 25.904 0.350 3.818 -23.890 198.141  -2.575 1.0 1.000
14 300 05  0.01 26,157 25904 3.083 20992 -23.846 198.069 -2.603 1.0 1.000
15 -300 0.7 0.01 26.157 25904 3.889 29.476  -23.822 198200 -2.599 1.0 1.000
16 -30.0 0.1 0.09 26.157 25904 2.653 3.950 -23.816  198.141  -2.575 1.0 0.802
17 -300 05 0.09 26.157 25904 7.656 20.6606 -24.052  198.069 -2.603 1.0 0.980
18 -30.0 0.7 0.09 26.157 25904 9.677 28.926  -23.192 198.200 -2.599 1.0 1.000
119 300 0.1 0.01 26157 31.189 0.352 3.834 -23.869  208.365  -2.042 1.0 1.000
120 300 05 001 26.157 31.189 3.100 21.048 -23.871 208.256 -2.038 1.0 1.000
21 -30.0 0.7 0.0l 26.157 31.189 3.923 29.614  -23.835 208369 -2.050 1.0 1.000
.22 -300 0.1 0.09 26157 31.189  2.671 4.057 -23.559 208365 -2.042 1.0 0.748
23 -30.0 05 009 26.157 31.189 7.698 20.671 -24.198  208.256  -2.038 1.0 0.960
24 -300 0.7 0.09 26.157 31.189 9.773 29.069  -23.137 208369 -2.050 1.0 1.000
25 -10.0 0.1 0.01 18.446 25904 0.380 3.839 -23.872  546.116  -76.289 1.0 1.000
26 -10.0 0.5 0.01 18.446 25.904 3.401 21.148 -23.852 545813 -76.137 1.0 1.000
27 -10.0 0.7 0.0l 18.446 25904 4.486 29.691 -23.864  546.150 -76.298 1.0 1.000
28 -10.0 0.1 0.09 18.446 25904 2.389 4.024 -23.979  546.116 -76.288 1.0 0.978
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-100 05 009 18446 25904 7.600  21.317  -24.034 545813 -76.138 1.0 0.99]
-10.0 0.7 0.09 18.446 25.904 9.991 29918  -23.327 546.150 -76.298 1.0 0.996
-10.0 0.1 0.01 18.446 31.189 0.384 3.846  -23.870 574.844 -85.157 1.0 1.000
-100 05 001 18446 31.189 3396  21.204 -23.850 574.828 -85.502 1.0 1.000
-100 07 0.01 18446 31.189 4475  29.824  -23.878 574909 -85.508 1.0 1.000
-10.0 0.1 0.09 18.446 31.189  2.403 4.030  -23.989 574.844 -85.157 1.0 0.982
-100 05 0.09 18446 31.189 7.712 21365 -24.046 574.841 -85.496 1.0 0.994
-100 07 009 18.446 31.189 10.027 30070 -23264 574909 -85.508 1.0 0.996
-10.0 0.1 0.0l 26.157 25904 0.401 3.818 -23.862  589.062 -86.218 1.0 1.000
-100 0.5 0.01 26.157 25904 3.463 21.072 -23.840 588.625 -86.479 1.0 1.000
-100 07 001 26157 25904 4560  29.562  -23.846 588.881 -86.633 1.0 1.000
-10.0 0.1 0.09 26.157 25904 2.670 4.040  -23.968 589.062 -86.218 1.0 0.755
-100 05 0.09 26.157 25904 8.069  21.406 -23.702 588.625 -86.479 1.0 0.932
-100 07 009 26157 25904 10423  29.818  -23254 588.881 -86.633 1.0 0.974
-100 0.1 001 26.157 31.189  0.406 3.824  -23.865 617.450 -95.845 1.0 1.000
-100 0.5 0.01 26.157 31.189  3.457 21.131  -23.840 617.256 -95.655 1.0 1.000
-1060° 07 001 26.157 31.189 4544 29711  -23.854 617.572 -96.067 1.0 1.000
-100 0.1 0.09 26.157 31.189  2.691 4.047  -23.982 617.485 -95.850 1.0 0.802
-100 05 0.09 26157 31.189 8.102  21.452 -23.708 617.256 -95.655 1.0 0.948
-100 0.7 009 26,157 31.189 10.477 29962  -23.209 617.572 -96.067 1.0 0971
100 0.1  0.01 18.446 25904 0.436 3.836  -23.871 -564.931 26919 1.0 1.000
100 05 0.01 18.446 25904 3.767 21290 -23.899 -564.266 27.033 1.0 1.000
100 0.7 001 18446 25904 5.120  29.922  -23.873 -564.456 26.979 1.0 1.000
100 0.1 0.09 18446 25904 2.431 4,188 -23.717  -564.906  26.928 1.0 0.983
100 05 009 18446 25904 8.080 22.187  -23.434 -564.266 27.033 1.0 0.998
100 0.7 009 18446 25904 10.696 31.036 -23.292 -564.456 26.979 1.0 0.999
100 0.1 0.01 18.446 31.189 0.436 3.843 -23.871  -595.885 24.185 1.0 1.000
100 05 001 18.446 31.189 3.739 21337  -23.901 -595.056 24.013 1.0 1.000
100 07 001 18446 31.189 5065  30.042 -23.857 -595.416 23.905 1.0 1.000
100 0.1 0.09 18.446 31.189 2.440 4210 -23.673 -595.881 24.289 1.0 0.984
100 05 009 18.446 31.189 8.078 22264 -23317 -595.065 24.026 1.0 0.999
100 0.7 0.09 18446 31.189 10.692 31.090 -23.251 -595.416 23.905 1.0 0.999
100 0.1 001 26.157 25904 0.462 3.810  -23.877 -609.809 23.150 1.0 1.000
100 05 001 26157 25904 3.825 21.230  -23.873  -609.259 23.167 1.0 1.000
10007 001 26.157 25904 5.194 29817 -23.840 -609.240 23319 1.0 1.000
100 0.1 009 26.157 25904 2717 4217  -23.725 -609.809 23.150 1.0 0.784
100 0.5 0.09 26157 25904 8.456 22223 -23.399 -609.259 23.167 1.0 0.980
100 0.7 009 26157 25904 11.126 31010 -23.274 -609.240 23.319 1.0 0.994
100 0. 001 26.157 31.189 0.464 3.818 -23.878 -640.319  19.359 1.0 1.000
100 05 0.01 26.157 31.189 3.798  21.283  -23.861 -640.188 19.945 1.0 1.000
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- 69 100 0.7 0.01 26157 31.1890 5.141 29947  -23.817 -640.181 19.645 1.0 1.000
- 70 10.0 0.1 0.09 26.157 31.189 2734 4.240 -23.684 -640.319 19359 1.0 0.792
71 100 05 0.09 26.157 31.189  8.465 22308  -23.261 -640.188 19945 1.0 0.987
72100 07 009 26.157 31.189 11.143  31.075 -23257 -640.181 19.645 1.0 0.994
73 300 0.1 001 18.446 31.189 0.495 3.863 -23.865 -191.163  40.205 1.0 1.000
74 300 0.5 001 18.446 31.189  4.041 21.580  -23.860 -191.066 40.160 1.0 1.000
75 300 07 001 18446 31.189  5.603 30425  -23.835 -191.094 40.132 1.0 1.000
76 300 0.1 0.09 18.446 31.189 2.527 4.273 -23.975 -191.163  40.205 1.0 0.973
77 300 0.5 0.09 18446 31.189 8.428 23.089  -23241 -191.066 40.159 1.0 0.995
78 300 0.7 0.09 18446 31.189 11274 32393  -23.284 -191.094  40.132 1.0 0.994
79 300 0.1 0.0l 18446 25904 0.498 3.857 -23.864 -181.134 37390 1.0 1.000
80 30.0 0.5 001 18.446 25904 4.092 21.539  -23.888 -181.050 37360 1.0 1.000
81 300 0.7 001 18446 25904 5.709 30320 -23.876 -181.059 37346 1.0 1.000
82 300 0.1 009 18446 25904 2.523 4.260 -24.002  -181.128 37399 1.0 0.981
183 300 0.5 009 18446 25904 8.448 23053  -23.416 -181.050 37360 1.0 0.995
84 300 07 009 18446 25904 11.291 32444  -23.181 -181.059 37.346 1.0 0.995
85 300 0.1 001 26157 25904 0533 3.833 -23.870  -195.919 34.177 1.0 1.000
-8 300 05 001 26157 25904 4.175 21465  -23.898 -195.772 34.179 1.0 1.000
87 30.0 0.7 001 26.157 25904 5.802 30209  -23.875 -195.828 34.205 1.0 1.000
88 300 0.1 0.09 26157 25.904 2.834 4264  -24.087 -195919 34.177 1.0 0.769
189 300 0.5 009 26.157 25904 8.821 23.140  -23.347 -195.778 34.174 1.0 0.963
190 300 0.7 009 26157 25904 11.778 32426  -23.323 -195.828 34205 1.0 0.952
191 300 0.1 001 26157 31.189 0.530 3.839 -23.876 -205.884 36.996 1.0 1.000
192 300 0.5 001 26157 31.189 4.127 21.509  -23.884 -205.710 36.987 1.0 1.000
93 300 07 001 26157 31.189  5.709 30312 -23.876 -205.775 36.981 1.0 1.000
94 300 0.1 0.09 26.157 31.189 2.845 4.281 -24.064 -205.881 37.006 1.0 0.683
'f95 300 05 0.09 26157 31.189 8.827 23.149  -23.336 -205.710 36.987 1.0 0.944
96 300 07 009 26157 31.189 11.732 32494 .23.181 -205.775 36.981 1.0 0.953
97 -30,0 0.9 0.01 18.446 25904 4.828 39.842  -237726 184.178  2.582 0.0 0.005
198 -30.0 1.0 0.01 18.446 25904 5.377 46420 -23.893  184.483  2.629 0.0 0.000
99 300 0.9 009 18446 25904 11.613  38.011 -24.314 184178 2582 0.0 0.036
{100 300 1.0 0.09 18.446 25904 13.380 43999 23447 184488  2.629 0.0 0.000
101-30.0 0.1 0.1 18.446 25904 2.886 4.011 -23.828  184.184  2.616 0.0 0.228
102-30.0 0.5 0.11 18446 25904 8.428 20.810  -23916 184.041  2.633 0.0 0.074
103-30.0 09 0.1 18446 25904 11.613  38.011 -24314 184178  2.582 0.0 0.036
104-300 0.1 0.14 18.446 25.904 3.695 4.025 -23.908 184.184  2.616 0.0 0.000
105-30.0 0.9 0.14 18.446 25.904 15930  37.053 -24.093  184.178 2582 0.0 0.000
106-30.0 -0.1 0.01 18.446 25.904 -1357  -4.435 138.003 184.478 2.668 0.0 0.000
107-30.0 -0.1 0.09 18.446 25904 -9876  -7.162 138719 184.478  2.668 0.0 0.000
108-30.0 0.9 0.0l 18.446 31.189 4.882 40.068  -23.812 194400  3.222 0.0 0.002
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- 109-300 1.0 001 18446 31.189 5.455 46.647  -23.879 194.691  3.242 0.0 0.000
- 110-30.0 0.9 0.09 18.446 31.189 11.743 38218  -24.512 194400 3222 0.0 0016
CH1-300 1.0 0.09 18446 31.189 13.437 44160 -23327 194691 3243 0.0 0.000
112300 0.1 0.11  18.446 31.189 2902 4.032 -23.816 194369  3.227 0.0 0.149
113300 0.5 0.1 18.446 31.189  8.501 20964  -23.661 194350  3.229 0.0 0.044
114300 0.9 0.1 18446 31.189 13.448  37.657  24.884 194400 3222 0.0 0.000
- 115-30.0 0.1 0.14 18.446 31.189 3.715 4.067 -23.838 194369  3.227 0.0 0.000
116-30.0 0.9 0.14 18446 31.189 16115 37.228  -24.666 194.400 3.222 0.0 0.000
117-300 -0.1 0.01 18.446 31.189 -1.352  -4.433 137.897 194.675 3.228 0.0 0.000
- 118-30.0 -0.1 0.09 18.446 31.189 -10.255 -7.329 138.341  194.675  3.228 0.0 0.000
119-30.0 0.9 001 26.157 25904 4.877 39.639  -23.837 198.241 2563 0.0 0.007
2 120-30.0 1.0 0.01 26.157 25.904 5.424 46272 -23.857 198.500 -2.556 0.0 0.000
121-30.0 0.9 0.09 26157 25904 12212 37764  -24.138  198.241 -2.563 0.0 0014
122300 1.0 0.09 26.157 25904 14.082 43513 24001 198.500 -2.556 0.0 0.000
123300 0.1 0.11 26.157 25904 3.248 4.012 -23.801  198.141 -2.575 0.0 0.010
124300 05 0.11 26157 25904 8.824 20467  -24458 198.069 -2.602 0.0 0.001
125-30.0 0.9 011 26,157 25904 13.977 37.072  -24.754 198.241 -2.563 0.0 0.000
126-30.0 0.1  0.14 26.157 25904 4.157 4.076 -23.759  198.141  -2.575 0.0 0.000
127-300 0.9 0.14 26.157 25904 16.897 36810 -23.514 198241 -2.563 0.0 0.000
128 -30.0 -0.1 0.01 26.157 25.904 -1344  -4.556 137916 198.500 -2.576 0.0 0.000
129-30.0 -0.1 0.09 26.157 25904 -10.018 -7.416 137.831 198.500 -2.576 0.0 0.000
130-30.0 0.9 001 26.157 31.189 4.933 39.886  -23.853 208.400 -2.058 0.0 0.003
131-300 1.0 001 26.157 31.189 5.469 46.493  -23.869 208.744 -2.033 0.0 0.000
132-300 09 009 26.157 31.189 12365 37.961  -24370 208.400 -2.058 0.0 0.006
1133-30.0 1.0 0.09 26.157 31.189 14.283 43876  -23.245 208.753 -2.044 0.0 0.000
1134-300 0.1 011 26,157 31.189 3.270 4.065 -23.7713  208.365 -2.042 0.0 0.006
- 135-30.0 05 011 26.157 31.189  8.903 20579 24422  208.256  -2.038 0.0 0.000
136-30.0 09 0.1 26157 31189 14.163 37271  -24.858 208.400 -2.058 0.0 0.000
137-300 0.1 0.14 26.157 31.189 4.189 4094  -23.740 208.365 -2.042 0.0 0.000
138-30.0 09 0.4 26.157 31189 17.085 36.951  -24.188 208.400  -2.058 0.0 0.000
139-300 -0.1 001 26.157 31.189 -1.383 -4.540 137.919 208.753 -2.075 0.0 0.000
140-30.0 -0.1 0.09 26.157 31189 -10481  -7.47 138.100  208.753  -2.075 0.0 0.000
141 -10.0 0.9 0.0l 18.446 25904 5.571 39955  -23.884 546.441 -76.527 0.0 0.000
142-100 1.0 0.01 18.446 25904 5.869 46.586  -23.926 547.275 -76.599 0.0 0.000
143-100 0.9 009 18.446 25904 12765 39233 24577 S546.441 -76.527 0.0 0.000
144-100 1.0 009 18.446 25904 14.439 45624  -24275 547.275 -76.599 0.0 0.000
145-100 0.1 0.1 18.446 25904 2911 4.080 -23.988  546.116 -76.289 0.0 0.227
146-100 0.5 0.11 18.446 25904 8.830 21.275  -24416 545813 -76.138 0.0 0.026
147-100 09 0.11 18.446 25904 14.690 39.412  -23.623 546.441 -76.527 0.0 0.000
1483 -10.0 0.1 0.14 18.446 25904 3.721 4.206 -23.982  546.116 -76.288 0.0 0.000
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- 149-100 0.9 0.14 18446 25904 17.503  39.025 -25.030 546.441 -76.527 0.0 0.000
150-10.0 -0.1 0.01 18.446 25904 -1.201  -4.233 137.969  547.625 -76.473 0.0 0.007
151-100 -0.1  0.09 18.446 25904 -9.710  -4.955  138.091 547.625 -76.471 0.0 0.024
152-100 0.9 001 18.446 31189 5544 40209 -23.837 S574.956 -85.622 0.0 0.000
1153100 1.0 001 18446 31.189 5.888  46.827  -23.897 575.509 -85.613 0.0 0.000
154-100 0.9 0.09 18.446 31.189 12.822 39464 -24.624 574947 -85.619 0.0 0.000
155-100 1.0 009 18446 31.189 14.471 45881  -24375 575.509 -85.613 0.0 0.000
156-100 0.1 0.1 18446 31.189 2.926 4.100  -23.950 574.844 -85.157 0.0 0.272
I57-100 05 0.1 18446 31.189 8.860  21.325 -24.453 574.828 -85.502 0.0 0.039

- 158-100 09 0.11 18446 31.189 14767 39.664 -23.397 574956 -85.622 0.0 0.000
C159-100 0.1 0.14 18.446 31.189  3.741 4212 -24001 574841 -85.161 0.0 0.000
- 160-100 09 0.14 18446 31.189 17.610 39330 -25.050 574.969 -85.609 0.0 0.000
161-10.0 -0.1 0.01 18.446 31.189 -1.191  -4226  137.863 575.569 -85.638 0.0 0.009
1162-100 0.1 009 18446 31.189 -10.078 -4.922  138.081 575.569 -85.638 0.0 0.027
163-100 09 001 26157 25904 5657  39.809  -23.760 589.297 -86.802 0.0 0.000
164-100 1.0 001 26157 25904 5934 46485 -23.899 590.125 -86.713 0.0 0.000
165-100 0.9 0.09 26.157 25904 13396 39.033  -24.570 589.297 -86.802 0.0 0.000
166-100 1.0 0.09 26157 25904 15316 45417 -24.160 590.125 -86.713 0.0 0.000
167-100 0.1 0.1 26.157 25904 3.263 4.042  -24.100 589.062 -86.218 0.0 0.008
168-10.0 0.5 0.1 26157 25904 9255 21253 24296 588.625 -86.479 0.0 0.001
169-100 0.9 0.11 26157 25904 15436  39.119  -24.087 589.297 -86.802 0.0 0.000
170-100 0.1 0.14 26.157 25904 4.171 4.252  -23915 589.062 -86.218 0.0 0.000
171-100 09 0.4 26157 25904 18.462 38744  -25.065 589.297 -86.802 0.0 0.000
172-10.0 -0.1 001 26157 25904 -1.224  -4347  137.975 590.366 -86.551 0.0 0.009
173-100 -0.1  0.09 26.157 25904 -9.975  -5.173  137.944 590366 -86.551 0.0 0.029
1174-100 09 001 26157 31189 5632 40064 -23.660 617.862 -95.989 0.0 0.000
C175-100 1.0 001 26.157 31.189 5931 46.665  -23.937 617.994 -96.365 0.0 0.000
176-100 0.9 0.09 26.157 31.189 13.474 39266 -24.608 617.862 -95.989 0.0 0.000
177-100 1.0 0.09 26.157 31.189 15357  45.666  -24.294 617.994 -96.363 0.0 0.000
178-100 0.1 0.1l 26.157 31.189 3.288 4.048  -24.105 617.450 -95.845 0.0 0.010
179-100 05 0.11 26,157 31189 9299 21298 -24352 617.256 -95.655 0.0 0.001

- 180-100 095 0.1 26157 31.189 15547 39377 23911 617.862 -95.989 0.0 0.000
S I8L-10.0 0.1 0.14  26.157 31.189  4.203 4260  -23.942  617.485 -95.850 0.0 0.000
182-100 0.9 0.14 26157 31.189 18.615 39.038 -25.175 617.862 -95.989 0.0 0.000
183-10.0 -0.1  0.01 26.157 31.189 -1.254  -4329  137.969 618.153 -96.474 0.0 0.010
184-100 -0.1 0.09 26.157 31.189 -10.398  -5.153 137.941  618.153 -96.474 0.0 0.03!
185100 0.9 001 18446 25904 6276 40293 -23.833 -564.591 26.860 0.0 0.013
186 100 1.0 001 18446 25904 6325 46955 -23.802 -565.041 26233 0.0 0.000
187 100 0.9 0.09 18.446 25904 13.755 41.105 -24.098 -564.591 26.860 0.0 0.000
188 100 1.0 0.09 18446 25904 15209 48.135 -23.766 -565.041 26.233 0.0 0.000
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189 10,0 0.1 0.11 18.446 25904 2.957 4270  -23.834 -564.906 26.928 0.0 0.245
190 100 0.5 0.01 18446 25904 9.253 22194 -23.939 -564.266 27.033 0.0 0.029
(191100 09 0.1  18.446 25904 15.680 41726  -23.403 -564.591 26.860 0.0 0.000
192100 0.1 0.14  18.446 25904 3.774 4384  -23.893 -564.931 26919 0.0 0.000
100 09 0.14 18.446 25904 18780 42254 -23.070 -564.591 26.860 0.0 0.000
194 100 -0.1 001 18.446 25904 -1.02I -4.083 137.947 -564.872 26302 0.0 0.000
195 100 -0.1 0.09 18.446 25904 -9.065  -2.897 138.316 -564.872  26.302 0.0 0.001
1196 100 09 0.01 18446 31.189 6.176 40.508  -23.825 -595319 24.024 0.0 0.008
197 100 1.0 001 18446 31.189 6.226  47.143  -23.800 -595.956 23.720 0.0 0.000
198 100 0.9 009 18446 31.189 13.729 41270 -24.421 -595319 24.023 0.0 0.000
199 10.0 1.0 0.09 18.446 31.189 15139 48353 -23.588 -595.931 23.656 0.0 0.000
1200 100 0.1 0.11 18.446 31.189 2.971 4274 -23.836 -595.894 24.197 0.0 0.230
1201 100 05 0.1 18446 31.189 9249  22.263 -23.802  -595.065 24.026 0.0 0.052
1202100 09 011 18446 31.189 15681  41.907  -23.268 -595.319  24.024 0.0 0.000
1203 100 0.1 0.14 18446 31.189 3.790 4394  -23.870 -595.885 24.185 0.0 0.000
1204 100 09 0.14 18446 31.189 18796 42371  -23.203 -595319 24.029 0.0 0.000
1205 100 0.1 001 18446 31.189 -1.043  -4.061 137.950 -596.097 23.767 0.0 0.001
1206 100 -0.1 0.09 18.446 31.189 -9.403 -2.823  138.294 -596.097  23.767 0.0 0.003
1207 100 0.9 001 26157 25904 6387  40.126 -23.904  -609.469 23.195 0.0 0.015
1208 100 1.0 0.01 26157 25904 6.436  46.880  -23.826 -609.797 22.867 0.0 0.000
1209 100 09  0.09 26157 25904 14417 41019 23762 -609.469 23.194 0.0 0.000
210 100 1.0 0.09 26.157 25904 16.132 48153  -23.897 -609.797 22.867 0.0 0.000
211 100 0.1 0.11 26,157 25904 3.304 4344 23773 -609.794 23.142 0.0 0.012
212100 05 0.1 26,157 25904 9.698 22205 -23.956 -609.259 23.167 0.0 0.001
213 100 09 0.1 26157 25904 16494 41704  -23.173 -609.469  23.194 0.0 0.000
100 0.1  0.14 26.157 25904 4232 4.431 -23.950 -609.809  23.150 0.0 0.000
215100 09 0.14 26,157 25904 19.821 42270  -22.940 -609.469 23.194 0.0 0.000
100 -0.1 001 26,157 25904 -1.074  -4.177 138.019 -609.566 23.156 0.0 0.002

217 100 -0.1  0.09 26.157 25.904 -9.391 -3.004  138.297 -609.566 23.156 0.0 0.005
218 100 09 001 26157 31.189 6.296 40360 -23.896 -640.150 19.515 0.0 0.009
219100 1.0 001 26157 31.189 6360  47.058 -23.780 -641.331 19.108 0.0 0.000
220 100 0.9 0.09 26157 31189 14.417 41204  -24.008 -640.150  19.518 0.0 0.000
‘ 100 1.0 009 26.157 31.189 6360  47.058 -23.780 -641.331 19.108 0.0 0.000
222 100 0.1 0.1 26.157 31.189 3.328 4345 23794 -640319 19359 0.0 0.011
223 100 05 0.1 26.157 31.189 9712 22294 -23.7793  -640.188  19.945 0.0 0.001
224100 09 0.11 26.157 31.189 16527 41927 -23.039 -640.150 19.518 0.0 0.000
225 100 0.1 014 26157 31189 4.259 4446  -23.917 -640.319 19357 0.0 0.000
226 100 09 0.14 26.157 31.189 19.883 42418  -22.994 -640.150 19.515 0.0 0.000
227 100 -0.1 001 26.157 31.189 -1.097  -4.155 137.969 -641.066 19.457 0.0 0.007
228 100 -0.1 009 26.157 31.189 -9.785  -2.914 138350 -641.066 19.457 0.0 0.018
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0229 300 09 0.01 18.446 31.189 6.739 41.009  -23.839 -191.153 40.179 0.0 0.010
- 230 300 1.0 0.01 18.446 31.189 6.530 47.554  -23842 -191.444 40.212 0.0 0.000
231 300 09 0.09 18446 31.189 14.208 43905 -21.726 -191.153 40.179 0.0 0.000
232300 1.0 0.09 18.446 31.189 15237 51086 -23.879 -191.444 40212 0.0 0.000
233 30,0 0.1 0.1l 18.446 31.189 3.058 4.424 -23.902  -191.163  40.205 0.0 0.180
1234300 05 0.1 18.446 31.189  9.620 23343 -23.666 -191.066 40.159 0.0 0.014
1235300 0.9 0.1 18.446 31.189 16261  44.553 -23.477 -191.153 40.179 0.0 0.000
236 30.0 0.1 0.14 18.446 31.189 3.900 4.623 -24.009 -191.163  40.205 0.0 0.000
1237300 09 0.14 18.446 31.189 19.558  45.674  -23.564 -191.153 40.179 0.0 0.000
238 300 -0.1 0.01 18446 31.189 -0.906  -3.947 138.006 -191.372  40.220 0.0 0.000
239 30,0 -0.1 0.09 18.446 31.189 -8.478 -0.840 138.591 -191.372  40.220 0.0 0.000
300 09 001 18446 25904 6.910 40.817  -23.889 -181.097 37.384 0.0 0.017
241 300 1.0 001 18446 25904 6.686 47408  -23.884 -181.384 37.411 0.0 0.000
1242300 09 0.09 18446 25904 14290 43714  -23.171 -181.097 37381 0.0 0.000
1243300 1.0 009 18446 25904 15238 51523  -23.42 -181.384  37.412 0.0 0.000
1244300 0.1 0.1 18446 25904 3.038 4.497 -23.724  -181.134  37.390 0.0 0.320
1245300 05 0.1 18.446 25904 9.631 23.347  -23.635 -181.050 37.360 0.0 0.019
1246 300 0.9 0.1 18.446 25.904 16.335 44.498  -23.436 -181.097 37381 0.0 0.000
1247300 0.1 0.4 18.446 25904 3.893 4.605 -24.062  -181.134  37.391 0.0 0.000
1248300 09 0.4 18446 25904 19.604  45.774 -24.367 -181.097 37381 0.0 0.000
}249 30.0 0.1 0.\ 18.446 25904 -0.889  -3.972 137.984 -181.387 37.377 0.0 0.000
1250 30.0 -0.1 0.09 18.446 25.904 -8.157 -0.989 138.591 -181.387 37377 0.0 0.000
;2?251 30,0 09 001 26.157 25904 7.070 40.668  -23.941 -195.812 34.206 0.0 0.030
1252300 1.0 001 26157 25904 6810 47.357  -23.837 -196.116 34.239 0.0 0.000
1253300 0.9 0.09 26157 25904 14998  43.803 -23.309  -195.812 34206 0.0 0.000
1254300 1.0 009 26157 25904 6.810 47357  -23.837 -196.116 34.239 0.0 0.000
1255300 0.1 0.11 26,157 25904 3.420 4.536 -23.750  -195.919 34.177 0.0 0.016
1256 300 0.5 0.1 26,157 25.904 10.129  23.345 -23.743  -195.778  34.174 0.0 0.000
257300 0.9 0.1 26157 25904 17.244 44583  -23.460 -195.812 34206 0.0 0.000
1258 300 0.1 0.14 26.157 25904 4387 4.666 -24.150  -195.919  34.177 0.0 0.000
259300 09 0.14 26157 25904 20.621 46308 -23.397  -195.812  34.206 0.0 0.000
1260 300 -0.1 001 26157 25904 -0972  -4.048 138.034 -196.128 34.185 0.0 0.000
26E 300 -0.1 0.09 26.157 25.904 -8.763 -1.468 137303 -196.128  34.185 0.0 0.000
2262 300 09 001 26,157 31.189 6.903 40.876  -23.920 -205.819 36.951 0.0 0.017
263 300 1.0 001 26157 31.189 6.683 47.495  -23.862 -206.050 37.028 0.0 0.000
264300 0.9 009 26157 31.189 14936  44.051  -22.243 -205.822  36.965 0.0 0.000
265300 1.0 009 26157 31189 16122  51.670 -23.622  -206.050  37.028 0.0 0.000
266 300 0.1 0.11 26.157 31.189 3.431 4.573 -23.653  -205.881 37.006 0.0 0.011
267 300 05 011 26157 31.189 10.101  23.437  -23.564 -205.710 36.987 0.0 0.000
268 30.0 09 0.1 26157 31.189 17.152  44.778  -23.581 -205.822 36965 0.0 0.000
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269 30.0 0.1 0.14 26.157 31.189 4410 4.669 -24.151 -205.884 36.996 0.0 0.000
$270 30.0 09 0.14 26.157 31.189 20.757 45.864  -24.376 -205.822 36.965 0.0 0.000
271 30,0 -0.1 001 26.157 31.1890 -0.984 -4.016 138.034 -206.059 37.020 0.0 0.000
272 300 -0.1 0.09 26.157 31.189 -9.156 -1.361 137.175  -206.059 37.020 0.0 0.000
 LOAD
1273-300 0.5 0.00 26157 31.189 208247 -1.812 0.220 208.244 -2.017 0.0 0.000
274-30.0 0.5 0.00 26.157 25.904 198.100 -2.360 -0.145 198.066 -2.609 0.0 0.000
1275-300 0.5  0.00 18.446 25.904 184.000 2.859 -0.014 184.009 2.629 0.0 0.000
1276-30.0 0.5 0.00 18.446 31.189 194.259 3.417 -0.055 194.209 3.229 0.0 0.000
277200 0.5 0.00 26.157 31.189 313300 -20.415 0.076 313.212  -20.749 0.0 0.000
1278-200 0.5 0.00 26.157 25.904 298331 -19.193 0.023 298.169 -19.492 0.0 0.000
~279-200 05 0.00 18.446 25.904 276.938 -12.964 0.150 276.931 -13.259 0.0 0.000
1280-200 05 0.00 18.446 31.189 292.006 -14.048 -0.276  291.741 -14.388 0.0 0.000
281-100 05 0.00 18.446 31.189 574459 -84.165 0.065 573.912 -85.288 0.0 0.000
1282-10.0 0.5 0.00 18.446 25904 545731 -75.564 0.085 545.803 -76.484 0.0 0.000
1283-100 05 0.00 26.157 25904 588969 -85.536 -0.269  588.534 -86.084 0.0 0.000
284-100 05 0.00 26.157 31.189 617281 -94.448 -0.132 616969 -95.614 0.0 0.000
285 100 0.5 0.00 26.157 31.189 -640369 19.187 -0.104  -640.734  19.683 0.0 0.013
286 10.0 0.5 0.00 26.157 25.904 -609.413 22518 -0.087 -609.769 22.956 0.0 0.009
287 100 0.5 0.00 18.446 25904 -564.550 26.117 0.097 -564.463 26.686 0.0 0.007
2288 10.0 0.5 0.00 18.446 31.189 -595.625 23.073 0.220 -595.491 24.278 0.0 0.008
2289 200 05 0.00 26.157 31.189 -315.175 37.864 -0.008  -315.159 38.133 0.0 0.000
290 20.0 0.5 0.00 26.157 25.904 -299.647 35.791 0.039  -299.666 36.172 0.0 0.000
291 200 05 0.00 18.446 25904 -277.359 38.970 -0.102  -277.319  39.221 0.0 0.000
%292 200 05 0.00 18.446 31.189 -292.688  41.049 -0.134  -292.681 41.346 0.0 0.000
293 30,0 05  0.00 18.446 31.189 -191.100 39.943 -0.068 -191.087 40.179 0.0 0.000
294 300 0.5 0.00 18.446 25,904 -181.081 37.027 0.007 -181.038 37.342 0.0 0.000
295 30.0 0.5 0.00 26.157 25.904 -195.891 33.930 0.101  -195.803 34.225 0.0 0.000
296 30,0 0.5 0.00 26.157 31.189 -205878 36.713 -0.047  -205.772 37.007 0.0 0.000
TESTING CASES
error = 0.002 cost = 0.921217
%NO' 0 a VF XSI XR] RI X] XSO Rmem Xmem [_@' 5
1 -20.0 -0.10 0.03 24500 27.400 -3.307 -4.703 138.144  298.734 -18.664 0.0 0.001

-18.664 0.0 0.001



Appendix D 192
3 -20.0 0.20 0.03 24500 27.400 1.474 8.238 -23.921 298769 -18.5383 1.0 1.000
4 -20.0 0.20 0.07 24500 27.400 2.885 8.297 -24.018  298.769 -18.5383 1.0 1.000
5 -200 020 0.12 24500 27.400 4.703 8.511 -23.887  298.769 -18.538 0.0 0.000
6 -20.0 0.60 0.03 24500 27.400 5.614 24596  -23.983 297.866 -18.518 1.0 1.000
7 -200 0.60 0.07 24.500 27.400 8.167 24450  -23.887 297.866 -18.518 1.0 1.000
8 -200 0.60 0.12 24.500 27.400 11.435 24204 -23.622 297.866 -18.518 0.0 0.000
9 -20.0 0.95 0.03 24500 27.400 7.520 42.331 -23.745  298.200 -18.443 0.0 0.000
- 10 -20.0 095 0.07 24500 27.400 11.537 41.579  -24.279 298.200 -18.443 0.0 0.000
11 -20,0 095 0.12 24500 27.400 16.690 40.994  -23.537 298.200 -18.443 0.0 0.000
12200 -0.10 0.03 24500 27.400 -2.921 -3.604 138.041 -299.503 37.472 0.0 0.000
13 200 -0.10 0.07 24500 27.400 -7.067 -2.619 137722 -299.509 37.473 0.0 0.000
<14 200 020 003 24500 27.400 1.685 8.349 -23.921  -299.884 37.498 1.0 1.000
15 200 020 0.07 24.500 27.400 3.078 8.672 -23.929 -299.884 37.498 1.0 1.000
16 200 020 0.12 24500 27.400 4.896 9.233 -23.488 -299.884  37.498 0.0 0.001
17 200 060 0.03 24500 27.400 6.763 25.464  -23971 -298.925 37344 1.0 1.000
18 20.0 0.60 0.07 24500 27.400 9.431 26030  -23.799 -298.925 37.344 1.0 0.998
19 200 0.60 0.12 24.500 27.400 12.981 26.847  -23369 -298.925 37344 0.0 0.000
20 200 095 0.03 24500 27.400 8.850 43.905 -23.964  -299.066 37.282 0.0 0.000
21 200 095 007 24500 27.400 13.268 45.097 -23.518  -299.066 37.282 0.0 0.000
22 200 095 0.12  24.500 27.400 19.063 46.661 -23.974  -299.066 37.282 0.0 0.000
RUNNING CASES
G?n :é.:*
No. 3 o VF XS] XR] R] XI XSO Rmem Xmem § 8
-1 -15.0 -0.10 0.020 20.660 29.890 -2.217 -4.359 [38.006 395516 -37.362 0.0 0.002
2 -15.0 -0.02 0.020 20.660 29.890 -2.132 -3.502 138.038 392244 -36.597 0.0 0.002
3 -15.0 -0.06 0.020 20.660 29.890 -2.006 -2.586 138.056 392.091 -36.466 0.0 0.002
4 -15.0 -0.04 0.020 20.660 29.890 -1.944 -1.829 137.913  392.091 -36.467 0.0 0.002
5 -15.0 -0.02 0.020 20.660 29.890 -1.809 -1.023 137.925 392244 -36.598 0.0 0.002
6 -15.0 -0.00 0.020 20.660 29.890 -1.751 -0.945 137.934 395516 -37.363 0.0 0.002
7 -15.0 0.00 0.020 20.660 29.890 0.385 0.697 -23.868  395.444 -37.364 1.0 1.000
8 -150 0.02 0.020 20.660 29.890 0.421 0772  -23.888  391.284 -36.378 1.0 1.000
9 -15.0 0.04 0.020 20.660 29.890 0.472 1.495 -23.888  391.212 -36.406 1.0 1.000
10 -15.0 0.06 0.020 20.660 29.890 0.519 2.247 -23.877 391.850 -36.403 1.0 1.000
11 -15.0 0.08 0.020 20.660 29.850 0.563 3.000 -23.886  391.212 -36.406 1.0 1.000
12 -15.0 0.10 0.020 20.660 29.890 0.624 3.852 -23.878 391300 -36.385 1.0 1.000
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13 -15.0 0.15 0.020 20.660 29.890 0.719 5.663 -23.874  391.291 -36.385 1.0 1.000

14 -15.0 0.20 0.020 20.660 29.890 1.134 8.247  -23912 392.175 -36.782 1.0 1.000

[5-15.0 0.25 0.020 20.660 29.890 1.152 10.189  -23.934 391.134 -36.450 1.0 1.000
- 16 -15.0 030 0.020 20.660 29.890 2.289 12.658  -23.916 391.222 -36.405 1.0 1.000
17 -150 0.35 0.020 20.660 29.800 2.895 14903 -23.902 391.022 -36.461 1.0 1.000
18 -150 0.40 0.020 20.660 29.890  1.525 16.197  -23.903 391.125 -36.377 1.0 1.000
19 -150 045 0.020 20.660 29.890 2.116 18.448  -23.933 391.056 -36.466 1.0 1.000
20 -150 050 0.020 20.660 29.890 3.854  21.116 -23.958 391.175 -36.476 1.0 1.000
21 -15.0 055 0.020 20.660 29.890 4.683 23.002  -23.815 391.056 -36.466 1.0 1.000
- 22 -150 0.60 0.020 20.660 29.890 5.071 24862  -23.892 391.159 -36.411 1.0 1.000
23 -150 0.65 0.020 20.660 29.890 4.438 27410 -23.817 391.125 -36.426 1.0 1.000
. 24 -15.0 0.70 0.020 20.660 29.890  5.008 29735  -23.805 391.303 -36.454 1.0 1.000
25 -150 072 0.020 20.660 29.890 4.899  30.675  -23.797 391.178  -36.476 1.0 1.000
26 -150 074 0.020 20.660 29.890  4.991 31.550  -23.782 391.178 -36.479 1.0 1.000
27 <150 076 0.020 20.660 29.890 5.315 32.653  -23.866 391.178 -36.479 1.0 1.000
28 -150 0.78 0.020 20.660 29.890 5.825  33.326 -23.819  391.828 -36.480 1.0 0.999
29 -150 0.80 0.020 20.660 29.890 5.947  34.436 -23.954  392.256 -36.818 1.0 0.985
30 -150 0.82 0.020 20.660 29.890  6.068 35403  -23.905 391.506 -36.469 0.0 0.831
31 -15.0 084 0.020 20.660 29.890 5.941 36.640  -23.914 391306 -36.482 0.0 0.169
1 32-150 0.86 0.020 20.660 29.890 6.234  37.608 -23.894  391.472  -36.435 0.0 0.021
33 -150 088 0.020 20.660 29.890 6.155  38.793  -23.957 391.478 -36.452 0.0 0.002
134150 090 0.020 20.660 29.890 6.267 39902  -24.033 391.475 -36.405 0.0 0.000
135 -150 092 0.020 20.660 29.890 6352  41.08] -23.999  391.331 -36.457 0.0 0.000
36 -15.0 0.94 0.020 20.660 29.890 6.566  42.373  -23.481 392.175 -36.467 0.0 0.000
137 -150 0.96 0.020 20.660 29.890 6.604  43.509 -23.923  391.337 -36.458 0.0 0.000
38 -150 098 0.020 20660 29.890 6.648 44928  -23.989 391.459 -36.435 0.0 0.000
-39 -150 100 0.020 20.660 29.890 6.805 45989  -23.952  395.466 -37.358 0.0 0.000
140 -150 0.40 0.000 20.660 29.890  0.649 16.146  -23.874 391.125 -36.377 1.0 1.000
41 -150 0.40 0.002 20.660 29.890  0.733 16.157  -23.862 391.125 -36.377 1.0 1.000
42 -150 0.40 0.004 20.660 29.890 0.818 16.163  -23.871 391.125 -36.377 1.0 1.000
143 -15.0 0.40 0.006 20.660 29.890 0.906 16.162  -23.889 391.125 -36.377 1.0 1.000
144 -150 040 0.008 20.660 29.890 0.993 16.165  -23.900 391.125 -36.377 1.0 1.000
45 -15.0 0.40 0.010 20.660 29.890 1.079 16.171 23903  391.125 -36.377 1.0 1.000
46 -15.0 0.40 0.012 20.660 29.890 1.168 16.178  -23.892  391.125 -36.377 1.0 1.000
47 -15.0 0.40 0.014 20.660 29.890 1.255 16.180  -23.895 391.125 -36.377 1.0 1.000
48 -150 0.40 0.016 20.660 29.890 1.344 16.184  -23.906 391.125 -36.377 1.0 1.000
49 -150 0.40 0.018 20.660 29.890 1.434 16.192  -23.909 391.125 -36.377 1.0 1.000
50 -15.0 0.40 0.020 20.660 29.890 1.525 16.197  -23.903 391.125 -36.377 1.0 1.000
51 -15.0 0.40 0.025 20.660 29.890 1.750 16210 -23.955 391.125 -36.377 1.0 1.000
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52 -15.0 040 0.030 20.660 29.890 1.987 16306  -23.732  391.125 -36.377 1.0 1.000
53 -15.0 040 0035 20.660 29.890  2.206 16305 -23791 391.125 -36.377 1.0 1.000
- 54 -15.0 0.40 0.040 20.660 29.890 2.430 16306  -23.850 391.125 -36.377 1.0 1.000
- 55 -15.0 040 0.045 20.660 29.890 2.662 16334 23841 391.125 -36.377 1.0 1.000
£ 56 -15.0 040 0.050 20.660 29.890 2.891 16325  -23913 391.125 -36.377 1.0 1.000
- 57 -15.0 0.40 0.055 20.660 29.890 3.128 16341 -23936 391.125 -36.377 1.0 1.000
58 -15.0 040 0.060 20.660 29.890 3.366 16364  -23.922 391.125 -36.377 1.0 1.000
59 -150 040 0.065 20.660 29.890 3.602 16377  -24.024 391.141 -36.388 1.0 1.000
60 -15.0 0.40 0.070 20.660 29.890 3.841 16536 -237797 391.125 -36.377 1.0 1.000
61 -15.0 0.40 0.075 20.660 29.890  4.080 16,622 -23.497 391.125 -36.377 1.0 1.000
62 -15.0 0.40 0.080 20.660 29.890 4.310 16,605  -23.613 391.125 -36.377 1.0 1.000
63 -15.0 0.40 0.082 20.660 29.890  4.402 16598  -23.668 391.125 -36.377 1.0 1.000
64 -150 040 0.084 20.660 29.890  4.495 16597  -23.7700 391.125 -36.377 1.0 1.000
65 -150 0.40 0.086 20.660 29.890  4.589 16,605  -23705 391.125 -36.377 1.0 1.000
06 -15.0 0.40 0.088 20.660 29.890 4.683 16,618  -23.689 391.125 -36.377 1.0 1.000
67 <150 0.40 0.090 20.660 29.890 4.778 16,625  -23.673 391.125 -36.377 1.0 1.000
68 -150 0.40 0.092 20.660 29.890 4.873 16.628  -23.669 391.125 -36.377 1.0 1.000
69 <150 040 0.094 20.660 29.890 4.968 16.628  -23.682 391.125 -36.377 1.0 1.000
70 -15.0 0.40 0.096 20.660 29.890  5.063 16.627  -23.698 391.125 -36.377 1.0 1.000
71 -150 040 0.098 20.660 29.890 5.160 16.626  -23.716  391.141 -36.388 1.0 1.000
72 -15.0 040 0.100 20.660 29.890 5.256 16622  -237733  391.125 -36.377 1.0 1.000
73 -150 040 0.102 20.660 29.890 5.352 16.618  -23.750 391.125 -36.377 0.0 1.000
74 -150 040 0.104 20.660 29.890  5.450 16.614  -23.765 391.125 -36.377 0.0 0.999
(75 -150 0.40 0.106 20.660 29.890  5.548 16.610  -23.783 391.125 -36.377 0.0 0.999
176 <150 040 0.108 20.660 29.890  5.645 16.611  -23.796 391.125 -36.377 0.0 0.998
177 150 0.40 0.110 20.660 29.890  5.744 16.614  -23805 391.125 -36.377 0.0 0.996
78 -150 040 0.112 20.660 29.890  5.844 16.621  -23.812 391.125 -36.377 0.0 0.992
79 -15.0 040 0.114 20.660 29.890  5.944 16.630  -23.810 391.125 -36.377 0.0 0.984
180 -150 040 0.116 20.660 29.890  6.045 16.639  -23.804 391.141 -36.388 0.0 0.969
81 -15.0 040 0.113 20.660 29.890  6.147 16.649  -23.803 391.125 -36.377 0.0 0.939
82 -15.0 0.40 0.120 20.660 29.890 6.247 16.654  -23.811 391.125 -36.377 0.0 0.881
83 -15.0 0.40 0.125 20.660 29.890  6.500 16,665  -23.900 391.141 -36.388 0.0 0.516
84 -15.0 0.40 0.130 20.660 29.890 6.751 16.687  -24.047 391.125 -36.377 0.0 0.123
85 -15.0 0.40 0.135 20.660 29.890 6.997 16811 -23.925 391.141 -36.388 0.0 0.024
186 -15.0 0.40 0.140 20.660 29.890 7.244 16962  -23.618 391.141 -36.388 0.0 0.004
87 -15.0 0.40 0.145 20.660 29.890 7.496 17.049-  -23385 391.141 -36.388 0.0 0.001
88 -15.0 0.40 0.150 20.660 29.890 7.751 17.033  -23.429 391.125 -36.377 0.0 0.000
89 150 -0.10 0.020 20.660 29.890 -1.915  -3.774 138.244 -401.384 37.414 0.0 0.000
90 15.0 -0.02 0.020 20.660 29.890 -1.927  -2.988 137.903 -397.778 37.706 0.0 0.000
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91 15.0 -0.06 0.020 20.660 29.890 -1.810  -2.109 137.984 -397.681 37.722 0.0 0.000

150 -0.04 0.020 20.660 29.890 -1.765  -1.235 138.141 -397.675 37.721 0.0 0.000

150 -0.02 0.020 20.660 29.890 -1.680  -0.442 138.062 -397.766 37.708 0.0 0.000

150 -0.00 0.020 20.660 29.890 -1.681 -0.486 137.831 -401.347 37.372 0.0 0.000

150 0.00 0.020 20.660 29.890 0.404 0.730  -23.837 -401.884 37.453 1.0 1.000

150 0.02 0.020 20.660 29.890 0.435 0.804  -23.851 -397.841 37.983 1.0 1.000

150 0.04 0.020 20.660 29.890 0.496 1.532 23839 -397.663 37.927 1.0 1.000
98 15.0 0.06 0.020 20.660 29.890 0.561 2.281 -23.856  -397.775 37.809 1.0 1.000
99 150 0.08 0.020 20.660 29.890 0.636 3.019  -23.906 -397.663 37.927 1.0 1.000

150 0.10 0.020 20.660 29.890 0.712 3.868 -23.907 -397.841 38.019 1.0 1.000
101 15.0 0.15 0.020 20.660 29.890 0.877 5.671 -23.892  -397.638 37915 1.0 1.000
1102 15.0 0.20 0.020 20.660 29.890  1.286 8.279  -23918 -398.516 37.939 1.0 1.000
_ 150 0.25 0.020 20.660 29.890 1.370 10.214 23922 -397.206 37.882 1.0 1.000
1104 15.0 030 0.020 20.660 29.890 2.518 127791 -23.910 -397.516 37.936 1.0 1.000
1105 150 035 0.020 20.660 29.890 3.170 15.109  -23.952 -396.934 37.812 1.0 1.000
106 150 040 0.020 20.660 29.890  1.989 16.197  -23.944 -396.934 37.809 1.0 1.000
107 15.0 0.45 0.020 20.660 29.890 2.643 18.536  -23.937 -396.919 37.794 1.0 1.000
108 15.0 0.50 0.020 20.660 29.890 4.382 21.495  -23.834 -397.269 37.860 1.0 1.000
109 15.0 0.55 0.020 20.660 29.890 5.333 23440  -24.001 -396.916 37.783 1.0 1.000
110 150 0.60 0.020 20.660 29.890 5866 25318  -24.002 -396.922 37.806 1.0 1.000
11 15.0 0.65 0.020 20.660 29.890 5.246 27.715  -24.003  -396.934 37.809 1.0 1.000
112 150 070 0020 20.660 29.890 5.914 30.148  -24.016 -397.497 37.938 1.0 1.000
113 150 072 0.020 20.660 29.890 5.818 31.074  -23.942 -397.172 37.829 1.0 1.000
114 150 0.74 0.020 20.660 29.890 5.953 31.961  -23.902 -397.078 37.837 1.0 1.000

[50 076 0.020 20.660 29.890 6.285 33.147  -23.947 -397.072 37.845 1.0 1.000
[16 15.0 0.78 0.020 20.660 29.890  6.903 33.923 23883 -397.709 37.767 1.0 1.000
117 150 0.80 0.020 20.660 29.890 7.085 35.126 -23.951 -398.372 37.818 1.0 1.000
118 150 0.82 0.020 20.660 29.890 7.174 36.112  -23.969 -397.569 37.893 0.0 0.998
119 150 0.84 0.020 20.660 29.890 6.990 37308 -23.986 -397.431 37.900 0.0 0.963
120 15.0 0.86 0.020 20.660 29.890 7.298 38365  -23.983 -397.591 37.934 0.0 0.632
121 15.0 0.88 0.020 20.660 29.890 7.175 39542 -23.780  -397.675 38.000 0.0 0.097
(122 150 0.90 0.020 20.660 29.890 7.278 40.727  -23.556 -397.522 38.021 0.0 0.011

150 0.92 0.020 20.660 29890 7.351 41.891  -23.574 -397.494 37.928 0.0 0.002
124 150 0.94 0020 20.660 29.890  7.529 43.037  -24.053 -397.731 37.765 0.0 0.001

150 096 0.020 20.660 29.8900 7.478 44357  -23819 -397.494 37928 0.0 0.000
126 15.0 0.98 0.020 20.660 29.890  7.403 457781  -23.881 -397.519 37.953 0.0 0.000
127 15.0 1.00 0.020 20.660 29.890  7.569 46.827  -24.019 -401.659 37.406 0.0 0.000
128 15.0 0.40 0.000 20.660 29.890 1.132 16.037  -23.868 -396.934 37.817 1.0 1.000
129 15.0 0.40 0.002 20.660 29.890 1.212 16.055  -23.865 -396.934 37.817 1.0 1.000
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130 150 040 0.004 20.660 29.890 1.294 16073 -23.866 -396.934 37.817 1.0 1.000
150 0.40 0.006 20.660 29.890 1.376 16.089  -23.867 -396.934 37.817 1.0 1.000

- 132 150 0.40 0.008 20.660 29.890 1.460 16.110  -23.863 -396.934 37.817 1.0 1.000
133 15.0 040 0.010 20.660 29.890 1.545 16,125  -23.877 -396.934 37.817 1.0 1.000
150 040 0.012 20.660 29.890 1.636 16.133  -23.914 -396.934 37.814 1.0 1.000

; 150 0.40 0.014 20.660 29.890 1.727 16.145  -23.916 -396.934 37.817 1.0 1.000
136 150 0.40 0.016 20.660 29.890 1.814 16.165  -23912 -396.934 37.817 1.0 1.000
137 15.0 0.40 0.018 20.660 29.890 1.901 16.181  -23.929 -396.934 37.817 1.0 1.000
138 15.0 0.40 0.020 20.660 29.890 1.989 16.197  -23.944 -396.934 37.809 1.0 1.000
139 15.0 0.40 0.025 20.660 29.890 2213 16299  -23.778 -396.934 37817 1.0 1.000
140 15.0 0.40 0.030 20.660 29.890 2.433 16318  -23.867 -396.934 37.817 1.0 1.000
141 15.0 0.40 0.035 20.660 29.890 2.658 16344 -23.925 -396.934 37.817 1.0 1.000
150 0.40 0.040 20.660 29.890  2.885 16394 23911 -396.934 37.817 1.0 1.000
143 150 0.40 0.045 20.660 29.890 3.110 16432 -23.935 -396.934 37.817 1.0 1.000
- 144 150 0.40 0.050 20.660 29.890  3.340 16.497  -23.886 -396.934 37.817 1.0 1.000
145 150 040 0.055 20.660 29.890 3.572 16558 -23.901 -396.934 37.817 1.0 1.000
146 15.0 0.40 0.060 20.660 29.890  3.798 16.660  -23.906 -396.934 37.817 1.0 1.000
147 150 0.40 0.065 20.660 29.890 4.017 16.847  -23.486 -396.934 37.817 1.0 1.000
148 150 0.40 0.070 20.660 29.890  4.252 16866  -23.540 -396.934 37.817 1.0 1.000
149 150 040 0.075 20.660 29.890  4.489 16871  -23.688 -396.934 37.817 1.0 1.000
150 150 0.40 0.080 20.660 29.890  4.726 16.907  -23.736  -396.934 37.817 1.0 1.000
15.0 0.40 0.082 20.660 29.800 4.823 16922  -23.745 -396.934 37.817 1.0 1.000

152 15.0 0.40 0.084 20.660 29.890 4.921 16930 -23.770 -396.934 37.817 1.0 1.000
153 15.0 0.40 0.086 20.660 29.890 5.018 16938 -23.801 -396.934 37.817 1.0 1.000
154 150 0.40 0.088 20.660 29.890 5.117 16946  -23.838 -396.934 37.817 1.0 1.000
150 0.40 0.090 20.660 29.890 5.215 16953 -23.874 -396.934 37.817 1.0 1.000

156 15.0 0.40 0.092 20.660 29.8900 5.313 16961 -23.907 -396.934 37.817 1.0 1.000
150 0.40 0.094 20.660 29.890 5412 16968  -23.938 -396.934 37.817 1.0 1.000

158 15.0 0.40 0.096 20.660 29.890  5.511 16978  -23.964 -396.934 37.817 1.0 1.000
159 150 0.40 0.098 20.660 29.890 5.611 16994  -23.982 -396.934 37.817 1.0 1.000
1160 150 0.40 0.100 20.660 29.890  5.710 17.014  -23.993 -396.934 37.817 1.0 1.000
5161 150 0.40 0.102 20.660 29.890 5.810 17.040  -23.996 -396.934 37.817 0.0 1.000
1162 150 0.40 0.104 20.660 29.890 5.910 17.064  -23.989 -396.934 37.817 0.0 1.000
163 15.0 040 0.106 20.660 29.890 6.011 17.090  -23.980 -396.934 37.817 0.0 0.999
1164 15.0 0.40 0.108 20.660 29.890 6.112 17.116  -23.974 -396.934 37.817 00 0.998
1165 15.0 0.40 0.110 20.660 29.890 6.213 17.140  -23.987 -396.934 37.817 0.0 0.996
166 150 0.40 0.112 20.660 29.890 6314 17.161  -24.014 -396.934 37.814 0.0 0.992
167 15.0 0.40 0.114 20.660 29.890 6.417 17.181  -24.061 -396.934 37.817 0.0 0.983
168 15.0 0.40 0.116 20.660 29.890 6.519 17.198  -24.123  -396.934 37.817 0.0 0.963
169 15.0 0.40 0.118 20.660 29.890 6.619 17229 -24.177 -396.934 37.814 0.0 0.923



174

1193 -

Appendix D 197

170 15.0 0.40 0.120 20.660 29.890 6.712 17.286  -24.166 -396.934 37.817 0.0 0.867
171 150 0.40 0.125 20.660 29.890 6.937 17.487  -23.887 -396.934 37.817 0.0 0.642
172 150 040 0.130 20.660 29.890 7.169 17.668  -23.534 -396.934 37.817 0.0 0.299
173 15.0 040 0.135 20.660 29.800  7.429 17717 -23.483  -396.934 37.817 0.0 0.042
150 040 0.140 20.660 29.890 7.698 17713 -23.643 -396.934 37.817 0.0 0.003
175 150 0.40 0.145 20.660 29.890  7.970 17706 -23.832 -396.934 37.817 0.0 0.000
176 150 040 0.150 20.660 29.890  8.247 177703 -23.991 -396.934 37.817 0.0 0.000
177-15.0 -0.10 0.080 20.660 29.890 -8.840  -4.916 139.028 395.516 -37.362 0.0 0.005
178 -15.0 -0.08 0.080 20.660 29.890 -8.630  -4.517 137.744  392.244 -36.597 0.0 0.005
179-15.0 -0.06 0.080 20.660 29.890 -8.293  -3.662 137.706  392.091 -36.466 0.0 0.004
. 180-15.0 -0.04 0.080 20.660 29.890 -7.979  -2.764 137775 392.091 -36.467 0.0 0.003
181-15.0 -0.02 0.080 20.660 29.890 -7.690  -1.902  137.778 392244 -36.598 0.0 0.003
- 182-15.0 -0.00 0.080 20.660 29.800 -7.535  -1.793 137788 395.516 -37.363 0.0 0.003
- 183-15.0 0.00 0.080 20.660 29.890 1.674 0.850  -23.826  323.178 -23.504 1.0 0.893
184-150 0.02 0.080 20.660 29.890 1.709 0.902 -23.841  391.284 -36.378 1.0 0.839
185-15.0 0.04 0.080 20.660 29.850 1.823 1.640  -23.832  391.212 -36.406 1.0 0.933
186-15.0 0.06 0.080 20.660 29.890  1.943 2.407 -23.826  391.850 -36.403 1.0 0.971
187-15.0 0.08 0.080 20.660 29.890 2.058 3.168 -23.846  391.212  -36.406 1.0 0.987
188-15.0 0.10 0.080 20.660 29.800 2.204 4.020  -23.871 391300 -36.385 1.0 0.993
- 189-15.0 0.15 0.080 20.660 29.890 2.468 5.839  -23.872 391.291 -36.383 1.0 0.998
1190-15.0 020 0.080 20.660 29.890  3.141 8.446 -23.944 392,187 -36.786 1.0 0.997
191-15.0 025 0.080 20.660 29.890  3.340 10445  -23.880 391.134 -36.450 1.0 1.000
192-150 030 0.080 20.660 29.890  4.743 12.861  -23.920 391.237 -36.450 1.0 0.962
150 035 0.080 20.660 29.890 5.577 15.103  -237789  391.022 -36.461 1.0 0.943
194150 040 0080 20.660 29.890 4.310 16605  -23.613 391.125 -36.377 1.0 1.000
195-150 045 0.080 20.660 29.890 5.143 18.888  -23.415  391.056 -36.466 1.0 1.000
196-15.0 050 0.080 20.660 29.890 7.200  21.488  -23.197 391.175 -36.476 1.0 0.999
197-150 055 0.080 20.660 29.890 8.220  23.036  -23.777 391.056 -36.466 1.0 0.992
198-150 0.60 0.080 20.660 29.890 8.736 24342 24754  391.159 -36.411 1.0 0.990
199-150 065 0.080 20.660 29.890 8380  27.269  -24218 391.125 -36.426 1.0 1.000
200-15.0 0.70 0.080 20.660 29.800 9.241 29378  -24581 391.303 -36.455 1.0 1.000
201-150 072 0.080 20.660 29.890 9.246  30.373  -24.550 391.178 -36.476 1.0 1.000
202-15.0 0.74 0.080 20.660 29.890 9.445 31219 -24517 391.178 -36.478 1.0 1.000
203-150 076 0.080 20.660 29.890 9.894  32.265  -24.190 391.178 -36.479 1.0 0.998
§204—15.0 0.78  0.080 20.660 29.890 10.470 32903  -24303 391.828 -36.480 1.0 0.983
205-150 0.80 0.080 20.660 29.890 10762  34.049  -24.146 392256 -36.840 1.0 0.866
206-15.0 0.82 0.080 20.660 29.890 11.012 34.965 -24072 391541 -36.438 0.0 0.449
207-15.0 0.84 0.080 20.660 29.890 11.033  36.181  -24.151 391294 -36.479 0.0 0.086
208-150 0.86 0.080 20.660 29.890 11.452 37.068 -24.196 391.469 -36.435 0.0 0.010
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1 209-15.0 0.88 0.080 20.660 29.890 11.517 38247 -24.052 391.478 -36.452 0.0 0.001
210-150 0.90 0.080 20.660 29.890 11.807 39393  -23.677 391.475 -36.405 0.0 0.000
211-15.0 092 0.080 20.660 29.890 12.112  40.568  -23.035 391.331 -36.457 0.0 0.000
212-150 094 0.080 20.660 29.890 12.501 41,787  -22.789 392.175 -36.467 0.0 0.000
1213-150 0.96 0.080 20.660 29.890 12757 42.825  -23.969 391.337  -36.459 0.0 0.000
$214-150 0.98 0.080 20.660 29.890 12.920 43.864 -24.504 391.459 -36.435 0.0 0.000
1215-150 1.00 0.080 20.660 29.890 13.178  44.874  -24.440 395.466 -37.358 0.0 0.000
216 15.0 -0.10 0.080 20.660 29.800 -8.090  -2.805 137725 -401.384 37.413 0.0 0.000
217 15.0 -0.08 0.080 20.660 29.890 -7.917  -1.945 137722 397775  37.707 0.0 0.000
- 218 15.0 -0.06 0.080 20.660 29.800 -7.659  -1.111 137.688 -397.681 37.725 0.0 0.000
1219 150 -0.04 0.080 20.660 29.890 -7.395  -0.297 137762 -397.681 37.722 0.0 0.000

15.0 -0.02 0.080 20.660 29.890 -7.171 0.467 137837 -397.775 37.709 0.0 0.000
1221 150 -0.00 0.080 20.660 29.890 -7.024 0.490 137.922 -401.347 37.373 0.0 0.000
1222 150 0.00 0.080 20.660 29.890 1.673 1.040  -23.7702 -323.969 37.162 1.0 0.981
1223 150 0.02 0.080 20.660 29.890 1.702 1.050 -23.731  -397.841 37983 1.0 0.963
224 15.0 0.04 0.080 20.660 29.890 1.832 1.841 -23.602  -397.663 37.927 1.0 0.984
225 150 0.06 0.080 20.660 29.890 1.969 2614  -23.577 -397.775 37.808 1.0 0.992
2226 150 0.08 0.080 20.660 29.800 2.109 3378  -23.593 -397.663 37.927 1.0 0.995
1227 150 0.10  0.080 20.660 29.890 2.265 4240  -23.616 -397.841 38.019 1.0 0997
228 15.0 0.15 0.080 20.660 29.890 2.605 6.047 -23.687 -397.638 37915 1.0 0.999
229 15.0 0.20 0.080 20.660 29.890 3.267 8.733 -23.784 -398.516 37.939 1.0 0.999
230 150 0.25 0.080 20.660 29.890 3.529 10.743  -23.796 -397.206 37.882 1.0 1.000
231 15.0 030 0.080 20.660 29.890 4.978 13.297  -23.949 -397.516 37.936 1.0 0.988
232 150 035 0.080 20.660 29.890 5.875 15.624  -23.902 -396.934 37.812 1.0 0.979

150 040 0.080 20.660 29.890 4.726 16.907  -23.736 -396.934 37.817 1.0 1.000
234 15.0 045  0.080 20.660 29.890 5.619 19244 23773 -396.919 37.794 1.0 1.000
235150 050 0.080 20.660 29.890 7.726  22.124  -23.870 -397.244 37.850 1.0 1.000
236 150 055 0.080 20.660 29.890 8.958  24.252  -23.302 -396.916 37.783 1.0 0.992
237 150 0.60 0.080 20.660 29.890 9.718 26.153  -23.153 -396.934 37.806 1.0 0.985
238 150 0.65 0.080 20.660 29.890 9.278 28.743  -23.481 -396.934 37.809 1.0 1.000
239 150 070 0.080 20.660 29.890 10.235 31.205 -23.420 -397.497 37.938 1.0 1.000

150 072 0.080 20.660 29.890 10.235 32172  -23.529 -397.172 37.829 1.0 1.000
241 15.0 074 0.080 20.660 29.890 10.474 33.078  -23.532 -397.078 37.837 1.0 1.000
242 150 076 0.080 20.660 29.890 10.988 34,173  -22.998 -397.072 37.845 1.0 0.998
243 150 078 0.080 20.660 29.890 11.697 34964 -23342 -397.709 37.767 1.0 0.951
244 150 0.80 0.080 20.660 29.890 12,039 36219 -22.856 -398.375 37.821 1.0 0.566
245 150 0.82 0.080 20.660 29.890 12295 37228  -22.862 -397.569 37.941 0.0 0.129
1246 150 0.84 0.080 20.660 29.890 12267 38.498 -22.954 -397.437 37.897 0.0 0.026
247 150 086 0.080 20.660 29.890 12.767  39.537  -23.122 -397.591 37.934 0.0 0.002
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248 150 0.88 0.080 20.660 29.890 12799  40.729  -23.412 -397.675 38.000 0.0 0.001
249 150 090 0.080 20.660 29.890 13.068 41.850 -23.744 -397.522 38.021 0.0 0.000
250 150 092 0.080 20.660 29.890 13.312 42918 -23.849 -397.494 37.928 0.0 0.000
251 150 0.94 0.080 20.660 29.890 13.698  44.166 -23.747 -397.731 37.765 0.0 0.000
252 150 096 0.080 20.660 29.890 13.891 45509  -23.802 -397.494 37.928 0.0 0.000
1253 150 098 0.080 20.660 29.890 14036 47.007  -24.048 -397.519 37.953 0.0 0.000
1254 150 1.00 0.080 20.660 29.890 [4.342 48.095  -24.161 -401.659 37.406 0.0 0.000
[ -250 -0.10 0.020 20.660 29.890 -2.274  -4.631 137.887 238.172  -5.628 0.0 0.000
2 -250 -0.02 0.020 20.660 29.890 -2.164  -3.704 137.891 236.134 -5.158 0.0 0.000
3 -25.0 -0.06 0.020 20.660 29.890 -2.083  -2.798 138.072 235950 -5.052 0.0 0.000
4 -25.0 -0.04 0.020 20.660 29.890 -1.927  -1.949 138.044 235950 -5.051 0.0 0.000
5 250 -0.02 0.020 20.660 29.890 -1.816 -1.245 137.859  236.131 -5.159 0.0 0.000
6 -250 -0.00 0.020 20.660 29.890 -1.793 -1.130 137.972  238.172  -5.647 0.0 0.000
-7 -250 0.00 0.020 20.660 29.890 0.387 0.690 -23.861  238.122 -5.058 1.0 1.000
8 250 002 0.020 20660 29.890 0.422 0.770 -23.860  235.588 -5.025 1.0 1.000
9 -250 0.04 0.020 20.660 29.890 0.462 1.497 -23.805 235572 -5.057 1.0 1.000
- 10 -25.0 0.06 0.020 20.660 29.890 0.502 2.254 -23.865 235956 -5.104 1.0 1.000
11 -250 0.08 0.020 20.660 29.890 0.547 2.994 -23.915 235572 -5.049 1.0 1.000
12 250 0.0 0.020 20.660 29.890 0.606 3.847 -23.912 235581 -5.013 1.0 1.000
13 -25.0 0.15 0.020 20.660 29.890 0.685 5.663 -23.899 235559 -5.035 1.0 1.000
14 -25.0 020 0.020 20.660 29.800 1.098 8.264 -23.875 236206 -5.022 1.0 1.000
15 -250 025 0.020 20.660 29.890 1.088 10241 -23.846 235434 -5070 1.0 1.000
16 -250 030 0.020 20.660 29.890 2215 12670 -23.871 235572 -5.064 1.0 1.000
17 250 035 0.020 20.660 29.890 2799 14890  -23.873 235.447 -5.115 1.0 1.000
118 -25.0 0.40 0.020 20.660 29.890 1.382 16.243  -23911 235441 -5.128 1.0 1.000
19 -25.0 0.45 0.020 20.660 29.890 1.952 18.495  -23.891 235437 -5.122 1.0 1.000
120 250 050 0.020 20.660 29.890 3.684  21.098  -23.862 235478  -5.095 1.0 1.000
21 -25.0 0.55 0.020 20.660 29.890 4.473 23.010  -23.709 235437 -5122 1.0 1.000
22 -25.0 0.60 0.020 20.660 29.890  4.800 24762 -23.934 235441  -5.127 1.0 1.000
23 -25.0 0.65 0.020 20.660 29.890 4.163 27.352  -23.903 235447 -5.114 1.0 1.000
124 250 070 0.020 20.660 29.890  4.690 29.565  -24.022 235613 -5058 1.0 1.000
125 -250 072 0.020 20.660 29.890 4.584  30.518 -24.024 235491  -5.090 1.0 1.000
26 -250 074 0.020 20.660 29.890 4.658 31397 -24.001 235503 -5.082 1.0 1.000
27 -25.0 0.76  0.020 20.660 29.890 4.976 32548  -23913 235484 -5099 1.0 1.000
28 -25.0 0.78 0.020 20.660 29.890 5.436 33.148  -23.935 235947 -5082 1.0 1.000
29 -25.0 0.80 0.020 20.660 29.890 5.566 34338 -23.928 236253 -5.030 1.0 0.999
30 -25.0 0.82 0.020 20.660 29.890 5.698 35299  -23.841 235759 -5007 0.0 0.990
31 -250 084 0.020 20.660 29.890 5.589 36550 -23.733  235.641 -5.056 0.0 0.767
32 -25.0 0.86 0.020 20.660 29.890 5.875 37.504  -23.668 235653 -5.020 0.0 0.226
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-25.0 0.88 0.020 20.660 29.890 5.783 38.605  -23.971 235772 -5.031 0.0 0.024
-25.0 0.90 0.020 20.660 29.890 5.887 39738 -24.002 235706 -5.004 0.0 0.003
250 092 0.020 20.660 29.890 5.992  40.878 -24.001 235622 -5055 00 0.001
-25.0 0.94 0.020 20.660 29.890 6.197 42.102  -23.939 235972 -5.104 0.0 0.000
250 096 0020 20.660 29.890 6.296 43310 -24.064 235609 -5041 0.0 0.000
-25.0 0.98 0.020 20.660 29.890 6.385 44851  -23.463 235703 -5.011 0.0 0.000
250 100 0.020 20.660 29.890 6.452 45792  -23.931 238.159 -5.053 0.0 0.000
-25.0 0.40 0.000 20.660 29.890 0.498 16223  -23.875 235441 -5128 1.0 1.000
-25.0 0.40 0.002 20.660 29.890 0.582 16.223  -23.877 235441 -5.128 1.0 1.000
-25.0 0.40 0.004 20.660 29.890  0.669 16225 -23879 235441 -5128 1.0 1.000
-25.0 0.40 0.006 20.660 29.890 0.755 16229 23886 235441 -5.128 1.0 1.000
-25.0 0.40 0.008 20.660 29.890 0.847 16250  -23.859 235441 -5.128 1.0 1.000
-25.0 0.40 0.010 20.660 29.890 0.937 16259  -23.831 235441 -5.128 1.0 1.000
-25.0 0.40 0.012 20.660 29.890 1.025 16254  -23.856 235441 -5128 1.0 1.000
-25.0 040 0.014 20.660 29.890 1.115 16.244  -23.885 235441 -5.128 1.0 1.000
-25.0 0.40 0.016 20.660 29.890 1.204 16242 -23.8907 235441 -5.128 1.0 1.000
-25.0 0.40 0.018 20.660 29.890 1.292 16241  -23.906 235441 -5128 1.0 1.000
-25.0 0.40 0.020 20.660 29.890 1.382 16.243  -23911 235441 -5.128 1.0 1.000
-25.0 0.40 0.025 20.660 29.890  1.608 16255  -23.878 235441 -5.128 1.0 1.000
-25.0 0.40 0.030 20.660 29.890 1.836 16272 -23.852 235441 -5.128 1.0 1.000
-25.0 0.40 0.035 20.660 29.890 2.067 16.293  -23.852 235441 -5.128 1.0 1.000
250 0.40 0.040 20.660 29.890  2.309 16362  -23.827 235441 -5.128 1.0 1.000
-25.0 0.40 0.045 20.660 29.890 2.554 16377  -23.743 235441 -5.128 1.0 1.000
-25.0 0.40 0.050 20.660 29.890 2.786 16307  -23.948 235441 -5.128 1.0 1.000
-25.0 0.40 0.055 20.660 29.890  3.021 16268  -24.054 235441 -5.128 1.0 1.000
-25.0 0.40 0.060 20.660 29.890  3.258 16270  -24.036 235441 -5.128 1.0 1.000
-25.0 0.40 0.065 20.660 29.800  3.490 16.245  -24.100 235.441 -5.128 1.0 1.000
-250 0.40 0.070 20.660 29.890 3.725 16231  -24.142 235441 -5.128 1.0 1.000
-25.0 0.40 0.075 20.660 29.890 3.967 16244 -24.122 235441 -5.128 1.0 1.000
-25.0 0.40 0.080 20.660 29.890 4.211 16.255  -24.117 235441 -5.128 1.0 1.000
-25.0 0.40 0.082 20.660 29.890 4.307 16.257  -24.156  235.441 -5.128 1.0 1.000
-25.0 0.40 0.084 20.660 29.890  4.403 16254 24211 235441 -5.128 1.0 1.000
-25.0 0.40 0.086 20.660 29.890  4.499 16.259  -24.260 235441 -5.128 1.0 1.000
-25.0 0.40 0.088 20.660 29.890 4.597 16302 24232 235441 -5.128 1.0 1.000
-25.0 0.40 0.090 20.660 29.890 4.697 16371 -24.105 235441 -5.128 1.0 1.000
<250 040 0.092 20.660 29.890 4.797 16.446  -23.928 235441 -5.128 1.0 1.000
-25.0 0.40 0.094 20.660 29.890 4.897 16.501  -23.755 235441 -5.128 1.0 1.000
-25.0 0.40 0.096 20.660 29.890  4.995 16.517  -23.659 235.441 -5.128 1.0 1.000
-25.0 0.40 0.098 20.660 29.890  5.091 16,513 -23.660 235441 -5128 1.0 1.000
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72 -250 040 0.100 20.660 29.890 5.186 16495  -23.715 235441 -5.128 1.0 1.000
73 -250 0.40 0.102 20.660 29.890 5.279 16477  -23.795 235441 -5.128 0.0 1.000
74 -250 0.40 0.104 20.660 29.890 5.374 16461  -23.873 235441 -5.128 0.0 1.000
- 75 -250 040 0.106 20.660 29.890  5.469 16454 -23.926 235441 -5.128 0.0 0.999
76 250 040 0.108 20.660 29.890  5.565 16452 -23.953 235441 -5.128 0.0 0.999
77 <250 0.40 0.110 20.660 29.890  5.661 16452 -23.966 235441 -5.128 0.0 0.998
78 -250 040 0.112 20.660 29.890 5.758 16451 -23.979 235441 -5.128 0.0 0.996
79 -25.0 0.40 0.114 20.660 29.890 5.854 16445 -24.004 235441 -5.128 0.0 0.992
80 -25.0 0.40 0.116 20.660 29.890  5.949 16442  -24.034 235441 -5.128 0.0 0.983
- 81 -25.0 0.40 0.118 20.660 29.890  6.047 16438 -24.061 235441 -5.128 0.0 0.965
82 -250 0.40 0.120 20.660 29.890 6.143 16.438  -24.088 235441 -5.128 0.0 0.927
- 83 -25.0 0.40 0.125 20.660 29.890  6.386 16444  -24.124 235441 -5.128 0.0 0.639
84250 040 0.130 20.660 29.890  6.633 16457  -24.130  235.441 -5.128 0.0 0.178
85 -250 0.40 0.135 20.660 29.890  6.880 16488  -24.100 235441 -5.128 0.0 0.024
86 -25.0 0.40 0.140 20.660 29.890 7.131 16558  -23.991 235441 -5.128 0.0 0.003
87 -25.0 0.40 0.145 20.660 29.890  7.386 16.646  -23.798 235441 -5.128 0.0 0.000
88 250 0.40 0.150 20.660 29.890 7.643 167723 -23.631 235441 -5.128 0.0 0.000
89 250 -0.10 0.020 20.660 29.890 -1.865  -3.752 137.825 -236.419 39.158 0.0 0.000
90 25.0 -0.02 0.020 20.660 29.890 -1.796 -2.763 138.072 -234.356  39.565 0.0 0.000
91 250 -0.06 0.020 20.660 29.890 -1.747  -1.929 138.016 -234.256 39.620 0.0 0.000
92 250 -0.04 0.020 20.660 29.890 -1.664  -1.102 138.062 -234.256 39.621 0.0 0.000
+ 93 250 -0.02 0.020 20.660 29.890 -1.685  -0.398 137.794 -234.347 39.558 0.0 0.000
94 250 -0.00 0.020 20.660 29.890 -1.619  -0.266 137.984 -236.412 39.132 0.0 0.000
1 95 25.0 0.00 0.020 20.660 29.890 0.413 0.725 -23.872  -236.622 39.798 1.0 1.000
196 250 0.02 0020 20.660 29.890 0.442 0.801 -23.880 -234.038 39.531 1.0 1.000
197 250 0.04 0.020 20.660 29.890 0.513 1.532  -23.872 -234.031 39570 1.0 1.000
98 250 0.06 0.020 20.660 29.890 0.584 2282 -23.872 -234290 39.599 1.0 1.000
99 250 0.08 0.020 20.660 29.890  0.660 3.034  -23.886 -234.031 39.568 1.0 1.000
100 25.0 0.10  0.020 20.660 29.890 0.738 3.884  -23.883 -234.038 39.540 1.0 1.000
101 25.0 0.15 0.020 20.660 29.890 0.923 5692 -23.865 -234.025 39.562 1.0 1.000
;102 25.0 0.20 0.020 20.660 29.890 1.337 8.352 -23.778 -234700  39.611 1.0 1.000
2103 25.0 025 0.020 20.660 29.890 1.441 10293 -23.797 -233.878 39.538 1.0 1.000
104 250 030 0.020 20.660 29.890 2.587 12.891  -23.882 -234.022 39571 1.0 1.000
1105 25.0 035 0.020 20.660 29.890 3.248 15214 -23.876 -233.828 39.571 1.0 1.000
1106 250 0.40 0.020 20.660 29.890 2.143 16263  -23.861 -233.828 39.535 1.0 1.000
107 250 0.45 0.020 20.660 29.890  2.809 18.593  -23.893 -233.759 39.544 1.0 1.000
108 250 0.50 0.020 20.660 29.890 4530  21.606 -23.894 -233.847 39521 1.0 1.000
109 25.0 0.55 0.020 20.660 29.890 5520  23.697 -23.865 -233.759 39542 1.0 1.000
110 25.0 0.60 0.020 20.660 29.890 6.111 25.624  -23.827 -233.822 39.529 1.0 1.000
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25.0 0.65 0.020 20.660 29.890 5.500  27.986  -23.788 -233.812 39.566 1.0 1.000

250 070 0.020 20.660 29.890 6.187  30.458  -23.800 -234.006 39.539 1.0 1.000

113 250 0.72 0.020 20.660 29.890 6.102  31.361  -23.802 -233.837 39514 1.0 1.000
250 0.74 0.020 20.660 29.890 6252 32256 -23.788 -233.844 39535 1.0 1.000

250 0.76 0.020 20.660 29.890 6.577 33.453  -23.773 -233.828 39.510 1.0 1.000

250 0.78 0.020 20.660 29.890 7.231 34278 -23.722 -234.262 39.602 1.0 1.000
117250 080 0.020 20.660 29.890 7.400 35522  -23.696 -234.625 39.571 1.0 1.000
118 25.0 0.82 0.020 20.660 29.890 7.474 36526  -23.717 -234.006 39514 0.0 0.997
119 25.0 0.84 0.020 20.660 29.890 7.283 37712 -23.700 -233.978 39.510 0.0 0.927
120 25.0 0.86 0.020 20.660 29.890 7.605 38762 -23.810 -234.019 39502 0.0 0.497
121 25.0 0.88 0.020 20.660 29.800 7.480  39.831  -23.821 -234.062 39.525 0.0 0.088
122 25.0 0.90 0.020 20.660 29.890 7.575 40.982  -23.936 -234.012 39.490 0.0 0.013
123 250 092 0.020 20.660 29.890 - 7.620 42.146  -23.996 -233.991 39.520 0.0 0.003
124250 094 0.020 20.660 29.890 7.820  43.444  -23.984 234284 39577 0.0 0.001
125 250 0.96 0.020 20.660 29.890 7.736 44749  -23.912 -234.006 39.539 0.0 0.000
126 250 098 0.020 20660 29.890 7.592  46.136 -23872  -234019 39501 0.0 0.000
127 250 1.00 0.020 20.660 29.890 7.800 47254 -23729 -236.538 39.798 0.0 0.000
128 25.0 0.40 0.000 20.660 29.890 1.297 16.042  -23.865 -233.828 39534 1.0 1.000
129 250 0.40 0.002 20.660 29.890  1.377 16.061  -23.866 -233.828 39.534 1.0 1.000
130 25.0 0.40 0.004 20.660 29.890 1.459 16.083  -23.863 -233.828 39.534 1.0 1.000
131 250 0.40 0.006 20.660 29.890 1.542 16.105  -23.868 -233.828 39.535 1.0 1.000
132 250 0.40 0.008 20.660 29.890 1.627 16.122  -23.899 -233.828 39.535 1.0 1.000
133 25.0 0.40 0.010 20.660 29.890 1.717 16,159  -23.870 -233.828 39.535 1.0 1.000
25.0 040 0012 20.660 29.890 1.803 16.191  -23.827 -233.828 39.534 1.0 1.000

250 040 0.014 20.660 29.890 1.887 16.208  -23.834 -233.828 39534 1.0 1.000
136 25.0 0.40 0.016 20.660 29.890 1.972 16226  -23.845 -233.828 39.534 1.0 1.000
25.0 040 0.018 20.660 29.890 2.057 16244  -23.851 -233.828 39.534 1.0 1.000

138 25.0 0.40 0.020 20.660 29.890 2.143 16263  -23.861 -233.828 39535 1.0 1.000
139 250 0.40 0.025 20.660 29.890  2.359 16329 -23.838 -233.828 39.534 1.0 1.000
140 250 040 0.030 20.660 29.890  2.580 16377  -23.874 -233.828 39.534 1.0 1.000
141 25.0 040 0.035 20.660 29.890 2818 16423  -23.944 -233.828 39534 1.0 1.000
’ 250 0.40 0.040 20.660 29.890 3.064 16.445  -24.083 -233.828 39.530 1.0 1.000
1143 250 0.40 0.045 20.660 29.890  3.282 16.625  -23.790 -233.828 39.534 1.0 1.000
144 250 0.40 0.050 20.660 29.890 3.512 16.661  -23.800 -233.828 39.536 1.0 1.000
145 250 0.40 0.055 20.660 29.890 3.746 16.680  -23.910 -233.828 39.534 1.0 1.000
146 25.0 0.40 0.060 20.660 29.890 3.981 16722 -23.955 -233.828 39.536 1.0 1.000
147 25.0 0.40 0.065 20.660 29.890  4.220 16762 -23.992 -233.828 39.534 1.0 1.000
148 25.0 0.40 0.070 20.660 29.890  4.460 16,792 -24.061 -233.828 39.534 1.0 1.000
149 250 0.40 0.075 20.660 29.890 4.702 16.843  -24.095 -233.831 39.535 1.0 1.000
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- 150 25.0 040 0.080 20.660 29.890 4.944 16919  -24.066 -233.828 39.536 1.0 1.000
151 250 0.40 0.082 20.660 29.890 5.042 16949  -24.055 -233.828 39.534 1.0 1.000
152 250 040 0.084 20.660 29.890  5.140 16.979  -24.065 -233.828 39.534 1.0 1.000
153 25,0 0.40 0.086 20.660 29.890 5.238 17005 -24.099 -233.828 39.536 1.0 1.000
4 250 0.40 0.088 20.660 29.890 5337 17.028  -24.156 -233.828 39.536 1.0 1.000
155 250 040 0.090 20.660 29.890  5.435 17.052  -24210 -233.828 39.537 1.0 1.000
156 250 040 0.092 20.660 29.890  5.525 17.112 -24.208 -233.828 39534 1.0 1.000
157 250 0.40 0.094 20.660 29.890  5.609 17202 -24.102  -233.828 39.535 1.0 1.000
158 25.0 040 0.096 20.660 29.890  5.691 17.302  -23.930 -233.828 39.536 1.0 1.000
159 25.0 0.40 0.098 20.660 29.890 5.776 17.395  -23.7741 -233.828 39534 1.0 1.000
160 25.0 0.40 0.100 20.660 29.890  5.866 17.459  -23.591 -233.828 39.534 1.0 1.000
161 250 040 0.102 20.660 29.800 5.965 17.487  -23.539 -233.828 39.534 0.0 1.000
162 25.0 0.40 0.104 20.660 29.890 6.067 17.501  -23.568 -233.828 39.536 0.0 1.000
163 25.0 040 0.106 20.660 29.890 6.169 17505  -23.633 -233.828 39.534 0.0 0.999
164 250 040 0.108 20.660 29.890 6.273 17.510  -23715 -233.828 39.534 0.0 0.998
165 250 040 0.110 20.660 29.890 6.376 17.517 23788 -233.828 39.535 0.0 0.995
166 250 040 0.112 20.660 29.890 6.479  17.529 -23.848 -233.828 39.536 0.0 0.989
167 250 040 0.114 20.660 29.890 6.582 17.543  -23.892 -233.828 39.534 0.0 0.976
168 250 0.40 0.116 20.660 29.890  6.686 17.557  -23.930 -233.828 39.530 0.0 0.946
169 25.0 0.40 0.118 20.660 29.890 6.792 17.569  -23.971 -233.828 39.530 0.0 0.878
170 25.0 0.40 0.120 20.660 29.890 6.897 17.583  -24.017 -233.828 39.534 0.0 0.748
171 250 040 0.125 20.660 29.890  7.162 17.623  -24.135 -233.828 39.534 0.0 0.226
172 250 040 0.130 20.660 29.890 7.424 17.682 -24228 -233.828 39.534 0.0 0.028
173 250 040 0.135 20.660 29.890 7.684 17758 -24.280 -233.828 39.535 0.0 0.003
1174 250 0.40 0.140 20.660 29.890 7.941 17.850  -24.284 -233.828 39.530 0.0 0.000
1175 250 040 0.145 20.660 29.890  8.196 17.974  -24234 -233.828 39.534 0.0 0.000
176 25.0 0.40  0.150 20.660 29.890  8.443 [8.141  -24.080 -233.828 39.534 0.0 0.000
-25.0 -0.10 0.080 20.660 29.890 -8.940  -6.188 138.491 238.172 -5.628 0.0 0.000
178250 -0.08 0.080 20.660 29.890 -8715  -5222  138.578 236.134 -5.158 0.0 0.000
179250 -0.06 0.080 20.660 29.890 -8.357  -4.252 138.631 235950 -5.052 0.0 0.000
[180-250 -0.04 0.080 20.660 29.890 -7.986  -3.704 137734 235.950 -5.053 0.0 0.000
181 -250 -0.02 0.080 20.660 29.890 -7.666  -3.009  137.163 236.131 -5.159 0.0 0.000
182250 -0.00 0.080 20.660 29.890 -7.524  -2.886 I37.113 238,172 -5.647 0.0 0.000
183-25.0 0.00 0.080 20.660 29.890 1.669 0.849  -23.696 238.122 -5.058 1.0 0.883
184-25.0 0.02 0.080 20.660 29.890 1.711 0.925  -23.692 235588 -5.025 1.0 0.870
185-25.0 0.04 0.080 20.660 29.890 1.820 1.669  -23.651 235572 -5.057 1.0 0.952
[86-25.0 0.06 0.080 20.660 29.890 1.935 2.441 -23.603 235956 -5.104 1.0 0.982
187-25.0 0.08 0.080 20.660 29.890 2.047 3.192  -23.622 235572 -5.053 1.0 0992
188 -25.0 0.10 0.080 20.660 29.890 2.194 4.025  -23.666 235581 -5.013 1.0 0.99
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- 189-25.0 0.15 0.080 20.660 29.890 2.445 5.871 -23.550 235559 -5.035 1.0 0.999
- 190-25.0 0.20 0.080 20.660 29.890 3.118 8.485 -23.485 236206 -5.022 1.0 0.999
- 191-250 025 0.080 20.660 29.890 3.291 10.408  -23.622 235434 -5.070 1.0 1.000
- 192-250 030 0.080 20.660 29.890 4.676 12.847  -23.588 235572 -5.064 1.0 0.985
1193250 035 0.080 20.660 29.890  5.483 14.928  -23.921 235447 -5.115 1.0 0.969
194250 0.40 0.080 20.660 29.890 4.211 16.255  -24.117 235441 -5.128 1.0 1.000
195250 0.45 0.080 20.660 29.890 5.001 18.419  -24287 235437 -5.122 1.0 1.000
1 196-25.0 0.50 0.080 20.660 29.890  6.962 20.764  -24.570 235478 -5.095 1.0 1.000
- 197-250 0.55 0.080 20.660 29.890 7.933 22,575  -24061 235437 -5.122 1.0 0.998
198 -25.0 0.60 0.080 20.660 29.890 8.497 24.494  -23.440 235441 -5.127 1.0 0.999
199-250 0.65 0.080 20.660 29.860 8.139 27.180  -23.703 235447 -5.114 1.0 1.000
$200-25.0 070 0.080 20.660 29.890 8.910 29.415  -23.371 235613 -5.058 1.0 1.000
1 201-25.0 0.72 0.080 20.660 29.890 8.906 30.372 -23.404 235488 -5.090 1.0 1.000
;5202 250 0.74 0.080 20.660 29.890 9.07! 31.218  -23.272 235503 -5.082 1.0 1.000
1203-250 0.76 0.080 20.660 29.890  9.505 32017  -23343 235494 -5.097 1.0 1.000
204250 0.78  0.080 20.660 29.890 10.037  32.816 -23.035 235947 -5.082 1.0 0.999
1205-250 0.80 0.080 20.660 29.890 10.259  33.581 -23.821 236253 -5.030 1.0 0.997
206-25.0 0.82 0.080 20.660 29.890 10.483 34343  -23.943 235759 -5.007 0.0 0.986
- 207-250 0.84 0.080 20.660 29.890 10.526 35546  -24.146 235.641 -5.057 0.0 0.89%
1208250 0.86 0.080 20.660 29.890 10.925 36363  -24.393  235.653 -5.010 0.0 0.509
1209-250 0.838 0.080 20.660 29.890 11.000  37.493  -24.485 235772 -5.031 0.0 0.099
210-25.0 090 0.080 20.660 29.890 11276 38544  -24.492 235703 -5.004 0.0 0.012
211-250 092 0.080 20.660 29.890 11.545 39.593  -24.431 235.609 -5057 0.0 0.002
1212-250 094 0.080 20.660 29.890 11.897  40.752  -24302 235972 -5.104 00 0.000
1213250 0.96 0.080 20.660 29.890 12188  41.907 -24.387  235.609 -5.041 0.0 0.000
214-250 098 0.080 20.660 29.890 12.432 43222 -24398 235.703 -5.011 0.0 0.000
215-250 1.00 0.080 20.660 29.890 12.719 44380  -23.667 238.159 -5.053 0.0 0.000
216 250 -0.10 0.080 20.660 29.890 -7.750  -1.850 138.466 -236.419 39.158 0.0 0.000
1217 25.0 -0.08 0.080 20.660 29.800 -7.557  -0.978 138.400 -234.347 39.557 0.0 0.000
218 250 -0.06 0.080 20.660 29.890 -7.306 -0.168 138.553 -234.256  39.620 0.0 0.000
219 25.0 -0.04 0.080 20.660 29.890 -7.249 0.220 137.478 -234.256  39.621 0.0 0.000
220 25.0 -0.02 0.080 20.660 29.890 -7.110  0.848 137.216 -234.347 39.558 0.0 0.000
221 25.0 -0.00 0.080 20.660 29.890 -6.962 0.871 137.378 -236.412 39.132 0.0 0.000
222 250 0.00 0.080 20.660 29.890 1.686 1.009 23,795  -236.622  39.797 1.0 0.971
223 250 0.02 0.080 20.660 29.890 1.722 1.087 -23790 -234.038  39.532 1.0 0.968
1224 25.0 0.04 0.080 20.660 29.800 1.862 1.827 -23.778  -234.031 39.570 1.0 0.984
225 25.0 0.06 0.080 20.660 29.890  2.006 2.595 -23.798  -234.287 39.598 1.0 0.991
226 25.0 0.08 0.080 20.660 29.890 2.153 3.367 -23.839  -234.031 39.566 1.0 0.995
227 25.0 0.10 0.080 20.660 29.890 2.315 4.237 -23.869 -234.038  39.540 1.0 0.997
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228 25.0 0.15 0.080 20.660 29.890 2.677 6.079 -23.903 -234.025 39.562 1.0 0.999
229250 020 0.080 20.660 29.890 3.353 8.761 -23.975 234722 39.629 1.0 0.998
230 25.0 0.25 0.080 20.660 29.890  3.644 10.761  -23.968 -233.878 39.538 1.0 1.000
231 25.0 0.30 0.080 20.660 29.890 5.090 13385  -23.976 -234.022 39.571 1.0 0975
232250 035 0.080 20.660 29.890  6.005 15.749  -23.988 -233.828 39.571 1.0 0.952
233 25.0 0.40 0.080 20.660 29.890 4.944 16919  -24.066 -233.828 39.536 1.0 1.000
- 234 250 045 0.080 20.660 29.890 5.869 19311 -24.292 -233.759 39.544 1.0 1.000
235 25.0 050 0.080 20.660 29.890 7.968 22312 -24.408 -233.847 39.521 1.0 0.999
236 25.0 0.55 0.080 20.660 29.890 9.245 24174 -24750  -233.759 39542 1.0 0.884
© 237 25.0 0.60 0.080 20.660 29.890 9.976 26.138  -24.654 -233.822 39.529 1.0 0.871
238 25.0 0.65 0.080 20.660 29.890 9.623 28.848  -24.568 -233.828 39.568 1.0 1.000
1239 250 070 0.080 20.660 29.890 10.639 31.386 -24.615 -234.006  39.539 1.0 1.000
240 25.0 0.72 0.080 20.660 29.890 10.614  32.444  -24.471 -233.837 39514 1.0 1.000
241 25.0 0.74 0.080 20.660 29.890 10.860  33.400 -24.407 -233.844 39.535 1.0 0.999
242 250 076 0.080 20.660 29.890 11.423  34.453 -24.484 -233.825 39.506 1.0 0.993
243 25.0 0.78 0.080 20.660 29.890 12.159  35.385  -24.491 -234.262 39.602 1.0 0.772
244 250 0.80 0.080 20.660 29.890 12.540 36.544  -24.529 -234.625 39570 1.0 0.207
245 25.0 0.82 0.080 20.660 29.890 12764  37.593  -24.496 -234.006 39.514 0.0 0.036
246 25.0 0.84 0.080 20.660 29.890 12712 38.874 -24.505 -233.978 39513 0.0 0011
247 25.0 0.86 0.080 20.660 29.890 13.216 39.993  -24.527 -234.019 39.499 0.0 0.001
248 250 0.88 0.080 20.660 29.890 13232 41235 -24.538 -234.062 39.521 0.0 0.000
249 250 0.90 0.080 20.660 29.890 13.484 42483  -24.514 -234.012 39.490 0.0 0.000
250 25.0 092 0.080 20.660 29.890 13.693  43.779  -24.507 -233.991 39.520 0.0 0.000
/251 250 094 0.080 20.660 29.890 14.029 45274  -24.380 -234.272  39.577 0.0 0.000
252 250 096 0.080 20.660 29.890 14.105  46.777 -23.749 -234.006 39.539 0.0 0.000
1253 250 0.98 0.080 20,660 29.890 14.142 48391  -23.333 -234.019 39.501 0.0 0.000
250 1.00 0.080 20.660 29.890 14.451  49.473  -23.502 -236.538 39.798 0.0 0.000



