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Abstract

This thesis studies the role of antennas in the achievabtdutton and accuracy from near-
field microwave tomography (MWT). Near-field MWT is an emerging@ging modality in
which the object being imaged is successively irradiateddweral antennas, located close
to the object, in the microwave frequency range. The sattéelds emanating from the
object are then processed to form quantitative images fradielectric properties of the
object.

This thesis starts with proposing a mathematical frameworétudy the achievable reso-
lution from MWT. Within this framework, the effect of the nefeld distribution of the
utilized antennas on the achievable image resolution wiktudied. Specifically, it will be
shown that the use a focused near-field distribution to iatadhe object can enhance the
achievable resolution. Within the same framework, thectsffef the frequency of operation,
multiple frequencies of operation, signal-to-noise rafithe measured data, and the number
of antenna elements on the achievable resolution and amcwith be studied.

After establishing the importance of the antenna’s indidiefd distribution, this thesis con-
tinues with investigating two different methods to achiev®cused near-field distribution.
The first method, which attempts to synthesize focused b&amsexisting omnidirectional
antenna elements, will be shown to be not successful usengiéthod employed in this the-
sis. The second method is based on modifying an existingnaatelement so as to make its
near-field distribution more focused. Through differerpenments and simulations, it will
be shown that the second method can make the near-fieldodigin of the antenna more
focused while maintaining multiple frequencies of openafior the antenna, and keeping its
physical size reasonably small.



Contributions

This thesis reports on the following contributions. Aftack contribution, the published or
submitted papers that correspond to that contributioniweillisted.

¢ A mathematical framework was proposed to study the achievakolution from mi-
crowave tomography. This framework does not rely on singdicattering approx-
imations. The effects of several antenna-related parametethe achievable resolu-
tion and accuracy were investigated using this framework.

— Nozhan Bayatand Puyan Mojabi, “A Mathematical Framework to Analyze the
Achievable Resolution From Microwave Tomography,” subeaift2014.

e It was shown that the use of focused near-field distributionsradiate the object
being imaged can enhance the achievable resolution.

— Nozhan Bayatand Puyan Mojabi, “The Effect of Antenna Incident Field Dist
bution on Microwave Tomography ReconstructioArbgress In Electromagnet-
ics Researchvol. 145, 153-161, 2014.

— Nozhan Bayatand Puyan Mojabi, “On the Effect of Antenna Illumination Pat
terns on the Accuracy and Resolution of Microwave TomogrdplBEE In-
ternational Symposium on Antennas and Propagation and USRG}HRadio
Science Meetingdrlando, Florida, July 2013.

e Use of synthesized focused beams in microwave tomographyrwastigated.

— Nozhan Bayat Puyan Mojabi, and Joe LoVetri “Use of Synthesized Fields in
Microwave Tomography Inversionliternational Symposium on Antenna Tech-
nology and Applied Electromagnetjdgictoria, British Columbia, Canada, July
2014.



e An antenna design, fabrication, and measurements werergegsso as to make the
near-field distribution of an existing antenna more focused
— Nozhan Bayatand Puyan Mojabi, “Small Wide-band Antenna with more Fo-
cused Incident Field for increasing the Accuracy and Regwlwf Microwave
Tomography,1EEE International Symposium on Antennas and Propagatiah a
USNC-URSI Radio Science Meetimdemphis, Tennessee, USA, July 2014.

Finally, it should be noted that the utilized inversion altjons in this thesis were previ-
ously developed by Puyan Mojabi. These algorithms were bgeatle author of this thesis

throughout this research.



Acronyms and Symbols

Herein, two tables are presented. The first table lists sdrtteedmportant acronyms used
in this thesis, and the second lists some of the importanbsisn

Acronym Description

MWT Microwave tomography.

Ol Object of interest.

™ Transverse magnetic.
MR-GNI Multiplicative regularized Gauss-Newton inversion.
SVvD Singular value decomposition.
2D Two-dimensional.

3D Three-dimensional.

SNR Signal-to-noise ratio.

PNFR Planar near-field range.

VNA Vector network analyzer.




Symbol Description

z, 9, 2 Unit vectors along:, y andz directions.

j Imaginary unit 2 = —1).

D Imaging domain.

S Measurement domain.

p Position vector in the measurement dom&in

q Position vector in the imaging domain.

r andr’ General position vectors.

g(.,.) Green’s function of the background medium.

ky, Wavenumber of the background medium.

A Wavelength of the operation in the background medium.

Einc Incident electric field (electric field in the absence of tlhgeot of interest).
E Total electric field (electric field in the presence of theembjof interest).
Eseat Scattered electric field{>® £ £ — £°),

Emeas Measured scattered electric field on the measurement dasnain
() Hermitian operator (complex conjugate transpose).

||| L, norm of the vector, defined ag|z|| £ vz x.

Re Real-part operator.

Im Imaginary-part operator.

x(q) dielectric contrast of the object of interest at locatipn

e-(q) Relative complex permittivity of the object of interest atddiong.
€ Relative complex permittivity of the background medium.

St Voltage reflection coefficient at the input port (of the amn
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Introduction

This chapter starts with providing an overview on microwawaography (MWT). It will
then discuss the current state of the art in MWT. The scope avelties of this thesis will

then follow. Finally, the outline of this thesis will be pegged.

1.1 Microwave tomography

Microwave tomography is an imaging technique which is maudwecally formulated as an
electromagnetic inverse problem. In general, an inversblem deals with characterizing
an object of interest (Ol) by performing some measuremauttsde the Ol. In other words,
an inverse problem attempts to infer the internal propgdfehe OI from external measure-
ments. In MWT, the internal property to be found is the diglegirofile of the Ol, and the

external data are electromagnetic field measurementsrpextbat the microwave frequency

range. Thatis, in MWT, the dielectric profile of the Ol is to le&ihd from microwave mea-
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surements collected outside the OIl. We note that the terofif@ft is used here to indicate
that the dielectric property of the Ol can have spatial vamns. That is, the OI's dielectric

property is a function of spatial coordinates.

To collect microwave measurements in MWT, the Ol is successilluminated by a num-
ber of antennas, often placed around the Ol. When the inciggdtof the irradiating an-
tenna element interacts with the Ol, scattered electroetagfields will arise. These scat-
tered fields carry information about the internal dielecgrioperties of the Ol that can later
be used to reconstruct these properties. These scattdo=viié then be captured by some
receiving antennas located outside the Ol. Once the sedtlietds due to all the irradiating
antennas are collected and calibrated, they will be giveantappropriate processing algo-
rithm so as to reconstruct the dielectric profile of the OlisTrocessing algorithm, which
effectively solves the associated electromagnetic ievecsittering problem, is usually re-
ferred to as a nonlinear inversion algorithm, or simply arersion algorithm or reconstruc-
tion algorithm [4]. In fact, the information about the dieec profile of the Ol has been
encoded in the measured scattered fields. It is then thensipldy of the utilized non-
linear inversion algorithm to decode this information bpgessing the measured scattered

data.

MWT is a quantitative imaging modality; i.e., it finds the qtitative values associated
with the dielectric profile of the Ol. Specifically, it findsehelative complex permittivity
values corresponding to different parts of the Ol. The reat pf this relative complex
permittivity value represents the relative permittivityople of the OI, and its imaginary
part is proportional to the conductivity profile of the Ol. 8refore, for a given Ol, MWT
creates two quantitative images: real-part and imagipary-of the Ol’s relative complex
permittivity. Thus, MWT differs from microwave radar-basedaging techniques (e.g.,

see [5]) in the sense that microwave radar-based imagirmitgaees creates a qualitative
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image from the Ol whereas MWT forms quantitative images. heotvords, MWT provides
more information about the Ol as compared to microwave rhdaed imaging methods.

MWT owes this advantage mainly to its use of advanced inveraigorithms.

MWT has several potential applications, e.g., biomedicagdosis([4, 6], non-destructive
evaluation|[[7], 8], and through-wall imaging [9]. SpeciflgaMWT as a biomedical imag-
ing tool is of particular interest due to its potential apptions for breast cancer screen-
ing [10-+12], ischemia detection in different parts of thedpd13], lung cancer detec-
tion [14], bone imaging [15], and brain imagirig [16], etc.n8mov has recently provided a
review on various potential biomedical applications of MVI{H]. In particular, the ability
of MWT to provide quantitative images can be very useful famichl applications; e.g., to
find out the stage of an iliness, to evaluate tumor progragsigressiorn [17], etc. Moreover,
due to the fact that MWT utilizes low-power non-ionizing ratiton, as opposed to-ray
computed tomography (CT), and also due to the fact that it isvary expensive, as op-
posed to magnetic resonance imaging (MRI), it can be veryuugaf frequent large-scale

screening applications.

1.2 Current state of the art in MWT

Although there are several potential biomedical and intalsapplications for MWT, this
imaging modality has not found its firm place as a clinical miradustrial imaging modal-
ity. This is mainly due to the fact that the current statekef-art achievable resolution
and quantitative accuracy from MWT is not sufficient. To thisleseveral research groups
have proposed different techniques to enhance the MWT aalbievesolution and accuracy.

Broadly speaking, all these techniques fall within one offtilewing two categoried [18]:
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1. Collecting more scattering information from the Ol, and

2. Processing the collected scattering information in &eb&h a more clever) way.

Below, some of the utilized techniques within these two carieg that have been used to

enhance the MWT resolution and accuracy are listed.

e Use of multiple-frequency scattering data sets [19],

e Use of more receiving antennas based on the modulatedraugtiechniquel[20],
e Use of different boundary conditions [21],

e Use of suitable data calibration techniqued [22],

e Use of more advanced inversion and regularization teclesi{@3 24],

e Reducing the so-called MWT modeling errbr[25],

e Use ofa priori information in the utilized inversion algorithrn [26],

e Use of appropriate Green'’s functidn [27], and

e Use of transverse magnetic and transverse electric dataisailtaneously [28].

Although some of the above techniques have been successfdt, the MWT research
community still does not have solid understanding aboutMNeT achievable resolution
limit and its quantitative accuracy for different measuesrscenarios and for different Ols.
For example, the role of the following parameters in the egdidle resolution is not clearly
understood: choice of the frequency(ies) of operatiomadifp-noise ratio of the measured
data, incident field distribution of the illuminating antexs, number of transceivers and their

spatial distribution, transmit/receive polarizatiorng boundary condition(s) associated with
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the MWT system, choice of the background medium, etc. As willliiscussed in chapter 4,
in the author’s opinion, this is mainly due to the lack of a nesmhatical framework using
which the achievable resolution and accuracy from MWT canystesatically studied.

If an appropriate mathematical framework existed for sucdlysis, it could be used to

systematically perform the followings.

1. Design appropriate MWT systems tailored for differentlemagions so as to meet their

resolution and quantitative accuracy requirements.

2. Develop and invent new techniques so as to increase thevable resolution limit

and quantitative accuracy.

1.3 Novelties of this thesis

In response to the aforementioned need, this thesis firpbpes a mathematical framework
to analyze the achievable resolution from MWT. As will be seas opposed to several
existing frameworks, the proposed framework in this thésisot based on the Born or
similar approximations; thus, it is more accurate than tistiag frameworks. The core of
this framework revolves around investigating the spatedfiency contents of the so-called
right singular vectors and the number of the right singuksters that can be used toward

reconstruction of the unknown dielectric profile.

Based on this proposed framework, a novel method to achidter lbesolution from MWT
will be proposed. This method is based on using focusedemtifield distributions to irra-
diate the Ol. The effect of several other parameters, gedehy the antenna element used
in a given MWT system, such as the frequency of operation, Isameous use of different

frequencies of operation, and the number of transceiveralao investigated based on this
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framework. Finally, based on the lessons learned from thiméwork, an antenna element
for MWT applications is designed and fabricated by modifyamgexisting antenna element.

This antenna is then tested using a planar near-field antanga (PNFR).

1.4 Scope of this thesis

The above section described the novelties of this thesisnaWediscuss the scope of this

thesis in the following four subsections.

1.4.1 2D versus 3D

In general, four different forms of MWT have been presentetthénliterature:

1. Two-dimensional (2D) transverse magnetic (TM) MWT (esge [11]),
2. 2D transverse electric (TE) MWT (e.g., seel[29]),
3. Three-dimensional (3D) scalar MWT (e.g., [30]), and

4. 3D vectorial MWT [31]

In 2D MWT, the data collection is often performed on a ring auhe OI, and then the
dielectric profile image from the cross section of the Ol vihig in the same plane as the
measurement ring is formed. In 2D TM MWT, the irradiation o @I is performed by the
electric field component that is perpendicular to the imggiane, whereas in 2D TE MWT,
the illumination of the Ol is performed by the electric fieldneponent that lies within the

imaging plane. At the current state-of-the-art, it is n&aclunder what conditions 2D TM
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MWT might outperform 2D TE MWT and vice versa. However, mosttassful experimen-
tal imaging results have been reported for 2D TM MWT. In 3D MWEtsyns, 3D images
will be obtained from the Ol, and the data collection is offerformed on several rings
around the Ol. In 3D scalar MWT, it is assumed that one comparfehe vectorial electric
field is dominant inside the Ol, thus, numerically assumirgggresence of only one electric
field component inside the Ol. However, in 3D vectorial MWTisiessumed that the three
vectorial components of the electric field are all preserih@Ol. In this thesis, we target
2D TM MWT as it is the most common form of MWT due to (1) ease of iempéntation,
and (2) the better balance between the number of unknown&raown quantities in the

associated mathematical problem. (We have elaborated andtes issue in AppendixIA.)

1.4.2 Time domain versus frequency domain

To continue our discussion regarding the scope of this shésshould be noted that, in
general, MWT systems can be implemented in the time-domaimtbe frequency-domain
(time-harmonic). In frequency-domain systems, the Ollisninated by a sinusoidal wave
having a fixed angular frequency whereas in time-domain systems, the Ol is illuminated
by a pulse having a broad range of frequencies. In frequdoayain MWT systems, the
Ol can still be illuminated by sinusoidal waves having difiet angular frequencies, but this
requires performing multiple experiments, each of whicbaacerned with one frequency.
Most MWT systems are designed in the frequency-domain. Bhisdinly due to the fact
that using frequency-domain systems, the resulting sigirabise ratio of the measured
data will be higher. Thus, in this thesis, we consider fremqyedomain MWT systems.
Specifically, we assume a time-harmonic dependeneykpf—jwt) where;j? = —1 andt

denotes the time.
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1.4.3 Dielectric profile versus magnetic profile

MWT systems can be used to reconstruct both the magnetic atetttic properties of the
Ol. For example, in[32], an inversion algorithm to simukansly reconstruct the dielectric
and magnetic properties of the Ol has been proposed. To shetiae author’'s knowledge,
there are no experimental results available for the simattas reconstruction of dielectric
and magnetic properties of the Ol. In this thesis, it is asithat the Ol and the background
medium in which the Ol is immersed are non-magnetic. Thahey magnetic properties

are the same as the magnetic property of free space.

1.4.4 Near field versus far field

Finally, the placement of the antenna elements in the MWT ¢tearoan be in such a way
that the antenna elements work in their near-field zones threin far-field zone. In most
MWT systems, the antenna elements are placed close to theuS) dperating in their near-
field zones. This results in (1) making the MWT system more ahp(2) having better
signal-to-noise ratio in the measured data, and (3) haviaghance to capture evanescent

waves emanating from the Ol. In this thesis, we consider #ae-field MWT configuration.

1 The far-field zone of an antenna starts from a distance aveay fne antenna, sayr, and then goes to
infinity. To find rgr, we often need to find the largest value between the followivg quantities: 22/
and10A whereD is the largest dimension of the antenna anid the wavelength in the medium. For small
antennas]OA\ is the largest number, and therefore for small antennadatiiéeld zone starts fromO0A. In
other words, for small antennas, the near-field zone wilecalistances that are smaller th&i from the
antenna. (On the other hand, for large anten2Bg,/\ will be the dominant value.)
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1.5 Outline of this thesis

The present chapter defined the scope of this thesis and/ltéesftribed its novelties. Chap-
ter[2 presents the mathematical formulation of the MWT pnuokii@sed on its integral equa-
tion formulation. The key partin Chapfér 2 is the discussiothe flow of information from

the imaging domain to the measurement domain.

Chapte B provides a mathematical framework to analyze th&wable resolution from
MWT. This framework is built on the mathematical formulatioresented in Chaptgt 2. To
understand this framework better, the effect of signakacse ratio of the measured data on

the achievable resolution is investigated at the end of @ni&ot

The effects of several antenna-related parameters on the Bhi€vable resolution and ac-
curacy are studied in Chaptér 4 using the framework pres@mtbd previous chapter. Most
importantly, the use of focused near-field distributionsradiate the object so as to enhance
the resolution will be presented. In addition, the effeétte frequencies of operation (gov-
erned by the bandwidth of the antennas) and the number cfcearers (governed by the

physical size of the antennas) on the achievable resolatidraccuracy will be investigated.

Chapter$ 5 and 6 are concerned with the implementation oséatuear-field distributions
from two different viewpoints. Chapt&f 5 attempts to achieais by the use of synthesized
fields. It will be shown that the proposed synthesized-fieddhud in this chapter is not suc-
cessful. On the other hand, Chaptkr 6 attempts to createottusdd near-field distribution
by designing an antenna element. This antenna elementhwizis designed by modifying
an existing antenna element, showed improved near-fieltsfog as compared to the orig-
inal antenna. This observation was supported by simulatinwhexperimental data. Finally,

Chaptef¥ concludes this thesis and provide some potentiisefworks that can be pursued.



Formulation

In this chapter, two basic equations, namely, data and doeguations, that govern the
wave interaction in the MWT problem are presented. Enablethége two equations, we
will then start discussing some important parameters ffettahe achievable resolution and
accuracy from MWT. In particular, we intuitively discuss ttede of antennas in the MWT
achievable resolution and accuracy. This intuitive undeiding will later be supported
by the proposed mathematical framework for the MWT resofuamalysis, which is to
be presented in the next two chapters, and also the MWT antsign, which is to be

presented in ChaptErl 6.

2.1 Definitions

Before starting with the data and domain equations, let's die$ine three different terms

which will be used throughout this thesis; namely, incidental, and scattered electric
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fields. The incident electric fieldZ™™(r), is defined as the electric field at locatiprwhen
the Ol is not present in the MWT system. The total electric fid#dr), is defined as the
electric field at location when the Ol is present in the MWT system. Finally, the scattere
electric field, E5°®(r), is simply defined as the difference between the total anidiemt
electric fields; i.e.,

ES(r) 2 E(r) — E™(r). (2.1)

Therefore, to obtain the scattered electric field values, $ets of experiments need to be
performed: one in the presence of the OI, and the other intiserece of the Ol. Since,
in this thesis, the electric field formulation is chosen toe MWT problem, we may refer
to incident, total and scattered electric fields simply asd@ent, total, and scattered fields

respectively (i.e., dropping the word “electric”).

Also, as noted in Sectidn 1.4, we consider the 2D TM MWT problérherefore, in this
thesis, we assume that only one component of the electretdiasts, and that component
is perpendicular to the imaging domain. Therefore, we cadosirop the bold letters used

in (21), and show them a%¢3(r), E(r), andE"(r).

We also define two important geometrical domains: imagingaa and measurement do-
main. The imaging domain, denoted Py is the domain that encloses the OIl. The measure-
ment domain, denoted LYy, is the domain over which the antennas are placed. Due to the
fact that MWT is a non-destructive imaging method, the messent domairs is outside

the imaging domairD. Also, we use the location vectprto indicate that a given location is

on the measurement domain; i.e., we asspneS. Also, we usey andq’ to indicate that

that a given location is in the imaging domain; i< D andq’ € D.
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Fig. 2.1: Setup of the MWT problem. Tx and Rx represent the transmitting and regeavitennas
respectively. The yellow object is the object of interest. The domain engltisis object is
the imaging domairD. The circle over which the antennas are located is the measurement
domainS. These two domains are in the— y plane. The incident electric fields are
assumed to be perpendicular to the imaging domain; i.€. dinection. Once one antenna
irradiate the Ol (see the red-colored vector), the emanating scatteresiffeial the object
(see the grey-colored vectors) are collected by the receiving arstenna

2.2 How MWT works

Now that we have presented our definitions, let's take a ladkgure[2.1 which shows the
schematic of an MWT system. As can be seen, the Ol is enclosadélyof antennas. (The
Ol and the antennas are all immersed in a background medibmhwan be for example air
or a matching quiﬂ, SO as to couple electromagnetic energy more effectivetytime Ol.)
Once a given antenna illuminates the Ol, the rest of the aatecollect the resulting electric
fields. This procedure continues until all the antennamilhate the Ol. This data collection
procedure is performed twice: first in the absence of the @l,then in the presence of the
Ol. Subtracting the fields measured in the absence of theo@i the fields measured in the
presence of the Ol will then result in the scattered field .d&kes dielectric profile of the Ol

is then to be reconstructed from this scattered field data set

1 For example, water or oil can be a matching fluid for biomddipplications.
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2.3 Data equation

Let’s start by considering the so-called data equations Elguation establishes a relation
between the measured scattered data and the unknown Qéstd® profile. That is, this

equation relates our unknown quantity to the known quaast{4]

known measured data kernel unknown

— —_——
TeAp) = k2 /D i DE@ X da (2.2)

whereD denotes the imagng domain in which the Ol is located, /and the wavenumber
in the background medium.Also, x(q) denotes the complex electric contrast of the Ol

defined as
sol@ o (2.3)

x(q) o
In the above definitiong, is the known relative complex permittivity of the backgroun
mediurTQ The unknown relative complex permittivity of the Ol at locaitg € D is denoted
bye.(q). The Green’s function of the MWT system is also denoted(py q). It should also
be reminded thakt/(q) is the total electric field inside the imaging domain. The suead
scattered data at the receiving locatjpis denoted by=s*®{p). Note that the receiving point
p belongs to the measurement doms&jmwhich is outside the imaging domaih That being

said, the data equation might be thought as the equatiomtaps the information within

the imaging domairp, to the measurement domai,

It should be noted that all of these permittivities, seel)(zaBe complex-valued quantities in

order to let us model lossy materials. As a result the compéerittivity of the Ol at the

2 Since the background medium is assumed to be nonmagnetibattkground wavenumber will ig =
wy/Ho€o€, Wherepg ande, are the permeability and permittivity of air, angis the relative permittivity of the
background medium.

3 The background medium is assumed to be homogeneous; i),= constant.



2.4 Flow of information 14

angular frequency ab may then be written as

ola) = (@) + (@) = ¢ (@) + 2L 2.4)

wheree'(q) ando(q) represent the relative permittivity and the conductivifyttte Ol at
the angular frequency of respectively. As will be seen later on, the MWT images will be

quantitative images of (g) ande”(q).

2.4 Flow of information

Now that we have briefly described one of the important MWT &qua, let’s take another
look at [Z.2) to see what parameters affect the flow of infaimmafrom the dielectric con-
trast profilex(q) to the measured scattered d&t&®(p). As can be seen, two important
parameters control the flow of information: Green’s funetaf the background medium
and the total electric field inside the imaging domain. (Atedan (2.2), the multiplication

of these two functions is the kernel of the data equation.)

As it is well-known, the data equation is a Fredholm integiglation of the first kind [33].
This type of integral equations are known to be ill-posed].[3Bhe ill-posedness of this
integral equation indicates that a small change in the medscattered data can result in
a huge change in the reconstructed contfast [34, 35]. Ir @tbeds, the associated mathe-
matical problem is not stable. The more ill-posed the MWT feobis, the less information

will be transferred to the measurement domain.

An important property of this type of Fredholm integral etijoias is that the smoother the
kernel is, the more ill-posed the problem will be [33]. Thatthe smoother this kernel is, the

less information from the imaging domain will be transferte the measurement domain.
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Therefore, one way to think about maximizing the flow of imf@tion from the Ol to the
measurement domain will be to decrease the degree of i#gyess by making the kernel
of (Z.2) less smooth. As noted above, the Green'’s functidh@background medium and
the total field within the imaging domain contribute to theried of this integral equation.

In what follows, we review the role of these two importantgraeters.

2.5 Green’s function

The Green'’s functiony(p, q) is the point-source response [36] of the MWT system when
the Ol is not present in the MWT system. That is, if a point Stﬂfm placed at locatiowy

in the MWT system in the absence of the Ol, the field value attioea will be equal to
g(p, q). In general, the Green’s function is dependent on the gagroéthe MWT system,

its boundary condition, and the frequency of operation. tT$iaby changing any of these
parameters, the Green’s function of the MWT system will bengea; thus, the flow of

information from the imaging domain to the measurement dowvél be affected.

Almost all existing 2D TM MWT systems are designed in such a thayfree space Green’s
function can be assumed as their Green'’s function. (The Ulseesspace Green’s function
indicates that if an electromagnetic wave interrogatesintaging domain, it will not be

reflected back to the imaging domain upon leaving the imadorgain.) Therefore, in such

systems, the Green'’s function will be assumed to be

gp.q) = %JHS (kv lp — ql) (2.5)

where HZ (.) denotes the zeroth-order Hankel function of the second. ki speculate

that the main reason that most successful MWT systems ard baghe use of free space

4 In a two-dimensional configuration, a point source will berimite line source.
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Green’s function is that if other forms of Green'’s functiang., the Green’s function of a
metallic chamber) is used, the two-dimensional approxonas no longer sufficiently accu-
rate. Therefore, three-dimensional inversion algoritisinsuld be used. On the other hand,
three-dimensional inversion algorithms require much nooléected data to work properly.
And, as described in AppendiX A, it is usually very difficudtrnaintain a reasonable balance
between the number of unknowns and the number of known diggnth three-dimensional
MWT problems, as opposed to two-dimensional MWT problems. tA@oreason behind
using free space Green’s function is that the computaticoraplexity of the utilized nonlin-
ear inversion algorithm can be easily decreased due to thefubke fast Fourier transform.
However, the use of appropriate Green’s function is stilf@gsing option, and some re-
search groups try to enhance the resolution and accuracyVr ldly changing the Green’s
function of the background medium; e.g., se€ [21, 27]. Inresearch, we assume that the
Green’s function of the background medium is that of freecepanainly because we are

targeting two-dimensional transverse magnetic microviamegraphy.

2.6 Total electric field in the imaging domain

The discussion in this section will pave the way toward bettelerstanding a novel method,
to be presented in Chapfér 4, to enhance the achievableties@nd accuracy from MWT.
To this end, let’'s ask ourselves the following questibow having control over the total
electric field,E(q), within the imaging domain may help us solve the MWT problenreno
accuratelyBefore answering this question, let’s recall the role ofltetectric fieldE(q) in
the data equation. As noted earlier, the total electric fi¢lgd) contributes to the kernel of
the data equation integral. We also noted that the smoditsekernel is, the more ill-posed
the MWT problem will be([33]. Therefore, if we can create a kefactric field distribution

inside the imaging domain that makes this kernel less smdwothassociated mathematical
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problem will be less ill-posed; thus, more accurate regantibn can be achieved.

The main difficulty in creating a total electric field distuiiton to make the kernel of the data
equation less smooth lies in the fact that the total ele@igid and the dielectric contrast of
Ol are dependent on each other. This can be better undensyolodking at the so-called
MWT domain equation [4]

E(q) = E™(q) + k2 / 9(a.¢)E(d)x(d)dd. (2.6)

D

Note that as opposed to the data equation, which estabbstedation between the imaging
domain and the measurement domain, the domain equationyisconcerned about the
imaging domain sincg andq’ are both in the imaging domaiR. Now, let’s consider the
tools that we have so as to conttBlq) in order to make the kernel less smooth. As can
be seen il 216, for a given MWT configuration (i.e., a systenhiiked known Green’s
function), £(q) depends on botly(qg) and the incident field distributio®™(q). Noting
thatx(q) is, in fact, the unknown of the problem, it cannot be used tdrobthe total electric
field E(q) within the imaging domain. For the same reason, we can nevepletely control
the total electric field within the imaging domain. Howeu®r,changing the incident electric
field £°(q), we can affect and chang&(q) within the imaging domain to some extent,

thus, affecting the achievable MWT image accuracy and résalu

2.7 Role of the antenna element

Based on the above formulation, we can now intuitively disdih role that the antenna

elements can play in MWT achievable resolution and accuracy.
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2.7.1 Near-field distribution

As described above, the achievable image accuracy anditiesofrom MWT can be af-
fected by changing the incident field distribution withirtimaging domain. In Chaptgl 4,
this idea will be used to enhance the achievable resolutidreacuracy. The incident field
distribution is, in fact, the field distribution of the antenelement in the absence of the OI.
That is, the incident field distribution is a property of th#enna element independent from
the OI. Noting that antenna elements in most MWT systems tparsheir near-field zones
(as noted in Sectidn 1.4), the near-field distribution ofitikized antenna element is, in fact,
the incident field distribution in the MWT problem. Thus, thean-field distribution of the
antenna will then contribute toward the achievable acquaac resolution from MWT. We

will elaborate on this idea further in Chaptéts 4 Ehg 6.

2.7.2 Size and the frequency(ies) of operation

As will be discussed in more details in Chadiér 4, two otheerama parameters will also
affect the achievable resolution and accuracy from MWT. €le® parameters are the fre-
guency of operation, or the frequencies of operation, aaditiienna physical size. Herein,
we discuss the effect of these two parameters in an intuiteayg To start our discussion
regarding these two parameters, we note that an MWT nonlingarsion algorithm of-

ten attempts to minimize the so-called data misfit cost fonel. (AppendiXB provides a

brief description about this cost functional.) As noted ipp&ndiXB, this data misfit cost
functional depends on the number of transmittesy, number of receivers per transmitter,
nRz, and the number of frequencies of operatiofi, Therefore, intuitively, it can be easily

understood that the more data points we can collect, the sumeessful reconstruction we

5 This is in contrast to most published works in the area of MWiana design that consider the far-field
pattern of the antenna element, as opposed to its near-ftibdtion.
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can have. To collect more data points, we need to incredseandn Rx which we col-

lectively refer to as the number of transceivers. To inaeghe number of transceivers, the
physical size of the antenna elements need to be small smtiratantennas can be placed
in the measurement domain. (We also note that the sepataioreen the successive an-
tenna elements cannot be very small as this results in moduglling between the antenna
elements.) Also, it is beneficial to have multiple frequesodf operation for the antenna

element so as to increas¢, thus, increasing the overall data points.

2.7.3 Signal to noise ratio

As will be seen in Chaptér 3, the signal-to-noise ratio of ttemsured scattered data plays
an important role on the achievable image resolution andracg. In the MWT problem, in
addition to the measurement noise, several other parasnaiatribute to the overall noise
of the data. For example, as can be seefid (2.6), the utiiizedsion algorithm requires
the knowledge of the incident field distribution within theaging domain. However, in
most existing MWT systems, an analytical form of the incidieit is often assumed (e.g.,
incident field due to a line source). Any discrepancy betwberactual antenna’s incident
field distribution inside the imaging domain with this assdranalytical distribution will
then contribute to the overall noise of the system. As willseen in Chaptdr] 6, we will
measure the actual incident field distribution of the anéenvhich may later be used in the
inversion algorithm so as to reduce the overall noise. Als@D TM MWT, any reflections
that come from the top and bottom of the imaging plane willtdbate toward the overall
noise of the measured data as the 2D inversion algorithmotdake those reflections into
account. As will be seen in Chapleér 6, near-field measurersante performed to compare
this 2D modeling error for two different antennas. Finallyree-space Green’s function is

used, the presence of the antenna and the mutual couplwgédthe antenna elements are
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not modeled within this Green’s function. This will also tobute to the overall noise of the

MWT data. Therefore, as can be seen, several antenna-rpkatacheters affect the overall

noise of the MWT problem.



Resolution Analysis Framework

As noted eatrlier, in order to make MWT a viable imaging techaigit is important to
have solid understanding about its achievable resoluti@haccuracy limit for different
measurement scenarios and different Ols. In this chaptegthematical framework using
which such analysis on the achievable resolution can paddrwill be presentin.This
understanding may then be used to design appropriate MWe&rgdiailored for different
applications so as to meet their resolution requirements.wil be seen in this chapter,
we first discuss why the nonlinearity of the MWT problem makesdnalysis of the MWT
achievable resolution difficult. We then describe how we khaindle this nonlinearity so as
to be able to develop our mathematical framework. The sargedlue decomposition of
the operator mapping the dielectric properties of the Oh® measured scattered data is
then briefly discussed. Based on this singular value decatigpoas well as the collected

measured data, two important criteria for performing resoh analysis will be discussed:

1 This chapter is based on the following submitted work: N.&aand P. Mojabi, “A Mathematical Frame-
work to Analyze the Achievable Resolution From Microwavergraphy,” Submitted in 2014,
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(1) spatial frequency components of the right singular mes;tand (2) the number of right
singular vectors that can be used toward dielectric pradit®nstruction. These two criteria
will then serve as our mathematical framework for perfogmrasolution analysis in the
rest of this chapter as well as the next chapter which regofveund considering several

numerical and experimental examples.

Before starting this chapter, let's have a brief overviewarhe of the important works that
have been already done in the area of MWT resolution analyrsian earlier work|[[3[7], a
mathematical framework for studying the achievable reagmiurom linear inversion meth-
ods has been presented. The authors df [37] have then matestiwhy the choice of non-
linear inversion algorithms can result in enhanced respiutompared to the use of linear
inversion methods. In contrast {0 [37], here, we attemptéwide its mathematical frame-
work directly for nonlinear inversion algorithms. Also, ewf other papers, e.gl, [38.,/139],
have quantified the resolution achievable from an experiahdAWT system for a few tar-
gets. In contrast to those papers, we do not aim to quangfathievable resolution from
a given experimental system, but attempt to provide a madhieat framework so that the
achievable resolution limit from any MWT systems can be betiedied. The core of this
framework is borrowed from a mathematical framework thas wecently used to solve the
discretized linear Fredholm integral equation of the fifatli{4Q]. Herein, this framework
is adapted to the discretized nonlinear Fredholm integyahgon of the first kind associated

with the MWT problem.

3.1 Nonlinearity and Resolution

The nonlinearity of the associated MWT mathematical probetine main difficulty toward

creating a mathematical framework for analyzing the ragmuachievable from MWT. In
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this section, we first elaborate on why this nonlinearityhis iain obstacle toward perform-

ing MWT resolution analysis. We then propose our utilizedhodtto handle this difficulty.

3.1.1 Nonlinearity

Let's again consider the so-called MWT data equation thatsntiag dielectric profile of the
Ol, located within the imaging domaiP, to the measured scattered data. This equation

which was first shown i (21 2), is repeated here for convergen

E*¥(p) =k} /D 9(p, q)E(q)x(q)dq. (3.1)

To analyze the achievable resolution from MWT, we need toyaeahe operator that maps
the unknown contrast profiley(q), to the measured scattered ddt&?(p). As can be
seen from[(3]1), this operator depends on both the Greendifun ¢(p, g) and the total
field within the imaging domairE(q). In other words, as pointed out in Section]2.4, the
information flow from the imaging domain to the measuremamhdin is mainly controlled
by these two functions. This is in contrast to linear ill-edsproblems, e.g., deblurring
problems, in which the information flow is merely controllbg the associated Green’s

function [41].

The main challenge in analyzing this operator is that thal tiéld £(q), which partially
defines this operator, is itself a function of the unknowg). This makes this operator de-
pendent on the OI. (This is probably one of the reasons tffateint resolving abilities have
been observed for the same experimental MWT system whenmgadiferent OIs[[38].) In
fact, the total field¥(q) is nonlinearly related tq(q) through the domain equation, which

governs the wave interaction merely within the imaging domad-or the convenience in
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reading, the domain equation, which was first introduce@i6)(is presented here:

E(q) = E™(q) + k; /D 9(q,q)E(q)x(q’)dq! (3.2)

whereqg and g/ are both inD. Based on the above discussion, it can be concluded that
the measured data is nonlinearly related to the unknownra&sinprofile. (The physical
reason behind this nonlinearity is the presence of mulspkgtering events within the Ol,
which is of course dependent on the Ol itself.) Therefore fitst step toward providing a
mathematical framework to analyze the achievable resoldtom MWT is to decide how

to handle this nonlinearity in this analysis. This will be tftopic of our next subsection.

3.1.2 How to handle the nonlinearity?

To analyze a nonlinear problem, we often linearize the aatat mathematical problem.
The main question to be answered will then be how to perforopgar linearization. The
most popular form of linearization is to use Born approximatin which the total field in-
side the imaging domair(q), is assumed to be equal to the known incident field inside
the imaging domaing™(q). This will make [3.1) a linear equation with respect to the un
known x(q). However, this approximation is not appropriate in manyaibns, especially
when the dielectric contrast of the Ol is not sufficiently §m&pecifically, the Born ap-
proximation will not take into account the multiple scaittgrevents within the Ol, thus, the

resulting achievable resolution will suffér [37].

Herein, to linearize(3]1), we do not impose any significgapraximations or¥(q). To this

end, we use the following procedure.

1. The measured daf&**®{(p) is inverted using a nonlinear inversion algorithm. A non-
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linear inversion algorithm effectively attempts to modeliltiple scattering events
within the OI. Herein, the multiplicative regularized Gatisewton inversion (MR-
GNI) algorithm [42] 48] is used as the nonlinear inversiogoathm. This inversion
algorithm iteratively updates the total field(q) and the contrast profilg(q). This

state-of-the-art inversion algorithm is described in Apgig[Q.

2. The total fieldE(q) at the last iteration of the MR-GNI algorithm is calculatedhis
calculated total field is denoted Wy(q). For a given inversion algorithm, assuming
that the regularization weight is chosen properly, thiswalaited total field will repre-
sent the most accurate estimate of the multiple scatteviegte within the Ol that the

inversion algorithm can recover.

3. This calculated total field will then be used[in (3.1) teelmize the data equation with

respect toy(q). That s, the linearized equation will be

known linearized operator
known measured data - A < unknown

—N _ ~ =
Bedp) =k /D o(p.0)E(q) X(@) dq (3.3)

We have now a linearized map between the unknown dielectofilep and the measured
data. (It should be noted that this type of linearization basn previously used for im-
age enhancement of MWT final reconstructidns [44].) The nmadiieal treatment of this

linearized mapping for resolution studies is the focus efribxt section.

3.2 Mathematical Framework for Resolution Analysis

Now that we have arrived at the linearized data equatiomgir (3.3), we need to analyze
this linearized operator in conjunction with the measuratadn order to understand how

different parameters affect the achievable resolution.thl® end, we discretizé (3.3) as
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Ay = bwhereb is a complex vector of lengtl containing the measured data p(J%,]t@

is a complex vector of length containing the contrast values at each discretized celieof t
imaging domaif, and A is am x n complex matrix, which is the discretized form of the
integral equation operator i )As can be seen, the matrix mainly depends on the
Green’s function of the background medium and the total fieldhlso, notice that without
the linearization presented in Section 3.1.2, we were ni& fbreach to this linearized

system of equationsAy = b.

Herein, for the reasons that will be discussed in the next@eave use the singular value
decomposition (SVD) ofA to analyze the equatioAy = b. To this end, let's denote the
SVD of A by UXV# where the superscrigi denotes the Hermitian (complex conjugate
transpose) operatol/ is anm x m orthonormal matrix consisting of left singular vectors
of the matrixA, andV is ann x n orthonormal matrix consisting of right singular vectors

of the matrixA. That i

U= {ul Uy Uz - um} where wu; € c™ (3.4)

V = [vl vy vz e vn] where wv; € C". (3.5)

Also, X is anm x n rectangular diagonal matrix containing the singular valokthe ma-
trix A, denoted byy;, on its diagonal entries. These singular values are noativegeal

numbers of descending magnitude; i®.> 0;,1 € R Using the SVD of the matri,

2 That is, the column vectdrstoresES%{(p).

3 That is, the column vectoy is the discretized version af(q).

4 That is, the matrixA is the discretized form of the linearized data equation afper
5 C denotes complex numbers.

6 R+ denotes positive real numbers
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the discretized contragtcan be written as [33]

min(m,n)
ullb

X = ;. (3.6)
- 7

The above equation indicates that the solutjon

1. lies within the space of right singular vecters

2. is the summation of the firshin(m, n) right singular vectors, each of which has a

weight ofub/o;.

In the next section, we will show how (3.6) can be used to perfdWT resolution analysis.

3.3 MWT Resolution Analysis

The core of our resolution analysis is based on consideBr&).(Specifically, the proposed

MWT resolution analysis is based on analyzing](3.6) by carsig)

1. the spatial frequency contents of right singular vectansl

2. the number of the right singular vectors that can be etilior reconstruction.

In this section, we discuss how each of these two items dari&s toward the achievable

MWT resolution.
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3.3.1 Spatial frequency contents of right singular vectors

The key idea behind using_(3.6) for resolution analysiswéhin the fact that that the right
singular vectors; have properties similar to the Fourier series’ basis fumsti Specifi-
cally, right singular vectors; of small indicesi have mainly low spatial frequency com-
ponents([40]. As the indekincreases, the corresponding will then have higher spatial
frequency content$ [40]. This indicates that as the indax(3.8) increases, the summation

will try to incorporate more higher spatial frequencie®itite solutiony. Therefore,

e to obtain a low-resolution MWT image, the use of a fess of small indices will be

sufficient;

e to achieve a high-resolution images having larger indices should also be incorpo-

rated into the summation.

¢ the highest spatial frequency in the reconstructed cant{raannot be larger than the

highest spatial frequency available in the right singukatersy;s.

To use this idea in the rest of this thesis, we need to have ladoevaluate the spatial
frequency contents of the right singular vectors in différeneasurement scenarios. To
this end, we use the power spectrum of the right singularoveds used in_[40]. This
can be done by taking the Fourier transform of the vectpend then finding their power
spectra. Noting that the scope of this thesis is crosseseogiconstruction in they plane,
eachwv; will therefore be a function ofz, y) where(z, y) is the location of the discretized
cell within the imaging domain at which; is evaluated. Thus, we need to take the two-
dimensional (2D) Fourier transform of the vectet$z, y). To this end, we perform the

following procedure
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e Each column vectowr; will be first reshaped into a matrix having the same size as the

discretized 2D imaging domain.

e A 2D Fourier transform will then be taken from this matrix, iafn we refer to as
0 (fx, fy) = F{ui(z,y)} wheref, andf, are spatial frequency indices along thand
y directions. (The Fourier transforif is performed using the MATLAB functiofit2
in conjunction with the MATLAB functiorfftshift to bring the zero spatial frequency

to the center of the spectrum.)

e the power spectrum of a given right singular vector, sayill then be represented

by [@:(fe, f)I*-

We now haven different 2D power spectra. Herein, to be able to comparespiagial fre-
guency contents of the power spectra of differeyst within the same plot, we choose to
plot only one cut oflo;( f., f,)|* for eachv;. Specifically, we plotv;(f., f, = 0)|* against

different f, and: indices.

As will be seen later, this plot is similar to a rotated “V”tiet where the apex of the “V”
represents the zero spatial frequency component. As tlegindcreases, the aperture of the
“V” increases; thus, incorporating higher spatial frequeenomponents. Therefore, based
on this plot, we are able to study the spatial frequency corapts of the right singular

vectors which directly affect the spatial frequency congas of the reconstructed contrast.

3.3.2 Number of the utilized right singular vectors

To achieve a high resolution image, the reconstructed asnshould have high spatial fre-
guency components. Therefore, based on the discussioanpeesin the previous subsec-

tion, it can be concluded that it is desirable to incorpoesenanyy;s as possible into the
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Fig. 3.1: Relative complex permittivity of th&-target.

reconstructed, so as to be able to resolve small features within the Ol. Toerewe now
need to address the number of right singular vectors thabeamcorporated into the recon-

structed contrasy.

To start this discussion, let’s considér (3.6). From thisatipn, it might be mistakenly
concluded that we can always incorporate(m,n) right singular vectors into the recon-
structed contrast. However, as it is well-known, this is thetcase due to the ill-posedness
of the problem[[3B]. This can be explained by studying thealvedr of the coefficients of
the right singular vectors in(3.6); i.e.’b/c;. In such ill-posed problems, as the indeR-
creases, the singular values (the denominators of the coefficients) tend to become small
and smaller. Now, let's study the numerators of these caoeffis. To this end, assume that
the data vectob consists of a noiseless component, 88§, and a noisy component, say
e. (Thatis,b = b"™e + ¢.) If we had access t6™®, the magnitude ofi/5"™ would also
decrease with a rate at which for larg@ndices the magnitude of/ 4" would be always
less thans; [45]. Therefore, although asincreasesg;s become smaller and smaller, the
coefficientsu’b"™¢/o; would never blow up[45]. It was available, we could always use
min(m, n) right singular vectors to reconstrugt However, we would never have access to

b"™®mainly due to the presence of the measurement noise andimgédelor. To understand
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this better, let's assume that the only source of noise imtbasured datais the numerical
noise, say round-off error denoted byAs discussed il [40], the magnitudeugfe will not
decrease asincreases. It is, in fact, almost constant, often much fatigen the smallest
singular value. Due to the presenceedh the measured data the magnitude ofi” /o,

will eventually blow up. This is usually referred to as thstability of the problem, and

if not treated by the use of appropriate regularization négplres results in a non-physical
solution. In practical situations, measurement noise aadaiing error also contribute to-
ward the overall noise of the data vectorTherefore, due to the presence of this noise, the
summation given in(3]6) needs to be terminated early. Bhdlhé number of utilized right

singular vectors will be less thanin(m, n).

As pointed out in the previous subsection, it is criticalnoarporatey;s with largei indices
into the reconstructed contrast to achieve a high-reswluthage. However, from the above
discussion, we know that we cannot include all the due to the instability of the associ-
ated mathematical problem. This will result in not usingth# right singular vectors that
are available. Based on what has been said above, this iedlit®it the final solution will
suffer from not having some high spatial frequency comptedow, if those high spatial
frequency components are needed to successfully reconatfeature in the Ol, the recon-
structed image will not show that feature. This will thenitithe achievable resolution from

MWT.

Now, we need a tool based on which we can determine howufasto; coefficients will
blow up. This is important because the faster these coefteldow up, the smaller number
of v;s can be used toward contrast reconstruction. The tool wéneiseis simply based
on plotting the magnitude of the coefficient§ v/o; versus the index. As will be seen
later, this simple plot, in conjunction with the power spaot plot discussed in the previous

subsection, enables us to compare different scenariosYair pplications in terms of the
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Fig. 3.2: Power spectra of;y andvs4o When the noise leve} is 0%, andf = 5 GHz.

achievable resolution.

3.4 Noise level versus the achievable resolution

In this section, we apply the above framework to the syntiadita sets in order to evaluate
the effect of the noise level in an MWT imaging system. The Isgtit data is collected
from a target, which we refer to as tlietarget (or, sometimes as SemenoiFdarget.).
This target, which is shown in Figure 8.1, has been prewourséd in other publications for
resolution studies; e.g., in [38,139]. Similar {0 [38], wesame that thé&E-target is lossless

and has a relative permittivity @3 within our frequency range of interest.

To generate the synthetic data set, we discretizeEtt@rget into150 x 150 cells within a
6.3 x 6.3 cm? domain. In all the examples concerning the inversion of siisthetic data

set, the inversion domain &x 7 cn? that is discretized inta00 x 100 cells.

Let’s start by studying the role of noise in the achievabkohation atf = 5 GHz. In this

section, we also assume that the number of transceivet$ agually spaced around a circle
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Fig. 3.3: Power spectrum plotd#;( f., f, = 0)| for i values andf, indices at four different noise
levelsy. (Each column of the above images represents the power spectrum\earevgi
with respect tof.)

with the radius of 0.15 m; thus, haviig x 15 scattering data points. (Unless otherwise
stated, we assume that the transmitters are 2D line sojfi@estudy the effect of noise, we
add synthetic noise to our data set based on the formula gM&®]. The addition of the
noise based on this formula works as follows. Let’'s assuragtkie noiseless scattered field
data at the receiving cites are stored in the veE£fsft"oselessThen, the noisy version of this

vector, sayEscanosywill be created as

Escat,noisy: Escat,noiselesa_ maX(Escat,noiselejsl (191 + j192) (3.7)

V2
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Fig. 3.4: The variation of the magnitude aff’b/0; with respect toi when f = 5 GHz for four
different noise levels.

where; and), are two real vectors of appropriate size whose elements rafermly
distributed zero-mean random numbers betweénand 1. The parameter is then the

noise level.

We now consider four different noise levels: = 0%, 3%, 10%, and20%. Before start-
ing our discussion on the effect of noise levels, it is instike to plot the power spectrum
|0s(fz, fy)]? for two different: indices,i = 50 andi = 240, whenn = 0%. This has been
shown in Figuré_3]2. (Note that the zero spatial frequenat the centre of this plot). As
expected based on the discussion presented in Séctioh®.3.&xhibits more high spatial
frequency contents than,. (It should be noted that the colorbars of these two plotd gdso
other plots regarding the Fourier transform has been ttedda a chosen maximum value

to show the spatial frequency contents more clearly.) Netig take a look at one cut of this
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power spectrum that is created along fhe= 0 axis. Herein, we focus of¥;( f., f, = 0)|*.

In Figure[3.8, we have plotteld;( /., f, = 0)]* fori = 1,---,240 when the noise level
takes 4 different values given above. (As can be seen, thetsel@ok like a horizontal “V”
letter as pointed out in Section 3.8.1.) The reason that eelatting this power spectrum
from i = 1to: = 240 can be explained as follows. The number of discretized aelisis
example is» = 10, and the number of measured data pointsis- 16 x 15 = 240. Based
on (3.6), onlymin(m,n) = 240 will matter in the reconstruction of the contrast profile.
That's why the index runs from 1 to 240 in Figurie 3.3. As can be seen from each subfigu
in Figure[3.3, as the indexincreases, the spatial frequency contents of each rigtkin
vector is generally increased as pointed out in Se€fiod|3This can be seen by noting that
as the index increases, the “V” letter will flare out. Also, by comparirftese four sub-
figures, it can be seen that the noise level of the measuradddat not significantly affect
the spatial frequency contents of the right singular vectdihis is, in fact, expected since
v;S mainly depend on the Green’s function of the backgroundumednd the induced total

field within the Ol.

The above observation indicates that the right singulatovecorresponding to these four
different data sets, which are distinguished by their ntgsels, have similar spatial fre-
quency contents. Therefore, if we were able to use all thgbésingular vectors in recon-
structing the contrast profile, it would be expected thatiti@evable resolution by inverting
these four different data sets will be similar. Now, the desto be answered is whether or
not we can use all these spatial frequency contents in tlo@sétiction ofy. To answer this
question we plotu’’b|/o;, which are the coefficients of the summatién13.6). The pfot o
these coefficients versus the indebor the four different noise levels is shown in Figlre]3.4
in the log-log format. As can be seen, as the noise level asa®, these coefficients tend
to blow up at smallei indices. This indicates that as the noise level increasss, fium-

ber of v;s can be incorporated into the reconstructeb avoid instability as described in
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Section 3.3R. Consequently, as the noise level increasss high spatial frequency con-
tents can be incorporated into the solution; thus, the sahle resolution will degrade as
the noise level increases. The question that may arise $i@rieyi we observe blow-up even
when the noise level is set tp= 0%. This can be understood by noting that the numerical
noise (e.g., round-off error) is always present in the scatt data when stored in the com-
puter. That is, in any numerical implementations, we alwagge some noise in the data
vectorb. (That's why the use of regularization in inverting the dastameeded even when

n = 0%.)

Now, let’s take a look at the reconstruction of this targehase four different noise levels.
(As noted in Section 3.1.2, we use the MR-GNI algorithm to ihwke data sets.) The
reconstructed permittivity profiles, denoted 8§°" have been shown in the left column
of Figure[3.5. (The reconstructed imaginary part of thisless target is small; thus, it
is not shown here.) As can be seen in the left column, as theerevel increases, the
reconstruction accuracy will suffer. In this example, theee small fingers in the bottom
left of the true object cannot be reconstructed at any ofetmesse levels. Therefore, the
degradation of the image by the increased noise level is misigle in the quantitative

accuracy of the reconstructed permittivity.

At this point, it is instructive to see what we could have mestoucted if we were able to use
all the right singular vectors; in the reconstruction of the unknown profile. To this end,
we minimize||e® — «,v;|| over the coefficients; for i = 1,---  min(m, n) wheree™® is

the true profile of the Ol. Once;s are obtained, we will have the direct expansion of our

permittivity profile, denoted by"", in terms of all the right singular vectors. That is,

min(m,n min(m,n)

)
& = Z Qv; = Z (v e ®)v;. (3.8)
i=1

=1
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The direct expansion of the reconstructed permittivityngd3.8) is shown in the right col-
umn of Figurd_3.b for different noise levels. As opposed tordconstruction results shown
in the left column of Figureé 315, all the permittivity profiehown in the right column have
resolved the three small fingers in the left bottom of the ®bté that the discretization of
e™eused in the above equation is different than the one use@&tecthe synthetic scattered

data set so as to avoid the so-called inverse crime.)

The above observation is very important. It shows that inetkeemple considered here, the
noise level is the main reason for not being able to resoledfitee small fingers in the Ol.
This is due to the fact that the presence of noise limits thabar ofv;s that can be used
in the expansion of the unknown profile. In other words, thespnce of noise limits the

dimension of the space into which the unknown profile is prigje.

We have now presented our mathematical framework for résal@analysis. Using this
framework, we have shown the importance of the signal-isencatio in the achievable
resolution. In the next Chapter, we use this framework tostigate some important an-
tenna parameters that affects the achievable resoluttom KIWT. Finally, as mentioned in
Section 2. 7.3, several parameters, in addition to the meamnt noise, contribute to the
overall noise of the system. In Chapiér 6, two of such continigifactors that are related to

the antenna element used in MWT will be discussed.

3.5 Quantitative accuracy

This chapter presented a mathematical framework for résalanalysis as it was based on
the spatial frequencies of the right singular vectors. Foamnumerical experience with
MWT nonlinear inversion algorithms, the better the achiévabsolution is, the better the

guantitative accuracy is. Based on this framework, this @asgeculated as follows. Better
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resolution means incorporation of more right singular @ectn the reconstructed dielectric
profile. Having the opportunity to reconstruct the dielegbrofile using more right singular

vectors can result in enhanced quantitative accuracy.
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Fig. 3.5: Left column: The reconstructed permittivity, denotedeff°"S of the E-target when irra-
diated by 16 antennas at 5 GHz at different noise leyeRight column: Direct expansion
of the trueE-target permittivity profile, denoted ky*¢, using all the right singular vectors
v; when irradiated by 16 antennas at 5 GHz at different noise levels.



Antenna Specifications

In this chapter, some of the desired antenna specificatmm®WT so as to achieve en-
hanced resolution will be discussed in more details usirtg bpnthetic and experimental
data sets. The effect of these antenna specifications orcthievable resolution and ac-
curacy from MWT will be evaluated by the mathematical framewthat was proposed in

Chapte

The role of the antenna incident field distribution in theiaelble accuracy and resolution
from MWT will be first evaluated. It will be shown that the useadfocused incident field
distribution can enhance the image accuracy and resolufidns is a novel method for

increasing the achievable resolution and accuracy. (Hacheeve a focused incident field

1 This chapter is based on the following three publicatiod3:N. Bayat and P. Mojabi, “A Mathematical
Framework to Analyze the Achievable Resolution From Micawe Tomography,” Submitted in 2014, (2) N.
Bayat and P. Mojabi, “The Effect of Antenna Incident FieldsDibution on Microwave Tomography Recon-
struction,”Progress In Electromagnetics Researehl. 145, 153-161, 2014, and (3) N. Bayat and P. Mojabi,
“On the Effect of Antenna lllumination Patterns on the Ay and Resolution of Microwave Tomogra-
phy,” IEEE International Symposium on Antennas and PropagatimhldSNC-URSI Radio Science Meeting
Orlando, Florida, July 2013.
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distribution will be the topic of Chaptels$ 5 ahd 6.) We therdgtthe effect of the frequency
of operation as well as the simultaneous use of differemuieacies of operation on the
achievable image accuracy and resolution. The effect oéasing the sampling resolution
(number of transceivers) in the MWT imaging system will alsodvaluated. Based on
these investigations, we justify the need to have an antelemaent that has a focused near-
field distribution while being small and multi-band (or, witband). We then discuss the

implementation of such radiator in more details in Chapttaad6.

4.1 Antenna incident field evaluation

In this section, we focus on the role of the antenna incidefd filistribution on the achiev-
able image accuracy and resolution from MWT. This will be satéd by the mathematical
framework that has been presented in Chdgter 3. As noted int€fahe achievable im-
age accuracy can be affected by changing the incident fistdllition within the imaging
domain. Note that we use the term “incident field distribatias opposed to “radiation
pattern” since in most practical MWT systems, antenna elésneork in their near-field
zones. Therefore, the radiation pattern, which is a fad-figlantity, is not appropriate to be
used herein. Also, as opposed to far-field pattern whichdependent of the distance from
the antenna, the near fields of antennas vary with respebetdistance from the antenna.
Therefore, the term “distribution” will be more appropgab be used here than the term

“pattern”.

To start our discussion, let’'s present a numerical modelbtor 2D transverse magnetic

(TM.) problem that can represent a focused incident field digioh. To this end, we
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Fig. 4.1: Incident field distribution in the imaging domaip; (a) m = 0, (b) m = 30, (c) m = 70,
and (d)m = 300. The size of the imaging domain@s064 x 0.064 m?, and the antenna is

located at(x,y) = (0.1,0) m. The origin of the coordinate is located at the center of the
imaging domain.
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consider the following model for the incident field distrihmng
E"(x,y) = 2CHE(kyp) cos™ (4.1)

where(C' is a constant(z, y) is the observation point within the imaging domain, d##l.)

is the zeroth-order Hankel function of the second kind. Tiséadce from the transmitting
antenna to the observation point is denotedpbyThe angley is the angle between the
antenna boresight axis and the line connecting the antertha bbservation point as shown
in Figure[Z1. The non-negative variable represents the focusing level of the incident
field distribution: the largem, the more focused the incident field distribution. Also, as ¢
be seen in[(4]1),n = 0 represents an omni-directional incident field distribat{@e., the
incident field due to a line source). We note that the termuéaag level” is different from
the term “directivity”. This is due to the fact that the ditiety of an antenna is a far-field
property of an antenna. However, as noted above, most MWThaatelements work in
their near-field zones. Therefore, herein, we use the teatu4ing level” of the incident
field distribution, and not the “directivity”. To better uastand the effect of the parameter
m in our numerical incident field model, we have demonstrétedricident field distribution

for four different differentn values in Figur@ 4]1.

4.1.1 Use of focused incident field distribution

In our recent work[[18], we have shown that the use of a focursgdent field distribution
to illuminate the Ol can enhance the achievable resolutiothis subsection, we apply our
proposed mathematical framework for resolution analysthit idea so as to justify the use

of a focused incident field distribution.

2 A similar incident field model for calibration of the MWT datasbeen used in [47].
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To start our discussion, we consider the Ol shown in Figuft 3.et's assume that we
use 32 transceivers to collect the scattering daté bkdrein, we consider single-frequency
inversion at 5 GHz when the noise level is set{6. Therefore, the dielectric profile of
the Ol is to be reconstructed usifig x 31 data points. The power spectrum plots for two
different focusing levels, namely. = 0 andm = 1000, are shown in Figure4.2. (Let's
recall thatm = 0 corresponds to having an omnidirectional illumination$ @an be seen
the spatial frequency contents for these two cases are weifais Now, let’s take a look at
the variation of theu!’b| /o; to understand how many right singular vectors can be used in
contrast reconstruction in each case. This has been shawigure[4.8. As can be seen the
coefficients|u’b|/o; blow up later whenn = 1000 as compared to the case when= 0.
This indicates that with the increased focusing level, wereow able to utilize more right
singular vectors to reconstruct the unknown contrast. $hauld now shows itself in the
reconstructed permittivity using two different focusiryé¢ls, shown in Figure 4.4. As can
be seen, the three small fingers in the bottom left of the gridilvisible whenn = 1000;
but, it is not visible whenn = 0. It is now instructive to see’*: for these two different
focusing levels. " has been discribed in Sectibn3.4.) This is shown in Figuse As
expected¢”V for these two different focusing levels are very similard aan resolve the
three small fingers in the bottom left of the target. This ig ¢ the fact that the spatial
frequency contents for these two focusing levels, see Eigi#t, are very similar, and we are

using all the right singular vectors in formirgy:.

From this example, it can be understood that the main reasbimd achieving better re-
construction with the focused incident field distributiceslin the fact that we can use more
right singular vectors for reconstructing the unknown peofAs noted above this is mainly

due to the fact thatu/b| /o, coefficients tend to blow up later for the focused incideritifie

3 Note that the use of 32 transceivers indicates that we haaet@lna elements in the MWT system. When
one transmits, the rest receive, thus, ha¥idgk 31 data points.
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Fig. 4.2: Power spectrum plotsio;(fs, f, = 0)|? for i values andf, indices at 5 GHz when the
number of transceivers is 32, and the noise level is 3% at two different incident field
focusing levels. [Left] focusing level of: = 0 (omnidirectional illumination), and [Right]
focusing level ofm = 1000.

distribution.

To demonstrate the usefulness of the use of focused incfeatdistribution for MWT,
we consider five more test cases. For each of these test vases|lect several scattering
data sets, each of which corresponds to utilizing an indifiel distribution with a certain
focusing level. §% white noise is added to all data sets according to [46].) Eddhese
data sets will then be separately inverted. The utilizeddemtt field distribution in the
inversion algorithm will be the same incident field disttibn that has been used to collect

that scattering data set.

Let’s now consider a standard resolution test case. We densvo lossless circular objects
with the radius 0f20.5 mm and the relative permittivity of, = 4 at the frequency of
operationf = 3 GHz which are separated h$ mm, as shown in Figuifle 4.6(a). In the first
configuration, this target will be successively illumirétey 8 antennas equally distributed
on a circle of radiu$).1 m. (Total number of data points will then I3ex 7 data points;

due to reciprocity, half of which will be redundant.) Forgltonfiguration, we collect three
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Fig. 4.3: The variation of the magnitude af’b/0; at 5 GHz by 32 transceivers and at the noise
level is 3% for two different scenarios: when the Ol is illuminated by the incident field
distribution having the focusing level of [Red} = 0 (omnidirectional distribution), and
[Blue] m = 1000.

different data sets, each of which corresponds to usingaindocusing level for the utilized
incident field distribution; namelyp. = 0, 30, 70. The inversion results for this configuration
are shown in FigurE_4.6(b)-(d). It can be seen thathese inversion results are different,
and (i) the reconstructed permittivity is more accurate and ekaithanced resolution when
m = 70. In the second configuration, we repeat the previous exgerinvhile having24
antennas; thus, haviriggt x 23 data points. The reconstruction results correspondinigeo t
two extreme casesr( = 0, 70) are shown in Figurie 4.7. This example clearly shows that the

use of different incident field distributions can resultnmaiges with different accuracies.

As noted earlier, we associate this improved performaneetathe use of more right sin-

gular vectors in the reconstruction of the unknown dielegdrofile. It is also instructive to
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Fig. 4.4: The reconstructed real-part of the permittiviBe(e/°°°"9, of the E-target when irradiated
by 32 transceivers at 5 GHz, and the noise leved3%f [Left] when the focusing level is
m = 0, and [Right] when the focusing levelis = 1000.

compare the singular values of the Jacobian (sensiH\/métrix for different values ofn

at the last iteration of the MR-GNI algorithm as shown in Fajdc8: the singular values
corresponding tan = 70 are larger than those corresponding to smatevalues. This
indicates that the last iteration of the inversion alganittieals with a less ill-posed problem
whenm = 70, thus, facilitating the flow of information from the imagirgpmain to the

measurement domain.

We have also tried this example when the transmitters asgddoon a circle of radius m
(i.e., 10\ at the frequency of operation). In this configuration, theorestruction results
for these differenin values were almost identical. Noting that the imaging demaithis
configuration is located in the far-field zone of the trantingtantennas, these differemt
values do not significantly change the incident field disttidn within the imaging domain;

thus, resulting in no considerable changes in the recast&iruresults.

4 The Jacobian (sensitivity) matrix, often denoteduhyrepresents the sensitivity of the scattered data with
respect to the contrast value at different locations withsnimaging domain. That is, the sensitivity matrix
represents 54/ 9y. The number of rows of this matrix is equal to the number oégtints. The number of
columns of this matrix is equal to the number of discretizelsavithin the imaging domain.
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Fig. 4.5: Direct expansion of the truE-target permittivity profilec?":, using all the right singular
vectorsy; when irradiated by 32 antennas at 5 GHz and at the noise leyet03%. [Left]
when the focusing level is, = 0, and [Right] when the focusing levelias = 1000.

Now, let's again consider the Semenofstarget, shown in Figure_3.1. For convenience,
the real part of the permittivity of this target is also shoinrFigure[4.9(a). This object,
which is lossless and has a relative permittivity2df, is illuminated byl6 antennas (thus,
having16 x 15 data points), located on a circle with the radiu$ a6 m with three different
focusing levels:m = 0, 70, and300. We then use the binary implementation of the MR-
GNI algorithm [48] to invert these data sets. (A brief dgswon about the binary MR-GNI
algorithm is given in AppendixiC.) As shown in Figlire 4.12(b); the reconstruction results
for m = 0 andm = 70 are not capable of reconstructing the three small fingestdolcat
the bottom left part of the object. However, with = 300, the inversion algorithm is
capable of capturing these three fingers. The singular salfithe Jacobian (sensitivity)
matrix in the last iteration of the inversion algorithm fafferent m values are shown in
Figure[4.11(a). As can be seen, the singular values comegmptom = 300 decay more
slowly as compared to those far = 0 and70. That is, the mathematical formulation
corresponding ton = 300 is less ill-posed as compared to the mathematical fornaulati

of m = 0 and70.
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Fig. 4.6: Resolution test using 8 antennas: (a) true dielectric profile (The zero iargguart of
the permittivity is not shown.); (b)-(d) reconstructed dielectric profile gishree different

focusing levels) for the utilized incident field distribution. Reproduced courtesy of The
Electromagnetics Academy.
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Fig. 4.7: Resolution test using 24 antennas: reconstructed dielectric profile usindifferent fo-
cusing levels for the utilized incident field distribution. Reproduced coudé&dhe Elec-
tromagnetics Academy.

%10 : %
3 ——m=70 IS
2 m=30 =
810°} —m=9 | 8
S —m= 2
1] m=0 ]
bar] 1077 L 1 bl
5 5
3 1o ]
510 ¢ E
© ]
> >
£ N\ £
n ]
10_10 L L L L L \ 10725 L L L L L
0 10 20 30 40 50 60 0 100 200 300 400 500 600
Index Index
(a) 8 antennas (b) 24 antennas

Fig. 4.8: Resolution test using 8 and 24 antennas: singular values of the Jacolirananthe last
MR-GNI iteration for differentm values. Reproduced courtesy of The Electromagnetics
Academy.
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Fig. 4.9: Semenov’s E-shape object using 16 antennas: (a) true dielectric pre@itstructed di-
electric profile using binary inversion when (b) = 0, (c) m = 70, and (d)m = 300.
Reproduced courtesy of The Electromagnetics Academy.
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Fig. 4.11: Singular values of the Jacobian matrix at the last MR-GNI iteration for differ. values
for the E-shape object and breast model. Reproduced courtesyedEl€btromagnetics
Academy.

As the third test case, we use a breast model that has beeaysigwised in[[11],[[21]. As
shown in Figuré_4.70(a)-(b), this model consists of thregomes: fibroglandular (smallest
circle), tumor (medium circle), and fatty (largest circtegsues. The background medium
is chosen to b&3.4 + j18.5 at the frequency of operation, whichisGHz (similar to the
background medium used for the breast cancer microwaveimgaystem at Dartmouth
College [11]). This numerical model is illuminated By antennas, which are located on
a circle of radiug).1 m. The inversion results fan = 0,70 are shown in Figure_4.10(c)-
(). As can be seen, the reconstructed image when-= 70 is more accurate than the
reconstructed image when = 0. Specifically, the true tumor permittivity i$3.4 + j18.8,
whereas the reconstructed tumor permittivity at the cesfterclusion is63.4 + j15.4 when

m = 0, and is53.7 + j17.7 whenm = 70. As shown in Figuré 4.11(b), the singular
values of the Jacobian matrix at the last MR-GNI iteration mvhe = 70 are larger than
those whenn = 0. We also attempted to reconstruct this profile using engntennas;
however, reconstruction was not successful for anyalues that we tried. When usinlg

antennas, we noticed that the singular values of the Jatg¢bémsitivity) matrix at the last
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MR-GNI iteration whenm = 0 were larger than those when = 70. This observation
is not consistent with what we observed in earlier exampldss inconsistency might be
justified as follows. If only4 antennas with focused near-field distribution & 70) are
used, we cannot sufficiently illuminate every part withie imaging domain, thus, losing
sensitivity to some imaging areas. On the other hand,ahtennas with omnidirectional
field distribution (» = 0) are used, it is more likely to illuminate everywhere withire
imaging domain sufficiently, thus, enhancing the sensgjticompared to the use of few

focused beams.

In the fourth test case, we consider two lossy concentriergguat the frequency of op-
erationf = 5 GHz as shown in Figure_4.112(a)-(b). First, we illuminateis larget bys
antennas (thus, havirgyx 7 data points), located on a circle with the radiug®)df m with
different focusing levels starting from = 0 to 70. Using this number of antennas, we were
not able to reconstruct this target using any focusing &wlué&fe then repeated the same
numerical experiment using antennas. In this case, as shown in Fidurel4.12(c)-(f), the
reconstruction results fon = 0 andm = 70 (and alsoyn = 3,9, 30, which are not shown
here) are almost identical. The singular values of the Janahatrix in the last iteration of
the MR-GNI algorithm for differentn values are shown in Figute 4]13. As can be seen, the
singular values correspondingito = 70 are still larger than those correspondingito= 0.
However, it seems that the number of significant singulanesform = 0 is sufficient to

reconstruct this target successfully.

Finally, we present the reconstruction of thetarget by considering noiseless data sets.
Using this example, we can prove that the improvements veddry the use of focused
incident field distribution is not related to the way that tiése is added to the scattered data.
To this end, we collect noiseless data set (setiirg0) from this target with three different

focusing levels for the utilized incident field; namely, = 0, m = 70, andm = 300.
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These data sets are then inverted using the binary MR-GNFitlign The true profile as
well as the reconstructed profiles are shown in Fidurel4.1glcax be seen, the inversion
of noiseless data correspondingrto= 300 can reconstruct the three fingers of the object
in its left bottom part. Comparing these inversion resulssslhaown in Figuré 4.14, with
the reconstruction of the same target but with noisy datdawis in Figurd 4.0 shows that
this improvement is due to the utilized incident field, noeda any possible unfair noise

contribution.

4.2 Frequency of operation

In this section, we consider the effect of the frequency @rapon on the achievable resolu-
tion. We note that the frequency(ies) of operation is (aet¢amined by the antenna element
used in a given MWT system. Herein, we also considerAHarget, and assume that this
Ol isirradiated by 16 transceivers, and the scattered degta moise level of = 3%. In this
section, we only vary the frequengyat which the Ol is irradiated. The frequency is changed
from 500 MHz to 5 GHz. Let's first take a look at the power spe¢ir( f., f, = 0)|* that
are shown in Figure4.15. As can be seen in each of the subfigsitbe index increases,
the amount of high spatial frequency contents withims generally increased in the form
of a horizontal “V” letter. Now, let’'s consider how many ofetbe right singular vectors can
be used in the reconstruction of the unknown profile. Thislamnderstood by plotting
the coefficientsu/b|/o; versus the index As can be seen in Figure 4116, as the frequency
increases, these coefficients tend to blow up at a largexk indéhat means as the frequency
of operation increases, the reconstructed profile has taecehto lie within a space ofs

having a larger dimension, thus, having the chance to resolwe features.

The reconstruction results at these six different freqissrare shown in Figute 4117. As can
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be seen as the frequency increases, we have better re@iostr I his is consistent with our
observation regarding the ability to incorporate more trgjhgular vectors into the expan-
sion of the reconstructed contrast as the frequency of tiperacreases (see Figure 4.16.).
Now, let's consider what we could have achieved if we were édbluse all the right singu-
lar vectors at each of these frequencies of operation. Ehatd'd like to address whaf’
would be for each of these six frequencies of operation. assbeen shown in Figure 4]18.
As can be seen, for each frequeney, is better than its correspondin{fc°"S This is, of
course, due to the fact that the reconstructed permittpritfile, €,°°°"S cannot utilize all the
right singular vectors in its expansion whereas we have abéae right singular vectors to

createe”:.

We now know that!*“°"*degrades as the frequency of operation decreases sinaggless
singular vectors can be used in reconstructing the pewitytas the frequency of operation
decreases so as to avoid the instability issue. Use of Ighs singular vectors will then
indicate that the reconstructed permittivity has less Bjgdttial frequency components, thus,
suffering from resolving small features. The question thay now arise is why” degrades
as we decrease the frequency of operation. (Note that wdluke aght singular vectors in
creatinge’’.) Specifically, as can be seen in Figlire 4.18, the three $imgdirs in the bottom
left of the Ol are only visible ir’" at 5 GHz, and not in the rest of frequencies. Currently,
we are only able to speculate on the reason for such beh&orspeculation is based on
the point mentioned in [40] that revolves around the ideadkdhe singular values becomes
smaller and smaller, (specifically, when they reach macpieeision level) the calculation
of their corresponding right singular vectors becomesdeskless accurate. To understand
this, let’s take a look at the singular values correspontbripese six frequencies as shown
in Figurel4.19. As can be seen, the singular values becomesnaquidly smaller as the fre-
qguency of operation decreases. In other words, the singalaes corresponding to smaller

frequencies of operation tend to go to the machine precisiel more rapidly than those
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corresponding to higher frequencies of operation.Theeefine accuracy of the high-order
right singular vectors decreases as the frequency deste@sasequently, as the frequency
decreases, the profi¢’ is projected into a space whose high spatial frequency bastsrs
(i.e., v;s with large: indices) are less accurate as compared to those for higkgprdncies
of operation. Therefore, the resolution in lower frequesawill suffer even when we use
all the right singular vectors in forming”. Now, if we take another look at Figure 4118,
we will observe that all the six subfigures represent sinhdlarspatial variations. However,
they are mainly the high spatial variations (the existerfada®three small fingers) that are
not resolved in the lower frequencies of operation. Thiscats the absence of sufficiently

accuratey;s with largei indices in the:Y* when the frequency of operation is low.

Based on the above discussion, it can be concluded that theeresson behind achieving
lower resolution with lower frequencies of operation is tiwése level of the measured data.
That is, for a fixed noise level, say= 3%, we can incorporate more right singular vectors
in reconstructing the permittivity profile when working ahgher frequency of operation.
Now, if it is assumed that there is no noise in the measures dahight be speculated that
the same resolution can be achieved with lower frequentigsayation. (This has also been
indicated in[[39].) Itis also worthwhile to note that threetors contribute toward the overall
noise in MWT: modeling error as defined in [21], measuremeige@nd numerical noise.
Therefore, even if we could achieve perfect modeling angdaless measurements, we would
still have numerical noise, which as discussed in the ptevgaragraph, will deteriorate
low-frequency reconstruction more than high-frequencygnstruction. Due to the presence
of the numerical noise, it is not therefore possible to itigase if we can achieve the same
resolution with lower frequencies of operation even wheruae a noiseless synthetic data

set with no modeling error.

We have also tried reconstructing this Ol at three otherdnigrequencies of operation:
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6 GHz, 7 GHz and 8 GHz. But, the inversion algorithm was not bbpaf reconstructing
the Ol at any of these frequencies. We have also tried anstat-of-the-art inversion al-
gorithm; namely, multiplicative regularized contrast smminversion (MR-CSI)[4] to invert
these three different high frequency data sets, and haseobierved the same failure with
this algorithm. We think that the reason for the failure oftbof these two inversion algo-
rithms is due to the fact that for a given measurement sagrasithe frequency of operation
becomes larger than a threshold level, the utilized in@araigorithm might not be able to
capture the increased nonlinearity of the associated MWbleno. In other words, it might
not be able to model the presence of more multiple scattenmegts. For example, in this
case, at the frequency of 8 GHz, the MR-GNI algorithm convegethe data misfit error
of 53.31%. This indicates that the MR-GNI algorithm has beapged in a wrong local
minima. For the MR-GNI algorithm to handle this increasedlmaarity, it may require a

better initial guess for the contrast profile than the zemtrast which has been used here.

4.2.1 Simultaneous multiple-frequency inversion

In the previous subsection, we investigated the effect@frdquency of operation in single-
frequency MWT data inversion. In this subsection, we ingzgé how simultaneous multiple-
frequency data inversion can improve the achievable MWTluéiso. (Note that multiple-
frequency inversion requires collection of a multiplegiuency data set. To collect a multiple-
frequency data set, the utilized antenna element needsdbled¢o operate at multiple fre-
quencies.) To this end, let’s consider the simultaneousrgion of nine different data sets,
each of which corresponds to one of the nine frequenciegaenes! in the previous subsec-
tion ranging from 500 MHz to 8 GHz. (Similar to the above sube®, each of these nine
data sets is collected using 16 transceivers at the noiséd€3%.) The power spectrum

|0;(fz, f, = 0)|* corresponding to the simultaneous multiple-frequenceiision is shown
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in Figure[4.20a. As can be seen, the “V” shape of this powectsp® is more flared out
as compared to the power spectrum of the same example irednegjuency inversion as
shown in Figuré 4.15. This indicates that with this simudtams frequency inversion, we
can potentially resolve more features as we have the chanicedrporate higher spatial
frequency contents into the reconstructed contrast. Alstould be noted that for this ex-
amplem = 16 x 15 x 9 = 2160 whereasu is still 10*. Thereforemin(m,n) = 2160; that's
why that the last index in this plot goes to 2160 accordin@ig); Now, we should see how
many of these right singular vectors can be used in the récmti®n of the unknown con-
trast. This can be seen by plotting?b|/o; and finding the index at which these coefficients
start to blow up. As can be seen in Figlre 4.20b, these cazffcitend to blow up at a
higher index as compared to the same scenario for singlerdrecy inversion; e.g., compare
this with the single-frequency inversion at 5 GHz in Figurgdb. That means that we can
use more right singular vectors for the reconstruction efuthknown profile in simultaneous
frequency inversion as compared to 5 GHz inversion. Alsosétright singular vectors cor-
responding to simultaneous inversion have higher spaggluiencies as compared to those
for 5 GHz as their “V” shape power spectrum is more flared oter&fore, the simultaneous
frequency inversion should be more successful as compafe&Hz inversion. This can be
seen by comparing the simultaneous frequency reconsinjchown in Figuré 4.21, with
5 GHz single-frequency inversion shown in Figlire #4.17e. &sloe seen, the simultaneous
frequency inversion was capable of resolving the threeldmgers in the bottom left of the

Ol.

4.3 Number of transceivers

In this section, we investigate the role of the number ofdcaivers in the achievable res-

olution within our proposed framework. In most the examples have seen so far, the
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number of transceivers is chosen to be 16, thus, hatting 15 = 240 data points. We
now consider two different scenarios with two different rhenof transceivers: 8 and 32.
These line source transceivers are equally located on ke afeadius 0.15 m. Therefore,
in these two scenarios, the number of measured data poilitsevin = 8 x 7 = 56 and

m = 32 x 31 = 992 respectively. At each scenario, the data collection isqueréd at

9 different frequencies starting from 500 MHz and then gdnogn 1 GHz to 8 GHz with
the step of 1 GHz. (Similar to the previous sectif; noise is added to the data sets.)
Some sample power spectra corresponding to single-freguawversion as well as simul-
taneous multiple-frequency inversion have been showndnre[4.22. As can be seen, the
right singular vectors tend to cover a broader range of apéquencies as the number of
transmitter increases. This can be seen by noting that thesHspe power spectrum tend
to flare out more when the number of transceivers is 32. Alsexpected, with the in-
crease of the frequency of operation, the right singulatoredend to cover a wider range
of spatial frequencies. Finally, the right singular vestoorresponding to the simultaneous
frequency inversion have the best spatial frequency cgeess compared to their corre-
sponding single-frequency inversion. It should also beddbat 6 GHz, 7 GHz, and 8 GHz
inversion for the scenario with 8 transceivers failed, bwtas successful for the scenario
with 32 transceivers. This is probably due to the fact thathasfrequency of operation
increases, the MWT problem becomes more nonlinear; thusgitires more scattering in-

formation to converge to an appropriate reconstruction.

Now, let's take a look at the coefficients”b|/o; for these two scenarios including their
corresponding simultaneous frequency inversion, whietsapwn in Figuré 4.23. As noted
in the previous paragraph, the single-frequency inveratdh 7, and 8 GHz failed when the
number of transceivers is 8. Therefore, these cases habeantncluded in Figuife 4.23(a).
As can be seen, in general, when we increase the number ofastgt is more likely to in-

clude more right singular vectors in the expansion of thenomkn profile. This often results
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in enhanced reconstruction as can be seen in Figuré 4.24e\oywor some frequencies of
operation, e.g., 500 MHz, the coefficientsb|/o; tend to blow up almost at the same index
for these two scenarios; thus, the reconstruction will bgoak similar as can also be seen in
Figure[4.2%(a) and (b). As expected from the coverage offihéa frequencies, shown in
Figured4.22(h), and the number of right singular vectors¢ha be utilized for profile recon-
struction, as shown in Figure 4]123(b), the simultaneougipietfrequency inversion when
the number of transceivers is 32 is capable of providing anosat perfect reconstruction, as

shown in Figuré 4.24(h).

4.4 Experimental Results

In this section, we consider one of the experimental datazaétcted by the Fresnel In-
stitute [49]. This experimental data set is referred t¢-aamTwinDielTM by the Institute
Fresnel[[49]. The target in this experimental data set sbn$three dielectric circular cylin-
ders. Two of these cylinders have a diameter of 31 mm, anéavwepermittivity of3 +0.3.
The other cylinder has a diameter of 80 mm and a relative pevityi of 1.45 + 0.15. This
target is irradiated from 8 different angles, and the rasmyilscattering field is collected at
241 points at 9 different frequencies ranging from 2 GHz t&Hy with the step of 1 GHz.
Note that the Fresnel Institute did not use co-residentaa@lements to collect this data
set. In fact, they perform data collection at different kima by physical movement of the
antenna. That’s why they were able to have 241 receivingtpiar transmitter. (For prac-
tical imaging applications, we are often interested in hg\do-resident antenna elements in

the MWT chamber to perform fast data collection.)

Now, let’s start by observing the power spectrum plots gpoading to single-frequency

and multiple-frequency inversion of this data set, showRigure[4.25. In the first glance,
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we might think that these spectra are almost identical. Wewef we look more carefully
at these plots, we will see that these spectra consist of eshdpe structure and then a flat
strip right after the “V”. As the frequency increases, thegtn of the “V” increases, and
the length of the flat strip decreases. Also, in the case ofipheHfrequency inversion, the
length of the flat strip is almost zero. As pointed outin [4Bg flat strip corresponds to right
singular vectors whose corresponding singular valuesxrersely small. Therefore, the
calculation of these right singular vectors and their posyerctra might not be sufficiently
accurate. Taking this point into account, we can see thabhedréquency increases, the
amount of reliable high spatial frequency contents in@sasSpecifically, when we deal
with multiple-frequency inversion, see Figure 4.25(i), aave the potential to incorporate
even more high spatial frequency contents into the recoctstd contrast. Now, let’s take a
look at the variation ofub|/o; for four different single-frequency inversion cases, amel t
multiple-frequency inversion scenario. As also expedieese coefficients blow up later as
the frequency of operation increases. Specifically, wherdead with multiple-frequency
inversion, the blow-up of these coefficients has the slonast That indicates that as the
frequency of operation increases, and specially when we uldpie-frequency inversion,
we can incorporate more right singular vectors into the mettocted contrast. Now, let’'s
consider the reconstructed permittivity profile as showRigure[4.2Y. As also expected by
the previous discussion on the power spectra and:ftig/o; coefficients as the frequency
of operation increases, the reconstructed permittivitfijgr improves. We also note that
single-frequency inversion at 9 GHz failed as shown in Fegdi27(h). As pointed out
previously, this is due to the fact that the initial guesstfoe MR-GNI algorithm, which
is the zero contrast, is not appropriate to be used with teiguency of operation due to
the increased nonlinearity of the MWT problem at this frequyenAlso, as expected, the

simultaneous multiple-frequency inversion provides tlesnaccurate reconstructign.

5 It should be noted that, the 8 GHz reconstruction is verylaimd multiple-frequency reconstruction. This
is probably due to the fact that the number of incorporatghitisingular vectors in 8 GHz and their frequency
contents were sufficient to capture the target.
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represents the power spectrum of a givewith respect tof,.)
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Focused Incident Field Implementation

In this Chapter, we first review three different approachas thight be employed to create
a focused near-field distribution. We then go over the firpraach. The second approach

will be the topic of Chaptg- The third approach will not be considered in this thesis.

5.1 Available options

We have so far numerically demonstrated that the use of pppte incident fields, often
having a focused distribution, can enhance the achievable&racy and resolution. To prac-

tically achieve this, three different strategies might betyed

1. Use of appropriate synthesized incident fields,

1 This chapter is based on the following publication: N. BayatMojabi, and J. LoVetri, “Use of Syn-
thesized Fields in Microwave Tomography Inversidimternational Symposium on Antenna Technology and
Applied Electromagneti¢c¥/ictoria, British Columbia, Canada, July 2014.
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2. Use of appropriate antennas, and

3. Use of a combination of the above two methods.

Before starting our discussion on the first strategy, letfssater the second strategy. Within
the second strategy, promising methods such as near-fiagldsgl50] can be utilized to
achieve high levels of near-field focusing. The main diffigwith using such methods
is that the utilized antenna should also satisfy some otteria; e.g, being reasonably
small to allow sufficient sampling resolution, having suéfid@ bandwidth to allow multiple-
frequency data collection. However, such near-field platesoften single-frequency com-
ponents and they are usually electrically large. As anradtére, some existing antennas
can be modified so as to increase their near-field focusinigie®{51/52]. Based on this al-
ternative method, we have modified an antenna element tHdienpresented in Chaptel 6.
Another possible method based on the second strategy ogliesing antenna array tech-
nigues. This can be practical as MWT setups usually utilizeestdent antenna elements
ranging from16 to 64 antennas [4, 11, 23,39,/53] placed in an imaging chamber.e@ilyr
these antennas are being used individually for illumirgatime OI. Therefore, there is an
opportunity to collectively use all these antenna elementseate sufficient number of ap-
propriate incident field distributions. This can be purshggroper simultaneous excitation

of these co-resident antenna elements using antenna ectayiques.

The first strategy, on the other hand, does not attempt tgulesw antennas or modify the
existing ones. It simply casts the actual MWT problem intowa peoblem by synthetically
creating focused incident fields from the actual ones. Tlssipdity of using this strategy

is the focus of this chapter of this thesis.
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5.2 Synthesized Fields

ConsiderT” antennas that are placed outside the imaging dorfain a two-dimensional
transverse magnetic time-harmonic MWT system. The (ca&dancident fields of these

antennas are assumed to have an omnidirectional disorbuti

DiscretizingD into N cells, the discrete form of thi¢h incident field distribution insid®
will be a complex vector of lengthV; say, E" ¢ c”. Denoting the number of receiving
cites per transmitter by/, the scattered data due to this incident field will then besstin
Es@te cM We have already shown that the use of “sufficiently” focuiseitient field can
enhance imaging results [18]. Now, let's assume that sushiettfocused incident field is
represented by [18]

Efp®= E © [cos™ ] (5.1)

wheret is the index of the transmitter; is the angle between thg¢h antenna’s boresight
axis and the line connecting each cell withHinto the antenna. The parameter € R™
controls the focusing level; the larger, the larger focusing level. Alsdgos™ ] € RY,
and ® denotes the Hadamard product (element by element prodfitheawo vectors.
The question that needs to be answered here is whether orencanvcreate a synthesized
incident field, saye["s, from EI" (Vi) that is sufficiently close tdz,%%3 To this end, a

linear combination of"® (Vi) can be utilized as

T
ENS = L(EM[a}) =3 o]y B (5.2)

i=1 '
The complex weighting coefficients;”; are to be found by minimizing the following,-

norm

" (5.3)

T
m o__ : inc,des m  rninc
Qp,; = argiiin ‘Et,m - E oy B )

tyi 5
" i=1




5.2 Synthesized Fields 81

Oncecqy’; are found for each transmitter, we can constilictifferent synthesized incident
fields based orf(5.2), and also calculate their correspgralinthesized scattered fields as

gssal= LB

The original MWT problem, which was to reconstruct the Ol'sldctric profile based on
the knowledge of the actual incident and scattered fieldsnoa be casted as a synthesized
problem that aims to find the same unknown but using the sgizbe incident and scattered
fields. Based on the above discussion it can be concluded thatsynthesized incident field
is “sufficiently” focused, the inversion of its corresponglisynthesized scattering data set

outperform the inversion of the original data set.

Now, let’s consider an example that shows the use of suchegizied focused incident
fields. Consider the Ol shown in Figure 5.1(a), which consi$tthree circles. The sep-
aration between the top circles(si2\ whereA = 0.1 m is the wavelength of operation.
The shortest distance between the top and bottom circle®83. The Ol is successively
irradiated by24 antennas, equally distributed on a circle of radius m. The resulting
scattered fields are collected by all the antennas; thusndpav? data points. % noise
is added to the data.) We now consider reconstructing thgetdy the multiplicative reg-
ularized Gauss-Newton inversidn [43] of three differentadsets. First, let’s consider the
data set that has been collected by the use of omnidiretiinzident fieldsE"® (Vi). The
distribution of this incident field irD (discretized intd 00 x 100 cells) corresponding to the
1st transmitter is shown in Figute 5.2(a). Inversion of thasadset, shown in Figute .1(b),
cannot resolve the bottom circle, and also underestimhagepdrmittivity values of the top
circles. Now, let's assume that we have access to a desicaddd incident field, sag;"s;"®;
whose distribution is shown in Figure 5.2(b). The inversibithe data set collected by this
incident field is shown in Figufe 3.1(c): the three circles mow resolved with more accu-

rate quantitative accuracy. However, the size of the @rele now underestimated. This
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might be due to the fact that the reconstructed permitisitire overestimated for top cir-
cles; thus, compensating for smaller reconstructed shdpessame numerical experiment
inc,des

is also performed with; 550, As can be seen, this incident field can almost completely

resolve these three circles.

Now, we consider inverting synthesized data s&f§' = L(E7*|a;") for two m values:

70 and300. Based on our discussion in Sectlon]5.2, if we can synthesiz&)a which is
“sufficiently” close to )% %*for m = {70,300}, we can expect that the inversion of these
two synthesized data sets become similar to those showrgurdfE.1(c) and (d). Mini-
mization of [5.8) form = {70,300} results in synthesized incident fields that are shown
in Figure[5.2(d) and (e). As can be seen, these two synthiesizlent fields are not suffi-
ciently close to the desired focused incident fields showsigare5.2(b) and (d). Therefore,
the reconstruction results corresponding to these twdhegited incident fields, shown in

Figure[5.1(e) and (f), are not as good as those obtained Hpthsed incident fields.

We now explain why we were not able to create a synthesizadantfield that is suffi-
ciently close to the desired focused one. The number of Emsathat needs to be satisfied
to match the synthesized and focused incident fields is équbke number of cells within
D. On the other hand, the number of weighting coefficients todtermined is the same
as the number of antennas. That is, for this example, the eunfeequations ig0*, and
the number of unknowns 4. We are, in fact, dealing with an over-determined system
of equations; thus, it cannot be guaranteed thaf#nthat is sufficiently close td«]if‘,f;des
can be obtained. Due to this, if we push to create a syntheegimedent field with even
more focusing, saﬂ[‘goo, its resulting distribution does not change that much asvaha
Figure[5.2(f). One question that may now arise is that whethereasing the number of
antennas can alleviate this imbalance. We tried increabmgumber of antennas; but, we

could not obtain better synthesized incident fields. In,fafter increasing the number of
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antennas beyond a certain level, the least squares mirianZ&.3) became rank deficient.
This is due to the fact that the incident field distributiorigweo successive antennas in a
dense antenna array will become very similar. This marsfgself as two similar rows in
the matrix associated with the least squares minimizationther words, adding too many
antennas, in fact, adds dependent information to the systequations; thus, it will not be
able to solve the imbalance issue. The other question thatamse is: why does inverting
these synthesized and actual data sets result in diffezeahstructions noting the fact that
the synthesized data sets are created solely based on dneation within the actual data
set? This can be explained by noting that a change in theedilincident field distribution
affects the singular values and singular vectors of thecgasal ill-posed problem. There-
fore, although the amount of information does not change,utiknown dielectric profile

will be effectively expanded in different vector spaces.

In summary, this chapter discussed that the use of synt#tw$iglds, as presented herein,
did not result in enhanced reconstruction. It should bedtitat synthesizing other incident
field distributions and their synthesis using a differergrapch are yet to be investigated for

MWT.
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Antenna Design and Measurements

Based on our discussion in Chaptéers 3[a@nd 4, we are looking feauafield focused incident
field distribution that can be created by a small and multiebantenna element. We also dis-
cuss the implementation of such near-field focused incifielot distributions by the use of
synthesized fields in Chapidr 5. However, our proposed methpivide such synthesized
beams failed. Therefore, in this chapter, we consider thersbapproach as mentioned in
Sectiorf 5.1, and will consider an existing small ultrawialeth antenna element, and then at-
tempt to increase its near-field focusing Iﬂrélo this end, we will go over the background
of this existing antenna element, and then explain the nuadifins that have been done on
this antenna so as to improve its near-field focusing levelthA end, the simulation and

measurement results will be presented.

1 This is based on the following publication: N. Bayat and P.jaby “Small Wide-band Antenna with
more Focused Incident Field for increasing the Accuracy Resolution of Microwave Tomography\[EEE
International Symposium on Antennas and Propagation and@C8RSI Radio Science Meetingemphis,
Tennessee, USA, July 2014.
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6.1 Literature review

Before starting our discussion regarding the antenna ddgigghave a review on different
antenna elements used for microwave imaging applicatiditisough the focus of this thesis
is on MWT, the following literature review presents some anteelements used for MWT
as well as microwave radar-based imaging applications. réason that we are including
antenna elements for radar-based microwave imaging apiplis here is due to the fact that

these antennas can also be used (or, have been used) in MWTl.as we

The following literature review shows the following points

e Most reported antenna designs for microwave imaging agiphios revolve around
achieving two main goals: size reduction and increasedwiaitid. More accurately,
as will be seen in the rest of this section, the main trend enahtenna design for
microwave imaging applications has been focused on acigeumi appropriate trade-

off between these two design goals.

e Although in most microwave imaging systems, antenna elésngark in their near-
field zones, the majority of the published works in this ameecancerned with far-field

properties of the antenna, which are not relevant for netéd-fimaging applications.

e Tothe best of the author’s knowledge, the possibility ohgsippropriate near-field in-
cident field distributions to enhance the achievable rémwand accuracy achievable
from MWT has not been explored. (We have suggested the useuédd near-field

distribution in MWT in [18[54]

¢ In those antennas which have been used in 2D TM MWT systemas ib&en implic-

itly assumed that the antenna is linearly polarized withéleetric field component

2 In radar-based microwave imaging, it has been recentlyestgd that the use of a focused near-field
incident field distribution can enhance imaging resultsHs].
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perpendicular to the imaging domain. However, polarizai®a far-field quantity,

and is not appropriate to be used with the near-field concept.

Now, let’s review some of the antenna elements that have pesgosed for microwave
imaging applications. To this end, let’s start with printastennas. These antennas are of
particular interest to be used in microwave imaging systeéunesto being low cost, low pro-
file, and light weight. Also, the fabrication of these antashas a high level of precision and
is quick. However, they often suffer from having a narrow @dpnce bandwidth. There-
fore, they can usually support single-frequency inversibuas, the resolution and accuracy
of the resulting image may suffer. In_[56], two type of prisht@ntennas have been used in
MWT. The first one which operates B0 MHz is the folded patch antenna. The folding
technique miniaturizes the structure so as to help the desig reduce the overall size of
the antenna. The other antenna element is a bowtie patchrentieat operate &7 GHz.

To address the narrow impedance bandwidth, some researshsghave tried to either in-
crease the bandwidth of these antennas or making them baultd- For example, in [57],
a miniaturized dual-band patch antenna, which operateafilower oil, has been designed
for breast cancer imaging. 1h [68], a compact wideband rsicip antenna for utilizing in
microwave radar-based imaging has been presented. Alstaek-patch antenna element

for increasing the bandwidth, while keeping the antenna ®@asonably small, is proposed

in [59].

Printed microstrip slot antennas have also been investigat microwave imaging systems
due to their attractive features such as low profile, lighight ease of fabrication, and low
cost. Several modifications have been reported for thismaatéy/pe so as to make it more
appropriate for microwave imaging systems. These modificatmainly revolve around

increasing the bandwidth and reducing the pulse distatiotime-domain systems. These

modifications, for example, attempt to change the shapeedditis or modifying the feeding
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structure in order to increase the impedance bandwidth efatitenna or improving the
stability of its radiation patterns over the frequency g interest. For example, in [60],
a P-shape slot antenna has been excited B & microstrip transmission line in order
to achieve a wide band antenna with relatively stable retigiatterns over the frequency
bandwidth. As another example, [n [61], the modification besn done on the feed of the
slot so as to achieve more impedance bandwidth when theranisrin contact with the

matching fluid.

Vivaldi antennas, as a type of tapered slot antennas (TSAg hlso drawn much attention
for microwave imaging applications due to their wide bardttvicharacteristics as well as
stable radiation characteristics over a large range ofigrgies. For example, in [62], two
type of Vivaldi antenna elements for microwave imaging aapions have been proposed.
In [55], a balanced antipodal Vivaldi antenna that incogpes a piece of higher dielectric
constant material called “director” is proposed. To thetloéshe author’s knowledge, this
paper is the first paper that proposed the use of focusedfiethincident field distribu-
tions for radar-based microwave imaging applications|6B],[the Vivaldi antenna has also
been used for microwave imaging applications with a sceddilybrid acquisition approach.
In [64], an antipodal Vivaldi antenna was modified so as to $&duin a microwave imag-
ing system. The modification of the antipodal Vivaldi antetmas been done by making its
arms round and creating a smooth transition from the feedrdthe aperture. This antenna
provides an impedance bandwidth of abdut 20 GHz. In [65], an antipodal type of TSA
has been used for microwave imaging purposes. Also, in fégmpact directional corru-
gated tapered slot antenna has been used in the mixture ef, \gtcerin, and corn syrup
for radar-based microwave breast imaging applicationgbTh an ultrawideband tapered

slot antennal[68] has been investigated in three differgstiesn configurations; namely,

3 The hybrid acquisition approach consists of two measurésr(ene planar and one sagittal plane) at two
different planes in order to find the location of the tumoiideshe breast.
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cylindrical, hemispherical and planar placement.[1n [@8fapered microstrip slot antenna
was introduced to be used in radar-based microwave imaging feed of this antenna has
a fork-shaped configuration in order to improve its bandwidthe improvement of TSAs’
performance for microwave imaging applications has beethan topic of research. For ex-
ample, in [70], two methods have been introduced for thergdaction of the TSAs while
keeping the impedance bandwidth and the directional ptiggenf this antenna almost the
same. The first method is based on the use of some slots andjatons, while the other

is based on making some elliptical cuts in the conductinggdaof the TSAs.

Another antenna type which has been used in MWT is the coaxaabpole antenna [71].
These antennas cain be easily modeledii( be positioned close to the OI, and ) provide
dense sampling resolution for 2D TM MWT. On the other handy thdfer from having nar-
row bandwidth, thus, often merely supporting single-frermy inversion. In the Dartmouth
College MWT system, these monopole antennas are placed &lenegitical direction [71].
On the other hand, in[72], a 3D MWT system is proposed thatistsef 32 horizontally
oriented coaxial monopole antennas. In this work, the astbeed horizontally oriented
monopole antennas as opposed to vertical ones so as tosa¢cheanumber of antenna rings
surrounding the Ol. I [73], a diamond planar ultrawideber@hopole antenna has been in-
troduced for microwave imaging applications. The reasdnrtthe use of a diamond-shape
monopole antenna rather than some other shapes lies iniiesstable radiation character-
istics over the bandwidth of operation. However, this angesuffer from having relatively

a large physical size.

In [[74], open-ended waveguide antennas have been used kparimental MWT system.
The main advantage of this antenna is that it can be easitypocated into an MWT system
having a metallic chamber. On the other hand, the disadgardathis type of antennas is

its relatively large dimensions which will not support hayia dense array. Although this



6.2 Background 91

type of antennas is not narrowband, its minimum and maxinrequiencies of operation are
close to each other. 1n_[V5], a modified pyramidal horn areeibaded with two resistors
has been proposed to be used for radar-based microwave ioneging. This antenna type

has the same disadvantage as the open-ended waveguideaanten

Finally, it should be noted that there have been some atstmpesign antenna elements that
are in direct contact with the Ol. For example, [in![76], a viaded antenna with a focused
beam for radar-based microwave breast imaging has beenggd@nd simulated. In such
designs, the fact that the antenna element is in direct cowith the Ol makes the antenna
element’s properties extremely dependent on the Ol. Sle®t is the actual unknown of

the problem, this design for practical applications candry ¢hallenging.

6.2 Background

As noted in the beginning of this chapter, we start our deBigm an existing antenna ele-
ment. This antenna element is considered as a monopolskikantenna. We have chosen
to utilize this antenna type due to its potential for havinigley or ultrawide, impedance
bandwidth as well as being reasonably small. Moreover, ésdnio [3], this antenna el-
ement is easy to be fabricated, has low fabrication costgigweight, and is easy to be
integrated with other RF components. (As will be seen by theé adrthis chapter, some
modifications will be performed on this antenna type so ast@ace its near-field focusing

abilities.)

In this section, a review on this type of antenna will be pnésé. This review follows
the structure of another review that has been presented.inTi@ start this review, let’s
first consider conventional printed microstrip narrowtglotennas. These antenna elements

show narrow impedance characteristics. However, inangasie width of the slot and uti-
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Fig. 6.1: Some typical types of wide slot antennas with microstrip line feeding structucesplanar
waveguide feeding structures. (This Figure has been re-drawd baseFigure in[[2])

lizing an open-ended feed line coupled with the slot canlt@ssignificant enhancement
of the antenna’s impedance bandwidth/[77]. Different camfigions of wide-slot antennas
have been reported so far [78+80]. Figlrd 6.1, illustratesesof the slot antenna config-
urations [2]. The top row of Figurle 8.1 shows two wide-slotemmmas that have been fed
by open-ended microstrip line, while the two others, showthe bottom of the same fig-
ure, use the co-planar waveguide technique for feedinggse Although Figurle 6.1 only
demonstrates rectangular wide-slot antennas, the witleashdoe of various shapes such as,
rectangular, square, triangular, circular, and elligtietc. In addition, the feeding structure
of the wide-slot antenna can also be in the shape of a forksctnangle, square, circle, arc,

etc [2].

Monopole-like slot antennas evolve from wide-slot antenby making the slot open. At

this point, it might be worthwhile to mention that wide-séottennas are the complementary
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structure of dipole antennas. On the other hand, monopdaeslot antennas will be the
complementary structure of monopole antennas; thus ythesaf slot antennas inherits the
name of monopoles. Wide impedance bandwidth has also bperted for monopole-like
slot antennas [3, 81-83]. As noted above, a monopole-likeasitenna consists of an open
(wide) slot, generally etched on the ground plane of a pdirciecuit board (PCB) and a
feeding structure. Having an open ground plane surrourttimglot offers more freedom in
the design procedure. This increased degree of freedommeaybie utilized to reduce the
size of the antenna further and/or increase its impedanuwidth. This antenna, similar to
a wide-slot antenna, can be fed by a microstrip line or a c@plavaveguide (CPW) structure

having aT-shaped or fork-shaped configuration.

The bandwidth of monopole-like antennas is dependent ogebmetrical parameters of the
slot and the utilized feeding configuration. For examplgés leow consider the monopole-
like slot antenna that will be used and modified in this chater this antenna, which is fed
by a fork-shaped feeding structure, it has been found tiffateint parameters, e.g., the width
of slot, length of the feeding structure’s vertical stubg] the separation between the vertical
stubs, play important roles in the impedance bandwidth J3jrough proper selection of
these parameters the coupling between the feed and thispolenlike slot antennas can be
controlled more effectively, thus, achieving significaminddwidth enhancemerit/[2]. (The
|S11| response of such antennas exhibits several deep nullsniiabies that the antenna
operates at different dominant resonances due to the ajguedp-shaped slot and the fork-
shaped feed as well as the proper coupling between themflddarticular, this monopole-
like slot antenna has been optimized so as to achieve anvideband (UWB) impedance

bandwidth [3].

AppendiXD provides more detailed discussion on the rashatiechanism of the monopole-

like slot antenna with the modifications that are yet to bdarpd. As will be seen in Sec-



6.3 Design procedure 94

tion[6.3, some of the geometrical parameters of this anterihbae modified as compared to
the antenna reported inl[3]. The plots presented in AppédDihxe based on these modified

parameters.

6.3 Design procedure

In this section, the design procedure of a monopole-like &hbenna with improved near-
field focusing will be presented. The antenna design praeedfiten starts with considering
an “initial” antenna element. Several modifications wilethbe performed on this initial
antenna so as to meet the new requirements. As noted saweealin this thesis, we are
interested in achieving a focused near-field distributiath & relatively small antenna that
can launch electromagnetic waves at multiple frequen@es.method to enhance the near-
field focusing of our antenna is inspired by a recent work onvaldi antenna for radar-
based microwave imaging applicatiofs|[55]. (This will b@lexned in more details below.)
We knew that with the use of this method, it is very likely titia¢ impedance bandwidth
of the antenna suffers. Therefore, it seemed reasonabtiedanitial antenna to be a small
UWB antenna. Our guess was that the UWB antenna can then affdrdde some of
its bandwidth toward having more near-field focusing. Ngtinat we consider frequency-
domain MWT systems, and not the time-domain MWT systems, weffard to not have

a UWB antenna; however, we still like to have multiple freqtiea of operation so as to be
able to perform multiple-frequency inversion. This thougtocedure justified the use of the
monopole-like slot antenna as presented in [3] as our I@titenna element. This antenna

is small, abouR6 x 29 mm?, and is also UWB.

In our next step, we consider the fact that the final anteneateally needs to be used in

an actual MWT system. Of course, the Ol will be located in froihthe antenna, and will
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(a) Monopole-like slot antenna (b) Covered monopole-like slot antenna

Fig. 6.2: (a) Monopole-like slot antenna, and (b) Covered monopole-like slohaateThe covered
monopole-like slot antenna uses a metallic cavity and a superstrate as welledsciric
material between the slot and the cavity.

be irradiated by the forward radiatH)nf the antenna. Now, if this antenna has a backward
radiation, which is comparable to its forward radiatiorg(econsider a dipole antenna), it
will not only illuminate the OI, but will also illuminate thieeding cables and the walls of
the MWT chamber. The non-desired reflections from the calviddfze walls will then con-
tribute toward the overall noise of the MWT system as they arg difficult to be modeled

by the inversion algorithm. (See Sectlon 217.3 for moreitdetagarding the overall noise.)
Therefore, it is desirable for us to suppress the back iadi&iom this antenna so as to make
it more suitable for MWT. To this end, we noticed that the atghaf [83] have used a metal-
lic cavity with radio frequency absorbers to suppress thek lpadiation from this antenna
for portable UWB applications. Therefore, the idea used B8] E&emed to be appropriate

for our application, and was used with some modificationbgtexplained below.

4 Note that the use of “radiation” in this sentence may not brg peecise since the antenna element in the
near-field MWT system does not operate in its far-field zoneer&fore, the use of “radiation” may not be
appropriate. But, due to the fact that most of the antenmaegi¢s in a near-field MWT system operate in their
radiating near-field zone, and not the reactive near-fietet zave choose to use the term “radiation”.
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Fig. 6.3: Initial antenna element structure. (Note that after applying some modificatiotigs
antenna, some of the geometrical parameters shown above are diffeamrthe original
antenna as presented fin [3].)

Now that we have described the beginning of our design andtitqrocedure, let’s explain
how the rest of the design is performed. The initial anterse [3]) was modeled in the
ANSYS HFSS software. This software solves the Maxwell’'sagmuns using the finite ele-
ment method. Figure 8.2(a) shows the initial antenna elea&modeled in this software.
(Note that this figure shows the initial antenna after peniog some geometrical optimiza-
tions; thus, some of its dimensions differ from that repaite[3].) As can be seen in this
Figure, we have chosen a Cartesian coordinate system in suak tinat the top surface of
the antenna lies within the— 2 plane. As can be seen in Figlrel6.2(a), this antenna is fed by
a fork-shaped CPW structure, which is itself fed by0&2 coaxial cable. This fork-shaped
tuning stub is composed of a horizontal section that medtstwb vertical sections having
an equal length. As noted inl[3], proper tuning of the dimensiof these feeding config-
uration will result in a good impedance bandwidth specilycat higher frequency ranges.
On the other hand, in order to enhance the impedance bardefdbie antenna especially
at lower frequencies, the tapers have been added to the topremf the ground strips][3].

The overall size of the antenna and its substrate materidéigical to the initial antenna
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Fig. 6.4: Side view of the modified antenna element. The brown horizontal rectarnglkesents the
monopole-like slot antenna, the two gray horizontal rectangles reprB3éduroid 6010
dielectric material, the two vertical purple rectangles represent Styrofisaeh for holding
the cavity and the monopole-like slot antenna together, and the black linesesps the
metallic cavity.

element([3]. Specifically, the slot and the feeding struetfrthis antenna has been printed
on the same side of the FR4 PCB with a thicknesk ef 1.55 mm, relative permittivity

of e = 4.4, and a loss tangent ofin ) = 0.018. The designed antenna was etched onto FR4
PCB having the size of 26 mm 29 mmx 1.55 mm. As can be seen in Figlrel6.2(a), the
slot has the shape of complementary planar monopole ansnnaunded by the ground
plane. It should be noted that the antenna is positioned gtroally with respect to the

axis.

Before continuing with the rest of the design procedures lette that the above antenna
element is a linearly polarized anterHﬁpecifically, its far-field electric field will be in the

z direction. Although we are not concerned with the far-fiedde of the antenna, we thought
that starting with a linearly polarized antenna in thdirection may correspond to a more

dominantz component in the near-field zone, thus, making the final astetement more

5 Note that the polarization is a far-field quantity.
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suitable for 2D TM MWTH We do not know if such correspondence exists, but, this was
a speculation that seemed to be reasonable. (We will retutimg topic in Sectioh 6.414.)
Also, noting that we are interested in 2D TMIWT, if this antenna is to be used in an MWT
system, the antenna needs to be positioned in the imagingksran such a way that the
coaxial cable is perpendicular to the imaging plane so asawe K. perpendicular to the

imaging plane.

Now, we revisit the idea of using a metallic cavity that wassanted in[83] and described
above. We used this metallic cavity in conjunction with tiéemna element of [3]. This
metallic cavity, which is located as an open box below the opoe-like slot antenna, can
be best seen in Figure 6.5(a). Having seen the actual faibnaaf this metallic cavity, Fig-
ure[6.2(b), which also shows this metallic cavity in the HE®8ware, can now be better
understood. However, as opposed td [83], we do not use afradjoency absorber to fill the
space between the metallic cavity and the monopole-likessitenna. Initially, we chose to
not include the absorber so as to increase the efficiencyedirial antenna element. How-
ever, we later speculated that we might be able to use thetiefieoff the metallic cavity
to strengthen the near-field focusing in the forward digecbf the antenna. Therefore, we
chose to not include any absorbers between the metallitycand the slot antenna. This
resulted in two different issues. First, the resulting angelost its UWB properties. At this
point, we tried to optimize the resulting antenna using tiH software so as to improve
its bandwidth. The parameters over which the bandwidth efahtenna was optimized
were: the height of the metallic cavity’s walls, separati@tween two vertical stubs of the
fork-shaped feed, length of the vertical stubs, the lenfithefolded ground strips, and the
separation between the monopole-like slot antenna andathy.cBased on this optimiza-
tion, the resulting bandwidth was improved. Of course, tmproved bandwidth did not

make the resulting antenna UWB; but it was sufficient to opehet@ntenna in multiple fre-

6 TM., indicates that the only component of the electric field ishiez direction; i.e..E = E. 3.
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qguencies of operation where the lowest frequency and theektgrequency are reasonably
apart. To be more accurate, with this modification, we hasedome midband frequencies
of the UWB range. The second issue with not including abssrbetween the cavity and
the monopole-like slot antenna was how to hold these tweifit items together. To this
end, we used Styrofoam to hold the cavity and the monopkéesliot antenna together. This
can be best seen by looking at the space below the fabricatedra i 6.5(a). We note that
Styrofoam has a relative permittivity of almast= 1 and it therefore almost acts like air in

the interaction with electromagnetic waves.

At this point, we decided to add a dielectric superstrat@éceintenna so as to make its near-
field distribution more focused. (As noted earlier, the idéasing a dielectric superstrate
to enhance the near-field focusing abilities was inspirethibywork reported in [55].) To
do this, we first had to answer two questions: (1) what kindieliedtric material should be
used? and (2) where should we place this dielectric mateRa&garding the first question,
we speculated that a dielectric material which has a largemittivity as compared to FR4,
which was used in the antenna, will be more appropriate asgarlpermittivity material
tends to keep the electric fields around itself, thus, somdtedping toward focusing. Also,

it is desirable for this dielectric material to be low lossato not reduce the overall ef-
ficiency. We, therefore, decided to choose a pieces of ROId@010 that has a relative
permittivity of e = 10.2, and a loss tangent ofin 6 = 0.0023. (The standard thickness of
this dielectric material is 1.9 mm. This thickness is, thaigsen in this work.) Now, to an-
swer the second question, it is obvious that this dieleataterial needs to be located above
the antenna; i.e., in the positizedirection. But we should now answer at what distance this
dielectric superstrate needs to be placed, and also whalirtiensions of its surface area

need to be. Regarding the surface area of this superstraeaiaed to choose its surface

" We have measured the permittivity of the utilized Styrofdayrthe Agilent permittivity measurement kit
to confirm that its permittivity is close to one. The maximuradguency of operation for the utilized kit was
6 GHz; therefore, we were able to confirm this up to 6 GHz.
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area to be a rectangle covers the slot of the antenna, as shdvigure[6.2(b). We know
need to address the separation between this superstratieeambnopole-like slot antenna.
To this end, the bandwidth of the antenna was optimized tnefdilowing parameters: sep-
aration between the superstrate and the monopole-likastenhna, separation between the
vertical stubs of the fork-shaped feed, length of the valtstubs, the separation between
the metallic cavity and the monopole-like slot antenna htbight of the cavity’s walls, and
the tapering of the ground strips. Therefore, as can be sg2énd an appropriate separation
between the superstrate and the antenna, several othengiara, which have been opti-
mized in the previous step, need to be optimized once moséolild be noted that we were
not able to have this superstrate in direct contact with tbagpole-like slot antenna due to
significant degradation in the bandwidth of the resultingeana. Therefore, an optimized

distance was found for this superstrate.

At this point, we noticed that the near-field distributiontbé antenna in the positive
direction becomes more focused due to the presence of thesdtate. Based on this ob-
servation, the following idea came to mind. Let’s also trydous the near-field distribution
of the monopole-like slot antenna in the negativéirection using the same technique with
the hope that this focused near-field distribution will biéereted back by the metallic cavity
toward the forward direction of the antenna, thus, hopingttengthen the effect of the fo-
cused near-field distribution in the positivadirection. To try this idea, we placed the same
RT/duroid 6010 dielectric material between the monopike-$lot antenna and the cavity.
(See Figure§ 612(b) arid 6.4.) This dielectric was placeekctir beneath the superstrate.
Now the question to be answered is at what separation froormtm®pole-like slot antenna
this dielectric needs to be placed. To answer this questienbandwidth of the resulting
antenna was optimized over the following parameters: siparof this dielectric material,
which is located beneath the slot, from the slot, separatfdhe superstrate from the slot,

and the height of the cavity’s wall. As can be seen again, safitiee parameters that have
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(a) Demonstration model (b) Final fabricated antenna

Fig. 6.5: (a) The demonstration of the final antenna. This demonstration showspbessate on
top of the monopole-like slot antenna held with another piece of Styrofoatinthenopen
metallic cavity beneath the monopole-like slot antenna which is attached to theamiiin
a piece of Styrofoam. Note that the dielectric material between the metallic cadithan
monopole-like slot antenna is not visible in this figure. (b) The final fabeitantenna that
has been measured. The whole antenna is covered with the Styrofoaim ®oslose the
followings: (the order of listing starts from the bottom of the figure toward 3 toetallic
cavity, an opening to place the dielectric material between the cavity and thepolerike
slot antenna, an opening to place the monopole-like slot antenna, andahepiéming to
place the superstrate.

been already optimized were optimized again.

This concludes our design procedure. The final antennaversloFigure 6.5(b). As can be
seen, the whole antenna is covered in a Styrofoam box wigetbpenings, the middle one
to fit the monopole-like slot antenna, and the other two td&tRT/duroid 6010 dielectric
material. We now list the final dimensions of the antenna ild[&.1. The variables in this

Table refer to the notation used in Figured 6.3[antl 6.4.
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Tab. 6.1:The dimensions of the final antenna element.

Parameter Value [mm]
Ws 24
Ls 18
L2 10.5
L3 1.7
L4 6.1
Wg 1
Lf 9.5
Sf 8.4
W fh 0.5
W fu 1.6
W f 3.6
g 0.8
S 0.35
Ds 6.5
He 7.9
Hs 16.5
d 18.5
h 1.55

Thickness of RT/duroid 6010 1.90
Width of RT/duroid 6010 24
Length of RT/duroid 6010 19
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6.4 Simulation and Measurement Results

Before starting this section, let's present two differemtig which will be used in the rest
of this chapter. We will refer to the monopole-like slot amia with the metallic cavity
and the two pieces of RT/duroid 6010 dielectric material fes “covered monopole-like
slot antenna”. We then refer to the monopole-like slot améewithout the metallic cavity
and without the two RT/duroid 6010 dielectric materials [giyras the “monopole-like slot
antenna”. In both of these two antennas, the geometricalnpeters of the slot and the
fork-shaped feed are the same, and correspond to the maidifisaescribed in Secti¢én 6.3,
which has been listed in Talle 6.1. In this section, the satwh and measurement results
of these two antennas will be presented. (All of the anteimalations were carried out by

using the ANSYS HFSS software.)

The near-field of these two antennas were measured with amphaar-field range (PFNR).
This PNFR, which is shown in Figute 6.6(a), was manufactusethb Nearfield Systems
Inc. (NSI). In this PNFR, the antenna under test (AUT) is etary, and the measurement
probe, which resides in the near-field zone of the AUT, mordroint of the AUT to collect
its near fields. (The AUT and the probe are both connected &ctwnetwork analyzer.)
The measurement probe, which can be seen in Figure 6.6)VR90 open-ended waveg-
uide probe with tapered eanAIthough the vector network analyzer (VNA) of this PNFR
can operate up to 40 GHz, we only had access to X-band (8.2 GX4-GHz) probes. In
the University of Manitoba’s PNFR, the probe is capable ofepvileg a scan area with the
size 0of0.9 x 0.9 m2 The NSI 2000 software is utilized in conjunction with thissegm

to command the movement of the probe and store the data orothputer. In addition,

8 Tapered ends are applied to the probe so as to reduce th@lmudflections between the probe and the
antenna under test.

9 1t should be noted that at low frequency ranges, the mechkstiability of the system to handle the weight
of the probe can be a limiting factor.

10 The data collection on this scan area is performed on aireil grid.
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this software also performs probe correc@rl?inally, we note that thé;; measurements
of these two antennas were performed by using Anritsu MEASDSA, as shown in Fig-

ure[6.6(c).

6.4.1 |S;;| measurements

In this section, the simulated and measurgd| of the monopole-like slot antenna and the
covered monopole-like slot antenna will be presented. rei@li(a) shows the simulated
and measuredlS;;| of the monopole-like slot antenna, while Figlrel6.7(b) espnts the
simulated and measuréfl;;| of the covered monopole-like slot antenna. Before showing
the results, we note that the frequencies that correspdig,to< —10 dB are often assumed
as the impedance bandwidth of the antenna; thus, they caseokfor inversion. However,

it should be noted that this requirement might be too stactrhaging applications.

Comparing Figures 6.7(a) and b.7(b) shows that some of thedamre bandwidth of the
monopole-like slot antenna has been sacrificed towardatsigen into the covered antenna.
In particular, the frequency band between 4.9 GHz to 8.1 Gadzldeen lost in the covered
monopole-like slot antenna. Now, let’s focus on Fiduré #).7As can be seen, the simulated
|S11| does not have an impedance bandwidth from 3.45 GHz to 4.42 GMz note that
this is not in contradict with the result presentedlih [3].isTis due to the fact that some
of the geometrical parameters of this antenna has been ewdi§i noted in Sectidn 6.3.
On the other hand, the measuret]; | between 3.45 GHz to 4.42 GHz almost exhibits an
impedance bandwidth based fy;| < —10 dB criterion. This discrepancy between the
measured data and the simulated data might be explainedl@sso The monopole-like

slot antenna has, to some extent, omnidirectional pragsespecially in this frequency range.

11 probe correction is necessary to be applied to the measesefiald data since the receiving properties
of the probe with respect to the AUT will change as the probgeamn the scan plane.
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Fig. 6.6: (a) Planar near-field range: The antenna backed with pyramidallsdysas the measure-
ment probe. The other antenna (in this case, the covered monopole-lieatdaona) is the
antenna under test. Absorbers have been taped on the tower that loltgehna under
test (b) Closer view of the measurement probe, and (c) the VNA setygeféormingS;;

measurements.
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Therefore, our measurement setup, which is shown in Figbke) might not be appropriate
for performing|.S;;| measurements. This is due to the fact that the antenna uesteran
“see” the presence of its surroundings due to its omnidoeat properties in this frequency
range. Noting that our measurement setup to perform thisumement is not located in
an anechoic chamber, this can potentially result in the oreasent error. Now, let’s also
take a look at Figure 6.7(b). As can be seen the simulatiomasaburement results match
somehow better in this ca@.‘l’his could be due to the fact that the covered monopole-like
slot antenna is more focused in the forward direction, tthespresence of scatterers in the

room (e.g., the VNA itself) will be seen by this antenna to sslextent compared to the

other antenna.

Finally, by looking at the measured results of the coveredapole-like slot antenna, and
by relaxing the definition of the impedance bandwidth|$g,| < —8 dB, the covered

monopole-like slot antenna has the following impedancelgdth of operation: 2.34 GHz
to 5.04 GHz and 8.06 GHz to 13 GHz. Therefore, this coveredapole-like slot antenna,
if used in an MWT system, can support multiple-frequency iisia. It is also worthy to

note that these frequencies of operation span a very widgeresompare 2.34 GHz with
13 GHz). Therefore, we speculate that it is more likely fas imtenna to provide more in-
dependent information regarding the Ol compared to ana@htenna that provides multiple

frequencies of operation but within a less wider range.

6.4.2 Parametric studies

In this section, we study the effect of some important patarseon the impedance band-

width of the covered monopole-like slot antennas. Due tddlethat it is difficult to fab-

12 Note that the simulated and measured values in the highdrexyrange of the covered antenna are already
almost less thar-10 dB; thus, their discrepancy is not as important as the onleeraw frequency range of
the other antenna.
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Fig. 6.7: Simulated and measurgd;;| for the (a) monopole-like slot antenna, and (b) covered
monopole-like slot antenna. The measurement setup is shown in Eiglire 6.6(c

ricate the antenna for every parameter change, we only dmwirnulation results in these
parametric studies. The five parameters to be studied hareinthe separation between
the slot and the superstrai@ (the height of the metallic cavity’s wallg4(c), the length of
the fork-shaped feed’s vertical stubsf(v), the separation between the fork-shaped feed’s
vertical stubs § f), and the horizontal length of the folded ground strdR). It should be
noted that during the optimization of the covered monopikkeslot antenna, several other
parameters have also been taken into account in the optiomzélowever, herein, we focus

on these five parameters due to their importance.

Before continuing our discussion regarding these paraoc&indies, we note that there are
two issues with the present study. First, if one wants tonoige the impedance bandwidth
of the antenna over these five parameters, the correct agfpmwauld be to optimize the
impedance bandwidth simultaneously over these five pasmeHowever, currently, due
to the computational complexity of this problem, this agmiowill suffer significantly from
computer run time. (Note that this optimization needs to beedover a wide frequency

range.) Therefore, at each time, we choose to vary one p&samhile keeping the rest
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fixed. (The fixed values are those reported in Tablé 6.1.) &fheg, the final design that
we have will be a reasonable design, but may not be the besijemsThe second issue is
that we would ideally like to optimize this antenna for hayefocused near-field distribu-
tion in addition to having a reasonable impedance bandvadér these parameters. This
approach could also be extremely computationally expenge to this, we assumed that
the presence of the superstrate will help the near-fieldsioguabilities, and then we tried to
optimize the impedance bandwidth, which is the necessanrgtiton for the operation of the

antenna. (As will be shown later, the presence of the sup#gsin fact, helps the focusing

ability of this antenna.)

We now show the results of our parametric studies in FiguBdd.the covered monopole-
like slot antenna. The effect of the separation betweenlth@sd the superstratéd)(on the
impedance bandwidth has been illustrated in Figure 6.848)can be seen in this figure,
this separation influences the higher range of the frequspegtrum more than the lower
range. Itis, of course, expected since in the higher frequeange, this change of separation
translates itself into more significant change in the elesitseparation. Figuie 8.8(b) shows
the effect of the height of the metallic cavity’s wallg ¢) on the impedance matching of the
antenna. The effects of the length of the vertical stub&{] and the the separation between
them (S f) have been shown in Figufe 6.8(c) and (d) respectively. Asheaseen, these
parameters have effects on lower and higher bands. Firitayeffect of the horizontal

folded ground strips length’.Q) has been shown in Figure 6.8(e).
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Fig. 6.8: Parametric studies of the covered monopole-like slot antenna (a) sepdreiticeen the slot
and the superstrate, (b) cavity height (c) length of the vertical stupsefmration between
the vertical stubs, and (e) horizontal length of the folded ground strip.
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6.4.3 Near-field distribution

In this section, we first start with presenting the near-firéshsurements from the monopole-
like slot antenna and the covered monopole-like slot artews noted earlier, these near-
field measurements are performed with a PNFR; thus, the merasut probe collects the
near-field of the antenna under test on a plane in the nedrzitgle of the antenna. Based
on the coordinate system shown in Figlrd 6.2, the measutesteere will be in they — =
plane. Herein, for each of these two antennas we only shovgdéigof measurements, each
of which corresponds to a specific distszeom the slot to the measurement plane. These
distances are 5 cm, 7 cm, 10 cm, 12 cm, and 14 cm. The size ofehsurement plane for
each of these distances are chosen in such a way that allrtfessirement planes will be
within the same solid angle from the center of the antenndis(3olid angle represents a
cone with the apex angle 60°.) Therefore, the farther the measurement plane is from the
antenna, the large the measurement plane will be. For edbksd# measurement planes, we
show the near-field data at four different frequencies withie X-band; namely, 8.6 GHz,

9 GHz, 9.6 GHz and 10 GI—Q.

For each set of measurements, the PNFR collects two comizootthe electric field at
each point on the rectilinear grid of the measurement plBased on the coordinate system
shown in Figur€6J2, these two components of the electridgiateF, andE,, which are, of

course, the tangential components of the electric fieldhemteasurement pIa@Since

13 Based on the coordinate system shown in Figure 6.2, thetndés are in the positivedirection from
the antenna under test.

14 As noted in Section 6.4.1, the measured impedance banduwiidhie covered monopole-like slot antenna
has two bands: 2.34 GHz to 5.04 GHz and 8.06 GHz to 13 GHz. Dumtdaving access to the probes
at the lower frequency range, we were not able to measureethefield distribution at the lower frequency
range. Also, the utilized PNFR system might have mechasiedility issues with the lower range; compare
the weight of WR90 probe (8.2 GHz to 12.4 GHz) which is aboutKgswith WR340 probe (2.2 GHz to
3.3 GHz) which is about 4.5 Kg. (The weights have been takem fXearfield Systems Inc.’s website.)

15 The PNFR is capable of performing these two electric fieldsusaments due to its ability to rotate the
probeg°.
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the scope of this thesis is 2D TNMIWT, we only show the, measurements hQAlso, to
be able to compare different near-field measurement platsrball the plots are normalized

and the lower magnitude has been truncated to -10 dB.

As can be seen in Figufe 6.9 to Figlire .13, the covered mdsdige slot antenna cre-
ates a more focused beam in the measurement plane as cortgp#reanonopole-like slot
antenna. Also, a general trend that can be seen for both & tetennas is that the illu-
mination area will become larger and larger as the distahtieeoprobe from the antenna
increases. The other item that should be noted here is théhtcthe sampling resolution
in the measurement planes corresponding to differentraistare different. This is due
to the fact that the size of the measurement planes areattfe(For a given measurement
plane size and also the solid angle of interest, the NSI 26fi&/are chooses an appropriate

sampling resolution.)

Based on Figuré 6.9 to Figuke 6113, we have shown that the edvapbnopole-like slot
antenna has a more focused near-field distribution inythez plane as compared to the
monopole-like slot antenna. As noted in Secfion 2.7.3, iinigortant for the antenna to be
used in a 2D MWT system to mostly see the 2D imaging plane (ircase,x — y plane),
and not the 3D effects of the Ol and the imaging chamber. Bhakie to the fact that 3D
effects when incorporated into 2D MWT will contribute towah@ overall noise of the data,
thus, degrading the achievable resolution based on thasdiem presented in Sectibnl3.4.
Now what remains is the measurement of the near-field of ttesantennas in the imaging
plane; i.e.x — y plane. However, this is not directly possible with the PNIERree PNFR

is capable of performing measurements only inghe z plane.

Now, let's address how we obtained the near-field data okth&s antennas in the — y

16 Note that thels, component is perpendicular to the imaging domain whichssiaed to be in the — y
plane.
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plane. To this end, we have measured the near-field data bfadenna at 23 different
distances; namely, starting from 5 cm away from the anteonk6tcm with the step of

5 mm within the solid angle which has an apex0f. Of course, these 23 sets of near-field
measured data are performed on planes parallel tp-theplan = Having these 23 different
sets of measurements, we can then extract the measurefmant®trespond to the points
located on ther — y plane. However, as noted above the sampling resolutionsfareht
measurement planes are not identical. Therefore, we imegbn MATLAB function to
interpolate these measurements into identical sampliity dgdased on this approach, we
were able to find the near-field data in the- y plane. This measured near-field data at
9 GHz has shown in Figure_ 6.14. The domain over which this fiekt-data has been
obtained ist € [5 16] cm andy € [—5.5 5.5] cm. As can be seen, the covered monopole-
like slot antenna seems to have slightly more focused nelarfeam in the: — y plane as
compared to the monopole-like slot antenna. We note thagth@nced focusing is more
clear in the measurement planes parallel toithe z plane as compared to the plot in the
x — y plane. This might be due to the fact that the chaseny plane has a smaller width
(11 cm). This is in contrast to the— z measurement planes whose width varies from about
11 cm to 20 cm. Note that to obtain the near-field data overcthey plane, we had to
combine all thesg — z near-field data. Therefore, the width of the resulting y near-field
data will be the same as the smallest width inghe - measurement planes. Also, it should
be noted that the interpolation used to obtain the near-fiatd over the: — y plane might
have some smoothing effects on the data, thus, not showamdottusing of the antenna

sufficiently well.

Due to the fact that the size of the— y plane over which the measured data is reported
cannot be very large, and also due to the fact that the intgrpo is used to report the near-

field data over the — y plane, we decided to also investigate the near-field dataeohaeger

" These 23 measurement planes willdbe- 5 cm,z = 5.5cm,z = 6¢cm,---, z = 16 cm.
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x — y plane using the ANSYS HFSS simulation. The- y domain over which we chose
to show this simulation is € [0 20] cm andy € [—10 10] cm. Figure$6.15 arfd 6.16 show
this simulation for two different frequencies: 4 GHz and 9Z5HAs expected, the covered

monopole-like slot antenna creates a more focused nedrdigkibution in this domain.

6.4.4 Electric field’s vector components

The above results considered that component of the eldigticthat will be used for 2D
TM., MWT; namely £, component. To make the 2D TMpproximation as accurate as pos-
sible, we'd like to havey, and £, components of the vector electric field as small as possible
in the imaging chambef This will result in less modeling error, and therefore imgrdhe
overall signal-to-noise ratio of the MWT data. Herein, wewiltibe three components of the
vector electric field on a semi-circle in front of the anteiméhe = — y plane. This will be
shown for two different radii, namely 7 cm and 10 cm, at twdediént frequencies, namely
9 GHz and 10 GHz. As can be seen in Figlresl6.17and 6.18, tieeszbmonopole-like slot
antenna did not increase the magnitudedpfand £, with respect to the desired compo-
nentE. as compared to the monopole-like slot antenna (maybe, ekegyre[6.18(b)). In
fact, as can be seen in these two figures, the covered antemetsw improved the relative

magnitude off, with respect taf, and £,,.

This concludes the presentation of the covered monopkieslot antenna and its compari-

son with the monopole-like slot antenna.

18 1t should be noted that we do not use co-pol and x-pol compsrietthis framework as these are far-field
terms, and are, therefore, not applicable to this study.



6.4 Simulation and Measurement Results 114

0 0
-0.05 -0.05
-2 -2
-4 -4
0 0
-6 -6
-8 -8
0.05 0.05
-10 -10

z[m]
z[m]

-0.05 0 0.05 -0.05 0 0.05
y [m] y[m]
(a) 8.6 GHz (b) 8.6 GHz
0 0
-0.05 -0.05
-2 -2
-4 -4
E E o
" -6 " -6
-8 -8
0.05 0.05
10 -10
-0.05 0 0.05 -0.05 0 0.05
y [m] y [m]
(c) 9 GHz (d) 9 GHz
0 0
-0.05 -0.05
-2 -2
-4 -4
E 0 E 0
" -6 " -6
-8 -8
0.05 0.05
-10 -10
-0.05 0 0.05 -0.05 0 0.05
y [m] y[m]
(e) 9.6 GHz (f) 9.6 GHz
0 0
-0.05 -0.05
-2 -2
-4 -4
E E o
" -6 " -6
-8 -8
0.05 0.05
“10 -10
-0.05 0 0.05 -0.05 0 0.05
y [m] y [m]
(g9) 10 GHz (h) 10 GHz

Fig. 6.9: [Left] monopole-like slot antenna and [Right] covered monopole-like slteérara. The
measured near-field distribution of the antenna when the measurementsptacm away
from the antenna at four different frequencies. (The measuredamoempisk . .)
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Fig. 6.10: [Left] monopole-like slot antenna and [Right] covered monopole-like sltdérama. The
measured near-field distribution of the antenna when the measuremenispfacra away
from the antenna at four different frequencies. (The measured@uempist..)
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Fig. 6.11: [Left] monopole-like slot antenna and [Right] covered monopole-like sltérama. The
measured near-field distribution of the antenna when the measuremerisdaran away
from the antenna at four different frequencies. (The measured@uempist..)
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Fig. 6.12: [Left] monopole-like slot antenna and [Right] covered monopole-like sltdérama. The
measured near-field distribution of the antenna when the measuremernisdarmn away
from the antenna at four different frequencies. (The measured@uempist..)
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Fig. 6.13: [Left] monopole-like slot antenna and [Right] covered monopole-like sltgrama. The
measured near-field distribution of the antenna when the measuremerisddran away
from the antenna at four different frequencies. (The measured@uempist..)
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Fig. 6.14: Extracted measured near-field data overithe y plane at 9 GHz for the two antennas.
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Fig. 6.15: Simulated near-field data over the- y plane at 4 GHz for the two antennas.



6.4 Simulation and Measurement Results 120

E Field[V_per_n

5.000¢+001
7. 5000¢+001
o1

3. boane omL
2. s000e 001
2. 00ape+oaL
aaaaaaaaa

%o 200 (mm)

(a) Monopole-like slot antenna (b) Covered monopole-like slot antenna

200 (mm)

Fig. 6.16: Simulated near-field data over the- y plane at 9 GHz for the two antennas.
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Fig. 6.17: Simulation of the normalized magnitudes of the vector electric field components in the
x — y plane at 9 GHz (a)-(b) on a semi-circle of radius 7 cm, and (c)-(d) ama-sircle
of radius 10 cm.
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Fig. 6.18: Simulation of the normalized magnitudes of the vector electric field components in the
x — y plane at 10 GHz (a)-(b) on a semi-circle of radius 7 cm, and (c)-(d)semn@-circle
of radius 10 cm.



Conclusions and Future Works

To conclude this thesis, let’s revisit two main questionthe@nMWT research area: (1) what
are the achievable resolution and accuracy limits?, antd¢) to enhance the achievable

resolution and accuracy? Both of these two questions havedumEressed in this thesis.

One of the main difficulties with answering the first questi®ualue to the lack of a proper
mathematical framework to analyze and predict the achlevalsolution and accuracy from
MWT. In this thesis, a mathematical framework, which doesnett on simplified scat-

tering approximations, was presented. Based on this framkewwe achievable resolution
from MWT systems can be better understood. Using this framewee investigated how
several antenna-related parameters such as the frequieoggration, multiple frequencies
of operation, number of transceivers, and the antennas‘freda distribution can affect the
achievable resolution. This framework has the potentitieip us design MWT systems in

a systematic way so as to achieve the required level of resolu

Several methods have been already suggested to addresstmel gjuestion. In this the-
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sis, a novel method was presented as a new method to enha&naehtievable resolution.
Specifically, it was shown that the use a focused near-figdttiblition to irradiate the Ol
can enhance the achievable resolution. This observatiegnswpported by the proposed
mathematical framework, and several numerical test cd3ased on this novel method to
enhance the resolution, two different approaches werssiigaged to implement this idea.
The first, which was based on the idea of synthesized fieltksdféd provide the desired
incident field. The second idea, which was based on desigmingntenna element with
focused near-field distribution, was then investigatedihl® end, an existing antenna was
modified and fabricated so as to make its near-field disiohunore focused. The planar
near-field measurement results showed that the appliedficaithns resulted in enhanced

near-field focusing.

Therefore, this thesis contributes to the better undedstgnof the achievable resolution
and accuracy from near-field MWT. Specifically, it shows thie tbat the utilized antenna

elements in MWT systems can play to enhance the reconstrinctege.

There are several avenues that can be considered for fumtestigation and future works.
The short-term future work could be testing the proposedrard in an actual MWT sys-
tem. If such experimental imaging experiment is to be pentat, it will also be useful to
incorporate the measured near-field data of this antenoahatinversion algorithm so as to
reduce the modeling error. The more important future wotk istudy antenna elements or
radiating structures that can create more focused incitkddtwhile being able to support
sufficient sampling resolution and frequencies of operatioMWT systems. From a theo-
retical point of view, there are still several unanswered)at properly answered questions
regarding the achievable resolution that can be investijat.g., the relation between the

frequency of operation and resolution.
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A

2D TM MWT versus 3D vectorial MWT

In this Appendix, let's elaborate more on our choice of 2D TMWMWI as opposed to 3D
vectorial MWT. Herein, we try to justify our choice by consitogy the balance between the
number of known and unknown quantities. To this end, letissaer an Ol with the size of
about2)\ x 2\ where) is the wavelength of operation. If this problem was 3D, tlze sif the

Ol would be probablg X x 2X x 2)\. Assuming 10 cells per wavelength discretization, which
is a typical discretization in the computational electrgmetics, we will have3000 voxels.

(In practice, we need much finer discretization than thisajature smaller details). Now, in
a 3D configuration, at each voxel, we have 4 unknowns: reamplex permittivity, and
three different components of the electric field; namely, £,, andE,. Therefore, the total
number of unknowns will be x 8000 = 32000. Now, in an MWT system, the antennas
often placed close to the OIl. Therefore, in this case, it @adsumed that the antennas need
to be distributed around a box of siz& x 2\ x 2\. Now, the question is how many antennas
can be placed over such a small area so as to recon8@ unknowns? On the other

hand, let’'s consider the 2D TM case. For the same examplei8BhTM configuration and
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again using 10 cells per wavelength discretization, we lalle20 x 20 = 400 cells. Now,

in a 2D TM MWT system, at each pulse, we will have two unknowredative complex
permittivity and the perpendicular component of the eledteld to the imaging domain,
say .. Therefore, the total number of unknowns to be reconstduetk be 400 x 2 = 800.
Now, the antennas need to be distributed close to the cienemée of 2\ x 2\ square so
as to collect scattering data to reconstruct 800 unknowes.ah be seen, it is more feasible
to have a “reasonable” balance between the number of unisiawd the number of data
points in a 2D TM system as compared to a vectorial 3D systemw, Nn the other hand, the
disadvantage of a 2D TM system is on the assumption of the 2@ yapagation. This will
exhibit itself as modeling error, and will be part of the nfast noise. Part of this error can
be compensated by using calibration techniques or the uss®f matching fluid [11, 84].
We would also like to note that even with the development ofersmphisticated vectorial
3D MWT systems, 2D TM MWT systems can be still useful dependmghe application.
(For example, compare this with the current commercial Hfield antenna measurement
systems that are available in three different forms: plasydindrical and spherical, with the

spherical range being the most accurate one.)



Data Misfit Cost Functional

In this Appendix, we take a look at how an MWT nonlinear invensalgorithm works.
A nonlinear inversion algorithm attempts to minimize an mppiate cost functional. This
appropriate cost functional is often a regularized formhef discrepancy between the mea-
sured data and the simulated data due to a predicted coptadgé. This discrepancy is

often referred to as the data misfit cost functional. Thig ahaisfit cost functional may be

written as
nRx nTx 9
t
w2 2 B B
=1 (=1
CLS(X) - 25777 nRx nTx ’ (Bl)

D 3D [z

n=1 ¢=1

where E55. () is the simulated scattered field due to the predicted cdngrashen the
(th transmitter is active and the data collection is perfaraethenth receiver at thejth
frequency of operation. Alsail'>% denotes the measured data collected under the same
condition. Also,nTx denotes the number of transmitters using which the Ol igliatad,

nRz is the number of receivers used to collect the scattering dden a transmitter is
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active, andnf denotes the number of frequencies used to irradiate the @ .flfequency
weighting¢,,, which has shown promises to provide equal weight for diffiefrequencies

of operation, is given by [42]
1

nf ’
> 17
s=1

& = (B.2)



Multiplicative Regularized

Gauss-Newton Inversion

In this appendix, the multiplicative regularized Gausssdm inversion (MR-GNI) algo-
rithm [42[43] is briefly explained. The whole idea behind MR-GNI algorithm revolves
around the minimization of the data misfit cost functionadwh in (B.1). The MR-GNI al-
gorithm attempts to minimize this cost functional by apptyiGauss-Newton minimization
to this cost functional. This minimization is an iterative@pedure. For example, at th¢h
iteration of the MR-GNI algorithm, the contragtis updated ag,,.1 = x» + 5,Ax, where
X» IS the reconstructed contrast at the previous iteratiop, is the correction that needs to
be applied toy,, to form the new predicted contragf, ;. The parametes,, is called the

step length, and is effectively controls the weight of therectionA,,.

We now need to address the term “multiplicative regularizééds well-known that the data
misfit cost fucntional(BI1) is ill-posed. Therefore, if the@s-Newton minimization is di-

rectly applied to this cost functional, the minimizatioropess will be instable. That is, the
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resulting minimum will be an oscillatory contrast. To avtinis instability, appropriate reg-
ularization techniques need to be applied to this cost fonat prior to minimization[[85].
One form of regularization is the multiplicative regulaton. In this type of regularization,
an appropriate term is multiplied to the data misfit cost fiomal. Denoting the data misfit
cost functional byC*®() and denoting the multiplicative regularization term @Y% (y),
the multiplicative regularized cost functional will thee 8(y) = C%%(x) x CME(y). This
multiplicative regularized cost functional will then be mmized by the Gauss-Newton
method. Therefore, the name of this inversion algorithmhés multiplicative regularized

Gauss-Newton inversion algorithm.

The above implementation of the MR-GNI algorithnmbignd inversion. That is, this imple-
mentation is not based on the use of arpriori information. Unless otherwise stated, all the
results presented in this thesis have been generated kylittdamplementation. However,
in one of the examples discussed in Seclion 4.1.1 of thisshe® have also considered
another form of the MR-GNI algorithm, which we refer to as theaoy inversion. (See
Figure[4.9 which has been obtained through the use of bind&y3@Wl). The binary imple-
mentation of the MR-GNI algorithm is a shape and locationmstwiction algorithm. In this
type of inversion algorithm, the permittivity of the objextinterest will be given aa priori
information to the inversion algorithm through the use ofagpropriate regularizer. The

binary inversion algorithm will then try to find the spatianation of this permittivity[[48].



Radiation Mechanism

In this Appendix, the radiation mechanism of the covered opaote-like slot antenna ele-
ment based on its current distribution will be presentede @dometrical parameters of this

antenna are listed in Taldle 6.1.

Before starting our discussion, let’s consider Figurel D.Rgd (b) in which the current

distribution of the covered antenna at 4 GHz and 9 GHz have beewn. As can be seen
in Figure[D.1, the current distribution is mainly conceterhon the slot edge, fork-shaped
feed, and of course the CPW line. As can be seen in Figure Dah@)b), bothy and

z components of the current distribution exist over the feed the ground. We also note
that thez-component of the current distribution on the CPW line hassdrae magnitude

but is out of phase with respect to the adjacent ground pl&hes is also the case for the
y-component of the current distribution on horizontal secwf fork-shaped feed, and its
symmetrical counterpart. Therefore, the far-field radialue to these current distribution

components will cancel the effect of each other. On the offaed, the radiation of the
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proposed antenna is mainly due to theomponent of the current distribution on the fork-

shaped vertical stubs feed as well as the folded groundssisjhey are in phase.
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Fig. D.1: Current distribution of the covered monopole-like slot antenna with the dioenisted
in Table[6.1 at two different frequencies: (a) 4 GHz, and (b) 9 GHz.
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