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Abstract

This thesis studies the role of antennas in the achievable resolution and accuracy from near-
field microwave tomography (MWT). Near-field MWT is an emergingimaging modality in
which the object being imaged is successively irradiated byseveral antennas, located close
to the object, in the microwave frequency range. The scattered fields emanating from the
object are then processed to form quantitative images from the dielectric properties of the
object.

This thesis starts with proposing a mathematical frameworkto study the achievable reso-
lution from MWT. Within this framework, the effect of the near-field distribution of the
utilized antennas on the achievable image resolution will be studied. Specifically, it will be
shown that the use a focused near-field distribution to irradiate the object can enhance the
achievable resolution. Within the same framework, the effects of the frequency of operation,
multiple frequencies of operation, signal-to-noise ratioof the measured data, and the number
of antenna elements on the achievable resolution and accuracy will be studied.

After establishing the importance of the antenna’s incident field distribution, this thesis con-
tinues with investigating two different methods to achievea focused near-field distribution.
The first method, which attempts to synthesize focused beamsfrom existing omnidirectional
antenna elements, will be shown to be not successful using the method employed in this the-
sis. The second method is based on modifying an existing antenna element so as to make its
near-field distribution more focused. Through different experiments and simulations, it will
be shown that the second method can make the near-field distribution of the antenna more
focused while maintaining multiple frequencies of operation for the antenna, and keeping its
physical size reasonably small.



Contributions

This thesis reports on the following contributions. After each contribution, the published or
submitted papers that correspond to that contribution willbe listed.

• A mathematical framework was proposed to study the achievable resolution from mi-
crowave tomography. This framework does not rely on simplified scattering approx-
imations. The effects of several antenna-related parameters on the achievable resolu-
tion and accuracy were investigated using this framework.

– Nozhan Bayatand Puyan Mojabi, “A Mathematical Framework to Analyze the
Achievable Resolution From Microwave Tomography,” submitted, 2014.

• It was shown that the use of focused near-field distributionsto irradiate the object
being imaged can enhance the achievable resolution.

– Nozhan Bayatand Puyan Mojabi, “The Effect of Antenna Incident Field Distri-
bution on Microwave Tomography Reconstruction,”Progress In Electromagnet-
ics Research, vol. 145, 153-161, 2014.

– Nozhan Bayatand Puyan Mojabi, “On the Effect of Antenna Illumination Pat-
terns on the Accuracy and Resolution of Microwave Tomography,” IEEE In-
ternational Symposium on Antennas and Propagation and USNC-URSI Radio
Science Meeting, Orlando, Florida, July 2013.

• Use of synthesized focused beams in microwave tomography was investigated.

– Nozhan Bayat, Puyan Mojabi, and Joe LoVetri “Use of Synthesized Fields in
Microwave Tomography Inversion,”International Symposium on Antenna Tech-
nology and Applied Electromagnetics, Victoria, British Columbia, Canada, July
2014.
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• An antenna design, fabrication, and measurements were presented so as to make the
near-field distribution of an existing antenna more focused.

– Nozhan Bayatand Puyan Mojabi, “Small Wide-band Antenna with more Fo-
cused Incident Field for increasing the Accuracy and Resolution of Microwave
Tomography,”IEEE International Symposium on Antennas and Propagation and
USNC-URSI Radio Science Meeting, Memphis, Tennessee, USA, July 2014.

Finally, it should be noted that the utilized inversion algorithms in this thesis were previ-
ously developed by Puyan Mojabi. These algorithms were usedby the author of this thesis
throughout this research.



Acronyms and Symbols

Herein, two tables are presented. The first table lists some of the important acronyms used
in this thesis, and the second lists some of the important symbols.

Acronym Description

MWT Microwave tomography.

OI Object of interest.

TM Transverse magnetic.

MR-GNI Multiplicative regularized Gauss-Newton inversion.

SVD Singular value decomposition.

2D Two-dimensional.

3D Three-dimensional.

SNR Signal-to-noise ratio.

PNFR Planar near-field range.

VNA Vector network analyzer.
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Symbol Description

x̂, ŷ, ẑ Unit vectors alongx, y andz directions.

j Imaginary unit (j2 = −1).

D Imaging domain.

S Measurement domain.

p Position vector in the measurement domainS.

q Position vector in the imaging domainD.

r andr′ General position vectors.

g(., .) Green’s function of the background medium.

kb Wavenumber of the background medium.

λ Wavelength of the operation in the background medium.

E inc Incident electric field (electric field in the absence of the object of interest).

E Total electric field (electric field in the presence of the object of interest).

Escat Scattered electric field (Escat, E − E inc).

Emeas Measured scattered electric field on the measurement domainS.

(.)H Hermitian operator (complex conjugate transpose).

||x|| L2 norm of the vectorx, defined as||x|| ,
√
xHx.

Re Real-part operator.

Im Imaginary-part operator.

χ(q) dielectric contrast of the object of interest at locationq.

ǫr(q) Relative complex permittivity of the object of interest at locationq.

ǫb Relative complex permittivity of the background medium.

S11 Voltage reflection coefficient at the input port (of the antenna).
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1

Introduction

This chapter starts with providing an overview on microwavetomography (MWT). It will

then discuss the current state of the art in MWT. The scope and novelties of this thesis will

then follow. Finally, the outline of this thesis will be presented.

1.1 Microwave tomography

Microwave tomography is an imaging technique which is mathematically formulated as an

electromagnetic inverse problem. In general, an inverse problem deals with characterizing

an object of interest (OI) by performing some measurements outside the OI. In other words,

an inverse problem attempts to infer the internal properties of the OI from external measure-

ments. In MWT, the internal property to be found is the dielectric profile of the OI, and the

external data are electromagnetic field measurements performed at the microwave frequency

range. That is, in MWT, the dielectric profile of the OI is to be found from microwave mea-
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surements collected outside the OI. We note that the term “profile” is used here to indicate

that the dielectric property of the OI can have spatial variations. That is, the OI’s dielectric

property is a function of spatial coordinates.

To collect microwave measurements in MWT, the OI is successively illuminated by a num-

ber of antennas, often placed around the OI. When the incidentfield of the irradiating an-

tenna element interacts with the OI, scattered electromagnetic fields will arise. These scat-

tered fields carry information about the internal dielectric properties of the OI that can later

be used to reconstruct these properties. These scattered fields will then be captured by some

receiving antennas located outside the OI. Once the scattered fields due to all the irradiating

antennas are collected and calibrated, they will be given toan appropriate processing algo-

rithm so as to reconstruct the dielectric profile of the OI. This processing algorithm, which

effectively solves the associated electromagnetic inverse scattering problem, is usually re-

ferred to as a nonlinear inversion algorithm, or simply an inversion algorithm or reconstruc-

tion algorithm [4]. In fact, the information about the dielectric profile of the OI has been

encoded in the measured scattered fields. It is then the responsibility of the utilized non-

linear inversion algorithm to decode this information by processing the measured scattered

data.

MWT is a quantitative imaging modality; i.e., it finds the quantitative values associated

with the dielectric profile of the OI. Specifically, it finds the relative complex permittivity

values corresponding to different parts of the OI. The real part of this relative complex

permittivity value represents the relative permittivity profile of the OI, and its imaginary

part is proportional to the conductivity profile of the OI. Therefore, for a given OI, MWT

creates two quantitative images: real-part and imaginary-part of the OI’s relative complex

permittivity. Thus, MWT differs from microwave radar-basedimaging techniques (e.g.,

see [5]) in the sense that microwave radar-based imaging techniques creates a qualitative
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image from the OI whereas MWT forms quantitative images. In other words, MWT provides

more information about the OI as compared to microwave radar-based imaging methods.

MWT owes this advantage mainly to its use of advanced inversion algorithms.

MWT has several potential applications, e.g., biomedical diagnosis [4, 6], non-destructive

evaluation [7, 8], and through-wall imaging [9]. Specifically, MWT as a biomedical imag-

ing tool is of particular interest due to its potential applications for breast cancer screen-

ing [10–12], ischemia detection in different parts of the body [13], lung cancer detec-

tion [14], bone imaging [15], and brain imaging [16], etc. Semenov has recently provided a

review on various potential biomedical applications of MWT [14]. In particular, the ability

of MWT to provide quantitative images can be very useful for clinical applications; e.g., to

find out the stage of an illness, to evaluate tumor progression/regression [17], etc. Moreover,

due to the fact that MWT utilizes low-power non-ionizing radiation, as opposed tox-ray

computed tomography (CT), and also due to the fact that it is not very expensive, as op-

posed to magnetic resonance imaging (MRI), it can be very useful for frequent large-scale

screening applications.

1.2 Current state of the art in MWT

Although there are several potential biomedical and industrial applications for MWT, this

imaging modality has not found its firm place as a clinical or an industrial imaging modal-

ity. This is mainly due to the fact that the current state-of-the-art achievable resolution

and quantitative accuracy from MWT is not sufficient. To this end, several research groups

have proposed different techniques to enhance the MWT achievable resolution and accuracy.

Broadly speaking, all these techniques fall within one of thefollowing two categories [18]:
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1. Collecting more scattering information from the OI, and

2. Processing the collected scattering information in a better (in a more clever) way.

Below, some of the utilized techniques within these two categories that have been used to

enhance the MWT resolution and accuracy are listed.

• Use of multiple-frequency scattering data sets [19],

• Use of more receiving antennas based on the modulated scattering technique [20],

• Use of different boundary conditions [21],

• Use of suitable data calibration techniques [22],

• Use of more advanced inversion and regularization techniques [23,24],

• Reducing the so-called MWT modeling error [25],

• Use ofa priori information in the utilized inversion algorithm [26],

• Use of appropriate Green’s function [27], and

• Use of transverse magnetic and transverse electric data sets simultaneously [28].

Although some of the above techniques have been successfully used, the MWT research

community still does not have solid understanding about theMWT achievable resolution

limit and its quantitative accuracy for different measurement scenarios and for different OIs.

For example, the role of the following parameters in the achievable resolution is not clearly

understood: choice of the frequency(ies) of operation, signal-to-noise ratio of the measured

data, incident field distribution of the illuminating antennas, number of transceivers and their

spatial distribution, transmit/receive polarizations, the boundary condition(s) associated with
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the MWT system, choice of the background medium, etc. As will be discussed in chapter 4,

in the author’s opinion, this is mainly due to the lack of a mathematical framework using

which the achievable resolution and accuracy from MWT can be systematically studied.

If an appropriate mathematical framework existed for such analysis, it could be used to

systematically perform the followings.

1. Design appropriate MWT systems tailored for different applications so as to meet their

resolution and quantitative accuracy requirements.

2. Develop and invent new techniques so as to increase the achievable resolution limit

and quantitative accuracy.

1.3 Novelties of this thesis

In response to the aforementioned need, this thesis first proposes a mathematical framework

to analyze the achievable resolution from MWT. As will be seen, as opposed to several

existing frameworks, the proposed framework in this thesisis not based on the Born or

similar approximations; thus, it is more accurate than the existing frameworks. The core of

this framework revolves around investigating the spatial frequency contents of the so-called

right singular vectors and the number of the right singular vectors that can be used toward

reconstruction of the unknown dielectric profile.

Based on this proposed framework, a novel method to achieve better resolution from MWT

will be proposed. This method is based on using focused incident field distributions to irra-

diate the OI. The effect of several other parameters, governed by the antenna element used

in a given MWT system, such as the frequency of operation, simultaneous use of different

frequencies of operation, and the number of transceivers are also investigated based on this
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framework. Finally, based on the lessons learned from this framework, an antenna element

for MWT applications is designed and fabricated by modifyingan existing antenna element.

This antenna is then tested using a planar near-field antennarange (PNFR).

1.4 Scope of this thesis

The above section described the novelties of this thesis. Wenow discuss the scope of this

thesis in the following four subsections.

1.4.1 2D versus 3D

In general, four different forms of MWT have been presented inthe literature:

1. Two-dimensional (2D) transverse magnetic (TM) MWT (e.g.,see [11]),

2. 2D transverse electric (TE) MWT (e.g., see [29]) ,

3. Three-dimensional (3D) scalar MWT (e.g., see [30]), and

4. 3D vectorial MWT [31]

In 2D MWT, the data collection is often performed on a ring around the OI, and then the

dielectric profile image from the cross section of the OI which is in the same plane as the

measurement ring is formed. In 2D TM MWT, the irradiation of the OI is performed by the

electric field component that is perpendicular to the imaging plane, whereas in 2D TE MWT,

the illumination of the OI is performed by the electric field component that lies within the

imaging plane. At the current state-of-the-art, it is not clear under what conditions 2D TM
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MWT might outperform 2D TE MWT and vice versa. However, most successful experimen-

tal imaging results have been reported for 2D TM MWT. In 3D MWT systems, 3D images

will be obtained from the OI, and the data collection is oftenperformed on several rings

around the OI. In 3D scalar MWT, it is assumed that one component of the vectorial electric

field is dominant inside the OI, thus, numerically assuming the presence of only one electric

field component inside the OI. However, in 3D vectorial MWT, itis assumed that the three

vectorial components of the electric field are all present inthe OI. In this thesis, we target

2D TM MWT as it is the most common form of MWT due to (1) ease of implementation,

and (2) the better balance between the number of unknowns andknown quantities in the

associated mathematical problem. (We have elaborated moreon this issue in Appendix A.)

1.4.2 Time domain versus frequency domain

To continue our discussion regarding the scope of this thesis, it should be noted that, in

general, MWT systems can be implemented in the time-domain orin the frequency-domain

(time-harmonic). In frequency-domain systems, the OI is illuminated by a sinusoidal wave

having a fixed angular frequencyω, whereas in time-domain systems, the OI is illuminated

by a pulse having a broad range of frequencies. In frequency-domain MWT systems, the

OI can still be illuminated by sinusoidal waves having different angular frequencies, but this

requires performing multiple experiments, each of which isconcerned with one frequency.

Most MWT systems are designed in the frequency-domain. This is mainly due to the fact

that using frequency-domain systems, the resulting signal-to-noise ratio of the measured

data will be higher. Thus, in this thesis, we consider frequency-domain MWT systems.

Specifically, we assume a time-harmonic dependency ofexp(−jωt) wherej2 = −1 andt

denotes the time.
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1.4.3 Dielectric profile versus magnetic profile

MWT systems can be used to reconstruct both the magnetic and dielectric properties of the

OI. For example, in [32], an inversion algorithm to simultaneously reconstruct the dielectric

and magnetic properties of the OI has been proposed. To the best of the author’s knowledge,

there are no experimental results available for the simultaneous reconstruction of dielectric

and magnetic properties of the OI. In this thesis, it is assumed that the OI and the background

medium in which the OI is immersed are non-magnetic. That is,their magnetic properties

are the same as the magnetic property of free space.

1.4.4 Near field versus far field

Finally, the placement of the antenna elements in the MWT chamber can be in such a way

that the antenna elements work in their near-field zones or intheir far-field zones.1 In most

MWT systems, the antenna elements are placed close to the OI, thus, operating in their near-

field zones. This results in (1) making the MWT system more compact, (2) having better

signal-to-noise ratio in the measured data, and (3) having the chance to capture evanescent

waves emanating from the OI. In this thesis, we consider the near-field MWT configuration.

1 The far-field zone of an antenna starts from a distance away from the antenna, sayrFF, and then goes to
infinity. To find rFF, we often need to find the largest value between the followingtwo quantities:2D2/λ
and10λ whereD is the largest dimension of the antenna andλ is the wavelength in the medium. For small
antennas,10λ is the largest number, and therefore for small antennas, thefar-field zone starts from10λ. In
other words, for small antennas, the near-field zone will cover distances that are smaller than10λ from the
antenna. (On the other hand, for large antennas,2D2/λ will be the dominant value.)
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1.5 Outline of this thesis

The present chapter defined the scope of this thesis and briefly described its novelties. Chap-

ter 2 presents the mathematical formulation of the MWT problem based on its integral equa-

tion formulation. The key part in Chapter 2 is the discussion on the flow of information from

the imaging domain to the measurement domain.

Chapter 3 provides a mathematical framework to analyze the achievable resolution from

MWT. This framework is built on the mathematical formulationpresented in Chapter 2. To

understand this framework better, the effect of signal-to-noise ratio of the measured data on

the achievable resolution is investigated at the end of Chapter 3.

The effects of several antenna-related parameters on the MWTachievable resolution and ac-

curacy are studied in Chapter 4 using the framework presentedin the previous chapter. Most

importantly, the use of focused near-field distributions toirradiate the object so as to enhance

the resolution will be presented. In addition, the effects of the frequencies of operation (gov-

erned by the bandwidth of the antennas) and the number of transceivers (governed by the

physical size of the antennas) on the achievable resolutionand accuracy will be investigated.

Chapters 5 and 6 are concerned with the implementation of focused near-field distributions

from two different viewpoints. Chapter 5 attempts to achievethis by the use of synthesized

fields. It will be shown that the proposed synthesized-field method in this chapter is not suc-

cessful. On the other hand, Chapter 6 attempts to create this focused near-field distribution

by designing an antenna element. This antenna element, which was designed by modifying

an existing antenna element, showed improved near-field focusing as compared to the orig-

inal antenna. This observation was supported by simulationand experimental data. Finally,

Chapter 7 concludes this thesis and provide some potential future works that can be pursued.



2

Formulation

In this chapter, two basic equations, namely, data and domain equations, that govern the

wave interaction in the MWT problem are presented. Enabled bythese two equations, we

will then start discussing some important parameters that affect the achievable resolution and

accuracy from MWT. In particular, we intuitively discuss therole of antennas in the MWT

achievable resolution and accuracy. This intuitive understanding will later be supported

by the proposed mathematical framework for the MWT resolution analysis, which is to

be presented in the next two chapters, and also the MWT antennadesign, which is to be

presented in Chapter 6.

2.1 Definitions

Before starting with the data and domain equations, let’s first define three different terms

which will be used throughout this thesis; namely, incident, total, and scattered electric
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fields. The incident electric field,E inc(r), is defined as the electric field at locationr when

the OI is not present in the MWT system. The total electric field, E(r), is defined as the

electric field at locationr when the OI is present in the MWT system. Finally, the scattered

electric field,Escat(r), is simply defined as the difference between the total and incident

electric fields; i.e.,

Escat(r) , E(r)−E inc(r). (2.1)

Therefore, to obtain the scattered electric field values, two sets of experiments need to be

performed: one in the presence of the OI, and the other in the absence of the OI. Since,

in this thesis, the electric field formulation is chosen for the MWT problem, we may refer

to incident, total and scattered electric fields simply as incident, total, and scattered fields

respectively (i.e., dropping the word “electric”).

Also, as noted in Section 1.4, we consider the 2D TM MWT problem. Therefore, in this

thesis, we assume that only one component of the electric field exists, and that component

is perpendicular to the imaging domain. Therefore, we choose to drop the bold letters used

in (2.1), and show them asEscat(r), E(r), andE inc(r).

We also define two important geometrical domains: imaging domain and measurement do-

main. The imaging domain, denoted byD, is the domain that encloses the OI. The measure-

ment domain, denoted byS, is the domain over which the antennas are placed. Due to the

fact that MWT is a non-destructive imaging method, the measurement domainS is outside

the imaging domainD. Also, we use the location vectorp to indicate that a given location is

on the measurement domain; i.e., we assumep ∈ S. Also, we useq andq′ to indicate that

that a given location is in the imaging domain; i.e.,q ∈ D andq′ ∈ D.
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Fig. 2.1: Setup of the MWT problem. Tx and Rx represent the transmitting and receiving antennas
respectively. The yellow object is the object of interest. The domain enclosing this object is
the imaging domainD. The circle over which the antennas are located is the measurement
domainS. These two domains are in thex − y plane. The incident electric fields are
assumed to be perpendicular to the imaging domain; i.e., inẑ direction. Once one antenna
irradiate the OI (see the red-colored vector), the emanating scattered fields from the object
(see the grey-colored vectors) are collected by the receiving antennas.

2.2 How MWT works

Now that we have presented our definitions, let’s take a look at Figure 2.1 which shows the

schematic of an MWT system. As can be seen, the OI is enclosed bya set of antennas. (The

OI and the antennas are all immersed in a background medium, which can be for example air

or a matching fluid1, so as to couple electromagnetic energy more effectively into the OI.)

Once a given antenna illuminates the OI, the rest of the antennas collect the resulting electric

fields. This procedure continues until all the antennas illuminate the OI. This data collection

procedure is performed twice: first in the absence of the OI, and then in the presence of the

OI. Subtracting the fields measured in the absence of the OI from the fields measured in the

presence of the OI will then result in the scattered field data. The dielectric profile of the OI

is then to be reconstructed from this scattered field data set.
1 For example, water or oil can be a matching fluid for biomedical applications.
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2.3 Data equation

Let’s start by considering the so-called data equation. This equation establishes a relation

between the measured scattered data and the unknown OI’s dielectric profile. That is, this

equation relates our unknown quantity to the known quantityas [4]

known measured data
︷ ︸︸ ︷

Escat(p) = k2b

∫

D

kernel
︷ ︸︸ ︷

g(p, q)E(q)

unknown
︷︸︸︷

χ(q) dq. (2.2)

whereD denotes the imaging domain in which the OI is located, andkb is the wavenumber

in the background medium.2 Also, χ(q) denotes the complex electric contrast of the OI

defined as

χ(q) ,
ǫr(q)− ǫb

ǫb
. (2.3)

In the above definition,ǫb is the known relative complex permittivity of the background

medium.3 The unknown relative complex permittivity of the OI at locationq ∈ D is denoted

by ǫr(q). The Green’s function of the MWT system is also denoted byg(p, q). It should also

be reminded thatE(q) is the total electric field inside the imaging domain. The measured

scattered data at the receiving locationp is denoted byEscat(p). Note that the receiving point

p belongs to the measurement domainS, which is outside the imaging domainD. That being

said, the data equation might be thought as the equation thatmaps the information within

the imaging domain,D, to the measurement domain,S.

It should be noted that all of these permittivities, see (2.3), are complex-valued quantities in

order to let us model lossy materials. As a result the complexpermittivity of the OI at the

2 Since the background medium is assumed to be nonmagnetic, the background wavenumber will bekb =
ω
√
µ0ǫ0ǫb whereµ0 andǫ0 are the permeability and permittivity of air, andǫb is the relative permittivity of the

background medium.
3 The background medium is assumed to be homogeneous; i.e.,ǫb(q) = constant.
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angular frequency ofω may then be written as

ǫr(q) = ǫ′(q) + jǫ′′(q) = ǫ′(q) + j
σ(q)

ωǫ0
(2.4)

whereǫ′(q) andσ(q) represent the relative permittivity and the conductivity of the OI at

the angular frequency ofω respectively. As will be seen later on, the MWT images will be

quantitative images ofǫ′(q) andǫ′′(q).

2.4 Flow of information

Now that we have briefly described one of the important MWT equations, let’s take another

look at (2.2) to see what parameters affect the flow of information from the dielectric con-

trast profileχ(q) to the measured scattered dataEscat(p). As can be seen, two important

parameters control the flow of information: Green’s function of the background medium

and the total electric field inside the imaging domain. (As noted in (2.2), the multiplication

of these two functions is the kernel of the data equation.)

As it is well-known, the data equation is a Fredholm integralequation of the first kind [33].

This type of integral equations are known to be ill-posed [33]. The ill-posedness of this

integral equation indicates that a small change in the measured scattered data can result in

a huge change in the reconstructed contrast [34, 35]. In other words, the associated mathe-

matical problem is not stable. The more ill-posed the MWT problem is, the less information

will be transferred to the measurement domain.

An important property of this type of Fredholm integral equations is that the smoother the

kernel is, the more ill-posed the problem will be [33]. That is, the smoother this kernel is, the

less information from the imaging domain will be transferred to the measurement domain.
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Therefore, one way to think about maximizing the flow of information from the OI to the

measurement domain will be to decrease the degree of ill-posedness by making the kernel

of (2.2) less smooth. As noted above, the Green’s function ofthe background medium and

the total field within the imaging domain contribute to the kernel of this integral equation.

In what follows, we review the role of these two important parameters.

2.5 Green’s function

The Green’s functiong(p, q) is the point-source response [36] of the MWT system when

the OI is not present in the MWT system. That is, if a point source4 is placed at locationq

in the MWT system in the absence of the OI, the field value at location p will be equal to

g(p, q). In general, the Green’s function is dependent on the geometry of the MWT system,

its boundary condition, and the frequency of operation. That is, by changing any of these

parameters, the Green’s function of the MWT system will be changed; thus, the flow of

information from the imaging domain to the measurement domain will be affected.

Almost all existing 2D TM MWT systems are designed in such a waythat free space Green’s

function can be assumed as their Green’s function. (The use of free-space Green’s function

indicates that if an electromagnetic wave interrogates theimaging domain, it will not be

reflected back to the imaging domain upon leaving the imagingdomain.) Therefore, in such

systems, the Green’s function will be assumed to be

g(p, q) =
1

4j
H2

0 (kb |p− q|) (2.5)

whereH2
0 (.) denotes the zeroth-order Hankel function of the second kind. We speculate

that the main reason that most successful MWT systems are based on the use of free space

4 In a two-dimensional configuration, a point source will be aninfinite line source.
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Green’s function is that if other forms of Green’s function (e.g., the Green’s function of a

metallic chamber) is used, the two-dimensional approximation is no longer sufficiently accu-

rate. Therefore, three-dimensional inversion algorithmsshould be used. On the other hand,

three-dimensional inversion algorithms require much morecollected data to work properly.

And, as described in Appendix A, it is usually very difficult to maintain a reasonable balance

between the number of unknowns and the number of known quantities in three-dimensional

MWT problems, as opposed to two-dimensional MWT problems. Another reason behind

using free space Green’s function is that the computationalcomplexity of the utilized nonlin-

ear inversion algorithm can be easily decreased due to the use of the fast Fourier transform.

However, the use of appropriate Green’s function is still a promising option, and some re-

search groups try to enhance the resolution and accuracy of MWT by changing the Green’s

function of the background medium; e.g., see [21, 27]. In ourresearch, we assume that the

Green’s function of the background medium is that of free space, mainly because we are

targeting two-dimensional transverse magnetic microwavetomography.

2.6 Total electric field in the imaging domain

The discussion in this section will pave the way toward better understanding a novel method,

to be presented in Chapter 4, to enhance the achievable resolution and accuracy from MWT.

To this end, let’s ask ourselves the following question:how having control over the total

electric field,E(q), within the imaging domain may help us solve the MWT problem more

accurately?Before answering this question, let’s recall the role of total electric fieldE(q) in

the data equation. As noted earlier, the total electric fieldE(q) contributes to the kernel of

the data equation integral. We also noted that the smoother this kernel is, the more ill-posed

the MWT problem will be [33]. Therefore, if we can create a total electric field distribution

inside the imaging domain that makes this kernel less smooth, the associated mathematical
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problem will be less ill-posed; thus, more accurate reconstruction can be achieved.

The main difficulty in creating a total electric field distribution to make the kernel of the data

equation less smooth lies in the fact that the total electricfield and the dielectric contrast of

OI are dependent on each other. This can be better understoodby looking at the so-called

MWT domain equation [4]

E(q) = E inc(q) + k2b

∫

D

g(q, q′)E(q′)χ(q′)dq′. (2.6)

Note that as opposed to the data equation, which establishesa relation between the imaging

domain and the measurement domain, the domain equation is only concerned about the

imaging domain sinceq andq′ are both in the imaging domainD. Now, let’s consider the

tools that we have so as to controlE(q) in order to make the kernel less smooth. As can

be seen in 2.6, for a given MWT configuration (i.e., a system with fixed known Green’s

function),E(q) depends on bothχ(q) and the incident field distributionE inc(q). Noting

thatχ(q) is, in fact, the unknown of the problem, it cannot be used to control the total electric

fieldE(q) within the imaging domain. For the same reason, we can never completely control

the total electric field within the imaging domain. However,by changing the incident electric

field E inc(q), we can affect and changeE(q) within the imaging domain to some extent,

thus, affecting the achievable MWT image accuracy and resolution.

2.7 Role of the antenna element

Based on the above formulation, we can now intuitively discuss the role that the antenna

elements can play in MWT achievable resolution and accuracy.
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2.7.1 Near-field distribution

As described above, the achievable image accuracy and resolution from MWT can be af-

fected by changing the incident field distribution within the imaging domain. In Chapter 4,

this idea will be used to enhance the achievable resolution and accuracy. The incident field

distribution is, in fact, the field distribution of the antenna element in the absence of the OI.

That is, the incident field distribution is a property of the antenna element independent from

the OI. Noting that antenna elements in most MWT systems operate in their near-field zones

(as noted in Section 1.4), the near-field distribution of theutilized antenna element is, in fact,

the incident field distribution in the MWT problem. Thus, the near-field distribution of the

antenna will then contribute toward the achievable accuracy and resolution from MWT. We

will elaborate on this idea further in Chapters 4 and 6.5

2.7.2 Size and the frequency(ies) of operation

As will be discussed in more details in Chapter 4, two other antenna parameters will also

affect the achievable resolution and accuracy from MWT. These two parameters are the fre-

quency of operation, or the frequencies of operation, and the antenna physical size. Herein,

we discuss the effect of these two parameters in an intuitiveway. To start our discussion

regarding these two parameters, we note that an MWT nonlinearinversion algorithm of-

ten attempts to minimize the so-called data misfit cost functional. (Appendix B provides a

brief description about this cost functional.) As noted in Appendix B, this data misfit cost

functional depends on the number of transmitters,nTx, number of receivers per transmitter,

nRx, and the number of frequencies of operation,nf . Therefore, intuitively, it can be easily

understood that the more data points we can collect, the moresuccessful reconstruction we

5 This is in contrast to most published works in the area of MWT antenna design that consider the far-field
pattern of the antenna element, as opposed to its near-field distribution.
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can have. To collect more data points, we need to increasenTx andnRx which we col-

lectively refer to as the number of transceivers. To increase the number of transceivers, the

physical size of the antenna elements need to be small so thatmore antennas can be placed

in the measurement domain. (We also note that the separationbetween the successive an-

tenna elements cannot be very small as this results in mutualcoupling between the antenna

elements.) Also, it is beneficial to have multiple frequencies of operation for the antenna

element so as to increasenf , thus, increasing the overall data points.

2.7.3 Signal to noise ratio

As will be seen in Chapter 3, the signal-to-noise ratio of the measured scattered data plays

an important role on the achievable image resolution and accuracy. In the MWT problem, in

addition to the measurement noise, several other parameters contribute to the overall noise

of the data. For example, as can be seen in (2.6), the utilizedinversion algorithm requires

the knowledge of the incident field distribution within the imaging domain. However, in

most existing MWT systems, an analytical form of the incidentfield is often assumed (e.g.,

incident field due to a line source). Any discrepancy betweenthe actual antenna’s incident

field distribution inside the imaging domain with this assumed analytical distribution will

then contribute to the overall noise of the system. As will beseen in Chapter 6, we will

measure the actual incident field distribution of the antenna, which may later be used in the

inversion algorithm so as to reduce the overall noise. Also,in 2D TM MWT, any reflections

that come from the top and bottom of the imaging plane will contribute toward the overall

noise of the measured data as the 2D inversion algorithm cannot take those reflections into

account. As will be seen in Chapter 6, near-field measurementscan be performed to compare

this 2D modeling error for two different antennas. Finally,if free-space Green’s function is

used, the presence of the antenna and the mutual coupling between the antenna elements are
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not modeled within this Green’s function. This will also contribute to the overall noise of the

MWT data. Therefore, as can be seen, several antenna-relatedparameters affect the overall

noise of the MWT problem.



3

Resolution Analysis Framework

As noted earlier, in order to make MWT a viable imaging technique, it is important to

have solid understanding about its achievable resolution and accuracy limit for different

measurement scenarios and different OIs. In this chapter, amathematical framework using

which such analysis on the achievable resolution can performed will be presented.1 This

understanding may then be used to design appropriate MWT systems tailored for different

applications so as to meet their resolution requirements. As will be seen in this chapter,

we first discuss why the nonlinearity of the MWT problem makes the analysis of the MWT

achievable resolution difficult. We then describe how we will handle this nonlinearity so as

to be able to develop our mathematical framework. The singular value decomposition of

the operator mapping the dielectric properties of the OI to the measured scattered data is

then briefly discussed. Based on this singular value decomposition as well as the collected

measured data, two important criteria for performing resolution analysis will be discussed:

1 This chapter is based on the following submitted work: N. Bayat and P. Mojabi, “A Mathematical Frame-
work to Analyze the Achievable Resolution From Microwave Tomography,” Submitted in 2014.
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(1) spatial frequency components of the right singular vectors, and (2) the number of right

singular vectors that can be used toward dielectric profile reconstruction. These two criteria

will then serve as our mathematical framework for performing resolution analysis in the

rest of this chapter as well as the next chapter which revolves around considering several

numerical and experimental examples.

Before starting this chapter, let’s have a brief overview of some of the important works that

have been already done in the area of MWT resolution analysis.In an earlier work [37], a

mathematical framework for studying the achievable resolution from linear inversion meth-

ods has been presented. The authors of [37] have then investigated why the choice of non-

linear inversion algorithms can result in enhanced resolution compared to the use of linear

inversion methods. In contrast to [37], here, we attempt to provide its mathematical frame-

work directly for nonlinear inversion algorithms. Also, a few other papers, e.g., [38, 39],

have quantified the resolution achievable from an experimental MWT system for a few tar-

gets. In contrast to those papers, we do not aim to quantify the achievable resolution from

a given experimental system, but attempt to provide a mathematical framework so that the

achievable resolution limit from any MWT systems can be better studied. The core of this

framework is borrowed from a mathematical framework that was recently used to solve the

discretized linear Fredholm integral equation of the first kind [40]. Herein, this framework

is adapted to the discretized nonlinear Fredholm integral equation of the first kind associated

with the MWT problem.

3.1 Nonlinearity and Resolution

The nonlinearity of the associated MWT mathematical problemis the main difficulty toward

creating a mathematical framework for analyzing the resolution achievable from MWT. In
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this section, we first elaborate on why this nonlinearity is the main obstacle toward perform-

ing MWT resolution analysis. We then propose our utilized method to handle this difficulty.

3.1.1 Nonlinearity

Let’s again consider the so-called MWT data equation that maps the dielectric profile of the

OI, located within the imaging domainD, to the measured scattered data. This equation

which was first shown in (2.2), is repeated here for convenience

Escat(p) = k2b

∫

D

g(p, q)E(q)χ(q)dq. (3.1)

To analyze the achievable resolution from MWT, we need to analyze the operator that maps

the unknown contrast profile,χ(q), to the measured scattered dataEscat(p). As can be

seen from (3.1), this operator depends on both the Green’s function g(p, q) and the total

field within the imaging domainE(q). In other words, as pointed out in Section 2.4, the

information flow from the imaging domain to the measurement domain is mainly controlled

by these two functions. This is in contrast to linear ill-posed problems, e.g., deblurring

problems, in which the information flow is merely controlledby the associated Green’s

function [41].

The main challenge in analyzing this operator is that the total field E(q), which partially

defines this operator, is itself a function of the unknownχ(q). This makes this operator de-

pendent on the OI. (This is probably one of the reasons that different resolving abilities have

been observed for the same experimental MWT system when imaging different OIs [38].) In

fact, the total fieldE(q) is nonlinearly related toχ(q) through the domain equation, which

governs the wave interaction merely within the imaging domain. For the convenience in
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reading, the domain equation, which was first introduced in (2.6) is presented here:

E(q) = E inc(q) + k2b

∫

D

g(q, q′)E(q′)χ(q′)dq′ (3.2)

whereq andq′ are both inD. Based on the above discussion, it can be concluded that

the measured data is nonlinearly related to the unknown contrast profile. (The physical

reason behind this nonlinearity is the presence of multiplescattering events within the OI,

which is of course dependent on the OI itself.) Therefore, the first step toward providing a

mathematical framework to analyze the achievable resolution from MWT is to decide how

to handle this nonlinearity in this analysis. This will be the topic of our next subsection.

3.1.2 How to handle the nonlinearity?

To analyze a nonlinear problem, we often linearize the associated mathematical problem.

The main question to be answered will then be how to perform proper linearization. The

most popular form of linearization is to use Born approximation in which the total field in-

side the imaging domain,E(q), is assumed to be equal to the known incident field inside

the imaging domain,E inc(q). This will make (3.1) a linear equation with respect to the un-

knownχ(q). However, this approximation is not appropriate in many situations, especially

when the dielectric contrast of the OI is not sufficiently small. Specifically, the Born ap-

proximation will not take into account the multiple scattering events within the OI, thus, the

resulting achievable resolution will suffer [37].

Herein, to linearize (3.1), we do not impose any significant approximations onE(q). To this

end, we use the following procedure.

1. The measured dataEscat(p) is inverted using a nonlinear inversion algorithm. A non-
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linear inversion algorithm effectively attempts to model multiple scattering events

within the OI. Herein, the multiplicative regularized Gauss-Newton inversion (MR-

GNI) algorithm [42, 43] is used as the nonlinear inversion algorithm. This inversion

algorithm iteratively updates the total fieldE(q) and the contrast profileχ(q). This

state-of-the-art inversion algorithm is described in Appendix C.

2. The total fieldE(q) at the last iteration of the MR-GNI algorithm is calculated. This

calculated total field is denoted bȳE(q). For a given inversion algorithm, assuming

that the regularization weight is chosen properly, this calculated total field will repre-

sent the most accurate estimate of the multiple scattering events within the OI that the

inversion algorithm can recover.

3. This calculated total field will then be used in (3.1) to linearize the data equation with

respect toχ(q). That is, the linearized equation will be

known measured data
︷ ︸︸ ︷

Escat(p) =

known linearized operator
︷ ︸︸ ︷

k2b

∫

D

g(p, q)Ē(q)

unknown
︷︸︸︷

χ(q) dq (3.3)

We have now a linearized map between the unknown dielectric profile and the measured

data. (It should be noted that this type of linearization hasbeen previously used for im-

age enhancement of MWT final reconstructions [44].) The mathematical treatment of this

linearized mapping for resolution studies is the focus of the next section.

3.2 Mathematical Framework for Resolution Analysis

Now that we have arrived at the linearized data equation, given in (3.3), we need to analyze

this linearized operator in conjunction with the measured data in order to understand how

different parameters affect the achievable resolution. Tothis end, we discretize (3.3) as
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Aχ = b whereb is a complex vector of lengthm containing the measured data points2, χ

is a complex vector of lengthn containing the contrast values at each discretized cell of the

imaging domain3, andA is am × n complex matrix, which is the discretized form of the

integral equation operator in (3.3)4. As can be seen, the matrixA mainly depends on the

Green’s function of the background medium and the total fieldĒ. Also, notice that without

the linearization presented in Section 3.1.2, we were not able to reach to this linearized

system of equations,Aχ = b.

Herein, for the reasons that will be discussed in the next section, we use the singular value

decomposition (SVD) ofA to analyze the equationAχ = b. To this end, let’s denote the

SVD of A by UΣV H where the superscriptH denotes the Hermitian (complex conjugate

transpose) operator,U is anm ×m orthonormal matrix consisting of left singular vectors

of the matrixA, andV is ann × n orthonormal matrix consisting of right singular vectors

of the matrixA. That is,5

U =

[

u1 u2 u3 · · · um

]

where ui ∈ C
m (3.4)

V =

[

v1 v2 v3 · · · vn

]

where vi ∈ C
n. (3.5)

Also, Σ is anm × n rectangular diagonal matrix containing the singular values of the ma-

trix A, denoted byσi, on its diagonal entries. These singular values are non-negative real

numbers of descending magnitude; i.e.,σi > σi+1 ∈ R
+.6 Using the SVD of the matrixA,

2 That is, the column vectorb storesEscat(p).
3 That is, the column vectorχ is the discretized version ofχ(q).
4 That is, the matrixA is the discretized form of the linearized data equation operator.
5 C denotes complex numbers.
6 R+ denotes positive real numbers
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the discretized contrastχ can be written as [33]

χ =

min(m,n)
∑

i=1

uHi b

σi
vi. (3.6)

The above equation indicates that the solutionχ

1. lies within the space of right singular vectorsvi,

2. is the summation of the firstmin(m,n) right singular vectors, each of which has a

weight ofuHi b/σi.

In the next section, we will show how (3.6) can be used to perform MWT resolution analysis.

3.3 MWT Resolution Analysis

The core of our resolution analysis is based on considering (3.6). Specifically, the proposed

MWT resolution analysis is based on analyzing (3.6) by considering

1. the spatial frequency contents of right singular vectors, and

2. the number of the right singular vectors that can be utilized for reconstruction.

In this section, we discuss how each of these two items contributes toward the achievable

MWT resolution.
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3.3.1 Spatial frequency contents of right singular vectors

The key idea behind using (3.6) for resolution analysis lieswithin the fact that that the right

singular vectorsvi have properties similar to the Fourier series’ basis functions. Specifi-

cally, right singular vectorsvi of small indicesi have mainly low spatial frequency com-

ponents [40]. As the indexi increases, the correspondingvis will then have higher spatial

frequency contents [40]. This indicates that as the indexi in (3.6) increases, the summation

will try to incorporate more higher spatial frequencies into the solutionχ. Therefore,

• to obtain a low-resolution MWT image, the use of a fewvis of small indices will be

sufficient;

• to achieve a high-resolution image,vis having larger indices should also be incorpo-

rated into the summation.

• the highest spatial frequency in the reconstructed contrast χ cannot be larger than the

highest spatial frequency available in the right singular vectorsvis.

To use this idea in the rest of this thesis, we need to have a tool to evaluate the spatial

frequency contents of the right singular vectors in different measurement scenarios. To

this end, we use the power spectrum of the right singular vectors as used in [40]. This

can be done by taking the Fourier transform of the vectorsvi and then finding their power

spectra. Noting that the scope of this thesis is cross-section reconstruction in thexy plane,

eachvi will therefore be a function of(x, y) where(x, y) is the location of the discretized

cell within the imaging domain at whichvi is evaluated. Thus, we need to take the two-

dimensional (2D) Fourier transform of the vectorsvi(x, y). To this end, we perform the

following procedure
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• Each column vectorvi will be first reshaped into a matrix having the same size as the

discretized 2D imaging domain.

• A 2D Fourier transform will then be taken from this matrix, which we refer to as

ṽi(fx, fy) = F{vi(x, y)} wherefx andfy are spatial frequency indices along thex and

y directions. (The Fourier transformF is performed using the MATLAB functionfft2

in conjunction with the MATLAB functionfftshift to bring the zero spatial frequency

to the center of the spectrum.)

• the power spectrum of a given right singular vector, sayvi, will then be represented

by |ṽi(fx, fy)|2.

We now haven different 2D power spectra. Herein, to be able to compare thespatial fre-

quency contents of the power spectra of differentvis within the same plot, we choose to

plot only one cut of|ṽi(fx, fy)|2 for eachvi. Specifically, we plot|ṽi(fx, fy = 0)|2 against

differentfx andi indices.

As will be seen later, this plot is similar to a rotated “V” letter where the apex of the “V”

represents the zero spatial frequency component. As the indexi increases, the aperture of the

“V” increases; thus, incorporating higher spatial frequency components. Therefore, based

on this plot, we are able to study the spatial frequency components of the right singular

vectors which directly affect the spatial frequency components of the reconstructed contrast.

3.3.2 Number of the utilized right singular vectors

To achieve a high resolution image, the reconstructed contrast should have high spatial fre-

quency components. Therefore, based on the discussion presented in the previous subsec-

tion, it can be concluded that it is desirable to incorporateas manyvis as possible into the
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Fig. 3.1: Relative complex permittivity of theE-target.

reconstructedχ so as to be able to resolve small features within the OI. Therefore, we now

need to address the number of right singular vectors that canbe incorporated into the recon-

structed contrastχ.

To start this discussion, let’s consider (3.6). From this equation, it might be mistakenly

concluded that we can always incorporatemin(m,n) right singular vectors into the recon-

structed contrast. However, as it is well-known, this is notthe case due to the ill-posedness

of the problem [33]. This can be explained by studying the behavior of the coefficients of

the right singular vectors in (3.6); i.e.,uHi b/σi. In such ill-posed problems, as the indexi in-

creases, the singular valuesσis (the denominators of the coefficients) tend to become smaller

and smaller. Now, let’s study the numerators of these coefficients. To this end, assume that

the data vectorb consists of a noiseless component, saybtrue, and a noisy component, say

e. (That is,b = btrue + e.) If we had access tobtrue, the magnitude ofuHi b
true would also

decrease with a rate at which for largei indices the magnitude ofuHi b
true would be always

less thanσi [45]. Therefore, although asi increases,σis become smaller and smaller, the

coefficientsuHi b
true/σi would never blow up [45]. Ifbtrue was available, we could always use

min(m,n) right singular vectors to reconstructχ. However, we would never have access to

btrue mainly due to the presence of the measurement noise and modeling error. To understand



3.3 MWT Resolution Analysis 31

this better, let’s assume that the only source of noise in themeasured datab is the numerical

noise, say round-off error denoted bye. As discussed in [40], the magnitude ofuHi e will not

decrease asi increases. It is, in fact, almost constant, often much larger than the smallest

singular value. Due to the presence ofe in the measured datab, the magnitude ofuHi b/σi

will eventually blow up. This is usually referred to as the instability of the problem, and

if not treated by the use of appropriate regularization techniques results in a non-physical

solution. In practical situations, measurement noise and modeling error also contribute to-

ward the overall noise of the data vectorb. Therefore, due to the presence of this noise, the

summation given in (3.6) needs to be terminated early. That is, the number of utilized right

singular vectors will be less thanmin(m,n).

As pointed out in the previous subsection, it is critical to incorporatevis with largei indices

into the reconstructed contrast to achieve a high-resolution image. However, from the above

discussion, we know that we cannot include all thevis due to the instability of the associ-

ated mathematical problem. This will result in not using allthe right singular vectors that

are available. Based on what has been said above, this indicates that the final solution will

suffer from not having some high spatial frequency components. Now, if those high spatial

frequency components are needed to successfully reconstruct a feature in the OI, the recon-

structed image will not show that feature. This will then limit the achievable resolution from

MWT.

Now, we need a tool based on which we can determine how fastuHi b/σi coefficients will

blow up. This is important because the faster these coefficients blow up, the smaller number

of vis can be used toward contrast reconstruction. The tool we usehere is simply based

on plotting the magnitude of the coefficientsuHi b/σi versus the indexi. As will be seen

later, this simple plot, in conjunction with the power spectrum plot discussed in the previous

subsection, enables us to compare different scenarios for MWT applications in terms of the
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Fig. 3.2: Power spectra ofv50 andv240 when the noise levelη is 0%, andf = 5 GHz.

achievable resolution.

3.4 Noise level versus the achievable resolution

In this section, we apply the above framework to the synthetic data sets in order to evaluate

the effect of the noise level in an MWT imaging system. The synthetic data is collected

from a target, which we refer to as theE-target (or, sometimes as Semenov’sE-target.).

This target, which is shown in Figure 3.1, has been previously used in other publications for

resolution studies; e.g., in [38, 39]. Similar to [38], we assume that theE-target is lossless

and has a relative permittivity of2.3 within our frequency range of interest.

To generate the synthetic data set, we discretize theE-target into150 × 150 cells within a

6.3 × 6.3 cm2 domain. In all the examples concerning the inversion of thissynthetic data

set, the inversion domain is7× 7 cm2 that is discretized into100× 100 cells.

Let’s start by studying the role of noise in the achievable resolution atf = 5 GHz. In this

section, we also assume that the number of transceivers are16 equally spaced around a circle
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Fig. 3.3: Power spectrum plots:|ṽi(fx, fy = 0)|2 for i values andfx indices at four different noise
levelsη. (Each column of the above images represents the power spectrum of a given vi
with respect tofx.)

with the radius of 0.15 m; thus, having16 × 15 scattering data points. (Unless otherwise

stated, we assume that the transmitters are 2D line sources.) To study the effect of noise, we

add synthetic noise to our data set based on the formula givenin [46]. The addition of the

noise based on this formula works as follows. Let’s assume that the noiseless scattered field

data at the receiving cites are stored in the vectorEscat,noiseless. Then, the noisy version of this

vector, sayEscat,noisywill be created as

Escat,noisy= Escat,noiseless+max(Escat,noiseless)
η√
2
(ϑ1 + jϑ2) (3.7)
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whereϑ1 andϑ2 are two real vectors of appropriate size whose elements are uniformly

distributed zero-mean random numbers between−1 and 1. The parameterη is then the

noise level.

We now consider four different noise levels:η = 0%, 3%, 10%, and20%. Before start-

ing our discussion on the effect of noise levels, it is instructive to plot the power spectrum

|ṽi(fx, fy)|2 for two differenti indices,i = 50 andi = 240, whenη = 0%. This has been

shown in Figure 3.2. (Note that the zero spatial frequency isat the centre of this plot). As

expected based on the discussion presented in Section 3.3.1, v240 exhibits more high spatial

frequency contents thanv50. (It should be noted that the colorbars of these two plots, and also

other plots regarding the Fourier transform has been truncated to a chosen maximum value

to show the spatial frequency contents more clearly.) Now, let’s take a look at one cut of this
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power spectrum that is created along thefy = 0 axis. Herein, we focus on|ṽi(fx, fy = 0)|2.

In Figure 3.3, we have plotted|ṽi(fx, fy = 0)|2 for i = 1, · · · , 240 when the noise level

takes 4 different values given above. (As can be seen, these plots look like a horizontal “V”

letter as pointed out in Section 3.3.1.) The reason that we are plotting this power spectrum

from i = 1 to i = 240 can be explained as follows. The number of discretized cellsin this

example isn = 104, and the number of measured data points ism = 16× 15 = 240. Based

on (3.6), onlymin(m,n) = 240 will matter in the reconstruction of the contrast profile.

That’s why the indexi runs from 1 to 240 in Figure 3.3. As can be seen from each subfigure

in Figure 3.3, as the indexi increases, the spatial frequency contents of each right singular

vector is generally increased as pointed out in Section 3.3.1. This can be seen by noting that

as the indexi increases, the “V” letter will flare out. Also, by comparing these four sub-

figures, it can be seen that the noise level of the measured data does not significantly affect

the spatial frequency contents of the right singular vectors. This is, in fact, expected since

vis mainly depend on the Green’s function of the background medium and the induced total

field within the OI.

The above observation indicates that the right singular vectors corresponding to these four

different data sets, which are distinguished by their noiselevels, have similar spatial fre-

quency contents. Therefore, if we were able to use all these right singular vectors in recon-

structing the contrast profile, it would be expected that theachievable resolution by inverting

these four different data sets will be similar. Now, the question to be answered is whether or

not we can use all these spatial frequency contents in the reconstruction ofχ. To answer this

question we plot|uHi b|/σi, which are the coefficients of the summation (3.6). The plot of

these coefficients versus the indexi for the four different noise levels is shown in Figure 3.4

in the log-log format. As can be seen, as the noise level increases, these coefficients tend

to blow up at smalleri indices. This indicates that as the noise level increases, less num-

ber of vis can be incorporated into the reconstructedχ to avoid instability as described in
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Section 3.3.2. Consequently, as the noise level increases, less high spatial frequency con-

tents can be incorporated into the solution; thus, the achievable resolution will degrade as

the noise level increases. The question that may arise here is why we observe blow-up even

when the noise level is set toη = 0%. This can be understood by noting that the numerical

noise (e.g., round-off error) is always present in the scattered data when stored in the com-

puter. That is, in any numerical implementations, we alwayshave some noise in the data

vectorb. (That’s why the use of regularization in inverting the datais needed even when

η = 0%.)

Now, let’s take a look at the reconstruction of this target atthese four different noise levels.

(As noted in Section 3.1.2, we use the MR-GNI algorithm to invert the data sets.) The

reconstructed permittivity profiles, denoted byǫrecons
r , have been shown in the left column

of Figure 3.5. (The reconstructed imaginary part of this lossless target is small; thus, it

is not shown here.) As can be seen in the left column, as the noise level increases, the

reconstruction accuracy will suffer. In this example, the three small fingers in the bottom

left of the true object cannot be reconstructed at any of these noise levels. Therefore, the

degradation of the image by the increased noise level is morevisible in the quantitative

accuracy of the reconstructed permittivity.

At this point, it is instructive to see what we could have reconstructed if we were able to use

all the right singular vectorsvi in the reconstruction of the unknown profile. To this end,

we minimize||ǫtrue
r − αivi|| over the coefficientsαi for i = 1, · · · ,min(m,n) whereǫtrue

r is

the true profile of the OI. Onceαis are obtained, we will have the direct expansion of our

permittivity profile, denoted byǫ∀vir , in terms of all the right singular vectors. That is,

ǫ∀vir =

min(m,n)
∑

i=1

αivi =

min(m,n)
∑

i=1

(vHi ǫ
true
r )vi. (3.8)
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The direct expansion of the reconstructed permittivity using (3.8) is shown in the right col-

umn of Figure 3.5 for different noise levels. As opposed to the reconstruction results shown

in the left column of Figure 3.5, all the permittivity profiles shown in the right column have

resolved the three small fingers in the left bottom of the OI. (Note that the discretization of

ǫtrue
r used in the above equation is different than the one used to create the synthetic scattered

data set so as to avoid the so-called inverse crime.)

The above observation is very important. It shows that in theexample considered here, the

noise level is the main reason for not being able to resolve the three small fingers in the OI.

This is due to the fact that the presence of noise limits the number ofvis that can be used

in the expansion of the unknown profile. In other words, the presence of noise limits the

dimension of the space into which the unknown profile is projected.

We have now presented our mathematical framework for resolution analysis. Using this

framework, we have shown the importance of the signal-to-noise ratio in the achievable

resolution. In the next Chapter, we use this framework to investigate some important an-

tenna parameters that affects the achievable resolution from MWT. Finally, as mentioned in

Section 2.7.3, several parameters, in addition to the measurement noise, contribute to the

overall noise of the system. In Chapter 6, two of such contributing factors that are related to

the antenna element used in MWT will be discussed.

3.5 Quantitative accuracy

This chapter presented a mathematical framework for resolution analysis as it was based on

the spatial frequencies of the right singular vectors. Fromour numerical experience with

MWT nonlinear inversion algorithms, the better the achievable resolution is, the better the

quantitative accuracy is. Based on this framework, this can be speculated as follows. Better
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resolution means incorporation of more right singular vectors in the reconstructed dielectric

profile. Having the opportunity to reconstruct the dielectric profile using more right singular

vectors can result in enhanced quantitative accuracy.
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Fig. 3.5: Left column: The reconstructed permittivity, denoted byǫrecons
r , of theE-target when irra-

diated by 16 antennas at 5 GHz at different noise levelsη. Right column: Direct expansion
of the trueE-target permittivity profile, denoted byǫ∀vir , using all the right singular vectors
vi when irradiated by 16 antennas at 5 GHz at different noise levels.



4

Antenna Specifications

In this chapter, some of the desired antenna specifications for MWT so as to achieve en-

hanced resolution will be discussed in more details using both synthetic and experimental

data sets. The effect of these antenna specifications on the achievable resolution and ac-

curacy from MWT will be evaluated by the mathematical framework that was proposed in

Chapter 3.1

The role of the antenna incident field distribution in the achievable accuracy and resolution

from MWT will be first evaluated. It will be shown that the use ofa focused incident field

distribution can enhance the image accuracy and resolution. This is a novel method for

increasing the achievable resolution and accuracy. (How toachieve a focused incident field

1 This chapter is based on the following three publications: (1) N. Bayat and P. Mojabi, “A Mathematical
Framework to Analyze the Achievable Resolution From Microwave Tomography,” Submitted in 2014, (2) N.
Bayat and P. Mojabi, “The Effect of Antenna Incident Field Distribution on Microwave Tomography Recon-
struction,”Progress In Electromagnetics Research, vol. 145, 153-161, 2014, and (3) N. Bayat and P. Mojabi,
“On the Effect of Antenna Illumination Patterns on the Accuracy and Resolution of Microwave Tomogra-
phy,” IEEE International Symposium on Antennas and Propagation and USNC-URSI Radio Science Meeting,
Orlando, Florida, July 2013.
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distribution will be the topic of Chapters 5 and 6.) We then study the effect of the frequency

of operation as well as the simultaneous use of different frequencies of operation on the

achievable image accuracy and resolution. The effect of increasing the sampling resolution

(number of transceivers) in the MWT imaging system will also be evaluated. Based on

these investigations, we justify the need to have an antennaelement that has a focused near-

field distribution while being small and multi-band (or, wide-band). We then discuss the

implementation of such radiator in more details in Chapters 5and 6.

4.1 Antenna incident field evaluation

In this section, we focus on the role of the antenna incident field distribution on the achiev-

able image accuracy and resolution from MWT. This will be evaluated by the mathematical

framework that has been presented in Chapter 3. As noted in Chapter 2, the achievable im-

age accuracy can be affected by changing the incident field distribution within the imaging

domain. Note that we use the term “incident field distribution” as opposed to “radiation

pattern” since in most practical MWT systems, antenna elements work in their near-field

zones. Therefore, the radiation pattern, which is a far-field quantity, is not appropriate to be

used herein. Also, as opposed to far-field pattern which is independent of the distance from

the antenna, the near fields of antennas vary with respect to the distance from the antenna.

Therefore, the term “distribution” will be more appropriate to be used here than the term

“pattern”.

To start our discussion, let’s present a numerical model forour 2D transverse magnetic

(TMz) problem that can represent a focused incident field distribution. To this end, we
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Fig. 4.1: Incident field distribution in the imaging domainD; (a)m = 0, (b)m = 30, (c)m = 70,
and (d)m = 300. The size of the imaging domain is0.064× 0.064 m2, and the antenna is
located at(x, y) = (0.1, 0) m. The origin of the coordinate is located at the center of the
imaging domain.
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consider the following model for the incident field distribution 2

E inc(x, y) = ẑCH2
0 (kbρ) cos

m ψ (4.1)

whereC is a constant,(x, y) is the observation point within the imaging domain, andH2
0 (.)

is the zeroth-order Hankel function of the second kind. The distance from the transmitting

antenna to the observation point is denoted byρ. The angleψ is the angle between the

antenna boresight axis and the line connecting the antenna to the observation point as shown

in Figure 2.1. The non-negative variablem represents the focusing level of the incident

field distribution: the largerm, the more focused the incident field distribution. Also, as can

be seen in (4.1),m = 0 represents an omni-directional incident field distribution (i.e., the

incident field due to a line source). We note that the term “focusing level” is different from

the term “directivity”. This is due to the fact that the directivity of an antenna is a far-field

property of an antenna. However, as noted above, most MWT antenna elements work in

their near-field zones. Therefore, herein, we use the term “focusing level” of the incident

field distribution, and not the “directivity”. To better understand the effect of the parameter

m in our numerical incident field model, we have demonstrated the incident field distribution

for four different differentm values in Figure 4.1.

4.1.1 Use of focused incident field distribution

In our recent work [18], we have shown that the use of a focusedincident field distribution

to illuminate the OI can enhance the achievable resolution.In this subsection, we apply our

proposed mathematical framework for resolution analysis to this idea so as to justify the use

of a focused incident field distribution.
2 A similar incident field model for calibration of the MWT data has been used in [47].
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To start our discussion, we consider the OI shown in Figure 3.1. Let’s assume that we

use 32 transceivers to collect the scattering data set.3 Herein, we consider single-frequency

inversion at 5 GHz when the noise level is set to3%. Therefore, the dielectric profile of

the OI is to be reconstructed using32 × 31 data points. The power spectrum plots for two

different focusing levels, namelym = 0 andm = 1000, are shown in Figure 4.2. (Let’s

recall thatm = 0 corresponds to having an omnidirectional illumination.) As can be seen

the spatial frequency contents for these two cases are very similar. Now, let’s take a look at

the variation of the|uHi b|/σi to understand how many right singular vectors can be used in

contrast reconstruction in each case. This has been shown inFigure 4.3. As can be seen the

coefficients|uHi b|/σi blow up later whenm = 1000 as compared to the case whenm = 0.

This indicates that with the increased focusing level, we are now able to utilize more right

singular vectors to reconstruct the unknown contrast. Thisshould now shows itself in the

reconstructed permittivity using two different focusing levels, shown in Figure 4.4. As can

be seen, the three small fingers in the bottom left of the profile is visible whenm = 1000;

but, it is not visible whenm = 0. It is now instructive to seeǫ∀vir for these two different

focusing levels. (ǫ∀vir has been discribed in Section 3.4.) This is shown in Figure 4.5. As

expected,ǫ∀vir for these two different focusing levels are very similar, and can resolve the

three small fingers in the bottom left of the target. This is due to the fact that the spatial

frequency contents for these two focusing levels, see Figure 4.2, are very similar, and we are

using all the right singular vectors in formingǫ∀vir .

From this example, it can be understood that the main reason behind achieving better re-

construction with the focused incident field distribution lies in the fact that we can use more

right singular vectors for reconstructing the unknown profile. As noted above this is mainly

due to the fact that|uHi b|/σi coefficients tend to blow up later for the focused incident field

3 Note that the use of 32 transceivers indicates that we have 32antenna elements in the MWT system. When
one transmits, the rest receive, thus, having32× 31 data points.
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Fig. 4.2: Power spectrum plots:|ṽi(fx, fy = 0)|2 for i values andfx indices at 5 GHz when the
number of transceivers is 32, and the noise level isη = 3% at two different incident field
focusing levels. [Left] focusing level ofm = 0 (omnidirectional illumination), and [Right]
focusing level ofm = 1000.

distribution.

To demonstrate the usefulness of the use of focused incidentfield distribution for MWT,

we consider five more test cases. For each of these test cases,we collect several scattering

data sets, each of which corresponds to utilizing an incident field distribution with a certain

focusing level. (3% white noise is added to all data sets according to [46].) Eachof these

data sets will then be separately inverted. The utilized incident field distribution in the

inversion algorithm will be the same incident field distribution that has been used to collect

that scattering data set.

Let’s now consider a standard resolution test case. We consider two lossless circular objects

with the radius of20.5 mm and the relative permittivity ofǫr = 4 at the frequency of

operationf = 3 GHz which are separated by15 mm, as shown in Figure 4.6(a). In the first

configuration, this target will be successively illuminated by 8 antennas equally distributed

on a circle of radius0.1 m. (Total number of data points will then be8 × 7 data points;

due to reciprocity, half of which will be redundant.) For this configuration, we collect three
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Fig. 4.3: The variation of the magnitude ofuHi b/σi at 5 GHz by 32 transceivers and at the noise
level is 3% for two different scenarios: when the OI is illuminated by the incident field
distribution having the focusing level of [Red]m = 0 (omnidirectional distribution), and
[Blue] m = 1000.

different data sets, each of which corresponds to using a certain focusing level for the utilized

incident field distribution; namely,m = 0, 30, 70. The inversion results for this configuration

are shown in Figure 4.6(b)-(d). It can be seen that (i) these inversion results are different,

and (ii ) the reconstructed permittivity is more accurate and exhibit enhanced resolution when

m = 70. In the second configuration, we repeat the previous experiment while having24

antennas; thus, having24 × 23 data points. The reconstruction results corresponding to the

two extreme cases (m = 0, 70) are shown in Figure 4.7. This example clearly shows that the

use of different incident field distributions can result in images with different accuracies.

As noted earlier, we associate this improved performance due to the use of more right sin-

gular vectors in the reconstruction of the unknown dielectric profile. It is also instructive to
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Fig. 4.4: The reconstructed real-part of the permittivity,Re(ǫrecons
r ), of theE-target when irradiated

by 32 transceivers at 5 GHz, and the noise level of3%: [Left] when the focusing level is
m = 0, and [Right] when the focusing level ism = 1000.

compare the singular values of the Jacobian (sensitivity)4 matrix for different values ofm

at the last iteration of the MR-GNI algorithm as shown in Figure 4.8: the singular values

corresponding tom = 70 are larger than those corresponding to smallerm values. This

indicates that the last iteration of the inversion algorithm deals with a less ill-posed problem

whenm = 70, thus, facilitating the flow of information from the imagingdomain to the

measurement domain.

We have also tried this example when the transmitters are located on a circle of radius1 m

(i.e., 10λ at the frequency of operation). In this configuration, the reconstruction results

for these differentm values were almost identical. Noting that the imaging domain in this

configuration is located in the far-field zone of the transmitting antennas, these differentm

values do not significantly change the incident field distribution within the imaging domain;

thus, resulting in no considerable changes in the reconstruction results.

4 The Jacobian (sensitivity) matrix, often denoted byJ , represents the sensitivity of the scattered data with
respect to the contrast value at different locations withinthe imaging domain. That is, the sensitivity matrix
represents∂Escat/∂χ. The number of rows of this matrix is equal to the number of data points. The number of
columns of this matrix is equal to the number of discretized cells within the imaging domain.



4.1 Antenna incident field evaluation 48

x [m]

y 
[m

]

 

 

−0.05 0 0.05

−0.06

−0.04

−0.02

0

0.02

0.04

0.06
1

1.5

2

2.5

3

(a) Re(ǫ∀ir ), m = 0
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Fig. 4.5: Direct expansion of the trueE-target permittivity profile,ǫ∀vir , using all the right singular
vectorsvi when irradiated by 32 antennas at 5 GHz and at the noise level ofη = 3%. [Left]
when the focusing level ism = 0, and [Right] when the focusing level ism = 1000.

Now, let’s again consider the Semenov’sE-target, shown in Figure 3.1. For convenience,

the real part of the permittivity of this target is also shownin Figure 4.9(a). This object,

which is lossless and has a relative permittivity of2.3, is illuminated by16 antennas (thus,

having16×15 data points), located on a circle with the radius of0.15 m with three different

focusing levels:m = 0, 70, and300. We then use the binary implementation of the MR-

GNI algorithm [48] to invert these data sets. (A brief description about the binary MR-GNI

algorithm is given in Appendix C.) As shown in Figure 4.12(b)-(c), the reconstruction results

for m = 0 andm = 70 are not capable of reconstructing the three small fingers located at

the bottom left part of the object. However, withm = 300, the inversion algorithm is

capable of capturing these three fingers. The singular values of the Jacobian (sensitivity)

matrix in the last iteration of the inversion algorithm for differentm values are shown in

Figure 4.11(a). As can be seen, the singular values corresponding tom = 300 decay more

slowly as compared to those form = 0 and 70. That is, the mathematical formulation

corresponding tom = 300 is less ill-posed as compared to the mathematical formulations

of m = 0 and70.
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(c) Re(ǫr), m = 30
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(d) Re(ǫr), m = 70

Fig. 4.6: Resolution test using 8 antennas: (a) true dielectric profile (The zero imaginary part of
the permittivity is not shown.); (b)-(d) reconstructed dielectric profile using three different
focusing levels (m) for the utilized incident field distribution. Reproduced courtesy of The
Electromagnetics Academy.
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(a) Re(ǫr), m = 0
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(b) Re(ǫr), m = 70

Fig. 4.7: Resolution test using 24 antennas: reconstructed dielectric profile using two different fo-
cusing levels for the utilized incident field distribution. Reproduced courtesyof The Elec-
tromagnetics Academy.
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(b) 24 antennas

Fig. 4.8: Resolution test using 8 and 24 antennas: singular values of the Jacobian matrix at the last
MR-GNI iteration for differentm values. Reproduced courtesy of The Electromagnetics
Academy.
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(d) m = 300

Fig. 4.9: Semenov’s E-shape object using 16 antennas: (a) true dielectric profile; reconstructed di-
electric profile using binary inversion when (b)m = 0, (c) m = 70, and (d)m = 300.
Reproduced courtesy of The Electromagnetics Academy.
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Fig. 4.10: Breast test case using24 antennas: (a)-(b) true dielectric profile; reconstructed dielectric
profile when (c)-(d)m = 0, and (e)-(f)m = 70. R reproduced courtesy of The Electro-
magnetics Academy.
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(b) Breast model

Fig. 4.11: Singular values of the Jacobian matrix at the last MR-GNI iteration for differentm values
for the E-shape object and breast model. Reproduced courtesy of The Electromagnetics
Academy.

As the third test case, we use a breast model that has been previously used in [11], [21]. As

shown in Figure 4.10(a)-(b), this model consists of three regions: fibroglandular (smallest

circle), tumor (medium circle), and fatty (largest circle)tissues. The background medium

is chosen to be23.4 + j18.5 at the frequency of operation, which is1 GHz (similar to the

background medium used for the breast cancer microwave imaging system at Dartmouth

College [11]). This numerical model is illuminated by24 antennas, which are located on

a circle of radius0.1 m. The inversion results form = 0, 70 are shown in Figure 4.10(c)-

(f). As can be seen, the reconstructed image whenm = 70 is more accurate than the

reconstructed image whenm = 0. Specifically, the true tumor permittivity is53.4 + j18.8,

whereas the reconstructed tumor permittivity at the centerof inclusion is63.4+ j15.4 when

m = 0, and is53.7 + j17.7 whenm = 70. As shown in Figure 4.11(b), the singular

values of the Jacobian matrix at the last MR-GNI iteration when m = 70 are larger than

those whenm = 0. We also attempted to reconstruct this profile using only4 antennas;

however, reconstruction was not successful for anym values that we tried. When using4

antennas, we noticed that the singular values of the Jacobian (sensitivity) matrix at the last
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MR-GNI iteration whenm = 0 were larger than those whenm = 70. This observation

is not consistent with what we observed in earlier examples.This inconsistency might be

justified as follows. If only4 antennas with focused near-field distribution (m = 70) are

used, we cannot sufficiently illuminate every part within the imaging domain, thus, losing

sensitivity to some imaging areas. On the other hand, if4 antennas with omnidirectional

field distribution (m = 0) are used, it is more likely to illuminate everywhere withinthe

imaging domain sufficiently, thus, enhancing the sensitivity compared to the use of few

focused beams.

In the fourth test case, we consider two lossy concentric squares at the frequency of op-

erationf = 5 GHz as shown in Figure 4.12(a)-(b). First, we illuminated this target by8

antennas (thus, having8 × 7 data points), located on a circle with the radius of0.1 m with

different focusing levels starting fromm = 0 to 70. Using this number of antennas, we were

not able to reconstruct this target using any focusing values. We then repeated the same

numerical experiment using32 antennas. In this case, as shown in Figure 4.12(c)-(f), the

reconstruction results form = 0 andm = 70 (and also,m = 3, 9, 30, which are not shown

here) are almost identical. The singular values of the Jacobian matrix in the last iteration of

the MR-GNI algorithm for differentm values are shown in Figure 4.13. As can be seen, the

singular values corresponding tom = 70 are still larger than those corresponding tom = 0.

However, it seems that the number of significant singular values form = 0 is sufficient to

reconstruct this target successfully.

Finally, we present the reconstruction of theE-target by considering noiseless data sets.

Using this example, we can prove that the improvements observed by the use of focused

incident field distribution is not related to the way that thenoise is added to the scattered data.

To this end, we collect noiseless data set (settingη = 0) from this target with three different

focusing levels for the utilized incident field; namely,m = 0, m = 70, andm = 300.
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These data sets are then inverted using the binary MR-GNI algorithm. The true profile as

well as the reconstructed profiles are shown in Figure 4.14. As can be seen, the inversion

of noiseless data corresponding tom = 300 can reconstruct the three fingers of the object

in its left bottom part. Comparing these inversion results, as shown in Figure 4.14, with

the reconstruction of the same target but with noisy data as shown in Figure 4.9 shows that

this improvement is due to the utilized incident field, not due to any possible unfair noise

contribution.

4.2 Frequency of operation

In this section, we consider the effect of the frequency of operation on the achievable resolu-

tion. We note that the frequency(ies) of operation is (are) determined by the antenna element

used in a given MWT system. Herein, we also consider theE-target, and assume that this

OI is irradiated by 16 transceivers, and the scattered data has a noise level ofη = 3%. In this

section, we only vary the frequencyf at which the OI is irradiated. The frequency is changed

from 500 MHz to 5 GHz. Let’s first take a look at the power spectra |ṽi(fx, fy = 0)|2 that

are shown in Figure 4.15. As can be seen in each of the subfigure, as the indexi increases,

the amount of high spatial frequency contents withinvi is generally increased in the form

of a horizontal “V” letter. Now, let’s consider how many of these right singular vectors can

be used in the reconstruction of the unknown profile. This canbe understood by plotting

the coefficients|uHi b|/σi versus the indexi. As can be seen in Figure 4.16, as the frequency

increases, these coefficients tend to blow up at a larger index i. That means as the frequency

of operation increases, the reconstructed profile has the chance to lie within a space ofvis

having a larger dimension, thus, having the chance to resolve more features.

The reconstruction results at these six different frequencies are shown in Figure 4.17. As can
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be seen as the frequency increases, we have better reconstruction. This is consistent with our

observation regarding the ability to incorporate more right singular vectors into the expan-

sion of the reconstructed contrast as the frequency of operation increases (see Figure 4.16.).

Now, let’s consider what we could have achieved if we were able to use all the right singu-

lar vectors at each of these frequencies of operation. That is, we’d like to address whatǫ∀ir

would be for each of these six frequencies of operation. Thishas been shown in Figure 4.18.

As can be seen, for each frequency,ǫ∀ir is better than its correspondingǫrecons
r . This is, of

course, due to the fact that the reconstructed permittivityprofile,ǫrecons
r , cannot utilize all the

right singular vectors in its expansion whereas we have usedall the right singular vectors to

createǫ∀vir .

We now know thatǫrecons
r degrades as the frequency of operation decreases since lessright

singular vectors can be used in reconstructing the permittivity as the frequency of operation

decreases so as to avoid the instability issue. Use of less right singular vectors will then

indicate that the reconstructed permittivity has less highspatial frequency components, thus,

suffering from resolving small features. The question thatmay now arise is whyǫ∀ir degrades

as we decrease the frequency of operation. (Note that we use all the right singular vectors in

creatingǫ∀ir .) Specifically, as can be seen in Figure 4.18, the three smallfingers in the bottom

left of the OI are only visible inǫ∀ir at 5 GHz, and not in the rest of frequencies. Currently,

we are only able to speculate on the reason for such behavior.Our speculation is based on

the point mentioned in [40] that revolves around the idea that as the singular values becomes

smaller and smaller, (specifically, when they reach machineprecision level) the calculation

of their corresponding right singular vectors becomes lessand less accurate. To understand

this, let’s take a look at the singular values correspondingto these six frequencies as shown

in Figure 4.19. As can be seen, the singular values becomes more rapidly smaller as the fre-

quency of operation decreases. In other words, the singularvalues corresponding to smaller

frequencies of operation tend to go to the machine precisionlevel more rapidly than those



4.2 Frequency of operation 57

corresponding to higher frequencies of operation.Therefore, the accuracy of the high-order

right singular vectors decreases as the frequency decreases. Consequently, as the frequency

decreases, the profileǫ∀ir is projected into a space whose high spatial frequency basisvectors

(i.e., vis with largei indices) are less accurate as compared to those for higher frequencies

of operation. Therefore, the resolution in lower frequencies will suffer even when we use

all the right singular vectors in formingǫ∀ir . Now, if we take another look at Figure 4.18,

we will observe that all the six subfigures represent similarlow-spatial variations. However,

they are mainly the high spatial variations (the existence of the three small fingers) that are

not resolved in the lower frequencies of operation. This indicates the absence of sufficiently

accuratevis with largei indices in theǫ∀ir when the frequency of operation is low.

Based on the above discussion, it can be concluded that the main reason behind achieving

lower resolution with lower frequencies of operation is thenoise level of the measured data.

That is, for a fixed noise level, sayη = 3%, we can incorporate more right singular vectors

in reconstructing the permittivity profile when working at ahigher frequency of operation.

Now, if it is assumed that there is no noise in the measured data, it might be speculated that

the same resolution can be achieved with lower frequencies of operation. (This has also been

indicated in [39].) It is also worthwhile to note that three factors contribute toward the overall

noise in MWT: modeling error as defined in [21], measurement noise, and numerical noise.

Therefore, even if we could achieve perfect modeling and noiseless measurements, we would

still have numerical noise, which as discussed in the previous paragraph, will deteriorate

low-frequency reconstruction more than high-frequency reconstruction. Due to the presence

of the numerical noise, it is not therefore possible to investigate if we can achieve the same

resolution with lower frequencies of operation even when weuse a noiseless synthetic data

set with no modeling error.

We have also tried reconstructing this OI at three other higher frequencies of operation:
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6 GHz, 7 GHz and 8 GHz. But, the inversion algorithm was not capable of reconstructing

the OI at any of these frequencies. We have also tried anotherstate-of-the-art inversion al-

gorithm; namely, multiplicative regularized contrast source inversion (MR-CSI) [4] to invert

these three different high frequency data sets, and have also observed the same failure with

this algorithm. We think that the reason for the failure of both of these two inversion algo-

rithms is due to the fact that for a given measurement scenario, as the frequency of operation

becomes larger than a threshold level, the utilized inversion algorithm might not be able to

capture the increased nonlinearity of the associated MWT problem. In other words, it might

not be able to model the presence of more multiple scatteringevents. For example, in this

case, at the frequency of 8 GHz, the MR-GNI algorithm converges at the data misfit error

of 53.31%. This indicates that the MR-GNI algorithm has been trapped in a wrong local

minima. For the MR-GNI algorithm to handle this increased nonlinearity, it may require a

better initial guess for the contrast profile than the zero contrast which has been used here.

4.2.1 Simultaneous multiple-frequency inversion

In the previous subsection, we investigated the effect of the frequency of operation in single-

frequency MWT data inversion. In this subsection, we investigate how simultaneous multiple-

frequency data inversion can improve the achievable MWT resolution. (Note that multiple-

frequency inversion requires collection of a multiple-frequency data set. To collect a multiple-

frequency data set, the utilized antenna element needs to beable to operate at multiple fre-

quencies.) To this end, let’s consider the simultaneous inversion of nine different data sets,

each of which corresponds to one of the nine frequencies considered in the previous subsec-

tion ranging from 500 MHz to 8 GHz. (Similar to the above subsection, each of these nine

data sets is collected using 16 transceivers at the noise level of 3%.) The power spectrum

|ṽi(fx, fy = 0)|2 corresponding to the simultaneous multiple-frequency inversion is shown
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in Figure 4.20a. As can be seen, the “V” shape of this power spectrum is more flared out

as compared to the power spectrum of the same example in single-frequency inversion as

shown in Figure 4.15. This indicates that with this simultaneous frequency inversion, we

can potentially resolve more features as we have the chance to incorporate higher spatial

frequency contents into the reconstructed contrast. Also,it should be noted that for this ex-

amplem = 16× 15× 9 = 2160 whereasn is still 104. Therefore,min(m,n) = 2160; that’s

why that the last index in this plot goes to 2160 according to (3.6). Now, we should see how

many of these right singular vectors can be used in the reconstruction of the unknown con-

trast. This can be seen by plotting|uHi b|/σi and finding the index at which these coefficients

start to blow up. As can be seen in Figure 4.20b, these coefficients tend to blow up at a

higher index as compared to the same scenario for single-frequency inversion; e.g., compare

this with the single-frequency inversion at 5 GHz in Figure 4.20b. That means that we can

use more right singular vectors for the reconstruction of the unknown profile in simultaneous

frequency inversion as compared to 5 GHz inversion. Also, those right singular vectors cor-

responding to simultaneous inversion have higher spatial frequencies as compared to those

for 5 GHz as their “V” shape power spectrum is more flared out. Therefore, the simultaneous

frequency inversion should be more successful as compared to 5 GHz inversion. This can be

seen by comparing the simultaneous frequency reconstruction, shown in Figure 4.21, with

5 GHz single-frequency inversion shown in Figure 4.17e. As can be seen, the simultaneous

frequency inversion was capable of resolving the three small fingers in the bottom left of the

OI.

4.3 Number of transceivers

In this section, we investigate the role of the number of transceivers in the achievable res-

olution within our proposed framework. In most the exampleswe have seen so far, the
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number of transceivers is chosen to be 16, thus, having16 × 15 = 240 data points. We

now consider two different scenarios with two different number of transceivers: 8 and 32.

These line source transceivers are equally located on a circle of radius 0.15 m. Therefore,

in these two scenarios, the number of measured data points will be m = 8 × 7 = 56 and

m = 32 × 31 = 992 respectively. At each scenario, the data collection is performed at

9 different frequencies starting from 500 MHz and then goingfrom 1 GHz to 8 GHz with

the step of 1 GHz. (Similar to the previous section,3% noise is added to the data sets.)

Some sample power spectra corresponding to single-frequency inversion as well as simul-

taneous multiple-frequency inversion have been shown in Figure 4.22. As can be seen, the

right singular vectors tend to cover a broader range of spatial frequencies as the number of

transmitter increases. This can be seen by noting that the “V” shape power spectrum tend

to flare out more when the number of transceivers is 32. Also, as expected, with the in-

crease of the frequency of operation, the right singular vectors tend to cover a wider range

of spatial frequencies. Finally, the right singular vectors corresponding to the simultaneous

frequency inversion have the best spatial frequency coverage as compared to their corre-

sponding single-frequency inversion. It should also be noted that 6 GHz, 7 GHz, and 8 GHz

inversion for the scenario with 8 transceivers failed, but it was successful for the scenario

with 32 transceivers. This is probably due to the fact that asthe frequency of operation

increases, the MWT problem becomes more nonlinear; thus, it requires more scattering in-

formation to converge to an appropriate reconstruction.

Now, let’s take a look at the coefficients|uHi b|/σi for these two scenarios including their

corresponding simultaneous frequency inversion, which are shown in Figure 4.23. As noted

in the previous paragraph, the single-frequency inversionat 6, 7, and 8 GHz failed when the

number of transceivers is 8. Therefore, these cases have notbeen included in Figure 4.23(a).

As can be seen, in general, when we increase the number of antennas, it is more likely to in-

clude more right singular vectors in the expansion of the unknown profile. This often results
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in enhanced reconstruction as can be seen in Figure 4.24. However, for some frequencies of

operation, e.g., 500 MHz, the coefficients|uHi b|/σi tend to blow up almost at the same index

for these two scenarios; thus, the reconstruction will be almost similar as can also be seen in

Figure 4.24(a) and (b). As expected from the coverage of the spatial frequencies, shown in

Figure 4.22(h), and the number of right singular vectors that can be utilized for profile recon-

struction, as shown in Figure 4.23(b), the simultaneous multiple-frequency inversion when

the number of transceivers is 32 is capable of providing an almost perfect reconstruction, as

shown in Figure 4.24(h).

4.4 Experimental Results

In this section, we consider one of the experimental data setcollected by the Fresnel In-

stitute [49]. This experimental data set is referred to asFoamTwinDielTM by the Institute

Fresnel [49]. The target in this experimental data set consist of three dielectric circular cylin-

ders. Two of these cylinders have a diameter of 31 mm, and a relative permittivity of3±0.3.

The other cylinder has a diameter of 80 mm and a relative permittivity of 1.45± 0.15. This

target is irradiated from 8 different angles, and the resulting scattering field is collected at

241 points at 9 different frequencies ranging from 2 GHz to 10GHz with the step of 1 GHz.

Note that the Fresnel Institute did not use co-resident antenna elements to collect this data

set. In fact, they perform data collection at different location by physical movement of the

antenna. That’s why they were able to have 241 receiving points per transmitter. (For prac-

tical imaging applications, we are often interested in having co-resident antenna elements in

the MWT chamber to perform fast data collection.)

Now, let’s start by observing the power spectrum plots corresponding to single-frequency

and multiple-frequency inversion of this data set, shown inFigure 4.25. In the first glance,
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we might think that these spectra are almost identical. However, if we look more carefully

at these plots, we will see that these spectra consist of a “V”-shape structure and then a flat

strip right after the “V”. As the frequency increases, the length of the “V” increases, and

the length of the flat strip decreases. Also, in the case of multiple-frequency inversion, the

length of the flat strip is almost zero. As pointed out in [40],the flat strip corresponds to right

singular vectors whose corresponding singular values are extremely small. Therefore, the

calculation of these right singular vectors and their powerspectra might not be sufficiently

accurate. Taking this point into account, we can see that as the frequency increases, the

amount of reliable high spatial frequency contents increases. Specifically, when we deal

with multiple-frequency inversion, see Figure 4.25(i), wehave the potential to incorporate

even more high spatial frequency contents into the reconstructed contrast. Now, let’s take a

look at the variation of|uHi b|/σi for four different single-frequency inversion cases, and the

multiple-frequency inversion scenario. As also expected,these coefficients blow up later as

the frequency of operation increases. Specifically, when wedeal with multiple-frequency

inversion, the blow-up of these coefficients has the slowestrate. That indicates that as the

frequency of operation increases, and specially when we do multiple-frequency inversion,

we can incorporate more right singular vectors into the reconstructed contrast. Now, let’s

consider the reconstructed permittivity profile as shown inFigure 4.27. As also expected by

the previous discussion on the power spectra and theuHi b/σi coefficients as the frequency

of operation increases, the reconstructed permittivity profile improves. We also note that

single-frequency inversion at 9 GHz failed as shown in Figure 4.27(h). As pointed out

previously, this is due to the fact that the initial guess forthe MR-GNI algorithm, which

is the zero contrast, is not appropriate to be used with this frequency of operation due to

the increased nonlinearity of the MWT problem at this frequency. Also, as expected, the

simultaneous multiple-frequency inversion provides the most accurate reconstruction.5

5 It should be noted that, the 8 GHz reconstruction is very similar to multiple-frequency reconstruction. This
is probably due to the fact that the number of incorporated right singular vectors in 8 GHz and their frequency
contents were sufficient to capture the target.
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(e) Re(ǫr), m = 70
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Fig. 4.12: Concentric squares test case using 32 antennas: (a)-(b) true dielectric profile; recon-
structed dielectric profile when (c)-(d)m = 0, and (e)-(f)m = 70.
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Fig. 4.13: Singular values of the Jacobian matrix at the last MR-GNI iteration for differentm values
for the concentric squares test case.
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(c) noiseless reconstruction form = 70

x [m]

y 
[m

]

 

 

−0.05 0 0.05

−0.06

−0.04

−0.02

0

0.02

0.04

0.06
1

1.5

2

2.5

3

(d) noiseless reconstruction form = 300

Fig. 4.14: Inversion of thenoiselessdata sets for the lossless target; (a) True ProfileRe(ǫr), (b)m =
0, (c)m = 70, and (d)m = 300.
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Fig. 4.15: Power spectrum plots:|ṽi(fx, fy = 0)|2 for i values andfx indices at six different fre-
quencies of operation when the noise level isη = 3%. (Each column of the above images
represents the power spectrum of a givenvi with respect tofx.)
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(a) Re(ǫrecons
r ), 500 MHz
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r ), 1 GHz

x [m]

y 
[m

]

 

 

−0.05 0 0.05

−0.06

−0.04

−0.02

0

0.02

0.04

0.06
1

1.5

2

2.5

3

(c) Re(ǫrecons
r ), 2 GHz

x [m]

y 
[m

]

 

 

−0.05 0 0.05

−0.06

−0.04

−0.02

0

0.02

0.04

0.06
1

1.5

2

2.5

3

(d) Re(ǫrecons
r ), 3 GHz

x [m]

y 
[m

]

 

 

−0.05 0 0.05

−0.06

−0.04

−0.02

0

0.02

0.04

0.06
1

1.5

2

2.5

3
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Fig. 4.17: The reconstructed permittivity,ǫrecons
r , of theE-target when irradiated by 16 antennas at

six different frequencies of operation at the fixed noise levels ofη = 3%.
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(a) Re(ǫ∀ir ), 500 MHz
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x [m]

y 
[m

]

 

 

−0.05 0 0.05

−0.06

−0.04

−0.02

0

0.02

0.04

0.06
1

1.5

2

2.5

3

(d) Re(ǫ∀ir ), 3 GHz
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x [m]

y 
[m

]

 

 

−0.05 0 0.05

−0.06

−0.04

−0.02

0

0.02

0.04

0.06
1

1.5

2

2.5

3
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Fig. 4.18: Direct expansion of the trueE-target permittivity profile,ǫ∀vir , using all the right singular
vectorsvi when irradiated by 16 antennas at six different frequencies of operation at the
fixed noise level ofη = 3%.
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Fig. 4.19: Singular values corresponding to theE-target permittivity profile test case when irradiated
by 16 transceivers at the noise level ofη = 3% for six different frequencies of operation.
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Fig. 4.21: Simultaneous multiple-frequency inversion: The reconstructed permittivity,ǫrecons
r , of the

E-target when irradiated by 16 antennas at nine different frequenciesof operation at the
fixed noise levels ofη = 3%.
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Fig. 4.22: Power spectrum plots:|ṽi(fx, fy = 0)|2 for i values andfx indices for single-frequency
and multiple-frequency inversion for two different number of transceivers: [Left]: 8
transceivers, and [right]: 32 transceivers. (Noise level isη = 3%.)
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Fig. 4.23: The variation of the magnitude ofuHi b/σi with respect toi at different single-frequency
and multiple-frequency cases for two different scenarios: [Top] when the number of
transceivers is 8, and [Bottom] when the number of transceivers is 32. (Noise level is
η = 3%.)
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Fig. 4.24: The reconstructed real-part of the permittivity,Re(ǫrecons
r ), of theE-target when irradi-

ated by [Left] 8 transceivers and [Right] 32 transceivers in single-frequency and multiple-
frequency inversion. (Noise level is set toη = 3%.)
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Fig. 4.25: Power spectrum plots forFoamTwinDielTMexperimental data set:|ṽi(fx, fy = 0)|2 at 8
different single frequency inversion cases, and one multiple-frequency inversion scenario.
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Fig. 4.26: Variation of the magnitude ofuHi b/σi for theFoamTwnDielTMexperimental data set at
four different single-frequency cases and one multiple-frequency inversion scenario.
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Fig. 4.27: The reconstructed real-part of the permittivity,Re(ǫrecons
r ), of theFoamTwinDielTMtarget

8 different single frequency inversion cases, and the multiple-frequency inversion scenario.



5

Focused Incident Field Implementation

In this Chapter, we first review three different approaches that might be employed to create

a focused near-field distribution. We then go over the first approach. The second approach

will be the topic of Chapter 6.1. The third approach will not be considered in this thesis.

5.1 Available options

We have so far numerically demonstrated that the use of appropriate incident fields, often

having a focused distribution, can enhance the achievable accuracy and resolution. To prac-

tically achieve this, three different strategies might be employed

1. Use of appropriate synthesized incident fields,

1 This chapter is based on the following publication: N. Bayat, P. Mojabi, and J. LoVetri, “Use of Syn-
thesized Fields in Microwave Tomography Inversion,”International Symposium on Antenna Technology and
Applied Electromagnetics, Victoria, British Columbia, Canada, July 2014.
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2. Use of appropriate antennas, and

3. Use of a combination of the above two methods.

Before starting our discussion on the first strategy, let’s consider the second strategy. Within

the second strategy, promising methods such as near-field plates [50] can be utilized to

achieve high levels of near-field focusing. The main difficulty with using such methods

is that the utilized antenna should also satisfy some other criteria; e.g., being reasonably

small to allow sufficient sampling resolution, having sufficient bandwidth to allow multiple-

frequency data collection. However, such near-field platesare often single-frequency com-

ponents and they are usually electrically large. As an alternative, some existing antennas

can be modified so as to increase their near-field focusing abilities [51,52]. Based on this al-

ternative method, we have modified an antenna element that will be presented in Chapter 6.

Another possible method based on the second strategy relieson using antenna array tech-

niques. This can be practical as MWT setups usually utilize co-resident antenna elements

ranging from16 to 64 antennas [4, 11, 23, 39, 53] placed in an imaging chamber. Currently,

these antennas are being used individually for illuminating the OI. Therefore, there is an

opportunity to collectively use all these antenna elementsto create sufficient number of ap-

propriate incident field distributions. This can be pursuedby proper simultaneous excitation

of these co-resident antenna elements using antenna array techniques.

The first strategy, on the other hand, does not attempt to design new antennas or modify the

existing ones. It simply casts the actual MWT problem into a new problem by synthetically

creating focused incident fields from the actual ones. The possibility of using this strategy

is the focus of this chapter of this thesis.
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5.2 Synthesized Fields

ConsiderT antennas that are placed outside the imaging domainD in a two-dimensional

transverse magnetic time-harmonic MWT system. The (calibrated) incident fields of these

antennas are assumed to have an omnidirectional distribution.

DiscretizingD intoN cells, the discrete form of thetth incident field distribution insideD

will be a complex vector of lengthN ; say,E inc
t ∈ C

N . Denoting the number of receiving

cites per transmitter byM , the scattered data due to this incident field will then be stored in

Escat
t ∈ C

M . We have already shown that the use of “sufficiently” focusedincident field can

enhance imaging results [18]. Now, let’s assume that such desired focused incident field is

represented by [18]

E inc,des
t,m = E inc

t ⊙ [cosm ψ] (5.1)

wheret is the index of the transmitter,ψ is the angle between thetth antenna’s boresight

axis and the line connecting each cell withinD to the antenna. The parameterm ∈ R
+

controls the focusing level; the largerm, the larger focusing level. Also,[cosm ψ] ∈ R
N ,

and⊙ denotes the Hadamard product (element by element product) of the two vectors.

The question that needs to be answered here is whether or not we can create a synthesized

incident field, sayE inc
t,m, from E inc

i (∀i) that is sufficiently close toE inc,des
t,m . To this end, a

linear combination ofE inc
i (∀i) can be utilized as

E inc
t,m = L(E inc

i |αm
t,i) ,

T∑

i=1

αm
t,i E

inc
i . (5.2)

The complex weighting coefficientsαm
t,i are to be found by minimizing the followingL2-

norm

αm
t,i = argmin

αm
t,i

∣
∣
∣

∣
∣
∣E inc,des

t,m −
T∑

i=1

αm
t,i E

inc
i

∣
∣
∣

∣
∣
∣

2

2
. (5.3)
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Onceαm
t,i are found for each transmitter, we can constructT different synthesized incident

fields based on (5.2), and also calculate their corresponding synthesized scattered fields as

Escat
t,m = L(Escat

i |αm
t,i).

The original MWT problem, which was to reconstruct the OI’s dielectric profile based on

the knowledge of the actual incident and scattered fields, can now be casted as a synthesized

problem that aims to find the same unknown but using the synthesized incident and scattered

fields. Based on the above discussion it can be concluded that if the synthesized incident field

is “sufficiently” focused, the inversion of its corresponding synthesized scattering data set

outperform the inversion of the original data set.

Now, let’s consider an example that shows the use of such synthesized focused incident

fields. Consider the OI shown in Figure 5.1(a), which consistsof three circles. The sep-

aration between the top circles is0.12λ whereλ = 0.1 m is the wavelength of operation.

The shortest distance between the top and bottom circles is0.08λ. The OI is successively

irradiated by24 antennas, equally distributed on a circle of radius0.1 m. The resulting

scattered fields are collected by all the antennas; thus, having 242 data points. (3% noise

is added to the data.) We now consider reconstructing this target by the multiplicative reg-

ularized Gauss-Newton inversion [43] of three different data sets. First, let’s consider the

data set that has been collected by the use of omnidirectional incident fieldsE inc
i (∀i). The

distribution of this incident field inD (discretized into100× 100 cells) corresponding to the

1st transmitter is shown in Figure 5.2(a). Inversion of this data set, shown in Figure 5.1(b),

cannot resolve the bottom circle, and also underestimates the permittivity values of the top

circles. Now, let’s assume that we have access to a desired focused incident field, sayE inc,des
t,70 ,

whose distribution is shown in Figure 5.2(b). The inversionof the data set collected by this

incident field is shown in Figure 5.1(c): the three circles are now resolved with more accu-

rate quantitative accuracy. However, the size of the circles are now underestimated. This
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might be due to the fact that the reconstructed permittivities are overestimated for top cir-

cles; thus, compensating for smaller reconstructed shapes. The same numerical experiment

is also performed withE inc,des
t,300 . As can be seen, this incident field can almost completely

resolve these three circles.

Now, we consider inverting synthesized data sets,Escat
t,m = L(Escat

i |αm
t,i) for two m values:

70 and300. Based on our discussion in Section 5.2, if we can synthesize an E inc
t,m which is

“sufficiently” close toE inc,des
t,m for m = {70, 300}, we can expect that the inversion of these

two synthesized data sets become similar to those shown in Figure 5.1(c) and (d). Mini-

mization of (5.3) form = {70, 300} results in synthesized incident fields that are shown

in Figure 5.2(d) and (e). As can be seen, these two synthesized incident fields are not suffi-

ciently close to the desired focused incident fields shown inFigure 5.2(b) and (d). Therefore,

the reconstruction results corresponding to these two synthesized incident fields, shown in

Figure 5.1(e) and (f), are not as good as those obtained by thefocused incident fields.

We now explain why we were not able to create a synthesized incident field that is suffi-

ciently close to the desired focused one. The number of equations that needs to be satisfied

to match the synthesized and focused incident fields is equalto the number of cells within

D. On the other hand, the number of weighting coefficients to bedetermined is the same

as the number of antennas. That is, for this example, the number of equations is104, and

the number of unknowns is24. We are, in fact, dealing with an over-determined system

of equations; thus, it cannot be guaranteed that anE inc
t,m that is sufficiently close toE inc,des

t,m

can be obtained. Due to this, if we push to create a synthesized incident field with even

more focusing, sayE inc
1,500, its resulting distribution does not change that much as shown in

Figure 5.2(f). One question that may now arise is that whether increasing the number of

antennas can alleviate this imbalance. We tried increasingthe number of antennas; but, we

could not obtain better synthesized incident fields. In fact, after increasing the number of
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Fig. 5.1: True OI and its reconstruction by the use of different incident fields.c© IEEE 2014 [1]
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antennas beyond a certain level, the least squares minimization (5.3) became rank deficient.

This is due to the fact that the incident field distributions of two successive antennas in a

dense antenna array will become very similar. This manifests itself as two similar rows in

the matrix associated with the least squares minimization.In other words, adding too many

antennas, in fact, adds dependent information to the systemof equations; thus, it will not be

able to solve the imbalance issue. The other question that may arise is: why does inverting

these synthesized and actual data sets result in different reconstructions noting the fact that

the synthesized data sets are created solely based on the information within the actual data

set? This can be explained by noting that a change in the utilized incident field distribution

affects the singular values and singular vectors of the associated ill-posed problem. There-

fore, although the amount of information does not change, the unknown dielectric profile

will be effectively expanded in different vector spaces.

In summary, this chapter discussed that the use of synthesized fields, as presented herein,

did not result in enhanced reconstruction. It should be noted that synthesizing other incident

field distributions and their synthesis using a different approach are yet to be investigated for

MWT.
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6

Antenna Design and Measurements

Based on our discussion in Chapters 3 and 4, we are looking for a near-field focused incident

field distribution that can be created by a small and multi-band antenna element. We also dis-

cuss the implementation of such near-field focused incidentfield distributions by the use of

synthesized fields in Chapter 5. However, our proposed methodto provide such synthesized

beams failed. Therefore, in this chapter, we consider the second approach as mentioned in

Section 5.1, and will consider an existing small ultrawideband antenna element, and then at-

tempt to increase its near-field focusing level.1 To this end, we will go over the background

of this existing antenna element, and then explain the modifications that have been done on

this antenna so as to improve its near-field focusing level. At the end, the simulation and

measurement results will be presented.

1 This is based on the following publication: N. Bayat and P. Mojabi, “Small Wide-band Antenna with
more Focused Incident Field for increasing the Accuracy andResolution of Microwave Tomography,”IEEE
International Symposium on Antennas and Propagation and USNC-URSI Radio Science Meeting, Memphis,
Tennessee, USA, July 2014.
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6.1 Literature review

Before starting our discussion regarding the antenna design, let’s have a review on different

antenna elements used for microwave imaging applications.Although the focus of this thesis

is on MWT, the following literature review presents some antenna elements used for MWT

as well as microwave radar-based imaging applications. Thereason that we are including

antenna elements for radar-based microwave imaging applications here is due to the fact that

these antennas can also be used (or, have been used) in MWT as well.

The following literature review shows the following points:

• Most reported antenna designs for microwave imaging applications revolve around

achieving two main goals: size reduction and increased bandwidth. More accurately,

as will be seen in the rest of this section, the main trend in the antenna design for

microwave imaging applications has been focused on achieving an appropriate trade-

off between these two design goals.

• Although in most microwave imaging systems, antenna elements work in their near-

field zones, the majority of the published works in this area are concerned with far-field

properties of the antenna, which are not relevant for near-field imaging applications.

• To the best of the author’s knowledge, the possibility of using appropriate near-field in-

cident field distributions to enhance the achievable resolution and accuracy achievable

from MWT has not been explored. (We have suggested the use of focused near-field

distribution in MWT in [18,54].)2

• In those antennas which have been used in 2D TM MWT systems, it has been implic-

itly assumed that the antenna is linearly polarized with theelectric field component
2 In radar-based microwave imaging, it has been recently suggested that the use of a focused near-field

incident field distribution can enhance imaging results [51,55].



6.1 Literature review 88

perpendicular to the imaging domain. However, polarization is a far-field quantity,

and is not appropriate to be used with the near-field concept.

Now, let’s review some of the antenna elements that have beenproposed for microwave

imaging applications. To this end, let’s start with printedantennas. These antennas are of

particular interest to be used in microwave imaging systemsdue to being low cost, low pro-

file, and light weight. Also, the fabrication of these antennas has a high level of precision and

is quick. However, they often suffer from having a narrow impedance bandwidth. There-

fore, they can usually support single-frequency inversion, thus, the resolution and accuracy

of the resulting image may suffer. In [56], two type of printed antennas have been used in

MWT. The first one which operates in900 MHz is the folded patch antenna. The folding

technique miniaturizes the structure so as to help the designer to reduce the overall size of

the antenna. The other antenna element is a bowtie patch antenna that operate at2.7 GHz.

To address the narrow impedance bandwidth, some research groups have tried to either in-

crease the bandwidth of these antennas or making them multi-band. For example, in [57],

a miniaturized dual-band patch antenna, which operates in safflower oil, has been designed

for breast cancer imaging. In [58], a compact wideband microstrip antenna for utilizing in

microwave radar-based imaging has been presented. Also, anstack-patch antenna element

for increasing the bandwidth, while keeping the antenna size reasonably small, is proposed

in [59].

Printed microstrip slot antennas have also been investigated for microwave imaging systems

due to their attractive features such as low profile, light weight, ease of fabrication, and low

cost. Several modifications have been reported for this antenna type so as to make it more

appropriate for microwave imaging systems. These modifications mainly revolve around

increasing the bandwidth and reducing the pulse distortions in time-domain systems. These

modifications, for example, attempt to change the shape of the slots or modifying the feeding
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structure in order to increase the impedance bandwidth of the antenna or improving the

stability of its radiation patterns over the frequency range of interest. For example, in [60],

a P-shape slot antenna has been excited by a50 Ω microstrip transmission line in order

to achieve a wide band antenna with relatively stable radiation patterns over the frequency

bandwidth. As another example, in [61], the modification hasbeen done on the feed of the

slot so as to achieve more impedance bandwidth when the antenna is in contact with the

matching fluid.

Vivaldi antennas, as a type of tapered slot antennas (TSA), have also drawn much attention

for microwave imaging applications due to their wide bandwidth characteristics as well as

stable radiation characteristics over a large range of frequencies. For example, in [62], two

type of Vivaldi antenna elements for microwave imaging applications have been proposed.

In [55], a balanced antipodal Vivaldi antenna that incorporates a piece of higher dielectric

constant material called “director” is proposed. To the best of the author’s knowledge, this

paper is the first paper that proposed the use of focused near-field incident field distribu-

tions for radar-based microwave imaging applications. In [63], the Vivaldi antenna has also

been used for microwave imaging applications with a so-called hybrid acquisition approach.3

In [64], an antipodal Vivaldi antenna was modified so as to be used in a microwave imag-

ing system. The modification of the antipodal Vivaldi antenna has been done by making its

arms round and creating a smooth transition from the feed toward the aperture. This antenna

provides an impedance bandwidth of about3 − 20 GHz. In [65], an antipodal type of TSA

has been used for microwave imaging purposes. Also, in [66],a compact directional corru-

gated tapered slot antenna has been used in the mixture of water, glycerin, and corn syrup

for radar-based microwave breast imaging applications. In[67], an ultrawideband tapered

slot antenna [68] has been investigated in three different system configurations; namely,

3 The hybrid acquisition approach consists of two measurements (one planar and one sagittal plane) at two
different planes in order to find the location of the tumor inside the breast.
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cylindrical, hemispherical and planar placement. In [69],a tapered microstrip slot antenna

was introduced to be used in radar-based microwave imaging.The feed of this antenna has

a fork-shaped configuration in order to improve its bandwidth. The improvement of TSAs’

performance for microwave imaging applications has been another topic of research. For ex-

ample, in [70], two methods have been introduced for the sizereduction of the TSAs while

keeping the impedance bandwidth and the directional properties of this antenna almost the

same. The first method is based on the use of some slots and corrugations, while the other

is based on making some elliptical cuts in the conducting planes of the TSAs.

Another antenna type which has been used in MWT is the coaxial monopole antenna [71].

These antennas can (i) be easily modeled, (ii ) be positioned close to the OI, and (iii ) provide

dense sampling resolution for 2D TM MWT. On the other hand, they suffer from having nar-

row bandwidth, thus, often merely supporting single-frequency inversion. In the Dartmouth

College MWT system, these monopole antennas are placed along the vertical direction [71].

On the other hand, in [72], a 3D MWT system is proposed that consists of32 horizontally

oriented coaxial monopole antennas. In this work, the authors used horizontally oriented

monopole antennas as opposed to vertical ones so as to increase the number of antenna rings

surrounding the OI. In [73], a diamond planar ultrawidebandmonopole antenna has been in-

troduced for microwave imaging applications. The reason behind the use of a diamond-shape

monopole antenna rather than some other shapes lies in its more stable radiation character-

istics over the bandwidth of operation. However, this antenna suffer from having relatively

a large physical size.

In [74], open-ended waveguide antennas have been used in an experimental MWT system.

The main advantage of this antenna is that it can be easily incorporated into an MWT system

having a metallic chamber. On the other hand, the disadvantage of this type of antennas is

its relatively large dimensions which will not support having a dense array. Although this
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type of antennas is not narrowband, its minimum and maximum frequencies of operation are

close to each other. In [75], a modified pyramidal horn antenna loaded with two resistors

has been proposed to be used for radar-based microwave breast imaging. This antenna type

has the same disadvantage as the open-ended waveguide antenna.

Finally, it should be noted that there have been some attempts to design antenna elements that

are in direct contact with the OI. For example, in [76], a wideband antenna with a focused

beam for radar-based microwave breast imaging has been proposed and simulated. In such

designs, the fact that the antenna element is in direct contact with the OI makes the antenna

element’s properties extremely dependent on the OI. Since the OI is the actual unknown of

the problem, this design for practical applications can be very challenging.

6.2 Background

As noted in the beginning of this chapter, we start our designfrom an existing antenna ele-

ment. This antenna element is considered as a monopole-likeslot antenna. We have chosen

to utilize this antenna type due to its potential for having wide, or ultrawide, impedance

bandwidth as well as being reasonably small. Moreover, as noted in [3], this antenna el-

ement is easy to be fabricated, has low fabrication cost, is lightweight, and is easy to be

integrated with other RF components. (As will be seen by the end of this chapter, some

modifications will be performed on this antenna type so as to enhance its near-field focusing

abilities.)

In this section, a review on this type of antenna will be presented. This review follows

the structure of another review that has been presented in [2]. To start this review, let’s

first consider conventional printed microstrip narrow-slot antennas. These antenna elements

show narrow impedance characteristics. However, increasing the width of the slot and uti-
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Fig. 6.1: Some typical types of wide slot antennas with microstrip line feeding structuresor co-planar
waveguide feeding structures. (This Figure has been re-drawn based on a Figure in [2])

lizing an open-ended feed line coupled with the slot can result in significant enhancement

of the antenna’s impedance bandwidth [77]. Different configurations of wide-slot antennas

have been reported so far [78–80]. Figure 6.1, illustrates some of the slot antenna config-

urations [2]. The top row of Figure 6.1 shows two wide-slot antennas that have been fed

by open-ended microstrip line, while the two others, shown in the bottom of the same fig-

ure, use the co-planar waveguide technique for feeding purposes. Although Figure 6.1 only

demonstrates rectangular wide-slot antennas, the wide slot can be of various shapes such as,

rectangular, square, triangular, circular, and elliptical, etc. In addition, the feeding structure

of the wide-slot antenna can also be in the shape of a fork, cross, triangle, square, circle, arc,

etc [2].

Monopole-like slot antennas evolve from wide-slot antennas by making the slot open. At

this point, it might be worthwhile to mention that wide-slotantennas are the complementary
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structure of dipole antennas. On the other hand, monopole-like slot antennas will be the

complementary structure of monopole antennas; thus, this type of slot antennas inherits the

name of monopoles. Wide impedance bandwidth has also been reported for monopole-like

slot antennas [3, 81–83]. As noted above, a monopole-like slot antenna consists of an open

(wide) slot, generally etched on the ground plane of a printed circuit board (PCB) and a

feeding structure. Having an open ground plane surroundingthe slot offers more freedom in

the design procedure. This increased degree of freedom may then be utilized to reduce the

size of the antenna further and/or increase its impedance bandwidth. This antenna, similar to

a wide-slot antenna, can be fed by a microstrip line or a coplanar waveguide (CPW) structure

having aT -shaped or fork-shaped configuration.

The bandwidth of monopole-like antennas is dependent on thegeometrical parameters of the

slot and the utilized feeding configuration. For example, let’s now consider the monopole-

like slot antenna that will be used and modified in this chapter. For this antenna, which is fed

by a fork-shaped feeding structure, it has been found that different parameters, e.g., the width

of slot, length of the feeding structure’s vertical stubs, and the separation between the vertical

stubs, play important roles in the impedance bandwidth [3].Through proper selection of

these parameters the coupling between the feed and this monopole-like slot antennas can be

controlled more effectively, thus, achieving significant bandwidth enhancement [2]. (The

|S11| response of such antennas exhibits several deep nulls that indicates that the antenna

operates at different dominant resonances due to the appropriately-shaped slot and the fork-

shaped feed as well as the proper coupling between them [3].)In particular, this monopole-

like slot antenna has been optimized so as to achieve an ultrawideband (UWB) impedance

bandwidth [3].

Appendix D provides more detailed discussion on the radiation mechanism of the monopole-

like slot antenna with the modifications that are yet to be explained. As will be seen in Sec-
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tion 6.3, some of the geometrical parameters of this antennawill be modified as compared to

the antenna reported in [3]. The plots presented in AppendixD are based on these modified

parameters.

6.3 Design procedure

In this section, the design procedure of a monopole-like slot antenna with improved near-

field focusing will be presented. The antenna design procedure often starts with considering

an “initial” antenna element. Several modifications will then be performed on this initial

antenna so as to meet the new requirements. As noted several times in this thesis, we are

interested in achieving a focused near-field distribution with a relatively small antenna that

can launch electromagnetic waves at multiple frequencies.Our method to enhance the near-

field focusing of our antenna is inspired by a recent work on a Vivaldi antenna for radar-

based microwave imaging applications [55]. (This will be explained in more details below.)

We knew that with the use of this method, it is very likely thatthe impedance bandwidth

of the antenna suffers. Therefore, it seemed reasonable forthe initial antenna to be a small

UWB antenna. Our guess was that the UWB antenna can then afford to trade some of

its bandwidth toward having more near-field focusing. Noting that we consider frequency-

domain MWT systems, and not the time-domain MWT systems, we canafford to not have

a UWB antenna; however, we still like to have multiple frequencies of operation so as to be

able to perform multiple-frequency inversion. This thought procedure justified the use of the

monopole-like slot antenna as presented in [3] as our initial antenna element. This antenna

is small, about26× 29 mm2, and is also UWB.

In our next step, we consider the fact that the final antenna eventually needs to be used in

an actual MWT system. Of course, the OI will be located in frontof the antenna, and will
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(a) Monopole-like slot antenna (b) Covered monopole-like slot antenna

Fig. 6.2: (a) Monopole-like slot antenna, and (b) Covered monopole-like slot antenna. The covered
monopole-like slot antenna uses a metallic cavity and a superstrate as well as adielectric
material between the slot and the cavity.

be irradiated by the forward radiation4 of the antenna. Now, if this antenna has a backward

radiation, which is comparable to its forward radiation (e.g., consider a dipole antenna), it

will not only illuminate the OI, but will also illuminate thefeeding cables and the walls of

the MWT chamber. The non-desired reflections from the cables and the walls will then con-

tribute toward the overall noise of the MWT system as they are very difficult to be modeled

by the inversion algorithm. (See Section 2.7.3 for more details regarding the overall noise.)

Therefore, it is desirable for us to suppress the back radiation from this antenna so as to make

it more suitable for MWT. To this end, we noticed that the authors of [83] have used a metal-

lic cavity with radio frequency absorbers to suppress the back radiation from this antenna

for portable UWB applications. Therefore, the idea used in [83] seemed to be appropriate

for our application, and was used with some modifications, tobe explained below.

4 Note that the use of “radiation” in this sentence may not be very precise since the antenna element in the
near-field MWT system does not operate in its far-field zone. Therefore, the use of “radiation” may not be
appropriate. But, due to the fact that most of the antenna elements in a near-field MWT system operate in their
radiating near-field zone, and not the reactive near-field zone, we choose to use the term “radiation”.
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Fig. 6.3: Initial antenna element structure. (Note that after applying some modificationsto this
antenna, some of the geometrical parameters shown above are differentthan the original
antenna as presented in [3].)

Now that we have described the beginning of our design and thought procedure, let’s explain

how the rest of the design is performed. The initial antenna (see [3]) was modeled in the

ANSYS HFSS software. This software solves the Maxwell’s equations using the finite ele-

ment method. Figure 6.2(a) shows the initial antenna element as modeled in this software.

(Note that this figure shows the initial antenna after performing some geometrical optimiza-

tions; thus, some of its dimensions differ from that reported in [3].) As can be seen in this

Figure, we have chosen a Cartesian coordinate system in such away that the top surface of

the antenna lies within they−z plane. As can be seen in Figure 6.2(a), this antenna is fed by

a fork-shaped CPW structure, which is itself fed by a50 Ω coaxial cable. This fork-shaped

tuning stub is composed of a horizontal section that meets with two vertical sections having

an equal length. As noted in [3], proper tuning of the dimensions of these feeding config-

uration will result in a good impedance bandwidth specifically at higher frequency ranges.

On the other hand, in order to enhance the impedance bandwidth of the antenna especially

at lower frequencies, the tapers have been added to the top corners of the ground strips [3].

The overall size of the antenna and its substrate material isidentical to the initial antenna
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Fig. 6.4: Side view of the modified antenna element. The brown horizontal rectangle represents the
monopole-like slot antenna, the two gray horizontal rectangles represent RT/duroid 6010
dielectric material, the two vertical purple rectangles represent Styrofoamused for holding
the cavity and the monopole-like slot antenna together, and the black line represents the
metallic cavity.

element [3]. Specifically, the slot and the feeding structure of this antenna has been printed

on the same side of the FR4 PCB with a thickness ofh = 1.55 mm, relative permittivity

of ǫ = 4.4, and a loss tangent oftan δ = 0.018. The designed antenna was etched onto FR4

PCB having the size of 26 mm× 29 mm× 1.55 mm. As can be seen in Figure 6.2(a), the

slot has the shape of complementary planar monopole antennasurrounded by the ground

plane. It should be noted that the antenna is positioned symmetrically with respect to thez

axis.

Before continuing with the rest of the design procedure, let’s note that the above antenna

element is a linearly polarized antenna.5 Specifically, its far-field electric field will be in the

z direction. Although we are not concerned with the far-field zone of the antenna, we thought

that starting with a linearly polarized antenna in thez direction may correspond to a more

dominantz component in the near-field zone, thus, making the final antenna element more

5 Note that the polarization is a far-field quantity.
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suitable for 2D TMz MWT.6 We do not know if such correspondence exists, but, this was

a speculation that seemed to be reasonable. (We will return to this topic in Section 6.4.4.)

Also, noting that we are interested in 2D TMz MWT, if this antenna is to be used in an MWT

system, the antenna needs to be positioned in the imaging chamber in such a way that the

coaxial cable is perpendicular to the imaging plane so as to haveEz perpendicular to the

imaging plane.

Now, we revisit the idea of using a metallic cavity that was presented in [83] and described

above. We used this metallic cavity in conjunction with the antenna element of [3]. This

metallic cavity, which is located as an open box below the monopole-like slot antenna, can

be best seen in Figure 6.5(a). Having seen the actual fabrication of this metallic cavity, Fig-

ure 6.2(b), which also shows this metallic cavity in the HFSSsoftware, can now be better

understood. However, as opposed to [83], we do not use a radiofrequency absorber to fill the

space between the metallic cavity and the monopole-like slot antenna. Initially, we chose to

not include the absorber so as to increase the efficiency of the final antenna element. How-

ever, we later speculated that we might be able to use the reflection off the metallic cavity

to strengthen the near-field focusing in the forward direction of the antenna. Therefore, we

chose to not include any absorbers between the metallic cavity and the slot antenna. This

resulted in two different issues. First, the resulting antenna lost its UWB properties. At this

point, we tried to optimize the resulting antenna using the HFSS software so as to improve

its bandwidth. The parameters over which the bandwidth of the antenna was optimized

were: the height of the metallic cavity’s walls, separationbetween two vertical stubs of the

fork-shaped feed, length of the vertical stubs, the length of the folded ground strips, and the

separation between the monopole-like slot antenna and the cavity. Based on this optimiza-

tion, the resulting bandwidth was improved. Of course, thisimproved bandwidth did not

make the resulting antenna UWB; but it was sufficient to operatethe antenna in multiple fre-

6 TMz indicates that the only component of the electric field is in thez direction; i.e.,E = Ez ẑ.
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quencies of operation where the lowest frequency and the highest frequency are reasonably

apart. To be more accurate, with this modification, we have lost some midband frequencies

of the UWB range. The second issue with not including absorbers between the cavity and

the monopole-like slot antenna was how to hold these two different items together. To this

end, we used Styrofoam to hold the cavity and the monopole-like slot antenna together. This

can be best seen by looking at the space below the fabricated antenna in 6.5(a). We note that

Styrofoam has a relative permittivity of almostǫ = 1 and it therefore almost acts like air in

the interaction with electromagnetic waves.7

At this point, we decided to add a dielectric superstrate to the antenna so as to make its near-

field distribution more focused. (As noted earlier, the ideaof using a dielectric superstrate

to enhance the near-field focusing abilities was inspired bythe work reported in [55].) To

do this, we first had to answer two questions: (1) what kind of dielectric material should be

used? and (2) where should we place this dielectric material? Regarding the first question,

we speculated that a dielectric material which has a larger permittivity as compared to FR4,

which was used in the antenna, will be more appropriate as a larger permittivity material

tends to keep the electric fields around itself, thus, somehow helping toward focusing. Also,

it is desirable for this dielectric material to be low loss soas to not reduce the overall ef-

ficiency. We, therefore, decided to choose a pieces of RT/duroid 6010 that has a relative

permittivity of ǫ = 10.2, and a loss tangent oftan δ = 0.0023. (The standard thickness of

this dielectric material is 1.9 mm. This thickness is, thus,chosen in this work.) Now, to an-

swer the second question, it is obvious that this dielectricmaterial needs to be located above

the antenna; i.e., in the positivex direction. But we should now answer at what distance this

dielectric superstrate needs to be placed, and also what thedimensions of its surface area

need to be. Regarding the surface area of this superstrate, wedecided to choose its surface

7 We have measured the permittivity of the utilized Styrofoamby the Agilent permittivity measurement kit
to confirm that its permittivity is close to one. The maximum frequency of operation for the utilized kit was
6 GHz; therefore, we were able to confirm this up to 6 GHz.
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area to be a rectangle covers the slot of the antenna, as shownin Figure 6.2(b). We know

need to address the separation between this superstrate andthe monopole-like slot antenna.

To this end, the bandwidth of the antenna was optimized over the following parameters: sep-

aration between the superstrate and the monopole-like slotantenna, separation between the

vertical stubs of the fork-shaped feed, length of the vertical stubs, the separation between

the metallic cavity and the monopole-like slot antenna, theheight of the cavity’s walls, and

the tapering of the ground strips. Therefore, as can be seen,to find an appropriate separation

between the superstrate and the antenna, several other parameters, which have been opti-

mized in the previous step, need to be optimized once more. Itshould be noted that we were

not able to have this superstrate in direct contact with the monopole-like slot antenna due to

significant degradation in the bandwidth of the resulting antenna. Therefore, an optimized

distance was found for this superstrate.

At this point, we noticed that the near-field distribution ofthe antenna in the positivex

direction becomes more focused due to the presence of this superstrate. Based on this ob-

servation, the following idea came to mind. Let’s also try tofocus the near-field distribution

of the monopole-like slot antenna in the negativex direction using the same technique with

the hope that this focused near-field distribution will be reflected back by the metallic cavity

toward the forward direction of the antenna, thus, hoping tostrengthen the effect of the fo-

cused near-field distribution in the positivex direction. To try this idea, we placed the same

RT/duroid 6010 dielectric material between the monopole-like slot antenna and the cavity.

(See Figures 6.2(b) and 6.4.) This dielectric was placed directly beneath the superstrate.

Now the question to be answered is at what separation from themonopole-like slot antenna

this dielectric needs to be placed. To answer this question,the bandwidth of the resulting

antenna was optimized over the following parameters: separation of this dielectric material,

which is located beneath the slot, from the slot, separationof the superstrate from the slot,

and the height of the cavity’s wall. As can be seen again, someof the parameters that have
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(a) Demonstration model (b) Final fabricated antenna

Fig. 6.5: (a) The demonstration of the final antenna. This demonstration shows the superstrate on
top of the monopole-like slot antenna held with another piece of Styrofoam, and the open
metallic cavity beneath the monopole-like slot antenna which is attached to the antenna with
a piece of Styrofoam. Note that the dielectric material between the metallic cavity and the
monopole-like slot antenna is not visible in this figure. (b) The final fabricated antenna that
has been measured. The whole antenna is covered with the Styrofoam boxto enclose the
followings: (the order of listing starts from the bottom of the figure toward its top) metallic
cavity, an opening to place the dielectric material between the cavity and the monopole-like
slot antenna, an opening to place the monopole-like slot antenna, and the final opening to
place the superstrate.

been already optimized were optimized again.

This concludes our design procedure. The final antenna is shown in Figure 6.5(b). As can be

seen, the whole antenna is covered in a Styrofoam box with three openings, the middle one

to fit the monopole-like slot antenna, and the other two to fit the RT/duroid 6010 dielectric

material. We now list the final dimensions of the antenna in Table 6.1. The variables in this

Table refer to the notation used in Figures 6.3 and 6.4.
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Tab. 6.1:The dimensions of the final antenna element.

Parameter Value [mm]

Ws 24

Ls 18

L2 10.5

L3 7.7

L4 6.1

Wg 1

Lf 9.5

Sf 8.4

Wfh 0.5

Wfv 1.6

Wf 3.6

g 0.8

S 0.35

Ds 6.5

Hc 7.9

Hs 16.5

d 18.5

h 1.55

Thickness of RT/duroid 6010 1.90

Width of RT/duroid 6010 24

Length of RT/duroid 6010 19
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6.4 Simulation and Measurement Results

Before starting this section, let’s present two different terms which will be used in the rest

of this chapter. We will refer to the monopole-like slot antenna with the metallic cavity

and the two pieces of RT/duroid 6010 dielectric material as the “covered monopole-like

slot antenna”. We then refer to the monopole-like slot antenna without the metallic cavity

and without the two RT/duroid 6010 dielectric materials simply as the “monopole-like slot

antenna”. In both of these two antennas, the geometrical parameters of the slot and the

fork-shaped feed are the same, and correspond to the modifications described in Section 6.3,

which has been listed in Table 6.1. In this section, the simulation and measurement results

of these two antennas will be presented. (All of the antenna simulations were carried out by

using the ANSYS HFSS software.)

The near-field of these two antennas were measured with a planar near-field range (PFNR).

This PNFR, which is shown in Figure 6.6(a), was manufactured by the Nearfield Systems

Inc. (NSI). In this PNFR, the antenna under test (AUT) is stationary, and the measurement

probe, which resides in the near-field zone of the AUT, moves in front of the AUT to collect

its near fields. (The AUT and the probe are both connected to a vector network analyzer.)

The measurement probe, which can be seen in Figure 6.6(b), isa WR90 open-ended waveg-

uide probe with tapered ends.8 Although the vector network analyzer (VNA) of this PNFR

can operate up to 40 GHz, we only had access to X-band (8.2 GHz-12.4 GHz) probes.9. In

the University of Manitoba’s PNFR, the probe is capable of sweeping a scan area with the

size of0.9 × 0.9 m2.10 The NSI 2000 software is utilized in conjunction with this system

to command the movement of the probe and store the data on the computer. In addition,

8 Tapered ends are applied to the probe so as to reduce the multiple reflections between the probe and the
antenna under test.

9 It should be noted that at low frequency ranges, the mechanical stability of the system to handle the weight
of the probe can be a limiting factor.

10 The data collection on this scan area is performed on a rectilinear grid.
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this software also performs probe correction.11 Finally, we note that theS11 measurements

of these two antennas were performed by using Anritsu ME7808A VNA, as shown in Fig-

ure 6.6(c).

6.4.1 |S11| measurements

In this section, the simulated and measured|S11| of the monopole-like slot antenna and the

covered monopole-like slot antenna will be presented. Figure 6.7(a) shows the simulated

and measured|S11| of the monopole-like slot antenna, while Figure 6.7(b) represents the

simulated and measured|S11| of the covered monopole-like slot antenna. Before showing

the results, we note that the frequencies that correspond to|S11| ≤ −10 dB are often assumed

as the impedance bandwidth of the antenna; thus, they can be used for inversion. However,

it should be noted that this requirement might be too strict for imaging applications.

Comparing Figures 6.7(a) and 6.7(b) shows that some of the impedance bandwidth of the

monopole-like slot antenna has been sacrificed toward its evolution into the covered antenna.

In particular, the frequency band between 4.9 GHz to 8.1 GHz has been lost in the covered

monopole-like slot antenna. Now, let’s focus on Figure 6.7(a). As can be seen, the simulated

|S11| does not have an impedance bandwidth from 3.45 GHz to 4.42 GHz. We note that

this is not in contradict with the result presented in [3]. This is due to the fact that some

of the geometrical parameters of this antenna has been modified as noted in Section 6.3.

On the other hand, the measured|S11| between 3.45 GHz to 4.42 GHz almost exhibits an

impedance bandwidth based on|S11| ≤ −10 dB criterion. This discrepancy between the

measured data and the simulated data might be explained as follows. The monopole-like

slot antenna has, to some extent, omnidirectional properties specially in this frequency range.

11 Probe correction is necessary to be applied to the measured near-field data since the receiving properties
of the probe with respect to the AUT will change as the probe moves on the scan plane.
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(a) Planar near-field range (b) Open-ended waveguide probe with ta-
pered ends

(c) VNA setup forS11 measurements

Fig. 6.6: (a) Planar near-field range: The antenna backed with pyramidal absorbers is the measure-
ment probe. The other antenna (in this case, the covered monopole-like slotantenna) is the
antenna under test. Absorbers have been taped on the tower that holds the antenna under
test (b) Closer view of the measurement probe, and (c) the VNA setup forperformingS11

measurements.
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Therefore, our measurement setup, which is shown in Figure 6.6(c), might not be appropriate

for performing|S11| measurements. This is due to the fact that the antenna under test can

“see” the presence of its surroundings due to its omnidirectional properties in this frequency

range. Noting that our measurement setup to perform this measurement is not located in

an anechoic chamber, this can potentially result in the measurement error. Now, let’s also

take a look at Figure 6.7(b). As can be seen the simulation andmeasurement results match

somehow better in this case.12 This could be due to the fact that the covered monopole-like

slot antenna is more focused in the forward direction, thus,the presence of scatterers in the

room (e.g., the VNA itself) will be seen by this antenna to a less extent compared to the

other antenna.

Finally, by looking at the measured results of the covered monopole-like slot antenna, and

by relaxing the definition of the impedance bandwidth to|S11| ≤ −8 dB, the covered

monopole-like slot antenna has the following impedance bandwidth of operation: 2.34 GHz

to 5.04 GHz and 8.06 GHz to 13 GHz. Therefore, this covered monopole-like slot antenna,

if used in an MWT system, can support multiple-frequency inversion. It is also worthy to

note that these frequencies of operation span a very wide range (compare 2.34 GHz with

13 GHz). Therefore, we speculate that it is more likely for this antenna to provide more in-

dependent information regarding the OI compared to anotherantenna that provides multiple

frequencies of operation but within a less wider range.

6.4.2 Parametric studies

In this section, we study the effect of some important parameters on the impedance band-

width of the covered monopole-like slot antennas. Due to thefact that it is difficult to fab-

12 Note that the simulated and measured values in the high frequency range of the covered antenna are already
almost less than−10 dB; thus, their discrepancy is not as important as the one in the low frequency range of
the other antenna.
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(a) Monopole-like slot antenna

2 4 6 8 10 12 14
−25

−20

−15

−10

−5

0

Frequency (GHz)

IS
11

I (
dB

)

 

 
Simulation
Mesurement

(b) Covered monopole-like slot antenna

Fig. 6.7: Simulated and measured|S11| for the (a) monopole-like slot antenna, and (b) covered
monopole-like slot antenna. The measurement setup is shown in Figure 6.6(c).

ricate the antenna for every parameter change, we only show the simulation results in these

parametric studies. The five parameters to be studied hereinare: the separation between

the slot and the superstrate (d), the height of the metallic cavity’s walls (Hc), the length of

the fork-shaped feed’s vertical stubs (Lfv), the separation between the fork-shaped feed’s

vertical stubs (Sf ), and the horizontal length of the folded ground strip (L2). It should be

noted that during the optimization of the covered monopole-like slot antenna, several other

parameters have also been taken into account in the optimization. However, herein, we focus

on these five parameters due to their importance.

Before continuing our discussion regarding these parametric studies, we note that there are

two issues with the present study. First, if one wants to optimize the impedance bandwidth

of the antenna over these five parameters, the correct approach would be to optimize the

impedance bandwidth simultaneously over these five parameters. However, currently, due

to the computational complexity of this problem, this approach will suffer significantly from

computer run time. (Note that this optimization needs to be done over a wide frequency

range.) Therefore, at each time, we choose to vary one parameter while keeping the rest
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fixed. (The fixed values are those reported in Table 6.1.) Therefore, the final design that

we have will be a reasonable design, but may not be the best possible. The second issue is

that we would ideally like to optimize this antenna for having a focused near-field distribu-

tion in addition to having a reasonable impedance bandwidthover these parameters. This

approach could also be extremely computationally expensive. Due to this, we assumed that

the presence of the superstrate will help the near-field focusing abilities, and then we tried to

optimize the impedance bandwidth, which is the necessary condition for the operation of the

antenna. (As will be shown later, the presence of the superstrate, in fact, helps the focusing

ability of this antenna.)

We now show the results of our parametric studies in Figure 6.8 for the covered monopole-

like slot antenna. The effect of the separation between the slot and the superstrate (d) on the

impedance bandwidth has been illustrated in Figure 6.8(a).As can be seen in this figure,

this separation influences the higher range of the frequencyspectrum more than the lower

range. It is, of course, expected since in the higher frequency range, this change of separation

translates itself into more significant change in the electrical separation. Figure 6.8(b) shows

the effect of the height of the metallic cavity’s walls (Hc) on the impedance matching of the

antenna. The effects of the length of the vertical stubs (Lfv) and the the separation between

them (Sf ) have been shown in Figure 6.8(c) and (d) respectively. As can be seen, these

parameters have effects on lower and higher bands. Finally,the effect of the horizontal

folded ground strips length (L2) has been shown in Figure 6.8(e).
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(a) antenna and superstrate separation
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(b) Cavity height
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(c) Fork-shaped feed vertical length stubs

2 4 6 8 10 12 14
−30

−25

−20

−15

−10

−5

0

Frequency (GHz)

IS
11

I (
dB

)

 

 

Sf = 8.4 mm
Sf = 9.4 mm
Sf = 10.4 mm
Sf = 11.4 mm

(d) Fork-shaped feed vertical stubs separation
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Fig. 6.8: Parametric studies of the covered monopole-like slot antenna (a) separation between the slot
and the superstrate, (b) cavity height (c) length of the vertical stubs, (d) separation between
the vertical stubs, and (e) horizontal length of the folded ground strip.
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6.4.3 Near-field distribution

In this section, we first start with presenting the near-fieldmeasurements from the monopole-

like slot antenna and the covered monopole-like slot antenna. As noted earlier, these near-

field measurements are performed with a PNFR; thus, the measurement probe collects the

near-field of the antenna under test on a plane in the near-field zone of the antenna. Based

on the coordinate system shown in Figure 6.2, the measurement plane will be in they − z

plane. Herein, for each of these two antennas we only show fivesets of measurements, each

of which corresponds to a specific distance13 from the slot to the measurement plane. These

distances are 5 cm, 7 cm, 10 cm, 12 cm, and 14 cm. The size of the measurement plane for

each of these distances are chosen in such a way that all thesemeasurement planes will be

within the same solid angle from the center of the antenna. (This solid angle represents a

cone with the apex angle of60◦.) Therefore, the farther the measurement plane is from the

antenna, the large the measurement plane will be. For each ofthese measurement planes, we

show the near-field data at four different frequencies within the X-band; namely, 8.6 GHz,

9 GHz, 9.6 GHz and 10 GHz.14

For each set of measurements, the PNFR collects two components of the electric field at

each point on the rectilinear grid of the measurement plane.Based on the coordinate system

shown in Figure 6.2, these two components of the electric fields areEz andEy, which are, of

course, the tangential components of the electric fields on the measurement plane.15 Since

13 Based on the coordinate system shown in Figure 6.2, these distances are in the positivex direction from
the antenna under test.

14 As noted in Section 6.4.1, the measured impedance bandwidthof the covered monopole-like slot antenna
has two bands: 2.34 GHz to 5.04 GHz and 8.06 GHz to 13 GHz. Due tonot having access to the probes
at the lower frequency range, we were not able to measure the near-field distribution at the lower frequency
range. Also, the utilized PNFR system might have mechanicalstability issues with the lower range; compare
the weight of WR90 probe (8.2 GHz to 12.4 GHz) which is about 0.5Kg with WR340 probe (2.2 GHz to
3.3 GHz) which is about 4.5 Kg. (The weights have been taken from Nearfield Systems Inc.’s website.)

15 The PNFR is capable of performing these two electric field measurements due to its ability to rotate the
probe90◦.
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the scope of this thesis is 2D TMz MWT, we only show theEz measurements here.16 Also, to

be able to compare different near-field measurement plots better, all the plots are normalized

and the lower magnitude has been truncated to -10 dB.

As can be seen in Figure 6.9 to Figure 6.13, the covered monopole-like slot antenna cre-

ates a more focused beam in the measurement plane as comparedto the monopole-like slot

antenna. Also, a general trend that can be seen for both of these antennas is that the illu-

mination area will become larger and larger as the distance of the probe from the antenna

increases. The other item that should be noted here is the fact that the sampling resolution

in the measurement planes corresponding to different distances are different. This is due

to the fact that the size of the measurement planes are different. (For a given measurement

plane size and also the solid angle of interest, the NSI 2000 software chooses an appropriate

sampling resolution.)

Based on Figure 6.9 to Figure 6.13, we have shown that the covered monopole-like slot

antenna has a more focused near-field distribution in they − z plane as compared to the

monopole-like slot antenna. As noted in Section 2.7.3, it isimportant for the antenna to be

used in a 2D MWT system to mostly see the 2D imaging plane (in ourcase,x − y plane),

and not the 3D effects of the OI and the imaging chamber. This is due to the fact that 3D

effects when incorporated into 2D MWT will contribute towardthe overall noise of the data,

thus, degrading the achievable resolution based on the discussion presented in Section 3.4.

Now what remains is the measurement of the near-field of thesetwo antennas in the imaging

plane; i.e.,x − y plane. However, this is not directly possible with the PNFR as the PNFR

is capable of performing measurements only in they − z plane.

Now, let’s address how we obtained the near-field data of these two antennas in thex − y

16 Note that theEz component is perpendicular to the imaging domain which is assumed to be in thex − y
plane.
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plane. To this end, we have measured the near-field data of each antenna at 23 different

distances; namely, starting from 5 cm away from the antenna to 16 cm with the step of

5 mm within the solid angle which has an apex of60◦. Of course, these 23 sets of near-field

measured data are performed on planes parallel to they−z plane.17 Having these 23 different

sets of measurements, we can then extract the measurements that correspond to the points

located on thex − y plane. However, as noted above the sampling resolutions in different

measurement planes are not identical. Therefore, we usedinterpn MATLAB function to

interpolate these measurements into identical sampling grid. Based on this approach, we

were able to find the near-field data in thex − y plane. This measured near-field data at

9 GHz has shown in Figure 6.14. The domain over which this near-field data has been

obtained isx ∈ [5 16] cm andy ∈ [−5.5 5.5] cm. As can be seen, the covered monopole-

like slot antenna seems to have slightly more focused near-field beam in thex − y plane as

compared to the monopole-like slot antenna. We note that theenhanced focusing is more

clear in the measurement planes parallel to they − z plane as compared to the plot in the

x − y plane. This might be due to the fact that the chosenx − y plane has a smaller width

(11 cm). This is in contrast to they− z measurement planes whose width varies from about

11 cm to 20 cm. Note that to obtain the near-field data over thex − y plane, we had to

combine all thesey− z near-field data. Therefore, the width of the resultingx− y near-field

data will be the same as the smallest width in they− z measurement planes. Also, it should

be noted that the interpolation used to obtain the near-fielddata over thex − y plane might

have some smoothing effects on the data, thus, not showing the focusing of the antenna

sufficiently well.

Due to the fact that the size of thex − y plane over which the measured data is reported

cannot be very large, and also due to the fact that the interpolation is used to report the near-

field data over thex−y plane, we decided to also investigate the near-field data over a larger

17 These 23 measurement planes will bex = 5 cm,x = 5.5 cm,x = 6 cm, · · · , x = 16 cm.
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x − y plane using the ANSYS HFSS simulation. Thex − y domain over which we chose

to show this simulation isx ∈ [0 20] cm andy ∈ [−10 10] cm. Figures 6.15 and 6.16 show

this simulation for two different frequencies: 4 GHz and 9 GHz. As expected, the covered

monopole-like slot antenna creates a more focused near-field distribution in this domain.

6.4.4 Electric field’s vector components

The above results considered that component of the electricfield that will be used for 2D

TMz MWT; namelyEz component. To make the 2D TMz approximation as accurate as pos-

sible, we’d like to haveEx andEy components of the vector electric field as small as possible

in the imaging chamber.18 This will result in less modeling error, and therefore improve the

overall signal-to-noise ratio of the MWT data. Herein, we show the three components of the

vector electric field on a semi-circle in front of the antennain thex − y plane. This will be

shown for two different radii, namely 7 cm and 10 cm, at two different frequencies, namely

9 GHz and 10 GHz. As can be seen in Figures 6.17 and 6.18, the covered monopole-like slot

antenna did not increase the magnitudes ofEx andEy with respect to the desired compo-

nentEz as compared to the monopole-like slot antenna (maybe, except Figure 6.18(b)). In

fact, as can be seen in these two figures, the covered antenna somehow improved the relative

magnitude ofEz with respect toEx andEy.

This concludes the presentation of the covered monopole-like slot antenna and its compari-

son with the monopole-like slot antenna.

18 It should be noted that we do not use co-pol and x-pol components in this framework as these are far-field
terms, and are, therefore, not applicable to this study.
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Fig. 6.9: [Left] monopole-like slot antenna and [Right] covered monopole-like slot antenna. The
measured near-field distribution of the antenna when the measurement planeis 5 cm away
from the antenna at four different frequencies. (The measured component isEz.)
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Fig. 6.10: [Left] monopole-like slot antenna and [Right] covered monopole-like slot antenna. The
measured near-field distribution of the antenna when the measurement planeis 7 cm away
from the antenna at four different frequencies. (The measured component isEz.)
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Fig. 6.11: [Left] monopole-like slot antenna and [Right] covered monopole-like slot antenna. The
measured near-field distribution of the antenna when the measurement planeis 10 cm away
from the antenna at four different frequencies. (The measured component isEz.)
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Fig. 6.12: [Left] monopole-like slot antenna and [Right] covered monopole-like slot antenna. The
measured near-field distribution of the antenna when the measurement planeis 12 cm away
from the antenna at four different frequencies. (The measured component isEz.)
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Fig. 6.13: [Left] monopole-like slot antenna and [Right] covered monopole-like slot antenna. The
measured near-field distribution of the antenna when the measurement planeis 14 cm away
from the antenna at four different frequencies. (The measured component isEz.)
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(b) Covered monopole-like slot antenna

Fig. 6.14: Extracted measured near-field data over thex− y plane at 9 GHz for the two antennas.

(a) Monopole-like slot antenna (b) Covered monopole-like slot antenna

Fig. 6.15: Simulated near-field data over thex− y plane at 4 GHz for the two antennas.
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(a) Monopole-like slot antenna (b) Covered monopole-like slot antenna

Fig. 6.16: Simulated near-field data over thex− y plane at 9 GHz for the two antennas.
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(b) Covered monopole-like slot antenna
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(c) Monopole-like slot antenna
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(d) Covered monopole-like slot antenna

Fig. 6.17: Simulation of the normalized magnitudes of the vector electric field components in the
x − y plane at 9 GHz (a)-(b) on a semi-circle of radius 7 cm, and (c)-(d) on a semi-circle
of radius 10 cm.
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(a) Monopole-like slot antenna
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(b) Covered monopole-like slot antenna
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(c) Monopole-like slot antenna
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(d) Covered monopole-like slot antenna

Fig. 6.18: Simulation of the normalized magnitudes of the vector electric field components in the
x− y plane at 10 GHz (a)-(b) on a semi-circle of radius 7 cm, and (c)-(d) on asemi-circle
of radius 10 cm.



7

Conclusions and Future Works

To conclude this thesis, let’s revisit two main questions inthe MWT research area: (1) what

are the achievable resolution and accuracy limits?, and (2)how to enhance the achievable

resolution and accuracy? Both of these two questions have been addressed in this thesis.

One of the main difficulties with answering the first questionis due to the lack of a proper

mathematical framework to analyze and predict the achievable resolution and accuracy from

MWT. In this thesis, a mathematical framework, which does notrely on simplified scat-

tering approximations, was presented. Based on this framework, the achievable resolution

from MWT systems can be better understood. Using this framework, we investigated how

several antenna-related parameters such as the frequency of operation, multiple frequencies

of operation, number of transceivers, and the antennas’ near-field distribution can affect the

achievable resolution. This framework has the potential tohelp us design MWT systems in

a systematic way so as to achieve the required level of resolution.

Several methods have been already suggested to address the second question. In this the-
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sis, a novel method was presented as a new method to enhance the achievable resolution.

Specifically, it was shown that the use a focused near-field distribution to irradiate the OI

can enhance the achievable resolution. This observation was supported by the proposed

mathematical framework, and several numerical test cases.Based on this novel method to

enhance the resolution, two different approaches were investigated to implement this idea.

The first, which was based on the idea of synthesized fields failed to provide the desired

incident field. The second idea, which was based on designingan antenna element with

focused near-field distribution, was then investigated. Tothis end, an existing antenna was

modified and fabricated so as to make its near-field distribution more focused. The planar

near-field measurement results showed that the applied modifications resulted in enhanced

near-field focusing.

Therefore, this thesis contributes to the better understanding of the achievable resolution

and accuracy from near-field MWT. Specifically, it shows the role that the utilized antenna

elements in MWT systems can play to enhance the reconstructedimage.

There are several avenues that can be considered for furtherinvestigation and future works.

The short-term future work could be testing the proposed antenna in an actual MWT sys-

tem. If such experimental imaging experiment is to be performed, it will also be useful to

incorporate the measured near-field data of this antenna into the inversion algorithm so as to

reduce the modeling error. The more important future work isto study antenna elements or

radiating structures that can create more focused incidentfield while being able to support

sufficient sampling resolution and frequencies of operation in MWT systems. From a theo-

retical point of view, there are still several unanswered, or not properly answered questions

regarding the achievable resolution that can be investigated; e.g., the relation between the

frequency of operation and resolution.
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A

2D TM MWT versus 3D vectorial MWT

In this Appendix, let’s elaborate more on our choice of 2D TM MWT as opposed to 3D

vectorial MWT. Herein, we try to justify our choice by considering the balance between the

number of known and unknown quantities. To this end, let’s consider an OI with the size of

about2λ×2λwhereλ is the wavelength of operation. If this problem was 3D, the size of the

OI would be probably2λ×2λ×2λ. Assuming 10 cells per wavelength discretization, which

is a typical discretization in the computational electromagnetics, we will have8000 voxels.

(In practice, we need much finer discretization than this to capture smaller details). Now, in

a 3D configuration, at each voxel, we have 4 unknowns: relative complex permittivity, and

three different components of the electric field; namely,Ex,Ey, andEz. Therefore, the total

number of unknowns will be4 × 8000 = 32000. Now, in an MWT system, the antennas

often placed close to the OI. Therefore, in this case, it can be assumed that the antennas need

to be distributed around a box of size2λ×2λ×2λ. Now, the question is how many antennas

can be placed over such a small area so as to reconstruct32000 unknowns? On the other

hand, let’s consider the 2D TM case. For the same example in the 2D TM configuration and
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again using 10 cells per wavelength discretization, we willhave20× 20 = 400 cells. Now,

in a 2D TM MWT system, at each pulse, we will have two unknowns: relative complex

permittivity and the perpendicular component of the electric field to the imaging domain,

sayEz. Therefore, the total number of unknowns to be reconstructed will be 400× 2 = 800.

Now, the antennas need to be distributed close to the circumference of a2λ × 2λ square so

as to collect scattering data to reconstruct 800 unknowns. As can be seen, it is more feasible

to have a “reasonable” balance between the number of unknowns and the number of data

points in a 2D TM system as compared to a vectorial 3D system. Now, on the other hand, the

disadvantage of a 2D TM system is on the assumption of the 2D wave propagation. This will

exhibit itself as modeling error, and will be part of the manifest noise. Part of this error can

be compensated by using calibration techniques or the use oflossy matching fluid [11, 84].

We would also like to note that even with the development of more sophisticated vectorial

3D MWT systems, 2D TM MWT systems can be still useful depending on the application.

(For example, compare this with the current commercial near-field antenna measurement

systems that are available in three different forms: planar, cylindrical and spherical, with the

spherical range being the most accurate one.)



B

Data Misfit Cost Functional

In this Appendix, we take a look at how an MWT nonlinear inversion algorithm works.

A nonlinear inversion algorithm attempts to minimize an appropriate cost functional. This

appropriate cost functional is often a regularized form of the discrepancy between the mea-

sured data and the simulated data due to a predicted contrastprofile. This discrepancy is

often referred to as the data misfit cost functional. This data misfit cost functional may be

written as

CLS(χ) =

nf
∑

γ=1

ξγ

nRx∑

η=1

nTx∑

ζ=1

∣
∣
∣

∣
∣
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∣
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S

. (B.1)

whereEscat
γ,η,ζ(χ) is the simulated scattered field due to the predicted contrast χ, when the

ζth transmitter is active and the data collection is performed at theηth receiver at theγth

frequency of operation. Also,Emeas
γ,η,ζ denotes the measured data collected under the same

condition. Also,nTx denotes the number of transmitters using which the OI is irradiated,

nRx is the number of receivers used to collect the scattering data when a transmitter is
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active, andnf denotes the number of frequencies used to irradiate the OI. The frequency

weightingξγ, which has shown promises to provide equal weight for different frequencies

of operation, is given by [42]

ξγ =
f−2
γ

nf
∑

ς=1

f−2
ς

. (B.2)



C

Multiplicative Regularized

Gauss-Newton Inversion

In this appendix, the multiplicative regularized Gauss-Newton inversion (MR-GNI) algo-

rithm [42, 43] is briefly explained. The whole idea behind theMR-GNI algorithm revolves

around the minimization of the data misfit cost functional shown in (B.1). The MR-GNI al-

gorithm attempts to minimize this cost functional by applying Gauss-Newton minimization

to this cost functional. This minimization is an iterative procedure. For example, at thenth

iteration of the MR-GNI algorithm, the contrastχ is updated asχn+1 = χn + βn∆χn where

χn is the reconstructed contrast at the previous iteration,∆χn is the correction that needs to

be applied toχn to form the new predicted contrastχn+1. The parameterβn is called the

step length, and is effectively controls the weight of the correction∆χn.

We now need to address the term “multiplicative regularized”. It is well-known that the data

misfit cost fucntional (B.1) is ill-posed. Therefore, if the Gauss-Newton minimization is di-

rectly applied to this cost functional, the minimization process will be instable. That is, the
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resulting minimum will be an oscillatory contrast. To avoidthis instability, appropriate reg-

ularization techniques need to be applied to this cost functional prior to minimization [85].

One form of regularization is the multiplicative regularization. In this type of regularization,

an appropriate term is multiplied to the data misfit cost functional. Denoting the data misfit

cost functional byCLS(χ) and denoting the multiplicative regularization term byCMR(χ),

the multiplicative regularized cost functional will then be C(χ) = CLS(χ) × CMR(χ). This

multiplicative regularized cost functional will then be minimized by the Gauss-Newton

method. Therefore, the name of this inversion algorithm is the multiplicative regularized

Gauss-Newton inversion algorithm.

The above implementation of the MR-GNI algorithm isblind inversion. That is, this imple-

mentation is not based on the use of anya priori information. Unless otherwise stated, all the

results presented in this thesis have been generated by thisblind implementation. However,

in one of the examples discussed in Section 4.1.1 of this thesis, we have also considered

another form of the MR-GNI algorithm, which we refer to as the binary inversion. (See

Figure 4.9 which has been obtained through the use of binary MR-GNI). The binary imple-

mentation of the MR-GNI algorithm is a shape and location reconstruction algorithm. In this

type of inversion algorithm, the permittivity of the objectof interest will be given asa priori

information to the inversion algorithm through the use of anappropriate regularizer. The

binary inversion algorithm will then try to find the spatial variation of this permittivity [48].



D

Radiation Mechanism

In this Appendix, the radiation mechanism of the covered monopole-like slot antenna ele-

ment based on its current distribution will be presented. The geometrical parameters of this

antenna are listed in Table 6.1.

Before starting our discussion, let’s consider Figure D.1(a) and (b) in which the current

distribution of the covered antenna at 4 GHz and 9 GHz have been shown. As can be seen

in Figure D.1, the current distribution is mainly concentrated on the slot edge, fork-shaped

feed, and of course the CPW line. As can be seen in Figure D.1(a)and (b), bothy and

z components of the current distribution exist over the feed and the ground. We also note

that thez-component of the current distribution on the CPW line has thesame magnitude

but is out of phase with respect to the adjacent ground plane.This is also the case for the

y-component of the current distribution on horizontal section of fork-shaped feed, and its

symmetrical counterpart. Therefore, the far-field radiation due to these current distribution

components will cancel the effect of each other. On the otherhand, the radiation of the
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proposed antenna is mainly due to thez-component of the current distribution on the fork-

shaped vertical stubs feed as well as the folded ground strips as they are in phase.
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(a) 4 GHz

(b) 9 GHz

Fig. D.1: Current distribution of the covered monopole-like slot antenna with the dimensions listed
in Table 6.1 at two different frequencies: (a) 4 GHz, and (b) 9 GHz.
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