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Abstract 

As a result of recent increases in demand for network bandwidth, it is becorning 

more important that high-speed telecommunication networks be instalied. rnanaged. 

and used as efficiently as possible. In order for these objectives to be realized. it is 

essential that network operation be studfed and accurate models of its behavior devel- 

oped. Unfortunately. the data acquired from testing with network equipment is often 

less than ideal due to the cost and capabiiities of test equipment currently available 

cornrnercidy. Testing suffers as a result of the equipment's hi@ cost. inability to gener- 

ate network traffic with certain types of properties. and the LLmited amount of traffic 

which can be recorded for analysis. A network interface card designed specificaiiy to 

overcome the iirnitations of commercial test equipment is one solution for improving the 

results of current network testlng. This card would not duplicate ali of the capabiiities of 

elQsting test equipment. Instead, it would only strive to Lmprove the traffic generation 

capabiiities to aLiow al1 possible types of network traffic sources to be simuiated, extend 

network traffic capture periods to provide a sufficient amount of data for analysis. and 

be built at  a low-enough cost to be a viable alternative to commercial equipment. This 

thesis wUi describe the development of a card desfgned for generatïng and capturing 

ATM network traffic at OC-3 rates. 
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Chapter 1 

Introduction 

1.1 Motivation 

in recent months. there has been increased instaiiation and use of hi&-speed 

digital telecommunication networks based on technologies such as asynchronous trans- 

fer mode (ATM). This additional demand for network resources can be athibuted partly 

to the popularity of applications such as the Internet. video conlerencing, distance edu- 

cation, and interactive multimedia as well as to the availabiiity of computer and net- 

working equipment able to support such applications. As a result of this increased need 

for bandwidth, the importance of efficient installation. use, and management of network 

resources has never been greater. In order to reaiize these objectives, a thorough under- 

standing and accurate rnodels of network operation and behavior must be obtained. 

This can be accomplished through soRware simulations or by testing with actual net- 

work equipment. Testing with physical hardware is the preferred approach for studying 

network operation as it is inherently more accurate than software models which may not 

capture ail details of the network's behavior. 

Unfortunately. there are several problems with the current methods of perform- 

ing network testing. Rather than attempting to acquire. configure. and operate a variety 

of common network equipment (e.g. computer terminals. video carneras. telephones. 



etc.) to provide traffic for testing. what is typicaily done instead is to configure test equip- 

ment such as network protocol analyzers to act as trafEic sources for loading the equip- 

ment or network king studied. Figure 1. l(a) illustrates such a set-up, where protocol 

analy~ers are being used to drive the inputs of a network switch for the purpose of per- 

forming a switch Ioad test. in thfs test. the behavior of the switch is studied under a 

variety of realistic as weii as  some not-so-realistic traffic loading conditions. With proto- 

col analyzers costuig hundreds of thousands of dollars each and with switches or net- 

works having many ports to popdate, it is often not possible to have each of the uiputs 

of a switch or network receive traffic from its own network analyzer. What is done 

instead is to have a single protocol anaiyzer drive one of the inputs to a switch and to 

supply the other input ports with traffic looped-back corn the outputs of the same 

switch usïng an arrangement like that shown in Figure 1. lm). While this approach to 

providing data traffic to each of the inputs of a switch is certainly less expensive in terms 

of the amount of test equipment required. it creates an unrealistic test environment as 

there is no independence in the traffic streams arriving at each of the switch inputs: the 

properties of the data traffic arriving at one of the switch inputs may be simiiar to that 

appearing at other ports. The timing of the traffic stream may also become distorted as 

it is looped through the swftch. Protocol analyzers are also llmited in the types of net- 

work traffic that they are capable of generating; it is quite dlfficult to configure a network 

analyzer to provide a stream of îraffic wfth the long-range dependence and self-slniilarity 

properties that have been found to occur in some types of network traffic (151. [17]). 
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anaiyzer 

Network switch 

Figure 1.1 Switch load test: (a) with protocol anaiyzers driving individual input ports, 
(bl wfth input ports comected in loop-back 
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Characterization of network behavior and that of individual traffic sources sur- 

fers as a result of the capabililles of currently-available commercial network test equip- 

ment. in an environment like that shown in Figure 1.2. protocol analyzers are used to 

capture traffic leaving the output ports of a network. Traffic recorded at each of the out- 

p u t ~  is analyzed in an attempt to characterize properties of the traffic sources and exam- 

ine how data tramfers across a network are affected by various network loading 

conditions. In order to develop models that can accurately describe and predict network 

behavior, it is essential that these capture intervals 1 s t  for durations as long as possi- 

ble. This is necessary for observing the long-range dependence tendencies which have 

been found to occur with varfous types of data trame in analysis performed over periods 

of hours. days. and weeks. Commercial test equipment typicallyl permits only a f m  

seconds of OC-3 ATM network t r a c  to be captured. This is not a sufficient amount of 

data from which accurate models of network behavlor can be developed. Also. the 

expense of the network analyzers W t s  the nurnber of ports kom which traffic can be 

cap tured. 

1. GN Nettest has recently introduced an option for its ATM network analyzers 
which would d o w  approximately 8 1 million cells. or up to 4 minutes of OC-3 
traffic, to be captured. Unfortunately, only a fraction of the bandwidth in an 
OC-3 Stream can be captured. 
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Figure 1.2 Cap turing network traffic for andysis and charac terization 

A network interface card designed specifically for the purpose of generating and 

capturing network traffic and available at a low cost is one possible approach to over- 

corning the Limitations of performing network testing and analysis with current comrner- 

cial test equiprnent. The intent of this traffic generation and capture card would not be 

to duplicate the protocol checking and error injection and anaiysis capabilities of net- 

work protocol analyzers. Rather. the card would extend the traffic generation and traffic 

capture capabiiities of these devices. The traffic generation capability would be 

enhanced to allow a larger variety of network t r a c  sources to be simulateci including 

those that exhibit properties of self-simllarity. Extended traffic capture capabilities 

would permit network traffic to be logged for periods of time long enough for accurate 

characterization and modeliing of traffic sources and network behavior to be reaiized. 

The objective of maintainhg a low cost is crucial for making this t r a c  generation and 

capture card an economically-aable alternative to using protocol analyzers for generat- 

ing and capturing network t r a c .  An inexpensive implementation of the card would 
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permit more input and output ports to be populated when perfonning switch load tests 

or capturing network traffic. As Figure 1.3 shows. this traffic generation and capture 

card could find application in testing typicdy performed with network protocol analyz- 

ers. 

ATM traffic generation 
and capture card 

7 Network switch 

Figure 1.3 Applications of the ATM traffic generation and capture card: (a) in a switch 
load test. (b) for network traffic capture 



1.2 Report Structure 

The purpose of this thesis is to describe the design and implementation of a traf- 

fic generation and capture card developed for testing ATM networks. The next chapter 

will provide a bnef introduction to ATM and background for the remainder of the discus- 

sion on the card's development. A discussion of the features and functionality required 

of the ATM traffic generation and capture card wiii be presented in Chapter 3. Chapter 4 

of this thesis wiii describe the design and implernentation of the generation and capture 

card while Chapter 5 will discuss the software developed to support the card's operation. 

Testing of these hardware and software modules will be described in Chapter 6. Chapter 

7 wiU discuss the card's design and Chapter 8 will provide suggestions for future work 

and development on the card in terms of extensions and irnprovements. Chapter 9 will 

conclude the thesis and summarize the resuits achieved. 

The ATM traffic generation and capture card discussed in this thesis was devel- 

oped in partnership with TRLabs. As a result, certain aspects of the card's design and 

operation are proprietary and cannot be discussed in detail. 



Chapter 2 

Asynchronous Transfer Mode 

Asynchronous transfer mode (ATM) is a hi@-speed, digital telecommunications 

technology which was designed for the purpose of integrating a variety of senrices and 

applications on a cornmon network. Applications for which ATM was designed to sup- 

port range fkom low bandwidth. constant bit rate telephony to burçty, high-bandwidth 

video and data transfers. ATM is the transport used in the irnplementation of B-ISDN 

(braadband -integrated services digitai network) . 

This chapter wiil describe the basic features and operation of ATM networks. 

Specifically. the chapter wiLi discuss asynchronous transfer mode as it relates to the 

ATM traffic generation and capture card implemented in this thesis project. 

Supported Traffic Types 

ATM is designed to be capable of supporting a variety of network traffic types 

including: 

traffic generated at constant bit rates and at variable bit rates in large or s m d  

bursts 

traffic originating from source applications that require a comection to be estab- 

lfshed with the destination appiicatlon prior to the transmission of data and traffic 
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from applications that transfer data without a comection present 

traffic fiom applications which are sensitive to any ioss of data caused by mis-rout- 

ing or corruption during the transfer and trafEc from appiications which are more 

tolerant to the occurrence of data loss 

traffic from applications that require data to be transferred in real-Une with minunal 

delay and jitter as  well as traffic from applications having less-stringent require- 

rnents in the delays encountered during the data transfer 

Each of these ATM network traffic types cari be classified as belonging to one of 

several service categories defined by the Telecommunications Standardization Sector of 

the in terna tional Telecornmunications Union (ITU-T) . A constant bit rate (CBR) service 

class is defined for traffic sources which generate data at fixed bit rates and require data 

to be transported in real-the but without any error checking. flow control. or other pro- 

cessing appfied to the traffic s tream. Uncornpressed audio and video s treams are typical 

applications which would be classffied as belonging to the CBR service category. The 

variable bit rate (VBR) senrice class is one which serves applications which generate data 

traffic at a variable rate. This service class is clivided into a real time (RT) sub-class, 

where stringent requirements are placed on the transfer delay and the amount of jitter 

expenenccd, and a non-real time (NRT) sub-class. where the timing of the data transfer 

is less critical. Compressed video traffic in a video-conferencing environment would faü 

into the RT-VBR senice class while e-mail with a video attachment wodd belong to the 

NRT-VBR class. The available bit rate (ABR) service class is defmed for bursty traffic 

sources which have known minimum levels of bandwidth requirements. For the ABR 

service class. the network guarantees to support this minimum data transfer rate and 

may provide additional bandwidth. if resources become available. Web browsers are one 

example of an application belonging to the ABR class. The unspecffied bit rate (UBR) 

senrice class is for applications which place no minimum bandwidth requirernents on 
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the network. but wlll accept and utiiize whatever level of bandwidth that the network is 

able to provide at any given Ume. File transfers and e-mail messages faU into this service 

class. 

2.2 CeU Structure 

AU data is transferred across an ATM network in the fonn of a ked-length block 

caiied a cell. As Figure 2. I iilustrates. ATM celis are 53 bytes in size and are comprised 

of a 5-byte header and a 48-byte payload. The header portion of a cell contains the 

information needed to ensure that the ceil is correctly transferred across a network from 

a source node to one or more destinations. The payload portion of a celi contains the 

data that is to be transferred. The ceil payload can contain user data. control signaüing, 

or operation and administration information. 

5 bytes 48 bytes 

Figure 2.1 ATM ce11 structure 

- -- - -  

Header 

There are two header formats defined for ATM celis. The user-network interface 

(UNI) header structure is the format used for ceik transferred between a user application 

and an ATM network while the network-node interface (NNI) header format is used for 

cells transferred between nodes within the network. The UNI and NNI header formats, 

shown in Figure 2.2. differ only in the generic flow control and virtual path identifier 

fields. 

The 4-bit generic flow control (GFC) field is present only in the UNI celi header 

format. This field was intended to ixnplement flow control between a user and a network. 

- 

Payload 
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but its use is presently not defined in ATM standards ((31). As a result. the GFC field in 

a UNI ceU header is typicaiiy set to zero and ignored by ATM switches in a network. 

Bit 8 7 6 5 4 3 2 1 

(al 

(b) 

HEC 

VCI 

Figure 2.2 ATM ceil header formats: (a) user-network interface style. (b) network-node 
interface style 

GFC 

VPI 

VPI 

The virtual path identifier VI) and virtual channel identifier (VCI) fields contain 

V P I  

VCI 

VCI 

PT 

the address inf'ormation necessary for switching a c d  during its transfer across an ATM 

network. The VPI field is 8 bits in length in the UNI header format and 12 bits in the N'NI 

header format. The VCI field is 16 bits long in both the UNI and NNI header formats. 

The VCI field d o w s  for differentiation of ceUs ikom a number of virtual channels (VCs) 

sent over a common vlrtual path (W). The VPI field identifies a particular VP in a trans- 

VCI 

CLP 

VCI 

VCI 

HEC 

Fr' CLP 
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mission path. Figure 2.3 illustrates the relationship between virtual charnels. virtual 

paths. and transmission paths. 

Transmission path 

Figure 2.3 Relationship between VCs, VPs. and transmission paths 

The 3-bit payload type (PT) field is used to describe the type of data being carried 

in the celi payload. This field indicates whether the payload is canying user data or net- 

work management information. When the payload contains user data. the PT field can 

also indicate whether a celi has experienced congestion in its transfer across a network. 

The celi loss priority (CLP) field is a single bit used to indicate the priority of an 

ATM celi. When M f i c  congestion occurs in a network, ATM switches in the network c m  

drop ceils in an attempt to reduce the level of congestion. n i e  CLP bit d o w s  a network 

switch to differenuate between the two priority levels assigned to celis: low priority cells 

are discarded by a switch before those with a high priority are dropped. 

The last field in the celi header is an 8-bit header error control (HEC). The HEC 

field is a checksum applied to the first four bytes of the celi header in order to prevent 

the mis-routing of ceils with emored headers. This field makes it possible to correct aii 

single-bit enors and detect most multi-bit emrs that can occur in the ceLl header. nie 

HEC is not applied to the celi payload. 
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Ceii transmission begins with the most-significant bit of the first byte of the cell 

header and ends with the least-significant bit of the last (or forty-eighth) byte in the ceii 

payload. 

2.3 Connections 

ATM networks are connection-oriented. Before data can be transfemd between 

a source and a destination. a comection with the network must first be established. A 

comection is a set of links which define the path across the network that a l  cells trans- 

ferred be tween these two entities wiii follow. Comection establishment reserves ne twork 

resources for data transfer between a particular source and destination or destinations, 

in the event that data is to be broadcast. As a result of the connection-oriented nature of 

ATM networks. ceils wiil be received at the destination node in the same order that they 

were sent by the source, provided that no cells are discarded or mis-routed while in tran- 

sit across the network. 

A connection with an ATM network can be estabiished as one of two types: as a 

permanent virtual comection or as a switched virtual connection. A permanent virtual 

comection (PVC) is a connection that is created and released manuaily by the network 

provider's personnel. A switched virtual connection (SVC). on the other hand. is a con- 

nection which fs created and released through meta-signahg exchanged between net- 

work switches and equipment at the source and destination nodes. SVCs are 

estabiished without human intervention by hardware and/or soRware within the net- 

work switches and user equipment. SVCs are dynamicaUy established and released, 

typicaiiy exisüng only for the duration that data needs to be transferred. while PVCs 

tend to be maintained for Ionger periods before and after a data transfer is completed. 

SVCs have the advantage of making more-efficient usage of network resources than 
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PVCs. 

Regardless of whether a connection is established as an SVC or as a PVC. the 

connection set up procedure involves negotiation between a data source and the ATM 

network to which it is attached. During connection set up, the data source indicates to 

the network its quality of senrice (90s) requirernents for the connecüon using parame- 

ters which include its tolerance for celi 105s. delay in the ceii transfer. and variation in 

the ceii transfer delay. The data source also specffies the peak. average (sustained). and 

minimum rates that it requires for ceiis king transferred across the network. The net- 

work evaluates these requirements and determines whether or not it has sufficient 

resources to be able to rneet the source's QoS requirements. The connection request is 

accepted only if the network is able to support the source's QoS requirements for the 

connection and if the QoS requfrernents of existing connections are not compromised as 

a result of accepting the connection. The request i s  refused if either of these two condi- 

tions is not satisfied. In the event that a network refuses a source's connection request. 

the source can resubmit I I  request if it is w i l h g  to accept a lower QoS for the connec- 

tion. The values of the QoS parameters that finaily get agreed upon by the two entities 

become what is known as the traffic contract. 

Once a connection has been established. the data source is informed of the val- 

ues that it must assign to the VPI and VCI fields of aU data ceils that it sends to the net- 

work. The specffic values of the VPI and VCI fields aiiow celis associated with one 

connection to be disünguished fiom ceiis sent on other connections by other data 

sources. 

When a data source begins transmitting ceiis on an estabiished connection, it Is 

the responsibiiity of the switches in the network to police the traffic on the connection 

through a mechanism known as usage parameter control. This policing of a source I s  



necessary to ensure that it does not violate the terms agreed upon in the traffic contract. 

ultimately causing network congestion or compromising the QoS of other connections. 

Celis which are found to be in violation of the traffic contract can be marked to be dis- 

carded immediately or at some later point in tirne. 

2.4 Payload Formatting 

As discussed earlier. data is transferred across an ATM network in the payload of 

ceus. The sending appiication must therefore format the data that it wishes to transfer 

to fit within the cell payload. nie application a t  the destination node must extract the 

data from the payload of the cells it receives and reformat the data to meet its usage 

requirements. Formatting of the data being transfemed to the payload of an ATM celi 

involves more than just simply chopping the data into blocks of 48 bytes. in order to 

meet the QoS requirements of each of the service classes. additional control information 

is inserted into the celi payload dong with the data. The control infonnatfon that is 

added can include: 

a payload sequence number 

an indication of the relatfve position of the payload within the Game from which it 

originated 

the length of the frame from which the ceU payload was extracted 

an identifier for differenuating between multiple sessions multiplexed over a common 

connection 

error correction/detection applied to the entire ceU payload or only the control infor- 

mation included in the payload 

The specLûc type. format, and amount of control Lnformation inserted in the pay- 

load is dependent upon the service class of the connection 



2.5 CeU Transmission 

ATM transfers ceiis across a network asynchronously. as cells become avallable 

from source applications. Rather than assignlng a dedicated üme dot during which cells 

from a particular connection are to be transferred. cells are transmitted to an ATM net- 

work as they are created by a source. Cells on different connections are multiplexed to 

form a single Stream of cells which are transferred across a network- The order that 

celis frorn different connections are muitiplexed into a singe stream is dependent upon 

their order of arriva1 and. possibly, the QoS requirements of the individual connections 

involved. This asynchronous approach to celi transfer makes most-optimal use of net- 

work resources by allowing bandwidth which is freed-up by a source which temporarily 

does not have any data to send to be shared by other sources which have an immediate 

need for data to be transferred. In the absence of cells carrying user or control informa- 

tion (also referred to as assigned cells). idle/unassigned ceUs are inserted into the 

strearn transferred to the network as a means of ceii rate decoupling. 

At switches within an ATM network. cells arriving on an incoming iînk are 

queued to aiiow the VPI and VCI fields in the header to be examlned. These fields are 

decoded to select the switch's output port to which the cell should be routed. ATM 

switches may aiso examine the HEC field to detect and correct errors in the ceil headers. 

translate the VPI and VCI fields for fransfer further across the network. or &op cells in 

an attempt to control network congestion. Cells leaving an output port of a switch are 

multiplexed to form a single cell stream to be transferred to other nodes in the network. 

There are a number of physical transport mechanisms which can be used to 

transfer ATM cells across the transmission paths between nodes in an ATM network. 

Celis can be transferred using frarned transports such as the synchronous optical net- 

work (SONET) and synchronous digital hierarchy (SDH) or even in the& raw form with- 
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out any additional transport overhead. Some of the physical transports for transferring 

ATM ceiis, as defined by organizations such as the ATM Forum. the ITU-T. and the 

American National Standards ïnstitute (ANSI). include: 

44.736 Mbps DS-3/T-3 transport over coaxial cable 

5 1.84 Mbps SONET STS- 1 over category 3 unshielded twister pair 

a 100 Mbps data rate over a fiber optic medium using the FDDI/TAM (fiber distrib- 

u te data in ter face /transparent asynchronous exchange interface) architecture 

155.52 Mbps SONET SIS-3c/SDH STM- 1 over fiber optic cable or coaxial cable 

a 155.52 Mbps data rate over fiber or category 5 unshielded twlsted pair using the 

Fiber Channel architecture 

622.08 Mbps SONET STS- 12c/SDH STM-4 over a fiber optic medlum 

and a nurnber of low-speed transports which provide data transfer rates of a few 

mega-bits per second over shielded and unshielded twisted pair and coaxial cable 

At the output port of a source node. ATM cells are mapped to one of these trans- 

ports for transfer across the physicai links between nodes in a network. At switches in 

the network. cells are extracted bom the physicai transport. are switched and multi- 

plexed with ceils from other sources. and are mapped again to a physical transport for 

transfer further through the network When the destination node is reached, the cells 

are extracted fkom the transport and sent to the receiving appiication. 

One physical transport that is commonly used, and the one that will be impor- 

tant in this thesis. is the S O N n  hierarchy. The remainder of this section will describe 

the basics of this transport mechanism. 

SONET 

The SONET hierarchy is an optical communications interface standard main- 

tained by ANSI. It is a framed transport which aiiows direct. synchronous multiplexing 
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of traffic streams to be used to reaiize high data transfer rates. In addition to being a 

transport for data. SON= provides network management and maintenance capabiiities. 

The basic structure used for data transfer Ln the SONET hierarchy is the level 1 

opticai canier (OC- 1) frame as shown in Figure 2.4. The OC- 1 frarne is 9 rows by 90 col- 

u m n s  in size. with the intersection of a row and a column representing one byte of data. 

Three columns in the kame contain transport overhead WH) consisting of 9 bytes of 

section overhead (SOH) and 18 bytes of Une overhead (WH). The remaining 87 columns 

in the frarne fom the synchronous payload envelope (SPE). The SPE contains one col- 

umn of path overhead IPOH) data and 86 columns of user Lnformation in which services 

such as ATM are mapped. The section, Une. and path overhead together provide such 

transport management and diagnostic Information as b m e  alignment detection. perfor- 

mance monitoring. fatdt isolation, a pointer to the start of the SPE in the frarne, and a 

voice channel for network maintenance personnel. The equivaient electrical version of 

an OC- 1 fiame is referred to as  a level 1 synchronous transport signal (SIS- 1). 

SONET fiames are transferred beginning with the byte at the left-most column 

and top-most row of the fiame, proceeding rightward across the row towards the last col- 

umn, and continuhg in a similar manner with the second and subsequent rows until al1 

the bytes in the frame have k e n  transmitted; the cycle begïns again with the next frame. 

kames at an OC- 1 rate. as weli as at aii other optical carrier levels. are generated and 

transmitted across a Iink at a rate of 8000 Erames per second. This fiame size and 

transmission rate allows a data transfer rate of 51.84 Mbps to be realized. Of this 51.84 

Mbps. 49-536 Mbps is available for transferring user infonnaî.ion. 

As mentioned previously. the user information that is to be transferred is 

mapped into the SPE portion of a SONET frame. In the case where SONET is used as the 

transport for ATM. celis are mapped head to taïi into the SPE in a manner Uke that 
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shown in Figure 2.5. The SPE c m  begin at any location in the payload of a m e  and 

can. consequently. extend across the b o u n d q  of one frame and into a second frarne. A 

pointer in the iine overhead part of the transport overhead indicates where the SPE 

begins and facilitates the demapping of the payload from the frame when it reaches the 

destination node in a network. 

SPE 

- u 
TOH 1 
3 

87 

Figure 2.4 SONET OC- 1 fiame structure 

Data transfer rates higher than 50 Mbps are achfeved by multiplexing a number 

of OC- 1 signals together to form a new signal in the SONET transport Nerarchy. An OC- 

n signal is created when n OC-1 signals are multiplexed. with the OC-n fIcune king n 

times larger and having n times the data transfer capacity of an OC- 1 signai. in the OC- 

n frame. the SOH, LOH, and POH sections of the fiame also increase n Unes in size from 

the OC- 1 kame. As an example. Figure 2.6 fflustrates the OC-3 h e  that is formed 

when three OC- 1 fiames are rnultiplexed; an OC-3 kame is 9 rows by 270 columns in 

size and contains 9 columns of TOH and 3 columns of POH. in general. an OC-m signal 
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is formed when k OC4 signal~ are multiplexed. where k. L and m are integers and m is 

the product of k and L An OC-m signal is k times larger and has k m e s  the data trans- 

fer rate of an OC-[ signal. The SONET hierarchy d o w s  signals which have already been 

multiplexed to be multiplexed further to achieve yet higher data transfer rates. Four OC- 

3 signals. for example, can be multiplexed to create an OC- 12 signal: this is also equiva- 

lent to multiplexing 12 OC- 1 signais. bwer-level signals in a multiplexed stream can be 

recovered through dernultiptexing of the higher-level signal. Table 2.1 iists some of the 

transport signais defined in the SONET hierarchy. the resulting data transfer rates. and 

the equivalent level of the synchronous transport moduie (SIU) signal in the synchro- 

nous digital hierarchy (SDH). 

Figure 2.5 Mapping of ATM ceils to an OC-1 fianie 

iiigher-level signals in the SONET hierarchy are formed through synchronous. 

byte-interleaved multiplexjng of lower-level signals. Using the notation from the previ- 

ous paragraph. an OC-rn signal is created by taking a single byte sequentialiy from each 

of the k OC-2 h e s .  T h i s  creates an arrangement where the Erst group of k bytes in the 

OC-rn frame is the ârst byte of each of the k OC4 -es, the second group of k bytes in 

the OC-m fiame is the second byte of each of the k OC4 frames. etc. As the muitiplexhg 
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is synchronous. bytes which were adjacent to each other in the lower-level OC-l signal 

are always only k bytes apart in the OC-m signal. 

POH SPE 

- - 
TOH 3 
9 m 

26 1 

Figure 2.6 SONET OC-3 frame structure 

The S O N m  hierarchy also dehes  transport signals which aiiow higher data 

transfer rates to be reallzed without using the byte-interleaved scheme of rnultiplexing 

lower-level signals described previously. These signais are differentiated from the opti- 

cal canier signaln described earlier by appending a letter 'c' designator to the optical car- 

rier level value (OC-3c. for example). OC-nc signals have a h e  size and data transfer 

rate which is identical to that of an OC-n signal. The frame structure of an OC-nc signal 

is identical to that of an OC-n with the exception of the POH portion of the frame; the 

POH in an OC-n signal is n colunuis wide. but is only a single column wide in an OC-nc 

fiame. Data is mapped to the SPE of OC-nc signal in a manner sWar to what was 

described previously for an OC-1 signal. Because an OC-nc signal is not created from 

multiplexing of lower-level signais. a byte-interleaved multiplexhg scheme is not used to 
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map data into the SPE of these Games. Consequently. an OC-nc signal cannot be 

demultiplexed. 

Table 2.1 Cornmon SONET/SDH transports 

- -  - - -  

Data transfer 
rate 

m p s 1  

2.6 ATM Reference Mode1 

S O m o ~ t i c a l  
carrier 

5 1.84 

155.52 

Figure 2.7 shows the protocol reference mode1 defined for ATM. This section will 

briefly descnbe the function of each of the layers and planes in this reference model and 

relate them to the discussion eariier in the chapter. 

1 

OC- 1 

OC-3 

-- - 
2488.32 

9953.28 

Physical Layer 

The lowest layer in the ATM protocol reference model is the physical layer 0. 

The purpose of this layer is to ensure accurate transmission and reception of ATM ceils 

across the links that connect nodes in an ATM network. I t  seives as an interface 

between the physical transmission medium used for data transfer between network 

nodes and the next-higher layer in the reference model. the ATM layer. The physical 

layer is further sub-divided into hivo sublayers. the transmission convergence m) and 
physical medium dependent (PMD) sublayers. as fflustrated in Figure 2.8. 

SONET 
electrical 
carrier 

STS- 1 

STS-3 

STS-12 
- 

STS-48 

STS- 192 

- -  -- 

OC-48 

OC- 192 

SDH 
carrier 

STM- 1 

STM-4 622.08 

STM- 16 

STM-64 

OC- 12 
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plane plane 

Wgher layers 

ATM adaptation layer I 
ATM layer I 

Physical layer G 
Figurt 2.7 ATM reference mode1 (1 131) 

The transmission convergence sublayer looks after the mapping and demapping 

of ATM cells to and from one of the physical transport mechanisms listed eariier. The 

specific functions performed by the TC sublayer include transmission fkame generation 

and recovery. transmission b e  adaptation. celi deiineation. celi rate decoupling. and 

HEC field generation and veriûcatïon. At the source node in an ATM network. the TC 

sublayer calculates the vdue inserted in a celi's HEC field. creates the frame used by the 

physical transport mechanism. and maps ceils to the data payload portion of the frame. 

The TC sublayer also inserts idle celis into the frame's payload as a means of celî rate 

decoupling in the event that the total data trander requirements are less than the trans- 

port mechanism's data transfer capacity. The TC sublayer at the destination node pro- 

cesses the received data stream to locate the start of the transport mechanism h e  

structure as well as the beginning of ATM celis ço that they can be demapped from the 

kamees payload. The TC sublayer at the destination node discards idle ceiis that were 
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inserted at the source for celi rate decouphg. Also at the destination. the TC sublayer 

recaiculates a cell's HEC and compares it to the HEC field that was received in the 

header for the purposing of detecting. and possibly correcting. errors that have occurred 

in the celi header. The TC sublayer typicdy does not pass cells with errored headers 

(that cannot be corrected) up to the ATM layer. 

Transmission convergence sublayer 

Physical medium dependent sublayer 

Figure 2.8 Sublayers within the physical layer ((131) 

The physical medium dependent sublayer of the physical layer handles the cod- 

ing of transmission frames for the purpose of transmission across links in a network, At 

a source node. the PMD sublayer converts individual bits in the transmission frame 

received from the TC sublayer into electrical or optical signals [depending on the trans- 

mission medium used) with the appropriate voltage or light intensity levels and bit tim- 

ing. At a destination node. the PMD sublayer forms the transmission h m e  from the 

signai levels received on the transmission media, 

ATM Layer 

The next-higher layer in the reference model is the ATM layer. This layer inter- 

faces with the physical layer and the ATM adaptation layer. The ATM layer exchanges 

ATM celis with the physical layer, passing down ATM ceiis that it wishes to transmit to 

the physical layer and receiving ceUs that the physical layer has demapped from the 

physical transport mechanism. The payload portion of a cell is passed between the ATM 

layer and the ATM adaptation layer. 

Some of the responsibilities of the ATM layer in the protocol reference model 
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include: 

attaching a cell header to payload information received from the ATM adaptation 

layer at the source node where the celi begins it transfer through network 

removal of the header h m  the cell and passing of the payload up to the ATM adapta- 

tion layer when the cell reaches its destination 

rnultiplexing and demultiplexing of cells from different traffic streams 

switching and address (VPI/VCI) translation of cells a t  intermediate nodes in a net- 

work 

ceii rate decoupiing through insertion and removal of idle/unassigned celis in the 

trafic strearn 

comection establishment and release using comection admission control proce- 

dures 

processing of a header's CLP bit for the purpose of congestion control in a network 

traffic policing (usage parameter control), shaping. and accounting (for b i h g  pur- 

poses) of data originaüng ikom individual sources 

processing of ceii headers to iden- reserved meta-signalling or network manage- 

ment cells 

aii ceil processing and management tas& necessary for proper network operation 

and for meeting a variety of QoS requirements 

ATM Adaptation Layer 

The layer above the ATM layer in the reference mode1 is the ATM adaptation layer 

(AAL). The AAL acts as  an  interface between the ATM layer and higher layers in the 

model. This layer operates to map the services required by user applications to the ser- 

vices provided by the ATM layer. In addition to translating between the data format used 

by sending and receiving applications and the ATM ceil structure which is used for 

transferxing data across a network. the AAL is also responsible for the overhead informa- 



tion included in the payload for the purpose of meeting applications' QoS requirements. 

This overhead serves a s  a mechanism for handluig variations in celi transfer delays. the 

occurrence of transfer errors. the mis-insertion or loss of ceils during transport, and the 

recovery of source timing information at  destination nodes. The AAL deals with ATM cell 

payloads only and does not have access to the cell headers. 

A number of types of ATM adaptation layers are defined to meet the difiering 

requirements of each of the avaiiable service classes. ATM adaptation layer type 1 (AAL- 

1) is defined for the CBR service class which requires data generated at a constant bit 

rate to be transferred in real-tirne and with a connection to be established. Included 

with the user data in the pay1oad of AAL-1 cells are fields for a sequence number and a 

checksum for detecting errors in the sequence number. AAL-2 is for the NRT-VBR ser- 

vice class which transfers variable bit rate data in real-time with a connection present. 

This AAL includes sequence number. information type identifier. and length indication 

fields with the user data as well as a field which serves as a checksum over the entire ceii 

payload. AAL-3 /4 is for comection-oriented or connectioniess applications which 

require data. generated a variable bit rate, to be transferred without loss, but not neces- 

sarily in real-time. This AAL includes a length field. fiame sequence nurnbers. a location 

identifier (for the position of the ceii in the frame from which it originated). a multiplex- 

h g  identifier field, and an indication of the type of data in the payload of the cell. Like 

AAL-314. AAL-5 is for connection-oriented or connectionless applications. I t  attaches a 

field for the length of Game from which the cell was extracted and a checksum. ITU-T 

specifications ((141) describe the operation and function of each of the ATM adaptation 

layers in more detail. 

Each of the AAL types share a common sublayer structure: the AAL layer is sub- 

divided into the convergence sublayer (CS) and the segmentation and reassembly (SARI 
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sublayer as shown in Figure 2.9. The fuilction of the convergence sublayer is to inter- 

face with the sending and receiving applications and to provide the mechanisrn for sup- 

porüng each of the defined service classes. This sublayer attaches the AAL-type-specilic 

overhead information to the application data at a source node and removes and pro- 

cesses this overhead at a destination node. The purpose of the SAR sublayer is to do the 

transformation between the sending and receiving applications' data format and the 48- 

byte ATM ceil payload. At a source node, the SAR sublayer segments the data (received 

korn the convergence sublayer above) into 48-byte blocks to fit within the ceU payload. 

The SAR sublayer a t  a destination node reassernbles the original data structure by join- 

ing together each of the ceii payloads received from the network. ultimately passing the 

recovered data up to the CS. 

Convergence sublayer 
~ - r G L e n t a t i o n  and reassernbly sublayer 

Figure 2.9 Sublayers within the ATM adaptation layer ((131) 

Higher Layers 

The higher @ers in the ATM reference mode1 represent the sending and receiving 

applications which use the network to transfer data. Among the applications that can be 

included in this layer are file transfer software. audio and video teleconferencing tools. 

and world wide web servers and browsers. At a source node. the seriding application 

passes the data that it wishes to transfer across the network to the AAL. When the data 

has reached the destination node, the receiving application gets the data from the net- 

work via the AAL. 



Planes in the ATM reference model 

The user plane in the ATM reference model handles the transfer of application 

data from source to destination across a network. The tasks performed by the user 

plane inciude data transport, flow and congestion control. and error detection and cor- 

rection fiinctions. 

The purpose of the control plane in the ATM reference mode1 is to support the 

services that the user plane provides. The control plane looks after connection set up 

through c d  admission control. connection tear-down. addressing and switching of data 

during transfer. traffic policing. and other connection management tasks. 

The management plane is concerned with the management of resources and the 

performance of the network This plane is subdivided into layer and plane management 

functions. Layer management is concerned with the operation, administration, and per- 

formance of each of the layers in the reference model Lridividudy. Plane management 

looks after the operation and management of the entire system Includuig intercornrnuni- 

cation between individuai layers and planes in the ATM reference model. 



Chapter 3 

Design Specification 

As discussed in the introduction to this thesis, the purpose of the ATM traffic 

generation and capture card was to provide an economical means of generating and cap- 

t u ~ g  ATM traffic in order to improve the approach currently used for studying network 

operation and behavior as weii as the characterization of network traffic. This chapter 

wiii descnbe the features and hctionality that were required for the irnplementation of 

the ATM traffic generation and capture card. 

3.1 Required Features and Functionality 

The design specffication for the ATM t d c  generation and capture card required 

that the card be capable of periorming the complementary traffic processing operations 

of ATM traffic generation and ATM traffic capture. Each of these two traffic procssing 

operations was to be performed by a single network interface card, Under traffic gener- 

ation. the card was to act as a source of network traffic by providing a strearn of ATM 

ceils. This strearn was to be used to drive the input of a network (or a switch) so that the 

behavior of the network could be studied under a range of traffic loading conditions. 

Among the types of network traffic that the card had to be capable of generating were 

those streams that exhibited characteristics of self-sfmilarity and long range depen- 
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dence. When capturing traffic. the card was required to record the timing information of 

an ATM traffic stream that it received from an output port of a switch or a node in a net- 

work. The network traffic information that the card captured was to be used for develop- 

ing models of network operation and network t r a c  khavior. Although the design 

requirements specified that the card be capable of both ATM traffic generation and cap- 

ture. the card was not required to perform both traffic processing operations sirnulta- 

neously. The card was also not required to perform any connection establishment tasks; 

rather. it was to generate and capture ATM traffic on connections which had been cre- 

ated ahead of time as WCs. 

The design requirement suggested the duration of the traffic processing interval 

for which the card had to be capable of operating. In order to improve upon the accu- 

racy of the models that are developed to describe network behavfor and to characterize 

network traffic. the ATM traffic generation and capture card implemented in this project 

had to extend the trdfic processing intervais of conventionai network test equipment. 

This was necessary so that the rare events which occur infrequently during network 

operation. but which are essential for proper network modelling. could be specified in 

the generated ATM traffic streams and could be recorded in the captured traffic streams. 

A target traffic processing interval of a few hours in length was recornmended by the 

design specfficatfon. 

The ATM baffic generation and capture card's physical layer interface to an ATM 

network was also deterrnined by the design specffication. The card had to process ceiîs 

using the UN1 ceU  header format and was required to interface to an ATM network 

through a 155.52 Mbps OC-3c physical transport. 

Cost was another aspect of the ATM traffic generation and capture card's impie- 

mentation that was defined in the design specffication. In order for the card to be a via- 
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ble alternative to testing with commercial network test equipment. the design 

specification required that the card be built at  a low cost. A target cost of a few thou- 

sand dollars was placed on the hardware needed for the card's fabrication. 

In order to achieve a low hardware cost. the design specification recommended 

that cornmercialiy-available components be used whenever possible in the design of the 

ATM traffic generation and capture card. This suggestion was made in an attempt to 

avoid the high fabrication cos& associated with the development of an application-spe- 

cific integrated circuit (ASIC). in the event that no cornmercial part was avaliable to real- 

ize a particular operation, the specification recommended that a field-progranunable 

gate array (FPGA) be used to irnplement the required functionality. 

3.2 Host Interface 

The design specification required that the ATM traffic generation and capture 

card have an interface to a host computer. This interface was required for several pur- 

poses. First. it was necessaly to aiiow a host to configure and control the operation of 

the card. The host had to be able to select whether the card was to perform traffic gen- 

eration or traffic capture. The host also had to be able to perform any initiakation or 

mn-tirne management tasks as necessary for either trafîic processing operation. The 

interface was required to transfer the ATM traffic stream between the card and the host. 

During traffic generation, the interface was to be used by the host to supply the card 

with the ATM traffic stream to "generate" to the network. This trafEc stream could be 

one which the host creates in reai time or one which it has read fiom a pre-computed 

traffic log file stored on disk. When capturing traffic, the interface was needed by the 

host to read the ATM traffic stream which the card has received fiom a network. This 

d o w s  the host to anaiyze the trafic stream as it received from the network or to store to 
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disk for processing off-line. Figure 3.1 illustrates the operating environment of the ATM 

traffic generation and capture card and the orientation of the ATM traffic Stream flow 

during each of its two modes of operation. 

in keeping with the requirement that the ATM traffic generation and capture card 

be a low-cost alternative to conventional network test equipment, the design specifica- 

tion stipulated that an IBM-compatible personal cornputer (PC) be employed as a host 

for supe~s ing  the operation of the card. A PC was selected as the host because of its 

popularity and relatively low cost. 

Host PC - 

Hard disk 1 drive 

. . , , , Data flow durtng traffic generation - Data flow during traffic capture 

Figure 3.1 Operating environment of the ATM t r a c  generation and capture card 

3.3 ATM Traffic Stream Representation 

As a result of the combhed requirements for long traffic generation and capture 

periods and the high bandwidth of the traffic generation and capture card's ATM net- 

work interface. large amounts of data storage space would have k e n  needed for storing 

raw ATM ceils in the traffic log Mes. For instance, capturing one hour of ATM network 

traffic at an OC-3c rate requires approximately 67 giga-bytes of disk space on a host PC. 



counting storage of the ATM ceils only and neglecting any storage overhead that may be 

needed. A similar amount of storage space would be required for the ATM traffic stream 

that the card is to supply to the network during traffic generation. 

In order to realize the required network transfer rates and traffic processing 

intervals without any specialized and expensive hardware. it was necessary to appiy 

some of type of compression to the ATM traffic streams. The design specification defined 

a traffic encoding scheme2 that made substantial reductions to the amount of storage 

space required for representing the ATM traffic streams. This encoding scheme recorded 

the timing data of an ATM traffic stream whiie m a i n t m g  sufficient information such 

that an encoded traffic stream could be expandeci into a stream of ATM ceus. This c m  

then be sent to a network during traffic generation and a captured stream of ATM ceiis 

could be characterized once encoded. The specffic variation of the encoding imple- 

mented by the card reduced the storage requirements for the ATM traffic streams to less 

than one giga-byte per hour. 

The design specification required that the ATM traffic stream translation tasks be 

performed by the ATM traffic generation and capture card rather than by the host PC 

supervising the card's operation, This requirement was made in order to reduce the 

amount of data transferred between the host and the card and the amount of ATM traffic 

stream processing performed by a host duririg traffic generation or capture. By localiz- 

ing the traffic stream translation to the card. a host might then be capable of supporting 

the concurrent operation of a number of cards: a host may be able to supply encoded 

ATM traffic streams to cards configured for traffic generation and/or to receive encoded 

traffic streams from cards capturing ATM trafîic. 

2. This encoding scheme is currently being patented by TRLabs and will not be 
detlned in this thesis. 



Chapter 4 

Card Design and 

Implementation 

Design of the ATM traffic generation and capture card began with identification of 

the individual tasks necessary for performing generation and capture of ATM traffic. 

This served to deline the major functional elements and establish the card's basic archi- 

tecture. Completion of this initial design step led to the selection of components to 

irnplement these functions and the design and fabrication of prototype cards. Discus- 

sion of the card's dwelopment in this chapter wiii foliow this structure and will also 

include a description of other details of its implementation. 

4.1 Basic Architecture 

Three modules form the basic architecture of the ATM trafl[ic generation and cap- 

ture card. These modules include an ATM network interface. an interface to a host PC, 

and a traffic strearn translater. This section will define the purpose of each of these 

modules and wiii describe how they interact to realize ATM traffic generation and cap- 

ture. 
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ATM Network interface 

In order for the card to be able to generate traffic to an ATM network as weil as 

for it to capture traffic from a network, an interface to the ATM network is required. The 

network interface has to perforrn the functions of the ATM reference modei's physicai 

layer by completing the mapping between ATM ceiis and the signalling used to transfer 

ceiis across a network. The design requirements for the card specified that it be able to 

interface to a network uslng an OC-3c physical transport. DurLng traffic generation. the 

network interface is required to insert ceiis generated by the card into the SPE of outgo- 

ing SONET frames transmitted to a network. When performing traffic capture, the net- 

work interface has to extract ATM ceiis fiom the SPE of incomlng SONET Crames received 

from a network. 

Host PC Interface 

The design specification aiso required that the ATM traffic generation and cap- 

ture card have an interface to a host PC. In addition to providing a host with the means 

of controlhg and configuring the operation of the card, this interface is necessary for 

transferring the encoded ATM traffic stream between the card and the host. When gen- 

erating traffic, the host supplies the card with the ATM traffic stream to send to the net- 

work. During traffic capture, the interface is used by the host to receive the ATM traffic 

strearn captured by the card. 

Traffic Stream Translater 

The traffic stream translator modde is needed for performhg the translation 

between a Stream of ATM ceiis transported by a network and an encoded traffic stream 

processed by a host PC. During traffic generation, the traffic stream translator expands 

an encoded traffic stream into a stream of ATM celis which can be transmitted to the 



ne twork. During traffic capture. the translator encodes the ATM traffic stream received 

from the network. 

Data Flow 

Figure 4.1 illustrates how the network interface. host interface. and traffic 

stream translator modules are interconnected to form the basic architecture of the ATM 

traffic generation and capture card. This figure ako  shows the orientation and type of 

data flow during each of the card's two traffic processing operations. 

network 1 

interface translator 
in ter face 

SONET ATM Encoded 
frames ceils traffic 

I stream 

' Encoded 
1 Wfic  
1 stream 

I I ATM traffic generation and capture cardJ 
L - , , - - - - - - - - - - - - - - - - - -  

, , , , , Data flow during traffic generation - - Data flow during traffic capture 

Figure 4.1 Basic architecture of the ATM traffic generation and capture card 

During traffic generation. a host supplies. via the host interface module, an 

encoded traffic stream to the traffic stream translator. The translator converts the 

encoded traffic stream Lnto a stream of ATM ceiis which it transfers to the network inter- 

face. The network interface module inserts these cells Into the SPEs of SONET frames 

sent to the network. 

The direction of data flow during ATM traffic capture is opposite that during traf- 

fic generation. The network interface extracts ATM ceils from the SONET SPEs received 

from a network and transfers these ceiis to the traffic stream translator. The translator 



converts the strearn of ATM ceils into an encoded traf!ic stream which it then sends to a 

host PC via the host interface- 

4.2 Component Selection and Complete Architecture 

Having defined the function of each of the modules in the card's basic architec- 

ture, the next step in the design of the ATM traffic generation and capture card was 

selection of cornponents to perform these functions. This section wiii describe the com- 

ponents chosen and the cornplete architecture developed for the card's irnpiementation- 

ATM Network interface 

A physical layer chip from PMC-Sierra caiied the S/UNI-LITE was selected to 

implement the card's ATM network interface. The S/UNI performs the ATM ceU mapping 

and dernapping and SONET/SDH processing functions at Une rates of 51.84 Mbit/s 

(STS-1) and 155.52 Mbit/s (SE-3c/STM-1) and at ATM Forum mid-range PHY sub- 

rates of 12.96 Mbit/s and 25-92 Mbit/s3. The S/UNI conforms to the ATM Forum UNI 

Specification ([3]) and the ATM physical layer specification for B-ISDN as described in 

ITU-T Recommendation 1.432 ([ 151). 

Like the ATM reference modei's physical layer. the S/UNI is characterized as hav- 

ing two sides (or interfaces). The line side of the S/UM interfaces to an ATM network 

through two independent bit-serial signal Lines: one iine is used to transmit data to the 

network and the other receives data fiom the network. The unit of transfer on the line 

side of the S/UNI is the SONET/SDH frame. 

The side of the S/UNI opposite the h e  side is the drop side. The drop side of the 

S/UNI interfaces with ATM layer devices and uses the ATM ceil as the unit of transfer. 

3. Only the 155.52 Mbit/s STS-3c line rate is required for the curent implemen- 
tation of the ATM traffic generation and capture card. 
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Sirnilar to the iine side. the drop side features two independent interfaces; the transmit 

interface is used to load the S/UNI with the Stream of ATM cells that it wiil send to the 

network while the receive interface is used to read the ATM ceils that the S/UNI has 

received from the network. Both the transmit and receive drop side interfaces are irnple- 

mented as synchronous. byte-wide buses which conform to the ATM Forum's UTOPiA 

Level- 1 standard for interfacing ATM layer and physical layer devices ([4]). A total of 53 

dock penods are required for a complete ceil to be written to or read fiom the S/UNI: 

these transfers can be done at a maximum clock bequency of 33 MHz. 

The transmit and receive interfaces access separate FIFOs within the S/UNI. 

Each of the FIFOs can be conflgured to a maximum depth of four ATM celis. The S/UNI 

takes celis which have been loaded Lnto the transmit FlFO and maps them into the SPE 

of SONET/SDH h e s  sent to the network. When the transmit FIFO reaches an empty 

condition or less than a complete cell is available in the FFO, the S/UM inserts idle/ 

unassigned ceils into the SPE. As ATM traffic is received from the network. the S/UNI 

loads the receive F E 0  with the ceiis that are extracted from the SPE of incoming 

SONET/SDH frames. A simplified view of the interna1 architecture of the S/UNI is 

shown in Figure 4.2. 

Also shown in Figure 4.2 is the S/UNI's microprocessor interface. Tbe purpose of 

this interface is to aUow devices extemal to the S/UNI to monitor and control its opera- 

tion during ATM celi transmission and reception. The microprocessor interface consists 

of byte-wide address and data buses which access status and configuration registers 

within the S/UNI. Thiç allows the S/UM to be configured to perform such operations as 

ceil filtering on received traffic and statistics such as the number of errored and uncor- 

rectable ceil headers received and the total number of ceiis transmitted to be monitored. 

An optical transceiver on the iine side of the S/UM is necessaxy to complete the 
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implementation of the card's ATM network interface. This transceiver performs the con- 

version between the electricai signais processed by the S/UNI and the optical signals 

used to interface with the network. The particular optical transceiver selected enables 

the card to comect to a network through multi-mode fiber and optical signais with a 

1300 nanometer wavelength. 

- - - - - - - - - -  
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was selected as an interface to the host PC because of its capability for high data trans- 

fer rates. Although the current implementation of the card only requires a fraction (a 

few hundred kilo-bytes per second) of the 132 mega-bytes per second peak data transfer 

rate that the PCI bus is capable of providing, use of thfs interface was expected to ensure 

that the correct operation of the card is not sacrificed as a result of insufficient transfer 

rates between the host and the card. During traffic capture. for instance. this extra 

bandwidth prevents the card's captured traffic buffer h m  overflowing and traffic loss in 

the captured traffic log files from ultimately occuning. 

The AMCC S5933 PCI controiler chip was chosen to impiement the card's inter- 

face to the PCI Local Bus. The S5933 is a general purpose PCI interface chip capable of 

functioning as a PCI bus master or as a target device. The PCI bus side of the S5933 

implements the 32 bit. 33 MHz. 5 volt version of the bus as defined in Revision 2.1 of PCI 

Local Bus Specfication ([20]). The add-on. or expansion, side of the S5933 features a 32 

bit data path and is capable of asynchronous operation or synchronous operation at 

dock rates up to 33 MHz. 

The S5933 provides three mechanisms by which devices on the PCI bus are able 

to exchange data or control and status information with devices on its add-on side. 

These data tram fer mechanisms include FIFOs, rnaiibox registers. and p a s -  thru regis- 

ters. The 55933 also contains status and configuration registers by which devices on 

either side of the chip can monitor and control the operation of each of the three data 

transfer mechanisms. The architecture of the S5933 is shown in Figure 4.3. 

There are two FïFOs which can be used in transfers between the PCI and add-on 

sides of the S5933. Each of the FIFOs has a capacity of eight double-words: one FIFO fs 

used for transfers h m  the PCI bus to the add-on side of the S5933 while the second 

FIFO is for transfers from the add-on side to the PCI bus. The S5933's FIFOs can be 
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accessed when the device is operating as a PCI bus master or as a target. Burst trans- 

fers with the FIFOs are possible only when the S5933 is the bus master. Only single 

data phase transactions are possible when the S5933 is functionlng as a target device. 

Pas-thru data 

Mallbox regs 

Buffer 

FtFO 

C o d g  regs 

Select & ' 
control ! 

Status & 

BIOS ROM interface 

Figure 4.3 Interna1 architecture of the AMCC S5933 
(after [211 

The S5933 provides eight maiibox registers. each capable of storing a single dou- 

ble-word. Four mailboxes are used for data transfers from the PCI side of the S5933 to 

its add-on side and four are used for transfers from the add-on side to the PCI side. 

These mailbox registers can be accessed fiom the PCI side only through singie data 

phase transactions with the S5933 functioning as a target device; burst reads or Wtes 

to the maiibox registers are not possible. The 55933 can be configured to generate inter- 
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rupts on its PCI and/or add-on sides upon a read or wrfte event to one of the mailbox 

registers. 

l k o  pass-thru registers. one for each direction of data transfer, allow direct (reg- 

istered) access between the PCI bus and devices on the add-on side of the S5933 using a 

handshaking scheme. Accessible only when the S533 is functioning as a target device. 

the pas-thru registers permit single and multiple (burst) data phase transfers. 

Traffic Stream Translater 

The last module in the card's basic architecture remaining to be implemented 

was the traffic stream translator. As a resdt  of the custom nature of the encoding 

scheme used to represent the ATM traffic stream. there was no commercidy-available 

component that performed the required translation. For this reason. a field-programma- 

ble gate array was chosen to irnplement this module. 

A Xilinx XC3 195A- 1 was selected as the FPGA that implemented the cardas traffic 

Stream translator. This part had the largest logic capacity in the XC3000 f d y  and was 

used in the fastest speed grade available. It was chosen because of experience with this 

family in the past as weii as  the part's relatively low cost. Its ability to be reprogrammed 

infinitely many thnes (without deterioration in performance) was another important fea- 

ture. Since simdtaneous implementations of both the traffic generation and traZfic cap- 

ture functionaiities in the FPGA would have sacnficed its overali performance, a 

reprogramrnable FPGA ailowed the translator to be configured for only the traffic pro- 

cessing operation required at a particular tirne. Reprogrammability also allows changes 

to be made to the card's functionality. should it be required Ln the future. The XC3 195A- 

1 features 176 user-programmable input/output (I/O) pins and 484 configurable logic 

blocks (CLBs) with an equivalent logic capacity of between 6.500 and 7.500 gates. At the 

tirne of component selection. it was anticipateci that this FPGA would have the speed and 
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gate capacity necessary to implement the processing required of it for generation and 

capture of ATM traffic. 

In order to support the operation of the traffic stream translator. RAM was 

included in the card's architecture- During the traffic generation and traffic capture 

operations. the translator uses this memory space to faciiitate decoding and encodllig of 

the ATM traffic strearns. The current version of the card irnplements a high-speed. 25 

nano-second SRAM memory space 2.5 mega-bytes in size. 

Architecture. The interna1 architecture of the t r a c  Stream translator contains 

two modules: a system controlier and a ceii processor. Although the specific functions 

perforrned and the direction of ATM t r a c  flow differs. this architecture is identical for 

both traffic generation and traffic capture. Figure 4.4 illustrates the interconnection of 

these two modules and the other components on the card. 

The system controlier is responsible for controllhg the operation of the traffic 

stream translator as weli as the overaii operation of the card. With a direct comection to 

the S5933. the controlier responds to comrnands received kom a host and asserts the 

appropriate control signals to the other devices in the system. The system controuer 

also handles the transfer of the encoded traffic stream between the host and the celi pro- 

cessor. Confîguration and control of the S/UNIes operation is managed by the system 

controiier through its comection with the S/UNI's rnicroprocessor interface. 

The celi processor module is responsible for perforrning the translation between 

the encoded and raw ATM traffic streams. This module interfaces with the RAM, the 

transmit and receive interfaces on the S/UNl's drop side, and, intemaiiy. with the sys- 

tem controlier module. During traffic generation, the ceii processor expands an encoded 

traffic stream received by the system controller into a stream of ATM celis. These cells 

are then transferred to the S/UNI for transmission to the network. When performing 



traffic capture. the ceU processor reads a strearn of ATM ceils from the S/UNI. encodes 

them. and sends the encoded traffic stream to the system controlier for transfer to the 

hos t. 

Figure 4.4 Internal architecture of the traffic stream translator 

Im~lementation. A high-level design methodology was used in the development 

of the traffic stream translator- The translator's functionality for ATM traffic generation 

and traffic capture was specffied through individual VHDL descriptions written at the 

register transfer level (RTL). 

Correct functionality of the behavioral descriptions for traffic generation and traf- 

fic capture was verified using Synopsys' VHDL simulator. Synopsys' FPGA Compiler was 

then used to synthesize the VHDL descriptions for Lmplementation in the Xtlinx 

XC3195A FPGA. Timing constmints supplied during the synthesis step helped to 

ensure that the implemented design would meet the necessq  timing requirements. 

The synthesis step created a netüst of XUinx primitives (CLBS and 1 / 0  blocks). 

The netlist was then imported into the Xilinx Mance  software. The automatic 



place and route twls were used to complete the irnplementation and to create the config- 

uration bitstream which is loaded into the FPGA to program its functionality. During 

this step. a pin constraint file was used to force the place and route software to make pin 

assignrnents that codormed to the FPGA's physical connections to other devices on the 

card. Figure 4.5 summarizes the design flow that was useci in the development of the 

traffic stream translator. 

Timing 1 Synthesis cons traints 

Place & 
route constraints 

Figure 4.6 T r a c  stream translator dwelopment 

Of the 176 user 1 / 0  pins avadable on the XC3 195A FPGA. 170 of them were used 

for connections to other components on the card. AU 170 of these pins were not neces- 

s d y  used durlng both of the card's two t r a c  processing operations. During ATM traf- 

fic generation. some of the signal Lines assodated with the S/UNi's drop side receive 



interface. for example. were idle while some of pins connecting to the S/UNl's drop side 

transmit interface were unused during trafEc capture. 

Individual implementations of the ATM traffic generation and traffic capture 

functionalities in the traffic stream translator made use of 279 and 188 CLBs (respec- 

tively) of the 484 CLBs avaiiable in the XC3 195A. This corresponded to FPGA logic utili- 

zations of 57% and 38%. or approximately 4000 and 2700 gates. for each of the traffic 

processing operations. 

The AUiance software was also able to provide an estimate of the maximum fre- 

quency at which the completed designs would function. The irnplemented t r a c  genera- 

tion functionality was rated for a maximum system clock fiequency of 24.4 MHz whiie 

the traffic capture design was rated a little higher a t  29.2 MHz. in both cases. the maxi- 

mum clock rate estimations were above the system clock rate that had been chosen ear- 

lier in the card's development and which wiU be discussed shortly. 

FPGA Configuration 

Since the FPGA selected to implement the card's traffic Stream translator i s  con- 

figured through a bitstream stored in its interna1 SRAM, it was necessaxy to include a 

mechanism for programming the FPGA's functionaiity upon power -up. With the need to 

switch the card's functionaiity between traffic generation and traffic capture, the pro- 

gramming rnechanism had to aiiow FFGA configuration to be made as simply as possible 

and with Little (if any) assistance from a user. 

A Dailas Semiconductor DS5001 microcontroUer was dedicated to the task of 

FPGA configuration. This hte l  805 1-compatible microcontroiler features a built-in RS- 

232 interface. the card's third interface to a host PC. The microcontroller receives the 

configuration bitstream downloaded by the host and loads the bitstream into the FPGA 

to program its functionality. The rnicrocontroller's extemal RAM stores its program code 
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and is used to buffer the FPGA's configuration bitstream a s  it is received fiom the host. 

With this niicrocontroiier-based approach for programmlng the FPGA. no physical modi- 

fications need to be made to the card to change its functionality as would have been 

required had a PROM been used for configuration- 

Complete Architecture 

Figure 4.6 fflustrates the complete architecture of the ATM traffic generation and 

capture card- For purposes of clarity. this figure only shows the primary data paths in 

the card's architecture and ignores the associated control signals. Also not shown are 

the test headers which are connected to each of the 1/0  pins of the FPGA to facilitate 

testing and debugging of the card during its development. 

One compromise that had to be made in the completed architecture was in the 

width of the data bus between the FPGA and the S5933 PCI Controiler. As a result of a 

shortage of I/O pins on the FPGA. this bus could not be Lmplemented in the fuii 32-bit 

width. It was instead tmplemented as an 8-bit bus, requiring four individuai read or 

write operations in order for a double-word to be transferred between the FPGA and the 

55933. 
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Figure 4.6 Cornplete architecture of the ATM traffic generation and capture card 

4.3 System Clock 

Except for the Dalias microcontroiler. which uses its own clock, a single system 

clock is used to drive aü of the components on the board. This system clock controls the 

rate at which the traffic stream translater loads cells into and reads ceils tiom the S/  

UNI. transfers data to and from the S5933. accesses RAM, and processes the ATM traffic 

strearn. 

An important consideration in the design of the ATM traffic generation and cap- 

ture card was the selection of the hquency of the system clock. The choice of the clock 

rate was crucial to ensuring that the card is able to accurately generate and capture 

ATM traffic. Loading ATM ceiis into the S/UNI's transmit FIFO during traffic generation 
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at a clock rate which is too low results in the FIFO fiequendy reaching an empty state. 

This causes the S/UNI to insert idle/unassigned cells into the traffic stream sent to the 

network and ultirnately distorts the properties of the traffic source which is to be sirnu- 

lated. Faiiure to read the S/UNI's receive FIFO quickly enough causes the FIFO to over- 

mn and cells to be dropped. destroying the accuracy of the captured traffic log. In 

contrast. choice of a dock rate that is too high violates the timing specifications of com- 

ponents on the card. 

The minimum system clock iiequency was determined by calculating the rate at 

which an OC-3c transport carrIes ATM celis. With the SPE of each SONET OC-3c frame 

packed with ATM cells, no more than 353.208 cells per second could be transmitted 

fiom or received by the S/UNI's Une side. Since the S/UNI's drop-side transfers celis on 

a byte-wise basis. this ceIï rate corresponds to a dock rate of 18.72 MHz. where each 

and every nsing edge of the clock is used to transfer one byte to or one byte from the S /  

UNI'S transmit or receive FIFOs respectively. 

To provide a margin of safety and to d o w  üme for the traffic stream translater to 

perforrn additional processing between cells. the system clock fkequency that was cho- 

sen for the card's imptementation was increased siightly from the minimum rate to 20 

MHz. This clock frequency ensures that the S/UNI's transmit FIFO never becomes corn- 

pletely empty and that the receive M F 0  never becomes completely Mi- In  fact, through 

continuous transfers between the S/UNI and the transistor, this clock rate estabiishes 

an equilibrium condition where the transmit FIFO never contains any less than three 

ceUs and the receive F E 0  never contains any more than one cell. The 20 MHz dock fie- 

quency does not violate the Uming specifications of the S/UNI, S5933. or RAM: it was 

anticipated that the FFGA would also be able to support this clock rate. 
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4.4 PCB Design 

Upon finaiizing details of the ATM traffic generation and capture card's architec- 

ture. the next step in the card's development was the design and fabrication of printed 

circuit boards (PCBs). The architecture shown eariier was developed to create electrical 

schematics which were designed using Viewlogic's schematic-entry software. The sche- 

matic's electrical netlist was then û-ansferred to UniCAD for manual placement of com- 

ponents and routing of the associated signal traces on the board. The schematic entry 

and board layout steps made use of circuit and component placement recommendations 

Gorn PMC-Sierra. AMCC. and the PCI Special interest Group ((221, [2]. [201). 

Completion of the PCB layout aiiowed the prototype ATM traffic generation and 

capture card shown in Figure 4.7 to be fabricated. The card has six layers - a power 

phne. a ground plane. and four signal planes. The majority of the signai routing is done 

on the two interna1 planes. with the extemai planes used primarily for making the con- 

nections to components on the card. As the figure shows, only resistors. capacitors and 

inductors were instaiied on the back side of the card whiie integrated circuits. LEDs. test 

headers and other components were Instaiied on the front side. 
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Figure 4.7 Photograph of prototype ATM traffic generation and capture 



Chapter 5 

Support Software for 

the ATM Traffic 

Generation and 

Capture Card 

Baçed on the requirements in the design specification. a host PC was assigned 

the responsibility of configurIng and controUing the operation of the ATM traffic genera- 

tion and capture card. Specific tasks performed by the host include programming the 

functionality of the FPGA. configuring the card for the desired traffic processing opera- 

tion, and transferring the encoded ATM traffic strearn between itself and the card. This 

chapter will describe the software developed to perforrn these operations on an IBM- 

compatible PC running Microsoft Windows 95 and the firrnware developed for the card's 

( FPGA-configuration) rnicrocontroller. 

5.1 FPGA Configuration 

Before the ATM traffic generation and capture card can be used for either traffic 

processing operation, the card's FPGA must be programmed wlth the required function- 
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aiity. To complete this Erst step in the card's initialization, the host is required to select 

the appropriate FFGA configuration bitstream and download it to the cardes rnicrocon- 

trouer via the RS-232 interface. The microcontrolier must receive the configuration bit- 

stream and load it into the FPGA. 

A simple communication protocol was developed to faciiitate exchanges between 

the host and the microcontroiier. A number of commands were defined for the host to 

instruct the rnicrocontroiler to perform a particular operation or to provide some status 

information. The microcontrolier responds to c o n h  the execution of a command or to 

return data. Exchanges between the two devices begin with the byte-long command or 

response. Depending on the particular command or response being issued. the number 

of data parameter bytes transferred wiîh the command or response byte is either zero or 

16. The cornmands and responses defhed for host-microcontroiler communication via 

the RS-232 interface are listed in Tables 5.1 and 5-2 respectively. 

Table 5.1 Commands defined for host-microcontrolier communication 

1 End configuration data download 1 none 1 

Command 

Reset FPGA 

Start configuration data download 

Store configuration data 

Data parameters 

none 

none 

16 - FFGA configuration data 

The 6rst conrniand issued by the host is one which resets the interna1 configura- 

tion SRAM of the FPGA in preparation for prograrnrning the functionallty of the device. 

The rnicrocontroiier responds with a confirmation that it has asserted the FPGA's reset 

Program FPGA none 

Checking FPGA's configuration status 

Reset system 

none 

none 



signal and returns an ide prompt. The idle prompt is used by the microcontroiier to 

indicate that it is ready to perform the next command. No data bytes are transferred 

with this command or response: no data is transferred with the idle prompt either. 

The next command issued by the host is one instructing the microcontroiier to 

begin receiving FPGA configuration data. The microcontroiier responds to this instruc- 

tion to confirm its abllity to receive the data. 

Table 5.2 Responses defùied for hos t -microcontroLler communication 

1 ~ o k g u r a t i o n  data received 1 16 - FPGA configuration data 1 

Response 

Idle prompt 

FPGA reset confirmation 

Configuration data download started 

Data parameters 

none 

none 

none 

1 system reset 1 none I 

- - 

Configuration data download stopped 

FPGA programming successful 

FPGA prograrnming f d e d  

With the microcontrolier ready to receive configuration data. the host transfers 

the configuration bitstream in blocks of 16 bytes. each preceded by a one-byte header. 

The rnicrocontroiier stores each block of configuration data it receives fiorn the host tem- 

porarily in its externa. RAM. It acknowledges the transfer f'rom the host and echoes 

back the 16 configuration bytes to provide the host with a means of detecting transmis- 

sion errors. 

When the entire configuration bitstream has been transferred, the host sends a 

comrnand to the microcontroiier to Lnform it that the download is complete. The micro- 

controiier acknowledges this command and returns the idle prompt. 

none 

none 

none 
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The host then issues a command to the microcontroller to program the FPGA. 

The rnicrocontrolier retrieves the configuration bitstream which it stored in RAM and 

loads it into the FPGk Upon cornpletion of programming. the rnicrocontroller responds 

to the host with the FFGA's configuration status. which either reports successful pro- 

gram.ming or a faiiure- 

A comrnand is also defined to aUow the FPGA-based traffic stream translater to 

be reset (system reset). This reset serves to clear some of the registers and resets the 

Enite state machines within the FPGA: it does not reset the FPGA's configuration SRAM 

to reprogram its funcUonality. 

Figure 5.1 iists the tasks performed by the rnicrocontrolier to prograrn the func- 

tionality of the FPGA. 

The host software for comrnunicating with the card's microcontroller and control- 

h g  the configuration of the FPGA was Wtten in the C programming language. An 

application programnilng interface (API) fiom Microsoft was used to enable host-micro- 

controller communication using the RS-232 interface. The code was compiled and 

debugged using the Microsoft Visuai C++ development environment. 

The microconet-oiier's prograrn was written in the htel  805 1 assembly language 

and compiled using a share-ware compiler. 
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Reset FPGA's 
configuration SRAM 

Receive configuration h4 
Load confguration 

data into FPGA 

Check programming 
status of FPGA 

Reset FPGA re 'sters 1 a i i c i  state rnaCj:ines 1 
Figure 5.1 Operations performed by rnicrocontroller used for configuring the FPGA for 

ATM traffic generation and capture 

5.2 Host-Card Communication 

in order for control and status information and the encoded traffic stream to be 

îransferred between the host and the traf6c strearn translater module on the ATM traffic 

generation and capture card. a protocol had to be defined. Before discussing the soft- 

ware which was written to enable communication between these two entities, this sec- 

tion of the chapter will describe the protocol that was devetoped and how communication 

between the card and a host was to proceed. 



Transfer Mechanisrn 

The S5933's FIFOs were chosen as the mechanism by which the host and the 

traffic s trearn translator conununkate. Any control or s ta tus information or traffic 

stream data that needs to be exchanged between these two devices is transferred using 

these FIFOs. The device writing data to a FIFO is responsible for ensuring that it never 

over-filis the FIFO. while the device receiving the data has to watch for the availability of 

data in the FiFO and to respond appropriately. 

There are several reasons why the S5933's FIFOs were selected to transfer data 

between the card and the host. First. data transfers u shg  the FIFOs are easier and 

more efficient for the traffic stream translator to manage than those made with the mail- 

box registers. Since the S5933 does not provide dedicated status pins on its add-on side 

for the mailbox registers that are equivalent to the 'add-on to PCI FIFO full" and 'PCI to 

add-on FIFO empty" pins. the translator would have to read a status register within the 

S5933 to determine the presence or absence of data in a maiibox. Before writing data to 

a mailbox. the translator would have to read this status register to check that the data in 

a mailbox it had written earlier had been read by the host and would not be overwritten. 

When reading data. the translator would have to check the s tatus regis ter to determine if 

the host had written new data to a mailbox. With dedicated pins reporting the status of 

each of the FIFOs. the translator is able to Fmmediately determine whether a data trans- 

fer can proceed (either a wrfte to the FIFO or a read from a FIFO) without wasting any 

cf ock cycles reading s tatus regis ters. 

The S5933's FIFOs were selected over the pass-thxu registers once again for rea- 

sons of sirnplicity of use. With the pass-thru registers, there is no way for the traffic 

stream translator to initiate a transfer with the hast: when the translator has data that it 

must transfer, it must wait until the host initiates a read transaction. if the host hi- 



tiates a write transaction instead. the translator must buffer the data it wishes to trans- 

fer to the host. receive the data supplied by the host. and wait until a read transaction is 

begun. By using the FIFOs. the translator can load data into the S5933's add-on to PCI 

FIFO without having to wait for the host to be ready to complete the transfer. Simulta- 

neous write operations to the FIFOs can be made (provided they're both not full. of 

course) by the translator and by devices on the PCI bus. Sirnilarly. data can be read 

from each side without the need for synchronization of the two transfers. Alternately, a 

device on one side of the S5933 can be writing to the FIFO whiie a device on its other can 

be reading kom the FIFO. 

Host-Card Relationship 

A master-slave relationship was maintained between the host and the ATM traf- 

fic generation and capture card during card configuration as weii as during traffic gener- 

ation and capture. With this arrangement. almost ail exchanges between these two 

devices are initiated by the host; no data is supplied and no operation is perfonned by 

the card without first being requested by the host. 

The exception to this master-slave relationship occurs when the card is transfer- 

ring captured ATM traffic to the host. Once the host enables the card for traffic capture. 

the traffic stream translator loads the S5933's add-on to PCI FIFO with captured traffic 

as it becomes available and without a specific request fiom the host. If the card is forced 

to wait for a command from the host to transfer the traffic, there is the possibility that 

the request WU not come soon enough and captured traffic will be overwritten before 

being transferred. This unprompted approach to transferring the captured traffic 

stream reduces the host's responsibiiities during traffic capture to simply checklng the 

status of the FIFO and reading the traffic stream as it becomes avdable. 

The choice to implement this master-slave arrangement was made in order to 



sirnplifi, the development of the host's software. With the host initiating the transfers. 

there is no need for the card Co issue interrupts to the host when it needs attention. 

thereby elirninating the need to wrfte complicated interrupt service routines for the host. 

Signailhg 

Once again, transfers between the host and the ATM traffic generation and cap- 

ture card are classifieci as elther a command or a response. Comrnands are requests 

issued by the host for the card to perform a particular operation or to supply some data. 

Responses are the cardas achowledgment to a command and are used to return 

requested data or to c o n f i .  that an operation has been perforrned. This classification 

corresponds to the master-slave relationship established between the host and the card. 

Comrnands and responses use the same format and are contained within a dou- 

ble-word. The most-signi6cant byte in the double-word identifies the particular com- 

mand or response issued. The remaining three bytes of the double-word cany any data 

parameters that need to be transferred. The number of data bytes used range from none 

to three. depending on the particular command or response. Figure 5.2 defines the com- 

mand and response format. 

Bit 32 24 16 8 1 

Figure 5.2 Command/ response structure 

Command / 
response 
identifier 

Aimost di of the commands and responses demed for the cument implementa- 

tion of the ATM traffic generation and capture card are cornmon to both traffic process- 

ing operations. Table 5.3 lists the commands that were defined and Table 5.4 lists the 

Data 
parame ter 

1 

Data 
parame ter 

2 

Data 
parameter 

3 



corresponding responses. The foliowing discussion will describe the use of each of these 

cornmands and responses. 

Table 5.3 Commands defined for host-card communication 

1 Cornmand 1 Data parameters 1 

1 Read S/UNI configuration register 1 1 - address of register to read 1 

t 
Reset S/UM 

- - -- - 

Write S/UNI configuration register 

none 

2 - address of register and 
data value to mite 

1 write RAM 1 3 - data to write to RAM I 

The first command dehed  in Table 5.3 is for resetting the S/UNI. This corn- 

Start traffic generation or capture 

Stop traffic generation or capture 

Traffic stream to generate 

mand allows the operation of the S/UNI. including its interna1 status and configuration 

none 

none 

3 - encodeci traffic stream 

registers, to be reset through software control. There are no data parameters associated 

with this command. 

Tabie S.4 Responses deâned for host-card communication 

1 Response 1 Data parameters I 

A response c d e d  the generic respome was defined for the translater to use to 

I 

acknowledge cornmands (such as the command for resetting the S/UNI) which do not 

Generic response 

require data to be retumed to the host. This response was cornmon to a number of corn- 

none 

Data read from S/UNI 1 - data read from register 

Captured traffic 3 - encoded traffic stream 
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mands and was defùied in an effort to simplLfv the implementation of the system control- 

Ier module within the traffic stream translator by reducing the logic required from the 

FPGA. 

The next two commands access the S/UNI's configuration and status registers. 

The first comrnand reads data from one of the S/UNI's registers; a single data byte 

passed with the command spectfies the address of the register to read. The traffic 

Stream translator aclmowledges this command with a response that returns the byte of 

data read from the register. The second command instructs the translator to write data 

to one of the S/UM's registers. This command passes the address of the register to write 

as weil as the data to write to the register. The card acknowledges this cornmand 

through the generic response. 

The generic response is also used by the card for acknowledging writing of data 

to RAM as weil as for starting and stopping generation and capture of ATM traffic. The 

conunand for writing to RAM packs the data portion of the double-word with three bytes 

of data which are to be written to the RAM on the card. The start and stop comrnands 

instruct the card to start and stop generating or capturing ATM traffic (depending on the 

configuration of the FPGA); there are no data parameters associated with either of these 

two corriniands. No  data is expected to be returned in the responses to the commands 

for writing to RAM or starting and stopping traffic generation or capture. 

The last command dehed in Table 5.3 is used durhg ATM traffic generation 

only. I t  is used by the host PC to transfer the encoded ATM traffic stream to the card 

when traffic is being generated. AU three bytes of the data portion of the double-word 

are used for transferring the encoded traffic stream. This command is not acknowledged 

by the card with a response. 

The last response defined in Table 5.4 is issued by the card only during ATM traf- 



fic capture. It is not a response in the typical sense in that it is not asserted by the card 

to acknowledge a command from a host. Rather. the card sends this response to the 

host in order to transrer the encoded ATM traffic stream that it has captured from the 

network. AU three data bytes in the double-word of this response are used for transfer- 

ring the encoded traffic stream. The host does not acknowledge this response Zrom the 

card. 

5.3 Low-Level PCI Communication Functions 

With the functionality of the FPGA programmeci. ail further communication 

between the host and the card can be done using the PCI bus interface. A number of 

low-level functions were developed to enable communication between these two devices. 

The modules described in this section are c d e d  by higher-level functions that will be 

discussed Iater in this chapter- 

The first of the PCI support fimctions acquires the address that is assigned to the 

card when the host is powered-up. This address is the base ta which offsets are added 

to access the various (configuration, mailbox. FIFO, pass-thru) registers of the S5933 

and which is required by the other communication fimctions that were developed. 

The PCI communication fünctions that are used in the current implementation of 

the host software for the ATM traffic generation and capture card are those that access 

registers in the S5933 associated with the add-on to PCI and PCI to add-on FIFOs. In 

addition to functions which read data from and wrfte data to the FIFOs, functions were 

written to access a configuration/status register wtthln the 55933 which controls the 

operation of the FIFOs and provides information on the* status. Writing values to spe- 

cific bits in this register allow each of the FIFOs to be individuaiiy cleared. Reading fkom 

this register d o w s  the host to determine if the FIFOs are completely empty or com- 
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pletely fuii. It also allows the host to determine if at least one space of double-word or at 

least four spaces or double-words are available in the FIFOs. 

Like the host software developed to conununicate with the card's microcontroller 

and the software that will be discussed in the sections that foliow. the low-level PCI bus 

interface functions were w-ritten in the C programming language and were compiied 

using the Microsoft Visual C++ development environment. 

Once the FFGA is programmed, initialization of the card can be completed 

through direct communication between the host PC and traffic strearn trançlator using 

the PCI bus interface and the commands and responses described earlier. The configu- 

ration tasks that remain are specffic to the ATM trafEc processing operation being per- 

formed and will be discussed individually in this section of the chapter. 

Only a few more steps are required to complete the preparations for ATM traffic 

generation. The host must be told which traffic log 6ie contains the encoded traffic 

stream that should be generated by fhe card and the length of tirne for which the card is 

to generate. The host should check that the amount of encoded traffic stored within the 

selected traffic log file corresponds to the period for which the card is to generate and 

then open this fiie in preparation for reading. The host then loads the card with the data 

necessary for doing the translation between an encoded traffic Stream and a stream of 

ATM ceils which can be sent to a network. To ensure that traffic is available when the 

start-generufion cornmand is issued. the host pre-loads the card and a buffer of I ts  own 

(used to cache traf£ic to be transfemed between the hard disk and the card) with short 

periods of the encoded traffic stream. 

There are only a few configuration steps necessary before ATM traffic capture can 
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begin. In order for the card to maintain the accurate timing information of al c e k  it has 

received from a network. the S/UNI must be configured not to discard the idle/unas- 

signed cells it demaps from incoming SONET SPEs. TNs is accompiished by disabling 

this function in one of the S/UNI's configuration registers. Next, the host must acquire 

the narne of the fiie that the encoded captured traffic information shouid be written to 

and the duration of time for which traffic should be captured. The software should 

check that there is suffident space on the hard disk for this Length of capture and then 

open the fiie for wriüng. Finaiiy, the host must aîiocate some buffer space in its memory 

to store captured traffic which it has read fiom the card. but which has not yet been 

written to disk. 

5.5 Traffic Stream Transfer 

With initialization of the card complete. tmûic generation or traffic capture can 

begin. The host issues a common command which starts the ATM traffic processing 

operation for which the card is codigured, The responsibilities of the host whiie traffic 

generation or capture is in process are similar. but opposite. for each of these functions. 

When the card is generating ATM tra€fic, the host i s  responsible for enswing that 

the card is supplied with encoded traffic stream at a l i  m e s .  To do this. the host must 

watch the status of the S5933's PCI to add-on FIFO. An ernpty FFO condition signals 

the card's need for traffic and an opportunity for the host to transfer the encoded traffic 

from its hard disk to the FIFO. The strategy implemented in the host software was to 

continuously pou the FIFO's status register whiie maintainhg a smaii cache of traffic on 

the host; Nghest priority was given to status checking and writes to the FLFO. During 

intervals when the S5933's FIFO was fiiil, the host would spend that time r e m g  its 

own cache with traffic read fiom the hard disk. 
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When the card is configured for ATM traffic capture. the host must read the 

encoded traffic Stream Crom the card to prevent its buffers from overflowing and traffic 

from being lost. The host does this by checking for the availabiiity of data in the S5933's 

add-on to PCI FWO and readLng it from the FIFO as captured traffic appears in it. The 

host software was written such that priority was assigned to transferring the encoded 

traffic Stream fiom the card to buffers within the host's memory space. During periods 

when the software found that the FIFO was empty. it would transfer the captured traffic 

from its buffer to the hard disk. 

Traffic generation or capture continues until the end of the specffic traffic pro- 

cessing interval is reached and the host issues the common stop conunand. 



Chapter 6 

Testing and 

Verification 

With prototype boards fabricated and the host software written. the next phase in 

the development of the ATM traffic generation and capture card was testing. Testing was 

cornprised of two stages: component testing foiiowed by system testing. This chapter of 

the thesis will define the purpose of each of these stages and will describe the testing 

that was performed. 

6.1 Component Testing 

The first stage of testing performed on the ATM traffic generation and capture 

card was cornponent testing. The objective of this stage of testing was to individuaiiy 

test and enable each of the components and capabllities in the system and to ve* that 

they functioned correctly prior to testing the& integrated operation during ATM traffic 

generation and capture. Component testlng checked hardware modules on the card as 

weii as software routines nmning on the host PC. 

Hardware testing verified that there were no defective components or signal 

traces on the card. Testing made use of a logic anaiyzer connected to the header pins 
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attached to each of the I/O pins of the FPGA- Since the functionality of the FPGA-based 

traffic Stream translator was developed specfficaliy for the ATM traffic generation and 

capture card. component tesüng also checked that this module intedaced correctly with 

other components on the board. Component testing ensured that the translator was 

asserting the appropnate signals and was not violating any set-up and hold times in its 

interfaces with the S/UNI. S5933, and RAM. 

Software testing verified that the host was able to communicate with the ATM 

traffic generation and capture card in order to control and monitor its operation. The 

software fùnctions described in Chapter 5 were tested in programs which prompted for 

user input and displayed the status of the software's execution on the console. 

An important consideration during component testing was the order that hard- 

ware devices and software functions were tested. The sequence that was chosen allowed 

components which were successfuily enabled and verified to function correctly to be 

used in the tes ting of other components. Figure 6.1 üiustrates the order that major corn- 

ponents and capabilities of the ATM traffic generation and capture system were tested. 

Discussion in this section will foliow the same sequence. 

FPGA Conflgurttion 

The first part of the system tested during component testing was the procedure 

used for programrning the functionality of the FPGA. Testhg began by verifling that the 

microcontrolier on the card and the host were able to communicate via the RS-232 inter- 

face. This was done with simple test software nuuiing on the rnicrocontroller and the 

host- The program on the host supplied data to and read data kom the microcontrolier. 

The microcontrolier was programmed to read data from the interface, rnodifL it (e.g. 

invert the data). and -te it back to the host. Both data values were displayed on the 

console of the host PC to aUow a user to confirm that communication between the two 
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devices was successful. 

Hos t-microcon trouer 
communication via 
RS-232 interface 

FPGA 
configuration 

Hos t-card 
communication 
via PCI interface 

S/UNI configuration 

s tatus monitoring 

ATM ceil 
transmission 

ATM ceil 
reception 

Memoxy 
test 

Figure 6.1 Component testing flowchart 

With the interface between the microcontroiier and the host huictional. the 

microcontroiier was then enabled to receive the configuration bitstream from the host 

and load tt into the FFGA. The host was programmed to download to the mfcrocontroiier 
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a bitstream which configured the FPGA Co iight the status LEDs on the card. Although 

this was a trivial confguration of the FPGA, it served to ver@ that the FPGA could suc- 

cessfuiiy be programmed through cooperation between the host and the microcontroiier. 

Upon successfully testing and enabling FPGA configuration. the FPGA was able 

to be used to test the other components on the board - namely the S/UNI. S5933. and 

RAM. To facilitate testing of these other devices. test-specific FPGA configurations were 

developed to exercise the inputs and process the output signais of the particular device 

being tested. 

PCI Interface 

Communication between the host and the ATM Mfic  generation and capture 

card via the PCI interface was tested next. To test this interface. the FPGA was config- 

ured to respond to the availabiiity of data in the S5933's PCI to add-on FIFO. When the 

FPGA detected that the host had written data to the FIFO, the FPGA read the data. rnod- 

ified it. and returned it to the host by writing it to the add-on to PCI FIFO. Test software 

developed for the host wrote data to the FIFO and read the data returned by the card. 

displaying both data items on the console to aUow a user to viçually ver@ correct opera- 

tion of the card's PCI interface. This step tested the PCI interface software on the host 

and the operation of the S5933 as well as the FPGA's Interface to the S5933. By testuig 

and enabling the PCI interface at this tirne, host-card intercommunication could proceed 

for further testing steps as necessary. 

WUNI: 

Testing of the S/UNI began with the microprocesçor interface to its interna1 con- 

figuration and status registers. To test this interface. the host was pro&rammed to issue 

(to the card via the S5933) one of two instructions. One instruction was for writing data 
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to a configuration register within the S/UNI. This instruction supplied the address of 

the register and the data to write to it. The second instruction was for reading data from 

a register. This instruction supplied the address of the register to read. The FPGA was 

configured to respond to each of these instructions once the host had written them to 

the S5933's PCI to add-on FLFO and to perform a register read or write operation. as 

appropnate. In the case of a read operation. the FPGA returned to the host the data 

value read from the register by writing it to the S5933's add-on to PCI FIFO. A test pro- 

gram running on the host aliowed a user to monitor the register read and write opera- 

tions. verifjring that the correct data values were being written and read and that the 

FPGA's interface to the S/UNI's configuration/status registers was functioning correctly. 

To test the ATM ceîl transmfssion capabiiity of the S/UNI. the FPGA was config- 

ured to contuiuously load the S/UNI1s transmit FIFO with a stream of ATM ceîls. To 

simplifi/ specification of the FPGA's functionaiity for this step. the stream of ceîis that the 

FPGA loaded into the FIFO was set to a Gxed pattern which alternated between hvo ATM 

ceiis. Each ceil had a Merent header. but shared cornmon payload values. A GNNettest 

interWATCH 95000 ATM protocol analyzer was used to capture the ATM traffic transmit- 

ted by the S/UNI. A visual examination of the ATM traffic captured by the analyzer veri- 

fied that the S/UNI was able to correctly map these ceiis to the outgoing SONET SPEs. 

Testlng of the S/UNI1s ATM ceil reception capabiiity made use of the card's PCI 

interface tested and enabled earlier. For this stage of the testing, the FPGA was config- 

ured to read ceils from the S/UNI1s receive FIFO as they were demapped from incoming 

SONET SPEs. The f h t  header byte of each of the ATM cells read from the S/UNI was 

extracted by the FPGA and written to the S5933's add-on to PCI FIFO. The ATM protocol 

analyzer used earlier was conûgured to supply a fixed, pre-determined sequence of ceiis 

to the S/UNI. A test prograrn running on the host aiiowed a user to verifL that the 
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header bytes extracted by the FPGA matched those supplied by the protocol analyzer. 

RAM: 

The last component to be tested was the RAM used by the traffic stream transla- 

tor during traffic generation and capture. To test this module, the FPGA was configured 

to write a checkerboard pattern of 0's and 1's to the entire memory space. The memory 

was then read by the FPGA to check that the pattern that was read matched that which 

was written to it earlier. This write/read sequence was repeated a second time with the 

complement of the checkerboard pattern used previousiy. The FFGA was configured to 

light status LEDs on the board upon successful comptetion of memoxy testing or upon 

the detection of an error where the data read from a iocation Ln RAM did not match that 

which was written to it. 

6.2 System testing 

Upon the completion of component testing. the next phase of testing perforrned 

on the ATM traffic generation and capture card was system testing. By assembling the 

hardware modules and software functions that were successfuily enabled and vefied to 

be operating correctly through component testing. the system testing phase proceeded to 

test the card's abiiity to generate and capture ATM traffic. This section WU describe the 

approaches used for individuaily testing each of the ATM traffic processing operations 

Traffx Capture 

The first of the card's functions that was tested was ATM traffic capture. Traffic 

capture testing analyzed the card's abiiity to accurately capture the timing information 

of an ATM traffic stream. Testing checked that a traffic stream was correctly received 

and encoded by the card and transferred to a host. The strategy used for testing was to 



configure the card for capture. have it capture t r a c  for a period of time. and then ana- 

lyze the captured traffic log file that was created. Analysis of the log file checked that no 

ATM ceiis (from traffic Stream that was supplied to the card) were dropped or mis- 

labelled and that there were no extra ceils added to the encoded traffic stream. Discus- 

sion in this part of the chapter will describe how this testing was performed and the 

resdts that were obtained. Figure 6.2 illustrates the environment that was used for 

testing ATM traffic capture. 

Host PC - ATM traffic generation 
and capture card 

Protocoi 
anaiyzer 

Hard disk 
drive 

Figm 6.2 Environment used for testing ATM traffic capture 

For testing trafEc capture. the card was installed in its typical operating environ- 

ment in a PCI slot of a host PC. The host was required to perform its usual functions of 

configuring and controliing the operation of the card and storing the ATM encoded traffic 

stream captured by the card. The host that was used for testing was an iBM-compatible 

PC which had an Intel Pentium processor running at 100 MHz. 64 mega-bytes of RAM. 

two giga-bytes of free hard disk space. and running the Windows 95 operating system 

(0s) 

A GNNettest interWATCH 95000 ATM protocoi anaiyzer was used to supply the 
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card with a stream of ATM traffic to capture during testing. A protocol analyzer was 

selected as a traffic source because of its ability to be conligured to supply a predictable 

traffic stream where the timing of the ATM celis that it generated could be accurately 

specified. The sequence of cells in the source traffic Stream had to be Lrnown precisely in 

order to measure and ver@ the card's abiiity to accurately capture ATM traffic. Other 

(non-test) equiprnent could not have been used as a source of ATM traffic due to the dif- 

ficulty (irnpossibiiity) Sn controiüng or even predicthg the timing of ceils transrnitted 

fiom these devices. 

ATM traffic capture was tested with the protocol analyzer supplying the card with 

a fixed, repeaüng pattern of ATM cells. Selection of this periodic traffic pattern reduced 

analysis of the log files to sirnply synchronizing the transmitted pattern with the cap- 

tured traffic at the start of the file and checking that this pattern was repeated through- 

out the rernainder of the file. Upon detecting the occurrence of an error where one or 

more ceLls in the capture 6le did not match those expected in the source pattern, the 

incident was recorded. the transrnitted pattern re-synchronized with the captured traf- 

fic. and the processing of the log file restarted. Testing with a randorn source pattern 

would have complicated anaiysis of the capture file; use of this type of traffic Stream 

would have required the ATM anaiyzer to record the traffic that it generated for the 

entire duration of the test session. This would also have required translation between 

the ATM analyzer's log file format and the format used by the ATM traffic generation and 

capture card for cornparison d e r  the capture session ended. The ATM protocol analyzer 

that was used for the testing was aiso unable to create log files (of the traffic generated) 

for durations long enough to sufficiently test the trafEic capture capabüities of the card. 

The high-speed computation capabiiities OC a Sun Ultrasparc workstation were 

exploited for analyzing the traffic log files captured by the card. At the end of a traf-fic 



capture session. the captured traffic log file was transferred Erom the host to the work- 

station via a local-area network ILAN) connection. Software developed for the worksta- 

tion processed the log file, recording and displaying instances where the traffic captured 

by the card differed from the ATM traffic Stream suppiied by the protocol analyzer. 

The ATM traffic generation and capture card's traffic capture capability was 

tested with the five ceii-sequences shown in Figure 6.3. Each of the sequences used was 

of a different length and there were some variations in the values of the header fields of 

ceUs within a single sequence as well as between sequences. The 48 payload bytes of a i l  

cells in the sequences were fixed at a hexadecimal value of Ox5A. Traffic capture was 

tested with each sequence for a period of approximately eight and a half hours. in each 

of these capture intervals, approxïmately 10.8 billion celis were captured by the card to 

create a captwed traffic log file 1.3 giga-bytes in size. 

No errors were found in the andysis of each of the eight and a half hour traffic 

log files captured during testing with the five A m  ceii sequences. Analysis of the log 

fiies did not End any instance where an ATM celi or a group of celis in the traffic streams 

supplied to the capture card was either dropped from the encoded traf6c stream or mis- 

labeiled as a ceii not appearing in the source stream- Due to the periodic nature of the 

ATM traffic streams used for testing. it is possible that the card dropped cells from the 

encoded captured trafEc log file and that the analysis software did not detect this loss. 

This would have been the case if the nurnber of ceils dropped by the card was a multiple 

of the number of cells in the ceii-sequence used for testing. For example. it is possible 

that, during the capture uslng the five cell sequence. the card lost ceils in blocks whose 

size was a multiple of five ATM ceils. Anaiysis of the tra.fEc log file captured using Us 

sequence would not have detected the absence of cells in the encoded traffic stream if 

they were dropped in blocks of 5. 10, 15. etc. celis: capture file analysis would have 
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detected ce11 loss in the encoded traffic log file if groups of c e k  of any other size were 

dropped. If the card did have the tendency to drop ceiis in groups of five, for example. 

this would have been detected during testing with sequences of other lengths (i.e. 7, 9, 

10. or 11 cells). Based on the results obtained from testing with each of the five ATM ceii 

sequences, the ATM traffic generation and capture card does not lose or mis-label any 

celis when performing ATM îraffic capture. 

If anaiysis of the captured traffic log files had discovered traffic loss or mis- 

labeiled ceiis. the& occurrence could not have immediately been attributed to a failure of 

the ATM traffic generation and capture card to accurately capture trdfic. Errors could 

have originated as a result of ATM cell generation problems at the ATM protocol analyzer 

or from transmission errors incurred over the fiber optic Iuik from the protocol analyzer 

to the card. across the host's PCI bus a s  the encoded trafEc strearn is transferred from 

the card to the processor. or as the traffic stream is written to disk from the processor. 

Had such errors been found in the capture files, efforts would have been undertaken to 

identify the source of the failure. 
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Sequence 1 

Sequence 2 

Sequence 3 

Figure 6.3 Celi sequences used in testing card's ATM traffic capture capability 



Sequence 4 

GFC VPI VCI CLP HEC Payload 
Mn) (decl (ded Mn) @in) (hex) bytes f i e . )  

VCI 
(ded 

Sequence 5 

HEC 
(ha) 

Figure 6.3 (con't) Ceii sequences used in testing card's ATM traffic capture capability 

Traffic Generation 

The objective of testing the card's traffic generation function was to verifL its abil- 

ity to accurately generate ATM traffic. Testing checked that the card generated a stream 

of ATM ceUs which corresponded exactly to that represented by an encoded traffic 

stream supplied to it by a host PC. The generated stream was processed to check that 

there were no SONET signalLing errors. that none of the c e b  from the encoded source 
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stream were dropped or transmitted as errored. and that no extra cells were inserted 

into the Stream. The approach used for testing was to enable the card for ATM traffic 

generation. have it generate t r a c  for a period of tirne, and to anaiyze the traffic that was 

transmitted. This part of the chapter will discuss the testing that was perforrned and 

the results that were obtained. 

For testing traffic generation, the ATM traffic generation and capture card was 

instalied in a PCI slot of the same 100 MHz Pentium host PC that was used for testing 

ATM traffic capture. The host had the responsibility of corifiguring the card for genera- 

tion and to supply it with the encoded traffic stream representing the sequence of ATM 

ceiis that were to be generated. 

There were two environments used in the testing of the ATM traffic generation 

operation. in the k t ,  the GNNettest interWATCH 95000 ATM protocol andyzer used 

earlier was connected to the fiber optic transmit port of the ATM traffic generation and 

capture card as shown in Figure 6.4(a). The analyzer was capable of capturing approxi- 

mately 1.55 million ceiis. which corresponds to about 4.3 seconds of ATM traffic trans- 

mitted at an OC-3c rate. The analyzer was capable of recording the occurrence of 

SONET signa-ihg errors such as loss of signal. loss of frarne. out of frame. STS loss of 

pointer, and loss of cell deiineation; it was aiso able to keep a count of cells received kom 

the card which contained header errors. At other points durùig the testing. a second 

ATM traffic generation and capture card configured for tra0[ic capture was comected to 

the generation card's transmit output in an arrangement Uke that fflustrated in Figure 

6.4(b). The host used to con6gure and control the operation of the ATM trafic capture 

card had a Pentium processor runnlng at 120 MHz. had 64 mega-bytes of RAM. and was 

running the Windows95 operating system. The foiiowing discussion will describe the 

purpose of each of these test set-ups and when each was used. 
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Host PC 

Host PC 

Host PC 

ATM traffjc generation 
and capture card 

Pro toc01 
anaiyzer 

ATM traffic generation 
and capture card 

ATM traffic generation 
and capture card 

Hard disk 
drive 

Figure 6.4 Environment used for tesüng ATM traffic generation 
(a) with an ATM analyzer capturing generated traific. @) with an ATM 

capture card capturing generated traffic 

Testing of traffic generation began by checking that the ATM traffic stream trans- 

rnitted [rom the card did not contain any c e h  with errored headers. that there were no 

SONET signalhg errors. and that the card did not insert any celis into the generated 

t r f i c  stream which were not specified in the encoded traffic stream supplied by the 



Chrpter 6 - T u t h g  md VcriBC8don 
- -- 

hast. For this phase of testing. the ATM protocol analyzer was connected to the fiber 

optic output of the ATM traffic generation and capture card. The analyzer was used to 

record the occurrence of SONET signalling errors and the number of ATM cells received 

with header errors. An ATM ceii Elter on the analyzer was configured to retain only 

those ceiis received from the card which did not match those specified in the encoded 

traffic strearn. The host in which the card was instaiied configured the card for ATM 

traffic generation and suppiied an encoded traffic stream containing ATM ceU sequence 

(1) shown in Figure 6.5. This sequence was repeated throughout the encoded traffic 

stream (suppiied to the card) to produce an ATM traffic stream with a bandwidth utillza- 

tion of 10û% of the OC-3c rate. During eight hours of testing. the card generated a 

Stream of approximately 10.1 billion ceUs which did not contain any SONET signalling 

errors, errored ceii headers, or cells not belonging in the traffic stream. 

The next phase of traffic generation testing examined the sequencing of ceiis in 

the ATM traffic stream generated by the card. The objective here was to ve* that the 

generated sequence exactly matched that specidied in the encoded traffic stream sup- 

piied by the host. Anaiysis of the generated traffic streams was performed individually 

with both the ATM analyzer and with a second ATM traffic generation and capture card. 

Each of the three ceii sequences Wustrated in Figure 6.5 was used in the testing. 

A visual examination was made on some of the ceils recorded in several ATM traf- 

Tic log mes captured by the ATM analyzer. Due to the large number of ceiis captured by 

the analyzer. it was not practical to examine ail of the ceiis in the four second capture 

buffer. Rather. only small groups of ceiis were checked at different points in the cap- 

tures performed with the analyzer. The groups of ceiis that were looked at matched that 

which the card was expected to generate and were absent of any ceiis not specified in the 

encoded traffic stream. 
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Sequence 1 

GFC VPI VCI PT CLP HEC Payload 
@in1 (decl (decl (bW (binl ( h d  bytes ( h d  

Sequence 2 

GFC 
min) 

VCI 
(de cl 

Sequence 3 

Figure 6.5 Ceii sequences used in testing cardes ATM traffic generation capability 

In addition to the iimitation of the protocol analyzer to be used to examine the 

generated celi strearn thoroughly, use of the analyzer to ver@ the ceU stream was less 

than ideal for another reason. The LLmited traffic capture capabuty of the ATM anaiyzer 
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did not permit the card's generation functlon to be verlfied for periods nearly as long as 

for which it was designed to operate; the ATM analyzerBs four second traffic capture 

buffer did not corne close to ailowing the card's generation function to be tested for inter- 

vals that were "hours long* in duration. as  suggested in the design specification. 

As a resuit of the shortcomings of using the ATM andyzer to verLfjr the sequence 

of ceiis generated by the card. a second ATM traffic generation and caphue card was 

configured to capture the traffic generated by the first card. With this set-up. the card's 

traffic generation function couid be tested for intervals at ieast a few hours in length and 

analysis of the generated stream (captured by the second card) could be automated 

through software similar to that used for the traffic capture testing. Since the card had 

previously been proven capable of accurately capturing an ATM stream. it could be used 

with confidence in the testing of the traffic generation function. 

Like the approach employed in the verification of ATM traffic capture. a Sun 

Ultrasparc workstation was used in the testing of the card's ATM traffic generation oper- 

ation. After generating traffic for a period of Ume. the traffic log file captured by the sec- 

ond card was transferred from the supervising host PC over a LAN to the Sun 

workstation. The anaiysis software that was developed for the workstation examined the 

traffic stream that was captured, searching for instances where it dfffered fkom the 

encoded stream that the host suppiied to the card generating ATM traffic. 

Traffic generation tesüng was performed (individuaiiy) with the three periodic 

ATM cell sequences shown in Figure 6.5. TestLng with each sequence was performed for 

a penod of 6.8 hours. Apprordmately 8.7 biiiion ceiis were generated by the card during 

each of these intervals and around 26 billion cells during the entire 20 hour test period. 

The celi sequence that the host suppïied to the card during each test was hard-coded in 

the software which it used to configure and control the operation of the card. 
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Anaiysis of the ATM traffic generated by the card found that the ATM traffic gen- 

eration and capture card was able to generate a sequence of cells which exactiy matchec! 

the encoded source stream provided to it. In each of the three seven-hour tests. there 

were no errors (in the log file of the generated traffic captured by the second card) occur- 

~g in the forrn of extra ceiis inserted or cells dropped from the source stream. 

Although testing with the ATM traffic capture card ailowed ceil sequence errors 

in the generated traffic Stream to be detected. SONET signalling errors occurring in the 

transrnitted stream could not be identified- During intervals when transport errors 

occur in the SONET signalling. groups of cells c m  be demapped from the physical trans- 

port correctly. incorrectiy. dropped entirely, or in some of combination of these. As 

such, it would not have been possible to differentiate (in the encoded traffic stream cap- 

tured by the second card) between instances of SONET signalhg errors and errors in 

the sequence of ATM celis generated by the card. in retrospect. an improved approach to 

analyzïng the generated traffic would have been to distribute the generated traffic stream 

to the capture card and to the protocol analyzer using an optical splitter In an arrange- 

ment like that shown in Figure 6.6. The ATM capture card would record the sequence of 

celis received Erom the generator card while the protocol andyzer would be used to check 

for the occurrence of transport errorç. This approach would serve as a means of deter- 

mining whether SONET errors were experienced d-g a given test interval. but would 

not provide any way of associating them with the corresponding ceii sequence errors in 

the capture log. 

Had ceil sequence errors been found in the generated ATM traffic stream during 

the testing that was performed. their occurrence may not have necessariiy indicated that 

the ATM traffic generator card was at fault. Errors may have resulted due to a fauit of 

the generator card and its host to transmit the proper sequence, failure of the capture 



card and its host to accurately receive the ceii sequence. or a transmission emor on the 

fiber optic transport itseff. Occurrence of any emors during the testing would have 

required fiirther investigation to identiIi, their cause. 

Host PC 

Host PC 

ATM traffic generation 
and capture card 

ATM traffic generation 
and capture card 

Hard disk 
drive 

Figure 6.6 Preferred approach for performing ATM traffic generation testing 
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Discussion 

There were some choices made in the design of the ATM traffic generation and 

capture card which faciütated its implementation and some choices which complicated 

the implementation and limited the card's overall performance. This chapter will dis- 

cuss these choices as weii as other aspects of the card's dwelopment- 

The architecture designed for the ATM traffic generation and capture card 

aiiowed a powerN network interface card to be reaiized. Use of an FPGA to implement 

the functionality required of the traffic stream translator was appropnate for a number 

of reasons. With its abiiity to be reprograrnmed. the FPGA permits the functionality of 

the card to be switched easily between traffic generation and traffic capture as weii as 

additional ATM traffic processing capabilities that may be developed in the future. As 

mentioned in the previous chapter. the FPGA facilitated testing and debugging of several 

components on the card through the use of test-speclfic conûgurations. With the use of 

a microcontroller for programming the fimctionality of the FPGA, the card's behavior and 

capabilities can be changed quickly and easily with only minimal guidance required fiom 

a user. The inclusion of an interface to the PCI Local Bus provides the potential for hi&- 

speed data transfers between the card and a host. 

The use of an FPGA to implement the traffic stream translator functiondity 



helped in meeting the low (fabrication) cost objective set for the ATM traffic generation 

and capture card's design. The FPGA permitted the card to be built at a lower cost than 

would have been possible had this functionality becn targeted to an ASIC instead. Fig- 

ure 7.1 Lists approximate costs of the FPGA and other components on the board as weU 

as fabricating the printed circuit board. The $830 total estimated cost is considerably 

less than the price of most cornmerciai network anaiysis tools and therefore meets the 

cost objectives for the card. The costs listed in the figure reflect Iow production volumes 

of the card; further reductions may be reaiized as volume is increased. 

Component cost 
FPGA 
55933 
S/UNI-LITE 
RAM 
Microcontroiier 
O p t i d  transceiver 
RS-232 interface 
Crystals/oscillators 
Clock buffer 
Resistors. capacitors 

inductors. and other parts 

PCB fabrication 

$830 (US) 

Figure 7.1 Approximate material cost of ATM traffic generation and capture card 
([il. [BI. [Ill. [W. [271. [301) 

Appropriate choices were made in the selection of components used for the 

implementation of the ATM network interface and host interface rnoduies of the ATM 

traffic generation and capture card. The S /  UNI provides an effective interface to an ATM 

network's physical layer for the purpose of transmitting ce& during traffic generation 

and receiving celis during traffic capture. It aiiows idle/unassigned ceils to be specified 

in the generated t d l i c  Stream and retained in the captured traffic Stream. This feature 
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is important for maintaining accwate timing rizformation of ATM celis when translating 

between the ATM celi stream and the encoded traffic stream. With its ability to perform 

data transfers through three types of transfer mechanisrns. the S5933 PCI controller 

provides a flexible means of interfacing to the PCI Local Bus. The S5933's abüity to sup- 

port asyncfironous data transfers on its add-on side was usefiil as it aüowed compo- 

nents on the card to operate at a 20 MHz dock rate rather than at the higher PCI bus 

dock rate of 33 MHz. 

Some problems were encountered during the cardts dwelopment as a result of 

the particular FPGA selected to hnplement the traffic stream translator module. 

Although only 38% and 57% of the X .  XC3195A's logic resources (CLBs) were 

required for individual realizations of the traffic capture and traffic generation capablli- 

ties respectivery. implementatlon of these designs often could not be completed. Due to 

iimited routing resources within the FPGA. the nature of the designs to have wide data 

paths. and constraining pin assignrnents early in the design cycle. Xilinx's automatic 

place and route software was frequentiy unable to route ali of the signals (nets) in the 

design. Even when signai routing was completed. the designs did not always function 

correctly because the implemented circuit did not meet the necessasr timing require- 

ments. The interna1 gate delays of this FPGA affected the translater's internai operation 

and the operation of its interfaces with other components on the board. These Ilmita- 

tions were eventudy overcome through simplification of the designs' VHDL descriptions 

and multiple reûies of the place and route process. The XC3 195A ais0 did not have a 

sufficient number of 1 / 0  pins to aUow the data bus between the FFGA and the add-on 

side of the S5933 to be used in its fuli 32-bit width. implementation as an 8-bit bus 

effectively e-ated the possibiiity of doing burst transfers of data across t u s  bus. The 

limitations of this FPGA forced the functionality of the traffic stream translator to be 
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developed in the most efficient manner possible. 

In the early stages of testing the card's abiiity to capture ATM traffic. analysis of 

the capture log files found that traffic was regularly being lost. Analysis showed that the 

traffic that was captured in the log files would match that supplied by the protocol ana- 

lyzer for short periods of Ume. but there would be instances where a number of cells 

from the source Stream would be missing in the capture file. With the periodic traffic 

streams that were used for tesüng traffic capture. it was not possible to tell exactly how 

many ceils had k e n  dropped. What was seen was that the traffic loss was found to 

occur at intervals which corresponded to the start of the 3-byte block of captured traffic 

that was transferred from the card to the host. The ATM traffic stream encoding that 

was being used during this testhg required a constant data transfer rate between the 

card and the host of approximately 60 kilo-bytes per second4. This is equivalent to one 

double-word transferred evexy 70 micro-second and is slightly less than 0.05% of the 

peak transfer rate that the PCI bus is able to provide. 

Prelimùiary indications were that traffic loss was occuning during its transfer 

Gom the card to the host. Since the loss was consistently found to occw at the start of 

the 3-byte blocks of traffic transferred from the card and not at other points in the block. 

it appeared as  though the S/mT was successfully receiving the ATM t r a c  stream and 

the translater was encoding the traffic stream correctly. The integrity of the ATM traffic 

Stream supplied by the protocol anaiyzer was checked using two ATM lraffic generation 

and capture cards, each configured for traffic capture and each instalied in its own host. 

The ATM traffic stream supplied by the protocol analyzer was distributed to each card 

using an opticai splitter to ensure that both cards simultaneously received an identicai 

4. This data transfer rate includes the response identifier byte that is aiways 
passed between the card and the host 
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traffic strearn. Processing and cornparison of the two log fiies from a few test captures 

found that. although the nature of the traffic loss experfenced with both cards was simi- 

lar, the loss did not occur a t  the same points in both capture files. This indicated that 

either the ATM traffic generation and capture card was failing to transfer the entire cap- 

tured traffiz strearn to the host or the host was losïng parts of the stream received from 

the card. 

Since the captured traffic log files were processed only upon the termination of a 

capture session. it was not possible to determine the particular events on the card or the 

host that led up to the occurrence of traffic loss in the log. Aithough the host could have 

been prograrnmed to analyze the captured traffic in reai-time as it was received from the 

card. this additional processing by the host would have reduced the rate at which the 

traffic strearn was read fiorn the card and would have likely resdted in further traffic 

Ioss. 

in an attempt to iden* the reason why t r a c  was being Iost in the capture files, 

the functionality of the system controller module within the traffic stream translator was 

modified so that a sequence number was attached to each of the captured traffic double- 

words (in the response identifier byte) that were loaded into the S5933's add-on to PCI 

FIFO. The host software was modified so that the whole double-word (the response iden- 

tifier byte and the three bytes of captured traffic) was written to disk during traffic cap- 

ture. At the end of the capture session, the log file analysis software checked the 

sequence nurnbers attached to each of the double-words. Analysis of the capture files 

found that every double-word that the translator loaded into the S5933's FIFO was king 

successhilly received by the host and written to disk- 

The system controller module was &O configured to set an emor flag if it ever 

had captured tralfic avaiiable and was unable to transfer it to the host because it found 
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that the S5933's add-on to PCI FIFO was fuil. A few test captures found that this flag 

was consistently being set. indicating that overflow of captured traffic was occurring at 

the card because of a failure of the host to read some of the traffic from the S5933's 

FIFO. This tended to suggest that some task running on the host was preventing it from 

reading the captured traffic from the card for short periods of thne. 

A number of optimizations were made to the host and its support software for the 

card in order to aüow it to devote more of its time to reading the S5933's add-on to PCI 

FIFO. These modifications uicluded removing the host's PCI network and sound cards. 

reducing the resolution and the number of colors used by the host's video display. opti- 

mizing the software that read the captured traffic from the card and wrote it to disk. and 

even using a host with a faster processor and increased memory. AU of these modifica- 

tions were made to no avail - WC was stiil king lost. 

A PCI bus andyzer was used to record bus activity to determine the degree to 

which the host's PCI bus was being used. This bus analyzer card was capable of captur- 

ing 5 12.000 bus events. but did not End any burst transfers or any device making exces- 

sive use of the bus. What the analyzer did find was that the host was continuously 

reading the status register within the S5933 to check for the availabiiity of data in the 

add-on to PCI FIFO. 

Although it was never deterrnined what particular ment or task on the host 

momentarily prevented it fkom reading captured traffic from the card. the occurrence of 

traffic loss in the capture log Eies was eventudy eliminated by supplemenüng the 

S5933's add-on to PCI FIFO with buffering on the card and on the host. The purpose of 

these buffers was to provide a rneans of decoupiing the rate at which the card captured 

and encoded an ATM traffic Stream and the rate a t  which the host transferred the traffic 

Gom the card to its hard disk On the card. a cache for storing captured traffic was 



implemented as a circular buffer in the card's on-board RAM. AU traffic was written to 

this cache as it was captured and encoded by the traffic Stream translator. Logic within 

the translator transferred captured traffic from the cache to the add-on to PCI FIFO as 

space became available in the FIFO. The cache that was implemented allowed alrnost 

four and a half seconds of captured ATM traffic (in encoded fonn) to be buffered for 

transfer to the host. 

Buffering on the host was implemented as an array with the capacity for storing 

almost 1.4 seconds of captured traffic. Al1 encoded traffic which the host read from the 

card was temporarily buffered in this array. When the host found that the S5933's add- 

on to PCI FIFO contained no captured traffic, it would use this idle period as an opportu- 

nity to write blocks of traffic h m  its buffer to the hard disk. Depending upon the 

arnount of traffic available in the bost's buffer. captured traffic would be written to disk 

in blocks of either 1, 4. 8. or 16 double-words. with the objective being to write data in 

blocks as large as possible for most-efficient disk accesses. The host also tried to read 

captured traffic from the S5933's FfFO as  efficiently as possible. A status register withùi 

the S5933 provides an indication of whether the add-on to PCI FIFO contains at least 

one double-word. a t  least four double-words. or is completely fuli with eight double- 

words of data. Depending upon the status. the host read data from the FIFO in a series 

of one. four, or eight single-data-phase PCI read transactions. While this approach is a 

Little more efficient than examLning the status register after each individual read (of a 

single double-word). it is still slower than perfonning burst read transactions. 

Based on the results of ATM traffic capture testing. the size of the caches imple- 

mented on the card and on the host were proven to be sufficient to eliminate all traffic 

loss in the log files. Either or both of these caches may in fact be larger than necessary 

for achieving traffic capture without any loss. 
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Due to the hostos failure to regularly read captured traffic h m  the card and for 

overflow on the card and traffic loss in the captured traffic log files to occur. it was antic- 

ipated that buffering of the encoded traffic stream would also be needed for the ATM 

traffic generation operation. Failure of the host to supply the card with the traffic 

stream to generate wouid cause idle/unassigned celis to be inserted into the Stream of 

generated traffic. The resulting traffic would consequently differ from that which was to 

be generated and would have a lower overal! bandwidth uüiization. 

Like traffic capture, buffers were implemented on the card and on the host. A 

circular buffer implemented in the card's RAM dowed almost nine seconds of encoded 

traffic to generate to be cached. AU traffic that the traffic stream translator received 

from the S5933's PCI to add-on FIFO was transferred to this cache. The translator read 

and decoded traffic from the cache as it was required, 

When the host supplied the card with traffic fto generate) read from a log éile 

stored on its hard disk5. a cache was implemented on the host which aiiowed it to bdfer 

over 27 seconds of the encoded ATM traffic stream- Before transferring any traffic to the 

card. the host checked the S5933's PCI to add-on FIFO status register to determine how 

rnuch space was avaiiable. Dependhg on the status. the host transferred the encoded 

traffic stream to the card in a sequence of one, four, or eight single-data-phase write 

transactions. During periods when the FIFO was full, the host read the encoded traffic 

stream from its hard disk Ln blocks 13.6 mllli-seconds in size. as dictated by the amount 

of space available in its cache. 

Several hours of t r a c  generation testing was perforxned with the host supplying 

the card with an encoded ATM traffic stream which was read from traffic log files stored 

5. A cache was not implemented and. as the testing has proven. was not needed 
on the host when the encoded traffic stream that it provided to the card was 
hard-coded in the support software. 
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on its hard disk. Testing was done with the three ATM celi sequences shown in Figure 

6.5 for a period of 6.8 hours each. Prior to beginning traffic generation testing. each 

sequence was written to a separate traffic log file- 

Andysis of the captured traffic log mes found that ceii sequence errors occurred 

during disk-based traffic generation testing with each of the three sequences, Seven 

errors occurred during testing with sequence (1) from Figure 6.5. 5 mors  with sequence 

(2). and 10 with sequence (3). The error occurrences were distributed throughout the 

duration of each of the test periods. In each of the instances where an error was found. 

the error that occurred was one where a nurnber of ceiis fiom the source pattern were 

rnissing in the capture file. Because the ceU sequences used in the testing were periodic, 

it was not possible to determine exactly how many ceUs were rnissing at each occur- 

rence. 

The type of celi sequence errors that occurred during ATM traffic generation test- 

ing with traffic log files tend to suggest that a fault exists with the management of the 

host's traffic buffer. As a result of the absence of errors experienced during testing of 

ATM traffic capture and testing of trdfic generation with hard-coded traffic streams in 

addition to the fact that errors oniy occurred during generation testing with log files on 

disk. it is very unlikely that sequence errors were introduced by the card capturing the 

generated traffic. Also. successful testing of traffic generation using celi sequences 

hard-coded in the host's software indicates that the card is able to receive. decode, and 

generate the ATM traffic Stream and manage its own traffic cache correctly. The fact 

that the ceil sequence errors were characterized as rnlssing ceils fiom the source Stream 

lndicates that the host supez-vising the generation card is transferring the encoded traffic 

Stream to the card at a high-enough rate. If this were not the case. extra idle/unas- 

signed ceiis would be found at the error points. For the reasons mentioned above. the 
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errors in the sequence of ceils generated by the card occurred as a result of a fdure of 

the host to properly manage the cache it uses to buffer the encoded traffic Stream trans- 

ferred from its hard disk to the card. This problem was never solved. 
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Recommendations 

and Future Work 

A number of opportunities exist for future development of the ATM traffic genera- 

tion and capture card. Some additional work is required to irnprove the operation of the 

card when it generates ATM traffic from log mes stored on a host's hard disk. There are 

also several modifications that can be made to the current imptementation of the card. 

Some of these modifications would serve to enhance the performance of the card's exist- 

ing capabiiities, whlle others would add increased functionalfty to the card. Some can 

be realized with the current version of the card. while others may require that a new card 

be designed and fabricated. This chapter will discuss a number of these improvements 

and make recornrnendations for future work on the card. 

The most important work required for the current implementation of the A m  

traffic generation and capture card is to elirninate the ceii sequence errors that result 

when the card generates ATM traffic from log files stored on the host's hard disk. It is 

believed that these errors are occurring as a result of improper management of the traffic 

cache residing on the host. Once the cause of the problem has been identified. several 

hours of testing shouid be performed before the card can be used with confidence to 
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accurately generate ATM traffic strearils that match those speciiied in encoded traffic log 

files. 

in the next revision of the ATM traffic generation and capture card. the Xiluix 

XC3 195A FPGA selected to irnplement the traffic stream translator module should be 

replaced with one from a diarirent family of FPGAs. This replacement should be made to 

resolve sorne of the limitations of the XC3 195A discussed in the previous chapter and to 

provide additional resources to aUow increased fùnctionality to be added to the card. 

The new FPGA should have improved routing resources and smaiier signal delays. A 

faster part could also d o w  the dock rate on the card to be increased to the PCI bus 

clock rate of 33 MHz. The selection of an FPGA with additional I/O pins would aUow the 

data path between the translator and the S5933 to be implemented in its full 32-bit 

width to increase the efficiency and data transfer rate of exchanges between the host and 

the card. Ideaily. the FPGA that is chosen would be a member of a farnily which con- 

tains larger (increased logic capacity and 1/0 pin count) and faster pin-compatible parts. 

Such a choice would minimize the nurnber of modifications to the PCB should it be nec- 

e s s q  to make further FPGA replacements. Possible candidate parts include those from 

the Xilinx Virtex and Altera FLEX 10K families. 

Future work wlth the card should consider redevelopment of the host software 

for use under an operating system such as UNTX. VXWorks. or WindowsNT. The purpose 

of making a change to the host's operating system is to attempt to resolve the problems 

that occurred when the host periodicaily failed to transfer the encoded traffic stream to 

and from the card when the Windows95 operating system was used. F'urther investiga- 

tion is required to determine whether a different operating system would read or write 

the S5933's FIFOs a lfttle more regularly when ATM traific capture or generation is in 

progress. 



Enabiing of PCI bus burst transfers between the host and the card is another 

modification that should be made in the future. The use of burst transfers would make 

more efficient use of PCI bandwidth and would serve to increase the rate at which the 

encoded traffic Stream is exchanged between the host and the card. Burst transfers. 

together with a change of operating system for the host, may eluninate ail possibiiity of 

captured traffic overflowing a t  the card, particularly if a Ngher-bandwidth ATM traffic 

encoding scheme is ever used. These changes may even aUow the host to support the 

concurrent operation of a number of traffic generation and capture car& installed in a 

cornmon host. 

The ability of the current version of the card to realize burst transfers depends on 

the particular data transfer mechanism (of the S5933) chosen and how it is used. 

S5933-initiated burst transfers using the FïFOs could iikely be implemented gïven the 

interna1 data buffering that this transfer mechanism provides. During a transfer to the 

host. the translator can 6il the add-on to PCI FIFO and let the S5933 initiate the transfer 

when the PCI bus becomes avaiiable. When receiving data from the host. the S5933 can 

frll the PCI to add-on FIFO and let the translator read data fiom the FIFO at its own 

pace. As a result of the local clock rate on the card and the width of the S5933-transla- 

tor data path. burst transfers of more than eight double-words (the capaclty of each of 

the FIFOs) cannot be efficiently realized; with a lower dock rate (than the PC1 bus clock) 

and the narrow data path. wait States wouid occur in the burst transaction as the trans- 

lator loads data into or reads data from the FIFOs. Burst transfers using the S5933's 

pass-thru registers are not effective for the same reason. 

To improve the card's ability to support PCI bus burst transfers between itself 

and the host, future versions of the ATM traffic generation and capture card should add 

two 32-bit wide FFOs on the add-on side of the S5933. These FLFOs would allow burst 
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transfers (made using the S5933's FIFOs or pass-thru registers) to directly access data 

storage space on the card and would elirninate the dependency on the translator to sup- 

ply and receive data a t  rates high-enough to support the bursts. The translator wouid 

have to write responses and captured traffic that it wishes to send to a host to one FIFO 

and would read fiom the other FIFO commands or generation tr&c transferred Gorn the 

host. Figure 8.1 illustrates how the data path between the S5933.s add-on side and the 

trdEic stream translator should be modified to incorporate these FIFOs. 

For comrnands and 
generation traffic 

For responses and 
captured traffic 

Figure 8.1 Extemal FIFOs on the ATM traffic generation and capture card for buffering 
data for PCI bus transfers 

One application of the card which could be developed is a capability for simulat- 

ing and recording various network error conditions. This application wodd use the card 

to introduce errors into the ATM traffic stream which it transmits to a network and 

record errors in a traffic strearn received [rom a network, allowing other aspects of net- 

work operation to be studied. If appropriate configuration information is written in its 

interna1 registers, the S/UNI cari be instnicted to insert errors such as framing pattern, 

bit interleaved parity, and fflegal pointer errors. By reading the contents of various sta- 

tus registers witNn the S/UNI, occurrence counts of these same errors on the input 

Gom a network can be recorded. The S/UNI is also capable of recoràing the number of 
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correctable and uncorrectable header errors occurring in a traffic Stream received Gom 

an ATM network. As the host and translator are presently able to access the S/UNI's 

configuration/status registers. this new functionaiity can be reaiized with only minor 

modifications to the host software to enable the desired errors conditions to be inserted 

and recorded. 

By integrating the error insertion and detection functionality descnbed previ- 

ously with the card's existing capabilities for ATM traffic generation and capture, a fur- 

ther improvernent in the card's usefulness for studying network behavior can be 

reaked. During traffic generation, the card could be configured to insert errors into the 

traffic stream which it transmits to a network. This would increase the realism of the 

traffic stream used to drive an ATM network or switch. PeriodicaUy reading the S/UNI ' s  

registers which count the occurrence of errors in the receive stream during traffic cap- 

ture would serve to provide a measure of the accuracy of the corresponding intervals of 

captured traffic in the log files. Inclusion of this error information would InvoLve signifi- 

cant modifications to the encoding scheme used to represent the ATM traffic stream and 

would likely require the fabrication of an irnproved version of the ATM traffic generation 

and capture card which implernents the recommendations discussed in this chapter. 



Chapter 9 

Conclusion 

This thesis has discussed the design and implementation of an ATM network 

interface card developed for the purpose of generating and capturing ATM traffic at  OC- 

3c rates. The need for this card was motivated by the expense and capabiüties of ATM 

network test equipment avaiiable commerciaiiy at the time of the project's inception- 

Due to commercial test equiprnent's high cost, limited ability to capture network traffic. 

and inability to generate traffic with certain properties. the testhg that is performed on 

network equipment and networks themselves is often less than ideal. Testing is done in 

environments which are not realistic and do not provide sufficient data to accurately 

characterize network behavior. 

The ATM traffic generation and capture card that was designed attempted to 

overcome the shortcomings of testing with commercial equipment by implementing a 

network interface card designed with the capabllity for generating and capturing net- 

work traffic for extended periods of time. with the fldbiiity to generate all types of net- 

work traffic, at a low cost. Selection of commercial components for the implementatlon 

of the card and the use of an FPGA to realize logic functions which could not be found 

commerciaiiy ailowed the card to be built at a low cost. n i e  decision to use an  IBM-corn- 

patible personal computer as the host responsible for configuring and controiüng the 
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operation of the ATM traffic generation and capture card was made to further help the 

card to be recognized as a low-cost alternative to testhg with commercial network test 

equipment, An encoding scheme used for representing the ATM traffic to be generated 

to the network and that which was received fiom the network helped to achieve long 

ATM traffic processing intervals and minimize the amount of space required for storing 

these streams. The host's abtlity to supply the traffic stream to generate and receive the 

captured t r a c  stream was the only factor determinhg the duration of time for which 

the cârd couid perform either ATM traffic processing operation. By usuig a traffic repre- 

sentation scheme which speci6ed the traffic as a sequence of cells. the card was able to 

generate streams of ATM traffic with an extremely large range of charactenstics. 

Through several hours of testing. the ATM traffic generation and capture card 

was verified to be capable of accurately generating and capturing ATM network traffic 

over long periods of m e .  Testing checked that the card could generate a stream of ATM 

traffic which did not contain any SONET signalhg errors. that none of the ceils trans- 

mitted had errors in their headers, and that the proper sequence of ATM c e k  were gen- 

erated without any extra cells inserted or any required cells dropped from the 

transmitted stream. For traffic capture. testing verified the card's ability in accurately 

recording the timing information of an ATM traffic stream supplied to it. Testing of this 

function checked that the card captured all of the ceiis in the traffic stream provided to it 

and that it did not insert into the capture log any celis not origindy specified in the 

source stream. No errors were experienced during testlng of either of the card's ATM 

traffic processing capabilities. 

While the traffic generation and capture card discussed in this thesis was able to 

perform each of the ATM traffic processing operations a s  required. its capabilities were 

M t e d  somewhat as a result of some of the choices made during its design. The use of 
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an FPGA to implement the functionality of the traffic stream translator module was ben- 

eficial as it helped in the low-cost reaiization of the card. allowed the cardes function to 

be switched easily between traffic generation and traffic capture as weli as other ATM 

traffic processing operations, and facilitated testing of other components on the board. 

Unfortunately, choosing the largest and fastest part in the device family resuited in con- 

straints being placed on the card's capabilities when it was discovered that the FPGA did 

not have a sufficient number of 1 / 0  pins or enough logic capacity and that it had diffi- 

culty operating at the required clock rate. The inclusion of the PCI lmcal Bus interface 

on the card provided the possibility of high data transfer rates. but proved to be ineffi- 

cient unless data was transferred in burst transactions. Difficulty in achieving the 

required transfer rates for the encoded traffic streams complicated the implementation 

of the card and may preclude the use of other ATM traffic encoding schemes which 

require more bandwidth. Development of the card was approached as a hardware 

design project. with Little consideration made to the support software running on the 

host. The approach undertaken for the design of this part of the system should have 

exarnined techniques that ensure that the encoded traffic strearn is transferred to and 

from the card in a tirnely mariner. Valuable insight was gained from the implementation 

of the ATM traffic generation and capture card which can be applied to future revisions 

of the card or to the design of other simila. devices. 
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