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Abstract

Penning trap mass spectrometry (PTMS) can be used to test the Standard Model (SM) and to

answer the questions related to the origin and abundance of the elements in the universe. There

are several facilities worldwide specialized in PTMS and some of them can measure the masses of

isotopes with half-lives in the range of milliseconds. TRIUMF’s ion trap for atomic and nuclear

science (TITAN) is one such facility. In mass measurement the precision is linearly proportional

to the charge state of the ion of interest. To increase the charge state, ions are charge-bred using

an electron beam ion trap (EBIT) at TITAN. However, the charge breeding process introduces an

energy spread among the ions which adversely affects the precision of the mass measurement. To

overcome this problem a cooler Penning trap (CPET) was designed, assembled and is now being

tested off-line. This thesis presents the first systematic test results of CPET. We also present the

result of the first Penning trap mass measurement of the isotope 24Al, which is five times more

precise than the previous atomic mass evaluation (AME2012) value. The precise and accurate

mass of 24Al is important for both astrophysics and for test of the standard model (SM). The

resonance energy (Er) calculated for the 23Mg(p,g)24Al reaction using the ground state mass of

24Al reported in this thesis shows a 2s deviation from the direct measurement. On the other hand,

tests of the SM by evaluating f t values using isospin T = 1 nuclides have reached a high precision

level. Effort is now shifting towards the T = 2 nuclides, which are far from stability compared to

their T = 1 counterparts. For this reason, the ground state masses of T = 2 nuclides and of their

decay products are required to be known with high precision. 24Al is the daughter of one such

nucleus, 24Si. The ground state mass of 24Al reported in this thesis will be useful to test the SM.
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Preface

Most of the experiments in modern physics require multi-disciplinary expertise which naturally

involves a large number of people. This is particularly true in the case of the physics of radioiso-

topes. Experiments at TITAN are no exception. The CPET project enjoyed the support from the

TRIUMF machine shop whenever needed. The electronics and data acquisition groups were in-

strumental in the development of the control system. Also, the TITAN team members were always

there to share their experience and skill. In this large team-effort my major contributions could be

summarized as follows:

I was leading the CPET project since spring 2012. This includes various developments, modifi-

cations, the planning and execution of systematic tests, performing experiments, and data analysis.

As part of my PhD project I have:

• Developed the baking system of CPET which is very important to ensure a high vacuum.

Without a satisfactory (in the range of 10�10 Torr) level of vacuum, the highly-charged ions

(HCIs) will undergo recombination which will render them unusable for mass measurement.

The pumping rate of the CPET chamber is increased by activating the non-evaporable get-

ter (NEG) coating on it. Due to severe space constraints in the magnet bore, I decided to

follow a unconventional insulation and baking method for the activation of the NEG. The

effectiveness of that method was tested and is reported in this thesis.

• Developed the control system of CPET. This involves the control of the high voltage (HV)

power supplies, detectors and detector position control, vacuum and temperature monitor

and the crucial interlock to save the system in case of any vacuum failure or pressure burst
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inside the vacuum. The CPET control system has also reduced the effort of preparing and

tuning the system significantly. It is facilitating successful off-line tests to date.

• Calculated and implemented the detector requirements and their positions. The position,

number and size of the detectors are very important. Although it is desirable to have as many

detectors as possible in the system, the space and economic constraints require a careful

calculation and planning to optimize this demand. The initial design and plan of detector had

a few limitations. By performing systematic tests, I was able to propose the best possible

position and specifications of the detectors, and successfully implemented the changes.

• Successfully confined dense electron plasmas with large numbers of electrons for more than

2 minutes. While the HCI cooling process should not take more than few hundred millisec-

onds, the simulations show that the denser and larger the electron number, the faster the

cooling process. The demonstration of dense (⇡ 1014 m�3) electron plasma accumulation

with up to ⇡ 108 electrons is a very promising sign and shows that the progress is in the right

direction. Being able to confine the plasma for longer times is very helpful as this indicates

that many cooling cycles can be completed without reloading the trap with electrons. This

will have a positive impact on precision of the mass measurement.

• During the offline tests I observed the damping of the m = 1 plasma oscillation mode. The

existence of this mode can have a negative influence on the effectiveness of the cooling. As

a result, it is important that this mode damps away before ions are brought in for cooling.

Careful analysis showed that we are observing the damping in a new parameter regime. A

manuscript reporting these findings is in preparation.

We have routinely reported our progress on the CPET project to the scientific community

through a number of publications. The following two conference proceedings contain the most

up-to-date status of the CPET project:

• U. Chowdhury et al. A Cooler Penning Trap to cool highly-charged and short-lived isotopes

at TITAN, Proceedings of COOL2013, 206-209 (2013).
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• U. Chowdhury et al. A cooler Penning trap for the TITAN mass measurement facility, AIP

Conference Proceedings 1640, 120-123 (2015).

Besides my contribution and responsibilities in the CPET project, I was routinely contribut-

ing to the TITAN mass measurement experiments. Some of my contributions in TITAN mass

measurement experiments are:

• I was involved in preparing the system for the experiments since fall 2010 and have been

doing the online data analysis during the beam times since 2012.

• I have done the online and also the final analysis of the mass measurement of the 24Al

isotope, and prepared the draft for the article which is a part of this thesis. This work on 24Al

was published in Physical Review C: U. Chowdhury et al., First direct mass measurement of

the neutron-deficient nucleus 24Al, Physical Review C 92, 045803 (2015).
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Chapter 1

Introduction

The knowledge about elementary particles and their interactions is of great importance for our

understanding of the nature. With the advancement of science and especially the development of

higher energy accelerators, from the early twentieth century on, numerous elementary particles

were discovered [1]. By the end of the twentieth century, the number of such particles reached a

staggering 61 [1, 2], extending the known particles far beyond the well known electron, proton and

neutron that had been known to exist at that time. Once many of them were discovered, a theory to

explain the interactions between them and categorizing them into appropriate groups became nec-

essary. In addition, theoretical physicists were able to find that some of the forces that were earlier

thought to be independent and different from each other are in reality different manifestations of

a single force. For example, earlier, James Clerk Maxwell was able to show that electricity and

magnetism are two different manifestations of the same electromagnetic force, or field [3]. This

gave an indication of the existence of a unified theory for the fundamental forces. Hence, with the

newer discoveries, the demand for a new theory was enormous. It is this time, when scientists all

over the world contributed to developing the theory which is now known as the standard model

(SM). The SM is largely based on the mathematics of group theory [4]. The existence and break-

down of different group-symmetries in the SM requires the existence of the constituent particles

and their interactions [5]. So far, the SM has been able to systematically categorize and predict the

1



properties of most of the known fundamental particles with few exceptions. In many cases the SM

predicted the existence of new particles that are required by the gauge symmetry and were discov-

ered later [2]. The most prominent of them is the Higgs boson [6, 7]. Although the SM is to date

the most successful theory physicists have, the weaknesses of this theory have started to emerge. It

was widely accepted that besides the failure to include gravity, the SM gives a complete theory for

elementary particles and their interactions. However, experiments found that the neutrinos have

non-zero masses, which is not acceptable within the current framework of the SM. The SM also

does not explain the existence of the large amount of cold dark-matter (CDM) [8] in the universe.

While some of the limitations of the SM are evident from the theory itself (i.e., absence of gravity,

failure to incorporate the CDM etc.), some experiments can test the legitimacy of the SM by testing

the predictions the SM offers. Unitarity of the Cabbibo-Kobayashi-Maskawa (CKM) quark mixing

matrix, and the conserved vector current (CVC) hypothesis are two such predictions that can be

tested through nuclear physics experiments.

In a different realm, astrophysicists and cosmologists are trying to understand the origin of

different elements in the universe. They found clear evidence that stars and other celestial objects

have different ratios of known elements. Also, there is more matter in our visible universe than

anti-matter. It is important to know why such an imbalance is observed in nature. Besides being

a question of fundamental human knowledge, this question is related to the very existence of our

earth and hence to the origin of the human species. Nuclear reactions in stars and supernovae form

a number of reaction cycles such as the carbon-nitrogen-oxygen (CNO) and sodium-magnesium

(NaMg) cycles. Formation of elements and their isotopes depends on the binding energy of the

nucleus. Almost all the elements we have around us in daily life are stable isotopes with halflives

many orders of magnitude higher than that of the universe (⇠ 14 ⇥ 109 years). All the stable iso-

topes have specific numbers of protons and neutrons. Generally, the larger the difference between

the numbers of protons and neutrons is, the more unstable the isotope. The origin of stable nu-

clides in the universe is not always a straightforward one. Most of the time the isotope generation

follows a complex reaction network. The reactions themselves do not have any preference towards
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the stable nuclides. However, the reaction networks produce radioactive nuclides which eventu-

ally decay towards the region of stability. The intermediate steps between a stable nuclide and a

so-called seed nuclide are full of other radioactive nuclides, and the origin and abundance of any

element depends largely on which reaction path they follow. With the development of new and

powerful accelerators, it is now possible to produce a large number of short-lived isotopes and

perform nuclear experiments that can help us understand the origin and abundance of the elements

in the universe.

The atomic nucleus consists of two kinds of particles, protons and neutrons. Being the funda-

mental constituents of a nucleus, they are together known as nucleons. Nuclear mass is a mani-

festation of all the underlying interactions between its constituent particles, including the quarks

and gluons that are the main ingredients of the nucleons themselves. As a result, the mass of an

atomic nucleus can provide an insight into the physical interactions between the particles involved,

as well as the intrinsic properties of them. From the above discussion it is clear that our knowledge

of the origin of the elements, as well as the SM can be tested by means of radioactive nuclides.

As mentioned earlier, most elements around us are stable. The challenge is then the availability of

those isotopes that are short-lived. Halflives of the scientifically interesting isotopes for the exper-

iments vary over a wide range. In addition, there is no technology available that can produce only

one isotope at a time. In almost all cases, a large number of isotopes is produced. Producing those

isotopes, and then separating a particular species requires very precise state-of-the-art technology.

This requires isotope production facilities which are either nuclear reactors or accelerator-based

research facilities such as ISOLDE at CERN, ISAC at TRIUMF, and ATLAS at Argonne National

Laboratory.

Motivated by the importance of the precision mass measurement of short-lived isotopes, the

TITAN experimental facility was established at TRIUMF in Vancouver, Canada. TITAN has so far

successfully measured the masses of a number of isotopes with high importance in testing the SM

[9, 10], nuclear models [11–13] and astrophysics [14]. A unique feature of the TITAN facility is the

charge-breeding capability. This process can increase the precision of the mass measurement. The
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charge boosting is done by bombarding the ions of interest with an intense electron beam inside

an electron beam ion trap (EBIT). However, this process of charge breeding causes a large energy

spread among ions which eventually adversely affects the mass measurement and partially reduces

the benefits we would get from the charge-bred ions. To reduce the energy spread introduced

during the charge breeding process, the cooler Penning trap (CPET) project was initiated.

In this thesis we discuss two major contributions. The development of CPET is the primary

focus of this thesis. Hence, at first, we discuss the importance of ion cooling and report the sys-

tematic tests of CPET, which is currently being developed to reduce the energy spread introduced

by the EBIT. Then we report the first Penning trap mass measurement of 24Al and its importance

in astrophysics and on testing the SM.

In the 2nd chapter we discuss the basics of ion traps and give a brief introduction of TITAN

and its existing traps. The in-depth discussion and details of TITAN are available from numerous

sources in the form of peer reviewed journals. As a result, this thesis discusses only the major

components and their functions briefly.

CPET will be used to cool the charge-bred, highly-charged ions (HCIs), and we present a

compact but broad discussion of ion cooling in the 3rd chapter. Some of the cooling methods

discussed are used for neutral atoms as well. The discussion of neutral atoms appears because

cold, neutral atoms are sometimes used to cool the ions.

A detailed description and working principles of CPET are discussed in chapter 4. In chapter

5 we give the details of the offline tests we performed. During our offline tests we observed

the damping of the m = 1 diocotron plasma mode [15, 16]. This mode and its damping that we

observed are presented in chapter 6. Our understanding is that we observed this damping in a new

range of parameters.

Chapter 7 gives the details of the mass measurement of 24Al [17] with the help of newly devel-

oped ion guide-laser ion source (IG-LIS) [18]. TITAN is a very well known experimental facility

and the details are available from a number of sources, we have kept chapter 7 very compact.

We conclude the thesis with a summary and outlook.
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Chapter 2

Ion traps and the TITAN experimental

facility

Prior to the invention of ion and atom traps our knowledge of the microscopic particles was based

on the statistical average of a system of a large number of particles. Although Rutherford’s gold

foil experiment [19] and the Davisson-Germer experiment [20] with electrons were giving some

insight into individual particles, they would in general involve a large number of particles and an

average outcome. As a result, the physical knowledge would describe the ensemble of the particles

instead of individual particles or a small group of them. Low temperature study of single atoms and

ions, mass spectrometry, anti-matter research, plasma physics, and most recently development of

quantum computing, inevitably require the ions or atoms to be thermally isolated and suspended in

space by means of electromagnetic fields instead of solid material walls. Through the revolutionary

work of W. Paul, the scientific community first saw the suspension of ions in space by means

of RF electric fields (the Paul trap) [21]. This facilitated the manipulation and observation of

microscopic properties directly, with very little to no perturbation of the system. At about the same

time, scientists also developed Penning traps, where the ions are radially confined by means of a

magnetic field [22]. The basic principle of trapping is to apply a restoring force that prevents the

ions from leaving the trap.
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(a) Electrodes and field in Paul trap with alteration.
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B

Trap electrode(s)

(b) Hyperbolic (left) and cylindrical (right) Penning traps.

Figure 2.1: The two most common types of ion traps. Ions are confined radially by means
of an oscillating electric field, which is called a Paul trap, or by means of a magnetic
field, which is called a Penning trap. Axially the ions are confined by means of static
electric fields in both types of traps [23]. Whatever the trap geometry is, the principle
of trapping is simple, applying a restoring force that pushes the particle back towards
the centre of the trap whenever it wants to escape.

Fig. (2.1) shows the two most common types of ion traps. All the work reported in this thesis

is related to Penning traps. Hence, in the next section we will discuss the working principles of a

Penning trap.

2.1 Penning traps
Penning traps use a homogenous magnetic and a quadrupolar electric field to confine the charged

particles in space [24]. Depending on their use, Penning traps can be made with two different

geometries; the hyperbolic Penning trap and the cylindrical Penning trap. Fig. (2.2) shows both

kinds of Penning traps with their corresponding characteristic parameters ro and z0. The hyperbolic

Penning traps have electrodes which are hyperboloids of revolution. The ring electrode is a hyper-

boloid of revolution of one sheet while the end caps are hyperboloids of revolution of two sheets.

Cylindrical Penning traps consist of two gate electrodes which are equivalent to the end caps of a
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hyperbolic Penning trap, and there are one or more cylindrical ring electrodes between the two gate

electrodes (the latter case is referred to as a multi-ring trap or MRT). In an MRT the trapping region

can be adjusted depending on the use, and more than one species of charged particles with same

or opposite charges can be trapped. For a hyperbolic Penning trap both of the characteristic pa-

rameters remain the same while in a cylindrical Penning trap z0 changes with the adjustment of the

trapping region. Irrespective to the geometry, the fundamental trapping mechanism for both types3.1 Principles of ion trapping using Penning traps 27
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Figure 3.1: Schematic drawing of the electrode configuration of two types of
Penning traps. (a) Hyperbolic and (b) cylindrical Penning trap. A voltage V0

is applied between the ring and end-cap electrodes to trap charged particles.

confinement is achieved by superimposing a weak static electric quadrupole
potential. It can be generated by applying a voltage di�erence V0 between
the end-cap electrodes and the ring electrode, as shown in Figure 3.1(a),
which leads to

V (z, r) =
V0

2d2
·
✓

z2 � 1

2
r2

◆
. (3.2)

The parameter d is known as the characteristic trap dimension. It is given
by

d2 =
1

2

✓
z2
0 +

r2
0

2

◆
, (3.3)

where r0 is the inner ring radius and 2z0 the closest distance between two
end-cap electrodes. Figures 3.2 (a) and (b) show the electric-field lines gen-
erating a quadrupole potential for a hyperboloidal and cylindrical Penning
trap representing the TITAN Measurement Penning trap (MPET) and the
TITAN Cooler Penning trap (CPET), respectively. The z-direction is from
top to bottom and corresponds to the path of ion injection as well as ejection.

The two electric-field components are given by

Ez = �V0

d2
· z and �Er =

✓
V0

2d2

◆
· �r. (3.4)

Figure 2.2: Two categories of Penning traps. A same-sign potential is applied on the end-caps
and on the ring electrodes. The traps are housed in a magnetic field pointing along the
axis of the trap. (a) A hyperbolic Penning trap is made of three basic components; two
end caps which are two hyperboloid of revolution of two sheets, and a ring electrode
which is a hyperboloid of revolution of one sheet (left). (b) The cylindrical Penning
trap consists of cylindrical ring electrodes only. The same electrodes can function as
the end-caps. Figure from [25].

of trap are the same. In a Penning trap the magnetic and electrical fields are superimposed and the

resultant force on the ion is a Lorentz force (FLorentz = FB +FE). The homogenous strong magnetic

field (~B) confines the particles of charge q and velocity~v radially by means of the centripetal force

(~FB = q~v ⇥~B) giving the ions a circular cyclotron motion with a frequency wc = qB/m, where m

is the mass of the ion. The axial confinement is achieved by the static electric fields (V) which

exert a restoring force ~FE = �q~—V on the ions and push them towards the centre of the trap. The

two forces discussed above are geometry-independent general relations governing the interaction
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between charged particle and a field of any shape and magnitude. To utilize these two forces to

achieve the ion confinement, the geometry of the electrostatic potential has to be selected carefully.

The most convenient electrostatic potential that can trap ions axially is quadrupolar [26], and of

the form:

V =
V0(ax2 +by2 + gz2)

r2
0

, (2.1)

where x, y, and z are the three-dimensional coordinates of the ion, a , b and g are the constants

that are derived from the applied potential, and r0 is the characteristic trap size mentioned above.

Although the purpose of the electrostatic field is to confine the particle along the z-axis, the x and

y components enter the field to make sure that the Laplace equation (—2 = 0) is satisfied [27]. A

typical spatial profile of such fields is shown in Fig. (2.3).
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Figure 2.3: 3D saddle-shaped qudrupolar electric potential field inside a Penning trap. There
is no local minimum except at the boundaries. For convenience we have switched to a
cylindrical coordinate system where x2 + y2 = r2. Figure generated using the relation
2.1, with r = 10 = z.
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2.1.1 Ion motion inside the Penning trap

The ion motion inside a Penning trap is governed by the homogenous magnetic and the quadrupolar

electric field. For a particular Penning trap Eq. (2.1) can be rewritten as:

V (r,z) =
V0

2d2
0

✓
z2 � r2

2

◆
, (2.2)

where the characteristic trap dimension d0 is given by:

d2
0 =

1
2

✓
z2

0 +
r2

0
2

◆
. (2.3)

Now, the motion for a charged particle inside the Penning trap can be completely described by

the following relations:

d2x
dt2 = wc

dy
dt

+
1
2

w2
z x (2.4a)

d2y
dt2 = �wc

dx
dt

+
1
2

w2
z y (2.4b)

d2z
dt2 = �w2

z z. (2.4c)

Here wz, the axial frequency is completely independent of the radial motion. This decoupled

frequency is given by:

wz =

s
qV0

md2
0
. (2.5)

The radial parts are solved to yield a solution in terms of two eigenfrequencies:

w± =
wc

2
±
r

w2
c

4
�

w2
z

2
. (2.6)

These two frequencies are called the magnetron (w�) and reduced cyclotron (w+) frequencies. Fig.

(2.4) shows a hyperbolic Penning trap and the three ion motions. It can be shown that the three

frequencies are related by:
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end caps

ring electrode

Figure 2.4: A hyperbolic Penning trap and the ion trajectory inside the trap. The uniform
magnetic field and the quadratic electric field exert a Lorentz force on the ion and
modify the motion and give rise to the three Eigen-motions (right).

wc = w+ +w� (2.7a)

w2
c = w2

+ +w2
� +w2

z (2.7b)

2w+w� = �w2
z . (2.7c)

The hyperbolic shape of the electrodes produces the most uniformly quadratic electric field

achievable [28]. The electrodes are machined to the best possible tolerance to reduce the field

imperfections. However, a practical Penning trap is far from the ideal one. The entry and exit

holes for the ions causes a field distortion which is corrected by a combination of compensation

electrodes. A careful alignment is also performed for the ~E and ~B fields. Hyperbolic Penning traps

are used for precision nuclear mass spectrometry and the careful machining and alignment of trap

electrodes reduce the systematic errors significantly. Usually, a cylindrical Penning trap is not used

for precision measurement (for example, mass measurement of very short-lived isotopes) and thus

the requirement for the high-quality quadrupole electric field is not very strict. However, naturally,

the more precise the alignment and the field of the trap is, the better the particle confinement will

be. Cylindrical Penning traps are widely used for non-neutral plasma physics research [29] and

also to cool antiprotons at CERN [30]. Efforts are also underway to cool highly-charged-ions
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(HCIs) where an electron plasma will be used to reduce the energy-spread [31, 32]. TITAN is

one such facility where the cooler Penning trap is being developed to cool HCIs, which will be

discussed in later chapters.

2.2 TRIUMF’s ion trap for atomic and nuclear science
(TITAN)

Because of the challenging task of radioactive beam production, there are only a handful of fa-

cilities worldwide that can measure the masses of short-lived isotopes in the range of millisecond

halflives. ISOLTRAP [33] at CERN, CPT [34] at Argonne National Laboratory USA, JYFLTRAP

[35] at the University of Jyväskylä, Finland, SHIPTRAP [36] at GSI Darmstadt, Germany, LEBIT

[37] at Michigan State University in the USA and TITAN [38, 39] at TRIUMF are dedicated to the

mass measurement of short-lived isotopes. Fig. (2.5) shows the TITAN beam line and the traps

that are currently operational.

The TITAN experimental setup is located in the ISAC experimental hall at TRIUMF. TITAN

specializes in the mass measurement of short-lived isotopes, with lifetime usually in the range of

milliseconds. TRIUMF’s ISAC radioactive beam facility provides rare isotopes by impinging a

⇠480 MeV proton beam on a solid target [41]. Fig. (2.6) shows the schematics of the ISAC halls

and the experimental facilities located inside the ISAC-I facility. The target and the extraction

process varies depending on the ion of interest. For some ion species, a laser is used to selectively

ionize the isotopes that are extracted from the target [43] while a repeller plate suppresses the

remaining ions [18]. After extraction from the target, the ions are accelerated and a combination

of dipole magnets selects the ion of interest with a maximum resolving power of dm/m ' 1/3000.

The continuous beam of mass separated ions is then transported to TITAN for precision mass

spectrometry or for in-trap decay spectroscopy. In the sections to follow, we will briefly discuss

the three traps in the TITAN system. A more detail discussion of CPET will be presented in chapter

4.
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HCI

Figure 2.5: The TITAN beam-line and all the currently operational traps. Radioactive beam
is delivered from ISAC and tuned into the Radio-Frequency Quadrupole (RFQ) ion trap
for accumulation, cooling, and bunching. The singly charged ions (SCI) can either be
transported to the Measurement Penning Trap (MPET) or to the Electron Beam Ion
Trap (EBIT) for charge state boosting. CPET will be inserted right before MPET [40].

2.2.1 The Radio-Frequency Quadrupole (RFQ) Cooler and Buncher

The RFQ is the first trap on the path of ions delivered from ISAC. It is a linear Paul trap that uses

sympathetic cooling (discussed in chapter 3) to reduce the energy spread among the singly charged

ions using a He gas [44]. Its 24 axial segments facilitate the generation of a potential slope and

well where ions undergo collision with the buffer gas and are accumulated to bunch the beam.

The continuous and high emittance radioactive beams are accumulated and cooled to ' 10 eV at

TITAN’s RFQ [44]. The whole RFQ assembly sits at a DC potential of '20 kV to accept the '20

keV beam from ISAC. A pulsed drift-tube is used to reduce the energy once the pulsed beams are

extracted from the RFQ.

12



TITANRFQ
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HERACLES
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Figure 3.4: Schematics of the ISAC facility and the experimental facilities.
ISAC experimental areas are distinguished by their respective beam en-
ergy. First, the low energy section with up to 60 keV is dedicated to
ground state and decay properties investigated by trapping experiments,
�-decay studies, or collinear laser spectroscopy work. An RFQ and a
drift tube linac accelerate the radioactive ion beam up to 1.5 MeV per
nucleon in the so-called mid-energy regime. There, the beam is used for
reaction measurements important for nuclear astrophysics. Moving into
the third energy regime, the ISAC-II superconducting linear accelerator
brings the beam to 5-11 MeV/u for nuclear reactions at higher energy.

77

Figure 2.6: Schematics of ISAC experimental halls. The TITAN experimental facility is lo-
cated in the ISAC-I hall. The path of the proton beam, target station, accelerator and
other experimental facilities are shown. Figure from [42].

2.2.2 Electron Beam Ion Trap (EBIT)

TITAN’s EBIT is used to boost the charge state of singly charged ions for high-precision mass

measurement [45] or for in-trap decay spectroscopy measurement of electron capture branching

ratios [46]. As can be seen from Fig. (2.5), EBIT has a different beam-line independent of the ion

path from the RFQ to the measurement Penning trap (MPET). Depending on the desired precision

level, yield, and halflives, the singly charged ions are sent either directly to the MPET or to the

EBIT for charge breeding. EBIT uses an intense electron beam to remove electrons from the

orbitals of the ions by means of successive electron impact. This process usually takes several

milliseconds and varies slightly depending on the desired charge states [47] and ion of interest. In

addition to the charge breeding, the high current density (~J) of EBIT also produces a strong image
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2.1. Beam production and separation at ISAC

tinuous proton beam coming from the TRIUMF cyclotron. The current on
target of that beam can go as high as 100 µA. Once produced, di�erent nu-

Figure 2.3: The ISAC production and separation room. This room includes
two target stations, target and ion sources, a pre-separator and a high-
resolution (m/�m = 3000) magnet separator. Also shown is a rendering of
the target and a surface ion source.

clei di�use out of the target and are then ionized by an ion source [Dom02].
Subsequently, the ionized isotopes are extracted and formed into a beam
which is electrostatically accelerated to an energy of 12 to 60 keV. It is later
guided to a two-stage dipole magnet separator that include a pre-separator
and a high-resolution magnet separator (figure 2.3). This separates and se-
lects the ions of interest according to their mass-to-charge ratio (m/q) at a
resolving power of typically m/�m = 3000. Finally, the separated beam is
delivered to the ISAC hall where various experiments are located.

The two species of interest to this thesis, 6He and 8He, are produced
using a SiC target and ionized by the so-called Forced Electron Beam Ion
Arc Discharge (FEBIAD) source [Bri08]. Using this technique, ionization is
done via a plasma generated by injecting atomic gas into a chamber where
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(a)

(b)

Figure 3.3: (a) Schematics of production, ionization, and separation of ra-
dioactive beams at ISAC. The inset (b) shows the target and ion source
setup. Figure from [146].

suited for alkali elements such as the studied Rb isotopes (Ip = 4.2 keV), but noble
gases are not accessible owing to the highest ionization potentials of all elements.
The ions are electrostatically accelerated up to 60 keV beam energy. They pass a
two-stage dipole magnet mass separator unit (pre- and main separator) which se-
lects ions based on their mass-to-charge ratio. Nuclides with different mass num-
bers are easily separated due to the large mass differences. But different elements
with the same mass number (i.e. isobars) can often be too close in mass to be
resolved by the mass separator. Isobaric contamination in the beam delivered to
the experiment has to be expected if a typical resolving power of m/�m ⇡ 3000
is surpassed. This could represent a problem for experiments such as the mass
measurements at TITAN which require contamination-free beams of the nuclides
of interest. Contaminants could affect the measurement or reduce the sensitivity.
The schematics of production, ionization, and separation of the radioactive beam
at ISAC are shown in Figure 3.3. The ISAC experimental halls (see Figure 3.4) are
divided into three areas with distinct energy regimes. All measurements which are
relevant for superallowed �-decays require low energy beams. Indeed, TRIUMF is
in the unique position to measure all quantities to characterize a superallowed �-
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Figure 2.7: The beamline of ISAC facility and the target station. (a) Beam line from the
target station to the ISAC facility. The target station, ionization and beam separation
are shown. (b) A target assembly. Various parts of a typical ion source are shown.
Figure from [28].

charge [3] on the trap wall that confines the positively charged ions inside the trap and works as

a support for radial confinement with the magnetic field. Fig. (2.9) shows the schematic diagram

of the TITAN EBIT. EBIT’s superconducting magnet is in Helmholtz configuration, which means

that EBIT has optical access, thus allowing for x-ray spectroscopy of HCIs [48]. Charge-bred ions

are selected by time-of-flight (TOF) using a Bradbury-Nielson gate [49]. A typical TOF spectrum

for different m/q is shown in Fig. (2.10). A number of experiments have been performed using

EBIT since its first commissioning in 2008 [45]. The measurement of 74Rb [10] for the test of the

standard model and the decay spectroscopy of 124In and 124Cs for electron capture branching ratio

determinations [48] are two examples of two different, successful measurements using EBIT.

Although the EBIT is a unique feature of TITAN that facilitates the high-precision mass mea-

surement, the charge breeding process introduces a large energy-spread among the ions. The spread

is in the range of 10-100 eV/q [50], which is a major drawback that reduces the benefit of charge
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The stability of an ion’s motion in an RFQ is dependent both on
the amplitude and frequency of the applied potential, as well as
on the charge-to-mass ratio q/m of the ion and the geometry of
the trap (see for example Ref. [33]). It is desirable to keep the
amplitude of the RF as large as possible as this increases the depth
of the trapping potential and hence the transfer efficiency of the
trap [34,35]. This is particularly important for low-intensity
radioactive ion beams. In a traditional RFQ driver, the transformer
is operated far from the resonant frequency of the LC circuit such
that the frequency response is flat in the frequency region of
interest. This leads to a large amount of power dissipation in the
secondary circuit and is typically not efficient. The latter design
cannot be used at higher voltages as the power requirements are
too severe. Instead, the transformer must be run close to the
resonant frequency to reduce losses in the secondary circuit.
Losses can be further reduced by using an LC circuit with a high
quality factor Q, i.e., low bandwidth, resonator. This implies that a
combination of high voltage and high bandwidth is impossible
with a traditional driver.

The feasibility of a square-wave-driven, linear Paul trap was
first demonstrated by Richards [36]. Using bipolar junction
transistors, a square-wave of 80 V maximum peak-to-peak ampli-
tude was generated at frequencies of up to 1 MHz. This was used
to drive a small quadrupole mass filter. The use of square-waves
eliminates the need for ferrite cores and as such it is possible to
build a broadband linear Paul trap. Moreover, the cooling and
bunching of ion beams in a square-wave-driven, three-dimen-
sional Paul trap has been demonstrated by the Canadian Penning
Trap (CPT) group at the Argonne National Laboratory (ANL) [37].
Using two fast switching, metal-oxide semiconductor field-effect
transistors (MOSFETs) in a push-pull configuration, the group was
able to create a square-wave with a peak-to-peak amplitude of
100 V at frequencies of up to 300 kHz. In addition, digital 3D ion
traps have been used as mass filters at the Shimadzu research
laboratory in the UK [38–40]. There, a three-dimensional Paul
trap has been driven with 1 kV peak-to-peak amplitudes at up to
1 MHz. The name Digital Ion Trap (DIT) was first introduced by

the Shimadzu group because digital electronics are used to
control the fast switching of the applied square-wave and, in
the case of the three-dimensional trap, any other applied RF
excitations.

The main limiting factor in the design of a square-wave
generator is the energy dissipated in the switching transistors.
This energy scales linearly with the capacitance of the driven
system. An RFQ cooler and buncher is typically much larger than
any previously developed square-wave-driven system and hence
presents a larger capacitive load, e.g. ! 1500 pF, for the TITAN
RFQ [41]. For this reason, a square-wave-driven RFQ cooler and
buncher has been hitherto unrealizable experimentally. However,
at TRIUMF a system has been developed for stacking MOSFETs
such that the total energy dissipated in each chip was reduced.
Initially developed for the MuLan experiment [42], this technique
was adopted in order to design a square-wave generator to drive
such a trap. For TITAN’s RFQ, a driver system was developed to
operate at 400 Vpp switching at frequencies of up to 1 MHz [42].

2.3. Ion motion in a Digital RFQ

The following theoretical summary is briefly presented for the
sake of completeness. A more detailed derivation of the results
presented can be found in, e.g. Refs. [32,43]. The differential
equations describing an ion’s motion in the RFQ are so-called
Meissner equations [44]. They are specific versions of a more
general set of equations known as the Hill equations. Hill equa-
tions have both stable and unstable solutions [45] corresponding
to an ion having bound or unbound trajectories in the digital
RFQ, respectively. These equations can be parametrizised by two
parameters u and q:

u¼
o2

4
x, q¼

4ZeV

mo2r20
ð1Þ

with u being the ion’s motion with respect to just one of the radial
axes and q being the stability parameter. Here, r0 is the radius of
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Fig. 2. Schematic of the segmented electrodes of the TITAN-RFQ (top left) as well as the corresponding longitudinal drag potential typically applied to the electrodes
(bottom left). A schematic of the applied voltages to the quadrupole electrodes is displayed in the top right. For explanation see text.
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Figure 2.8: Schematics of trapping in the RFQ. The four rods, each with 24 segments, are
used to apply the radio frequency for the radial confinement. Ion accumulation and
bunching are achieved by adjusting the axial potential by means of the axial segments
[28].

breeding. In the next chapter we further discuss the problem.

2.2.3 TITAN’s Measurement Penning trap (MPET)

MPET is TITAN’s hyperbolic Penning trap that is designed for precision mass measurements. As

we discussed earlier, the electrostatic field perturbs the pure cyclotron motion, leading to three

eigenmotions (Fig. 2.4). Once inside the MPET, the ideal situation is to have minimal axial

oscillation [28] so that the ions are in the most uniform field region. For Penning trap mass spec-

trometry the magnetron motion (w�) is converted to reduced cyclotron motion (w+) by means of a

RF excitation process. This conversion is periodic in time and allows the application of a range of

frequencies on the ions. When the frequency matches the cyclotron frequency (nr f = nc) of the ion

in the trap, we have the full magnetron to reduced cyclotron motion conversion [33]. As a result

of the RF, the kinetic energy, which is almost entirely radial, increases and at the resonance it is
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1.3. General EBIT Experimental Setup

Figure 1.4: Basic principles of an electron beam ion trap (modified from [18]). An electron beam is
created by a heated cathode, accelerated towards the trap electrodes, collides with the trapped ions
stripping o↵ electrons, then decelerated and absorbed by the collector electrode. Two superconducting
magnetic coils in a Helmholtz-configuration compress the electron beam to a radius of around 30
µm, increasing the electron density and the ionization rate of the trapped ions. The electrostatic
force due to the space charge potential of the electron beam confines the ions radially, while the trap
electrodes provide an electrostatic well-shaped potential for axial trapping.

11

Figure 2.9: Schematic of EBIT electrodes and a cartoon of the axial and radial potential.
Radial confinement is achieved through a magnetic field generated by current through
coils in a Helmholtz configuration and from the space charge of the electron beam.
Axial confinement is achieved by biasing the outer cylindrical electrodes higher than
the middle ring electrode. The electron beam is generated by the cathode, focused by
the magnetic field, and collected on the collector. Successive electron impact ionizes
the singly charged ions into higher charge states.

maximum. When the ions are extracted from the trap, due to the magnetic field gradient, the az-

imuthal energy is transformed into axial energy. Hence, the ions that are excited by the resonance

frequency have the lowest time-of-flight (TOF) to travel to the detector. This phenomenon gener-

ates a resonance TOF spectrum with respect to the frequencies applied. The global minimum of

the time of flight spectrum gives an indirect access to the eigenmotion [27, 51, 52] of the ion inside

the trap. A theoretical curve fitting to the TOF data yields the resonance frequency from which the

mass of the ions is determined. Mass measurement by this method of exciting the cyclotron mo-

tion is known as the time-of-flight ion cyclotron resonance (TOF-ICR) method. When measured

against a reference ion species whose mass is known with a very high accuracy and precision,

common parameters cancel out and the systematic uncertainties can be reduced to part-per-billion

level, depending on the mass difference between reference ion and the ion of interest [53]. A more

detailed description of the systematics will be given in chapter 7. The uncertainty on a measured
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Figure 2.10: Time of flight spectrum of ions after boosting the charge state in the EBIT. When
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of Flight (TOF) gate.

mass is given by Eq. (2.8):
Dm
m

' m
qeBTRF

p
N

. (2.8)

Here, TRF is the duration for which the RF is applied and N is the total number of ions detected.

Eq. (2.8) also shows how higher charge states linearly increase the precision while a non-linear

increase in precision occurs with increased ion number (N).

Although the charge-breeding process can enhance the precision of mass measurement signifi-

cantly, this process causes a large energy spread among the ions which affects the precision of mass

measurement adversely. One strategy of reducing systematic effects and the uncertainty in the mass

measurement is to make the individual ion trajectories inside the MPET as similar as possible [54].

This ensures that the ions experience very similar fields. Ions with the increased energy spread

will have trajectories which are far from each other compared to their colder counterparts. With

increased energy spread, the ions may spend time in the relatively non-ideal region of the electric

field of MPET. Above a certain energy, the ions will not be trapped at all, which means a complete
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loss of the valuable radioactive particles. To take full advantage of charge-bred ions to enhance the

precision of mass measurement, the above mentioned drawbacks need a remedy. In TITAN this

will be solved by CPET. Once in online operation, CPET will shrink the wide energy distribution

that stems from the charge-breeding and will increase the usable ion number N, thereby increasing

the precision. As CPET is the main focus of this thesis, the details of the working principles of

CPET are discussed in chapter 4. Before that, we briefly study the different cooling process in the

next chapter, which will help us understand the reason for using the particular cooling method that

CPET will employ.
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Chapter 3

Cooling of charged particles

The trapping of ions and atoms opened the door to new research and observations. Some research

areas, for instance, production of antihydrogen, quantum computing, laser spectroscopy, and most

notably Bose-Einstein condensation, demand extremely cold ions and atoms in addition to trap-

ping. As a result, efficient methods of cooling had to be developed. There are many experiments

and observations that would not be possible without cooling the atoms. For example, to achieve

precise mass measurements in Penning traps, it is important to reduce the energy spread among the

ions before they enter the trap [55]. Observing Bose-Einstein condensation would not be possible

without cooling the atoms to extremely low temperature [56]. The concept of ion-trap quantum

computing cannot be imagined without first considering the cooling mechanism [57]. Observation

of quantum jumps [58], and the work on quantum logic gates [59] all of these experiments have

cooling as a prerequisite.

Cooling in atomic and nuclear physics generally refers to reducing the energy differences

among the atoms and ions in an ensemble. In other words, the goal is always to reduce the phase-

space volume. Depending on the final purpose, the extent of cooling varies a lot and Bose-Einstein

condensation sets the ultimate low limit so far. The interaction between neutral atoms and the

cooling environment (e.g. laser) is either through the atomic quantum states (most optical cooling)

or the magnetic moment (evaporative cooling). Cooling in principle could be done even without
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trapping the target atoms or ions; however, this kind of cooling is usually unidirectional [60]. Use

of a laser along one axis along the path of the particle is an example of such cooling.

The physics behind cooling of ions and atoms is governed by Liouville’s theorem. It tells us

that the volume of the phase space remains constant as long as there is no external field applied:

dr
dt

=
∂r
∂ t

+
N

Â
i=1

✓
∂r
∂qi q̇

i +
∂r
∂ pi

ṗi

◆
= 0, (3.1)

where r is the 6-dimensional phase space volume, q the spacial coordinates, and p represents the

momentum coordinates [61, 62]. In laser cooling, a laser beam is shot into the atoms or ions to

exert a force on the particles that are at the proper velocity to absorb the laser and thus modifies

the second term in the bracket of Eq. (3.1) [63]. In evaporative cooling, the particles with higher

momentum are allowed to escape the system, thus reducing the effective volume of momentum

space (first term in the bracket, including the sum, as the number of particles decrease) and thus

that of the phase space [64].

As long as the temperature is high enough to prevent the particles from interacting quantum

mechanically, the distribution of the ion energy is always given by the Maxwell-Boltzman distri-

bution and is common to any trap. As the temperature decreases, depending on the wave-functions

of the particles, those with anti-symmetric wave functions (fermions, which obey Pauli’s exclusion

principle) and particles with symmetric wave-functions (bosons, which do not follow Pauli’s ex-

clusion principle) split out and follow Fermi-Dirac and Bose-Einstein statistics, respectively. For

all three distributions, the populations ni of a certain energy state Ei are given by the following

equation:

ni =
gi

e
Ei�µ

kT + e

8
>>>><

>>>>:

e = �1 Bose-Einstein distribution

e = 0 Maxwell-Boltzman distribution

e = +1 Fermi-Dirac distribution.

(3.2)

Here, gi is the degeneracy of the state i, µ the chemical potential (µ < 0 for Bose-Einstein,

µ ⌧ 0 for Maxwell-Boltzman and µ = ±ve for Fermi-Dirac distribution [65])
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Figure 3.1: Mass dependence of the Maxwell-Boltzmann velocity distribution for different
mass numbers (A).

At higher energies the distribution is always a Maxwell-Boltzman distribution (e
Ei�µ

kT � 1),

however, low energy particles (both fermions and bosons) follow Fermi-Dirac or Bose-Einstein

statistics. Irrespective to the final goal of the cooling and the extent—as to how much one wants to

cool the ions or atoms—the aim is always to crop the low-energy tails of the distribution shown in

Fig. (3.1).

CPET is designed to cool radioactive ions. As a result, for this thesis, we focus primarily on

the ion cooling methods.

3.1 Ion temperature
Before we start the discussion of cooling techniques, it is important to clarify what we mean by

ion energy and temperature. These physical quantities are measured in a completely different man-

ner compared to that of a gas that is confined by physical walls where the gas molecules heat the

walls and undergo random motion. Classically, a thermocouple or a thermometer gives the tem-

perature of a gas that is in contact with it. However, when ions are in a trap, a thermometer or a

thermocouple is clearly not suitable for measuring the temperature. In addition, a small number of

ions in the trap are far from what we call thermal equilibrium. Depending on the number of ions
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stored, the temperature measuring method varies significantly. If the number is large enough, the

plasma size and oscillation can provide information about the temperature [66]. Charge exchange,

recombination radiation, and x-ray spectroscopy can also give information on plasma temperature

for facilities like the tokamak or an electron beam ion trap (EBIT), respectively [67, 68]. In most

cases, a spectral analysis is the best way to probe the temperature, and from this we can get infor-

mation about the velocity distribution of the particles. In case of the particles in a Penning trap, the

fluctuation in the ion cyclotron energy can be associated with the temperature and the analogy of

Planck’s black-body radiation theory can be applied, where, for the oscillator in which the average

occupation number hni is given by [26]:

hni =
1

ehn/kBT �1
. (3.3)

Since temperature and energy are related by the classical relation T = Ē
kB

, mentioning only the

temperature is usually sufficient.

From these relations we can get information about the temperature [21]. For example, for

a single ion in a Penning trap, the distribution is found to be thermal by studying the cyclotron

frequency.

The optical transitions of atomic states provide information about the temperature as long as the

Doppler region is not reached, i.e. the ion’s oscillation amplitude a is much larger than the wave-

length of the laser (l ) being used. However, as the temperature becomes lower (below Doppler

limit, small hni and a < l ), the system becomes quantum mechanical and the quantum mechanical

behaviour puts a barrier on measuring temperature without interrupting the system, as is true in

the case of any quantum system. To extract information from such a fragile system, a laser is used

again with appropriate frequency corresponding to the electronic transition of the ion. The line

width of the fluorescence is then measured as a function of the laser frequency. With all the line

broadening effects taken into consideration, including the radiative lifetime of the excited state,

collision broadening, the laser spectral width and the expected Doppler effect, a curve fitting is
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done with the theoretical equation from which the temperature is extracted [21].
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Figure 3.2: Temperature scale of different experiments.

Fig. (3.2) shows some major cooling methods and their temperature limits.

3.2 Cooling of ions
Cooling of ions can be performed in a number of ways and different cooling techniques are suitable

for different setups [69]. The most commonly used cooling techniques are:

• Resistive cooling

• Sympathetic cooling

– Buffer gas cooling

– Sympathetic cooling by means of charged particles

• Rotating wall compression

• Stochastic cooling

• Evaporative cooling

• Laser cooling
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In the next sections we briefly discuss each of these cooling mechanisms.

3.2.1 Resistive cooling

Resistive cooling uses the image charges [3] that are induced on a trap electrode surface due to the

charge of the ion or ion cloud. The image charges create a potential drop across two electrodes,

between which the ion or cloud oscillates. As the ions oscillate between two or more electrodes,

the energy is dissipated by means of an external resistor in a circuit [69]. The process of resistive

cooling is depicted in Fig. (3.3).
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(b) Resistive cooling with negative feedback.

Figure 3.3: Resistive cooling methods for ions in a trap.

The working principle in resistive cooling is the Ohmic law which says that, if a current i passes

through a resistor R, then the energy dissipated through the resistor in unit time as heat is i2R. For

simplicity, we discuss the scenario of a charged particle with charge-to-mass ratio q/m oscillating

between two parallel plates. We consider the charged particle oscillating along the z axis as shown

in Fig. (3.3). The current due to this charged particle is:

i = q/t = qvz/d, (3.4)

where d is the amplitude of the charged particle oscillation. To relate the velocity of the ion with
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its energy E we write:
dE
dt

= �Ri2 = �R
q2v2

z
d2 , (3.5)

replacing v2
z with 2E/m gives

dE
dt

= �Ri2 = � 1
tR

E, (3.6)

where the time constant tR = md2/2Rq2.

Although this method is efficient for large charge-to-mass ratio, a preferable method is the so-

called negative voltage feedback technique [69, 70]. In this method the phase and amplitude of the

ion motion is read by an external circuit, and an opposite voltage is applied to enhance the damping

of the ion motion [70]. A schematic diagram of a negative feedback circuit with an ion in a trap is

shown in Fig. (3.3(b)). The reduction in time constant is given by [70]:

tG =
1

1+G
tR, (3.7)

where G is the gain in the circuit, and tR is the same time constant that one would have without the

negative feedback.

3.2.2 Sympathetic cooling

Sympathetic cooling refers to cooling of one type of particle through scattering by another type.

This scattering could be between different groups of charged particles, or between charged particles

and a neutral gas. Examples of the former include electron, positron and proton cooling [71].

Cooling of charged particles by means of a neutral gas is called buffer gas cooling. Examples

include the cooling of ions by means of H2 or He gas [72]. Sympathetic cooling in which a laser

is used will be discussed in the optical cooling section.
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3.2.3 Buffer-gas cooling

In buffer gas cooling the ions are allowed to elastically collide with a neutral gas (usually inert

gases like He are chosen). The ions oscillate within the buffer gas environment and energy is

transferred to the buffer gas which reduces the energy of the ions. This method is successfully

used to cool down radioisotopes by ISOLTRAP at CERN, JYFLTRAP at Jyväskylä [73], CPT at

ANL, and by TITAN at TRIUMF. For ions of moderately low energy that have energies within the

range of a few eV, the cooling process is due to a force similar to the drag force. For an ion with

velocity~v and mass m the damping force ~F is given by:

~F = �dm~v, (3.8)

where d is the damping constant,

d =
q
m

1
Kion

p/pS

T/TS
, (3.9)

where Kion is the ion mobility, pS the standard atmospheric pressure, p the gas pressure, while

T and TS are the gas temperature and the standard room temperature, respectively [74]. With the

buffer gas, it is possible to reduce the energy spread among the individual ions below 1 eV [75, 76].

A digital radio frequency quadrupole (RFQ) cooler and buncher at TITAN is routinely used to cool

radioactive isotopes for precision mass measurements [77].

3.2.4 Sideband cooling by buffer gas

Sideband cooling by means of coupling the eigenmotions in a Penning trap was successfully ac-

complished when electrons were stored in a Penning trap for the first time [69]. As we discussed

in chapter-2, when ions are in a strong magnetic field, the field confines the ions radially giving

them a cyclotron motion (w+ and w�, see Fig. 2.1(b) and 2.4). To confine the ions axially, an

electrostatic field is applied which gives an axial oscillation to the ions (wz). Due to collisions with

the buffer gas, the ions lose radial energy and the magnetron radius evolves in space. In sideband

cooling this magnetron motion is coupled to either the reduced cyclotron motion (w+) or to the
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axial motion (wz). At equilibrium, the final amplitudes are given by Eqs. (3.10) [69]:

hr±i =
1

w±

r
pkT

m
, (3.10a)

hzi =
1

wz

r
pkT
2m

, (3.10b)

where z represents the axial amplitude and r± the cyclotron and magnetron amplitudes, re-

spectively. This method is used at REXTRAP to cool the radioactive isotopes for acceleration and

charge breeding [78].

3.2.5 Sympathetic cooling by means of charged particles

Cooling of ions by means of electrons, positrons or protons is in principle the same as buffer gas

cooling except for the fact that the collisions involve Rutherford scattering. When the ions and

coolants (electrons or protons) enter the strong magnetic field, the motion of the ions as well as

that of the coolants are highly constrained radially by the magnetic field and axially by the electric

fields. In such an environment, when both coolant and ions are allowed to mix, they undergo

scattering in which the ions lose energy to the coolants. As an example, a whole cooling cycle is

shown schematically in Fig. (4.1). The advantage of using charged particles instead of a buffer gas

is two-fold. Firstly, charged particles interact with other charged particles more strongly than with

a neutral atom and hence boost the cooling process. Secondly, if electrons or positrons are used as

coolants, the energy absorbed by electrons or positrons is almost instantaneously radiated by them

through synchrotron radiation, and thus there is no need to have any separate cooling mechanism

for the coolant itself. Antiprotons are routinely cooled at CERN [79–81] for the production of

antihydrogen atoms using this method. A Malmberg Penning trap which is also known as a multi-

ring-trap (MRT) is used to trap the hot ions and the cold electrons and positrons. The geometry

of a MRT allows the shaping of the trapping potential as convenient for loading, trapping, and

extraction of charged particles of opposite signs. Charged particles are injected into a trap which is
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usually loaded with the coolant particles trapped in so-called ”nested” traps [82]. If the coolants are

leptons, some time is allowed for them to self-cool via synchrotron radiation and then the hot ions

are brought in. The ions are allowed to undergo collision with the coolants, and then the cooled

ions are extracted. Fig. (3.4) shows the hot ions and the coolant in a MRT. This cooling method

e- e-
HCI

Trap length
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te

nt
ia

l
Multi ring trap

Figure 3.4: Coolant and ions in a MRT. The coolants (green) are trapped in nested traps. The
hot, charged particles (red) are allowed to collide with the coolants as they oscillate
axially.

will be used at TRIUMF to cool short-lived radioisotopes [55]. Further details are discussed in

chapter 4.

3.2.6 Rotating wall compression

The space charge effect plays a major role when the charge density of the particle cloud in a trap

is high [78]. If the density is high enough, the radius of the charged particle cloud increases, and

eventually the particles are lost as they hit the trap wall. This expansion can also be a direct result of

the collisions with the residual gases present in the vacuum [83]. As a result, the phase-space vol-

ume of the particle cloud increases. Rotating wall compression is an effective way of compressing

the cloud under such conditions. The compression is performed by means of segmented electrodes

while the charged particles are confined radially in a strong magnetic field. As the spheroid of

ions rotates around the trap axis, a multipole [84] RF frequency is applied to the trap electrodes

which drag and rotate the ion or electron cloud around the trap axis on top of the their intrinsic
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rotation. If the applied multipole frequency is higher than the charged-particle spheroid’s intrinsic

frequency, an overall spatial (radial) compression is achieved by exciting a plasma wave [85]. Fig.

(3.5) shows schematically how the cooling is performed by means of segmented electrodes.

N rotation!
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cold ions

Figure 3.5: Rotating wall cooling is performed by means segmented electrodes. After a num-
ber of rotations of the cloud, the desired energy distribution and compression could be
achieved.

In general, for larger numbers of charged particles, the radius of the cloud is a function of

temperature [78]. However, in rotating wall compression the temperature effect is reduced and

the radius of the cloud becomes predominantly a function of ion number instead. For a charged

particle cloud with density n0 and Ntot particles with an aspect ratio a , the radius of the cloud is

given by [78]:

rcloud =

✓
Ntot

3
n0a(n0)4p

◆1/3
. (3.11)

Because of the conservation of phase space density, for ions, rotating wall compression causes a

heating of the ions and requires some other mechanism to take out the energy [78, 86]. In case of

electrons and positrons, the energy is radiated via synchrotron radiation [87, 88].

3.2.7 Stochastic cooling

Stochastic cooling is similar to negative feedback, resistive cooling in terms of the basic principle.

In stochastic cooling the average displacement or energy spread of an ion cloud in a storage ring
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is read and this information is sent to a so-called kicker, which based on the information of the

average displacement, applies an appropriate potential at a precise time in order to slow down the

cloud [69]. Fig. (3.6(a)) shows the schematic diagram for stochastic cooling in a storage ring.

Stochastic cooling was theorized for Penning traps (both hyperbolic and multi-ring Penning traps)
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(a) Stochastic cooling in a storage ring.
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(b) Stochastic cooling circuit for a Penning trap. Reconstructed figure
from [89].

Figure 3.6: Two different methods of stochastic cooling.

[89, 90], and cooling was successfully accomplished [91] in them. A circuit for stochastic cooling

in a Penning trap is shown in Fig. (3.6(b)). However, in Penning traps the space limitation prevents

putting the read-out and kicker at different locations. As a result, in the Penning trap these two

elements are merged into a single element. Instead of the spatial position of the elements (read-out

and kicker) the position of the ion cloud in time is used to control the action. Assuming the noise

is only due to the thermal noise of the electronic circuit, the effective cooling constant is given by

[69]:

tstoch =
kBTt0
elim

, (3.12)

where t0 is the time constant that we had for the resistive cooling (see resistive cooling section),

and elim is the limiting value that the energy-per-ion can decrease to.

3.2.8 Evaporative cooling

Evaporative cooling of atoms or ions is analogous to cooling a hot cup of coffee. In both cir-

cumstances the objects are confined in space; for coffee it is the cup and for ions it is usually a
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combination of magnetic and electric fields. The most energetic particles evaporate from the con-

finement as they have sufficient energy to escape. Evaporative cooling is also called self-cooling

as there is no need for any other external source to participate in the cooling process except for the

field involved in trapping. Evaporative cooling is one of the most successful methods to reduce

the phase space [92] volume and to achieve extremely low-temperature. Bose-Einstein condensa-

tion was observed by cooling atoms using this method [56, 93]. For evaporative cooling there are a

number of methods in use. Cooling can be performed with the so-called pulsed evaporative method

[94] where the potential of the trap is reduced in steps to enhance the evaporation. In the SMILE-II

trap, axial evaporative cooling was demonstrated in a Penning trap [95]. Taking advantage of the

long-range Coulomb interactions of charged ions, evaporative cooling can be accomplished both

axially and radially [96]. The collision strength being proportional to q2 favours evaporative cool-

ing of highly charged (q) ions (HCI). The variations in evaporative cooling comes in the clipping
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Figure 3.7: Evaporative cooling. The trapping potential is lowered gradually in steps to al-
low the particles to gain a new equilibrium and then for the relatively more energetic
particles to escape the trap.

process of the left hand tail of the distributions shown in Fig. (3.1). With the simplification of

considering only the s-wave scattering (i.e. zero angular momentum) a model is presented in Ref.

[92] to predict the loss of energy and ions. If we have ions with energy e and a trap depth of et ,

particles with energy e > et are practically free. As a result these particles escape the trap, resulting

in a decrease in energy per particle in the trap. The potential can be adjusted so that more and more
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particles escape the trap, leaving only the very low energy ones inside the trap. In a trap with an

effective evaporating volume [92] given by Vev and Wev, with h = et/kBT the truncation parameter,

the loss of ions (Nev) and their energy (Eev) are given by [92]:

dNev

dt
= �

r
8kBT
pm

n2
0se�hVev, (3.13)

dEev

dt
=

dNev

dt

✓
h +

Wev

Vev

◆
kBT, (3.14)

respectively. Where s is the energy-independent scattering cross section at temperature T [92].

It is interesting to note at this point that, although this calculation is done in the s-wave regime,

ions can easily be brought to this configuration by means of stripping off the electrons and closing

an atomic shell.

3.2.9 Optical cooling

Optical cooling or laser cooling is a clean way of cooling the ions. The reason behind calling

the cooling technique clean is that in this process there is no chance of any contamination due to

charge state loss or entrance of other ions species as is the case for sympathetic cooling. However,

laser cooling is only limited to neutral atoms, or at most to singly-charged ions of very few species.

It is a common practice to enhance the cooling by means of trapping the atoms or ions in a weak

magnetic field. With the magnetic field on, the optical traps are called magneto optical traps or

MOTs [95]. This process is very efficient for cooling atoms or ions to the sub-Kelvin level. Laser

cooling can be divided into the following major categories:

• Doppler cooling

• Sub-Doppler cooling

– Sideband cooling

– Sisyphus cooling
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– Sub-recoil cooling

3.2.10 Doppler cooling

The Doppler effect is the phenomenon in which the frequency that an observer sees for an electro-

magnetic wave is a function of the relative velocity between the source and the receiver. According

to the Doppler effect, the frequency n0 in the laboratory frame of reference detected by an observer

with a velocity vr is modified to:

n =

✓
1�b
1+b

◆1/2
n0, (3.15)

where b = vr/c.

Trap chamber

Laser beams

X

Z

Y

(a) Laser cooling with Doppler principle.

Red detuned laser
vr

ion�0

(b) Red-detuned laser and Doppler cooling.

Figure 3.8: Laser cooling.

Now, for any ion (i.e. the receiver) with the relative velocity vr, travelling in the opposite

direction of the laser beam with frequency n0, the photon will be absorbed by the ion only if the

electronic transition of the ion has an energy ET = h(n0 + Dn), where h is Plank’s constant and

Dn = n0 � n . As a result of the absorption, the ion is excited and loses momentum because of

the inelastic collision between the ion and the photon. Although there was a specific direction

along which the laser was shot, the direction of emission is random, so is the direction of the ion

recoil. The statistical average of such absorption and emission results in a decrease in velocity

along the direction at which the laser is shot. Often the ions that get the kick and speed up become
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transparent to the laser and leave the trap while the ions that get the kick and slow down also

become transparent to the laser (but not to the weak magnetic field) but remain in the trap as

expected. The laser can then be tuned to a lower frequency and thus the ions that are in resonance

with the new frequency can be filtered out based on their energy. This process can continue until

all the atoms are transparent to the laser. An ion cloud temperature of ⇠ 10�5 K can be achieved

by means of Doppler cooling [63], referred to as the Doppler temperature given by [97]:

TD ⇠= h̄k/4kB, (3.16)

where k is the optical decay rate.

3.2.11 Sub-Doppler cooling

As Doppler cooling is limited by the recoil of the ions, sub-Doppler cooling can be used to further

cool them. Sub-Doppler cooling is performed in a number of ways, some of which are discussed

below.

3.2.11.1 Sideband cooling

In sideband cooling, the cooling mechanism is directly related to the harmonic oscillations of the

ions (in a harmonic trap). In the case of Doppler cooling, the applied, detuned laser matches

the resonance frequency (of photon absorption) due to the ion’s spatial motion. Whereas in the

case of sideband cooling, the resonance is due to the oscillation of the ion in the trap. In addition,

Doppler cooling involves the excitation of the ion’s internal quantum mechanical state, whereas the

excitation in sideband cooling is related to the excited state of the ion with respect to the trap. As

a result, sideband cooling is considered a mesoscopic phenomenon [97], whereas Doppler cooling

is microscopic. It is possible to reach the 3D zero-point energy state by means of sideband cooling

provided cooling is done for a sufficient time [59]. If the ions are cold enough, and are in their

internal ground state |gi, and at an energy state |ni with respect to the trap, we represent the state

as |g,ni. If the ion’s internal transition frequency is wA and the quantized vibrational transition
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states in the trap has frequency wT , then we can write the transitions as:

|g,ni +wA��! |e,ni (3.17a)

|g,ni �wT���! |g,n�1i . (3.17b)

A schematic diagram of the cooling process is shown in Fig. (3.9). If the resolved sideband

Figure 3.9: Sideband cooling of ions in a trap with harmonic potential. Reconstructed figure
from [97].

cooling Eqs. (3.17a) and (3.17b) are combined, the transition takes place is given by:

|g,ni +(wA�wT )������! |e,n�1i . (3.18)

Eq. (3.18) implies that a laser that can drive such a transition must have a frequency:

wLaser = wA �wT . (3.19)

Shortly after pumping up to an excited state, the ion returns to its internal ground state as a result of

spontaneous emission. This spontaneous emission will cause the ion to recoil and for this reason it

is necessary that the ions are trapped firmly so that the recoil can be ignored [98]. If we can ignore

the recoil, the state is given by |g,n�1i, which means the ion gets cooler. If the laser is shot along

the x-axis, to an ion with velocity vx and cross-section s(w) then the rate at which the ion loses

energy is given by [23]:
dE
dt

=
I

h̄w
s(w)(h̄kvx +2R), (3.20)
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where I is the energy flux of the laser beam, k is the magnitude of the photon wave vector~k, and R

is the recoil energy given by h̄k2/2m, with m being the mass of ion [98].

3.2.12 Cooling with a polarization gradient

Experimentalists first observed the cooling due to a polarization gradient when they were trying

to cool Na atoms by means of Doppler cooling which has a lower limit of ⇠ 240µK. But to their

surprise they observed much cooler atoms at ⇠ 43µK [99]. So they knew that some other cooling

mechanism must be taking place that they did not know of. In fact, it was the polarization gradient

that was playing a role in cooling the atoms. In short, the method of polarization gradient makes

the ions climb a potential slope and lose their energy and become cooler. This is possible only

in a standing wave and by not allowing the ions to fall from the potential hill. A laser is detuned

and the polarization is adjusted in a way so that the optical pumping rate is slower than the atomic

centre-of-mass motion in the laser field. As a result, the ions on average experience the uphill more

than the downhill thus causing an energy loss. This technique, as shown in Fig. (3.10), could be

used in two different polarization schemes that we will discuss here.

(a) lin ? lin configuration cooling (b) s+s� configuration cooling

Figure 3.10: Laser cooling taking advantage of the polarization gradient. Reconstructed im-
ages from [100].

3.2.12.1 Sisyphus cooling

Similar to sideband cooling, in order to reach the sub-Doppler limit, Sisyphus cooling can be used,

which also involves the use of a laser-polarization gradient [100, 101]. In Sisyphus cooling two

counter propagating, linearly polarized lasers which have a direction of polarization perpendicular

to each other are used [102]. As a result, this method is titled as cooling in the lin?lin configu-

ration. Cooling of 24Mg+ ions has been reported for the transition of Jg = 1/2 ! Je = 3/2 in a
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Figure 3.11: Sisyphus cooling.

storage ring, however, there is nothing to prevent similar cooling in linear ion traps [103].

3.2.12.2 Cooling in s� �s+ configuration

Similar to Sisyphus cooling, if the counter propagating lasers are circularly polarized, we call this

the s� � s+ configuration as depicted in Fig. (3.10(b)). Although numerical simulations [102]

and theoretical calculations [101] have predicted the potential use of this method, this type of

cooling has yet to be realized for any kind of ions in any experimental facility so far (to best of my

knowledge).

3.2.12.3 Subrecoil cooling

Photon recoil sets a very strict limit on the laser cooling. Even when the ions are cold enough, they

do interact with the environment via photon exchange. Isolating a system from such interactions

and avoiding heating due to photon recoil requires even more clever techniques. This includes the

so-called sub-recoil cooling. Subrecoil method of cooling is used mostly on neutral atoms and is

yet to be applied to any ion yet.

3.3 Conclusion
Neutral atoms are cooled using some of the above mentioned methods, and they are then used to

cool the ions to very low temperatures [104]. Applications of such cold ions include (but are not

limited to) the formation of Coulomb crystals [105], research related to cold chemistry [104], and

for the use in quantum computing [57]. Mass measurements of HCIs (or singly charged ions) do
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not require cooling to such low temperatures. Measurement Penning traps (e.g., MPET for TITAN)

confine the ions axially by means of static fields and can accept ions of a few eV energy spread. By

adjusting the electric field one can still keep the ions very close to the trap centre where the field is

least perturbed [28]. As a result, ions cooled to ⇠1eV should be sufficient for this purpose [106].

Also, although the optical cooling is naturally an excellent choice because of its inherently clean

nature, the requirement of a narrowband laser source and a suitable atomic energy level configura-

tion presents a challenge on the choice of ion to be cooled [69]. Being a general mass measurement

facility, TITAN must remain open to accept almost any ion. In addition, the multiply charged ions

of any element are not possible to cool using lasers. On the other hand, buffer gas cooling is not an

option as the HCIs will lose their initial charge state due to charge transfer. So, while the sympa-

thetic cooling by means of a buffer gas can yield cooling to below 1 eV, the preservation of charge

state is not possible. On the other hand, in the process of evaporative cooling, a large percentage of

ions is lost to achieve the desired temperature of desired isotopes of a certain charge state, which is

a major drawback when considering the cooling of rare radioactive isotopes which have very low

yields. The low yield is the reason for not being able to use the resistive cooling either, where a

small ion cloud will take a very long time to accomplish the cooling. Stochastic cooling also takes

a long time to achieve significant cooling. The most favourable way of cooling for a wide variety

of ion species and a broader range of ion cloud sizes is the sympathetic cooling with charged parti-

cles. Three very convenient choices of charged particles to cool the HCIs are electrons, positrons,

and protons. While the former two have the advantage of self-cooling, the latter one is easier to

load into the trap. In the CPET we will have the facility to accomplish the cooling using both

electrons and protons. Considering all the merits and drawbacks, it was found [55, 106, 107] that

sufficient cooling of the HCIs at TITAN for mass measurement can be achieved by means of using

electrons or protons [55, 107]. In the next chapters, CPET and its working principles for cooling

will be discussed in more detail.
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Chapter 4

TITAN’s cooler Penning trap

4.1 Introduction
The precision in mass measurements of radioactive isotopes is enhanced by increasing the charge

state as was discussed in chapter 2. We also learned that the use of buffer gas is not possible

to cool the highly-charged ions (HCIs). This is because maintaining the charge state is crucial

when the HCIs are used for mass measurement. To overcome this challenge, a natural choice is

to use some lighter, charged particle with the same polarity. Considering their light weight, the

use of positrons would be the best option. However, a sufficient positron supply requires highly

radioactive materials like 22Na [108]. As we will discuss in this chapter, electrons can be used

to perform the cooling before ion-electron recombination takes place. To accomplish the cooling

by means of charged particles, a suitable trap is required. Multi-ring Penning traps (MRTs), also

known as Malmberg Penning traps, have been used to study electron and positron plasmas for

decades [109]. In recent years MRTs gained more popularity in the context of antimatter research

at CERN [29]. Antiprotons are routinely cooled, using electron plasmas inside a MRT at CERN.

Because of their versatility, MRTs are also being developed at other radioactive beam facilities to

cool HCIs. This includes HITRAP at GSI [32], the RIKEN MRT [110], RETRAP at LLNL [111],

and the Stockholm cooling trap [95]. HCI beams extracted from the TITAN EBIT will also be

cooled using a MRT. At TITAN we named it the cooler Penning trap or CPET. In this chapter we
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will discuss the CPET design, and how it will achieve the required level of cooling.

4.2 Sympathetic cooling and the working principles of CPET
In sympathetic cooling with charged particles, the trap is loaded with the coolant (electrons or

protons; in the Fig. (4.1) only the electron cooling is depicted). Once there is a dense and cold

cloud of the coolant, the ions are injected (by lowering the potential at the gate electrode) where

they undergo Coulomb collisions [70, 112–114] with the coolant. During this process the ions lose

their energy to the coolant and thus the total energy as well as the energy spread between individual

ions decreases. Finally ions are extracted and sent for the mass measurement.

U

U

U

U

electrons trapped
in `nested’ potentials

hot highly charged ions enter the trap

accumulation of electrons

HCI loose energy diving through
the electron clouds

(a) (c)

(b) (d)

Figure 4.1: Electron cooling of the highly-charged ions. (a) The electrons are accumulated
in the trap and they undergo self-cooling via synchrotron radiation. (b) HCIs with large
energy-spread enter the trap. (c) Ions collide with the electrons and lose energy. (d)
The cold ions are extracted from the trap.

When working with radioisotopes, it is very important to know how long it takes to cool the

ions. Firstly, because of the halflives of the ions and, secondly, because of the ion-electron re-

combination. Too long a cooling time will cause the isotopes to decay to their daughter nuclides

and hence render them useless. In addition, with time, more and more ions will undergo electron-

ion recombination and also become useless. In the following we give a rough estimate of energy

exchange between the coolant and the ions.

The whole cooling procedure for CPET was studied extensively by Ke [115]. Considering an

ideal condition of a two-component plasma without magnetic field, and defining Ne and Ni to be
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the number of electrons and ions, respectively (sharing the same volume), the rate at which the

electron and ion energy (temperature) changes is given respectively by [113]:

dTe

dt
=

1
ti

Ni

Ne
(Ti �Te)� 1

te
(Te �Tres), (4.1a)

dTi

dt
= � 1

ti
(Ti �Te), (4.1b)

where te is the time constant for electron self-cooling via synchrotron radiation in a magnetic

field (which is ⇡ 0.07 s in a 7 T field [115]), Te and Ti are electron and ion energies respectively, Tres

is the ambient temperature, while the time constant for equilibrium in a two-component plasma,

ti, is given by [116]:

ti =
3(4pe0)2memic3

8
p

(2p)neq2e4ln(L)

✓
kTi

mic2 +
kTe

mec2

◆3/2
. (4.2)

Here, k is the Boltzmann constant, mi is the ion mass, q is the charge of the ion, vi is the velocity

of the ion, ne is the electron density, and me is the electron mass.

The Coulomb logarithm (ln(L)), which carries the appropriate cutoffs for the impact parame-

ters for the electron-ion collision in the plasma, is given by:

ln(L) = ln

 
4p
✓

e0k
e2

◆3/2 1
q

r
Te

ne

✓
Te +

me

mi
Ti +2

r
me

mi

p
TeTi

◆!
. (4.3)

Similar expressions can be derived for proton cooling as well [115]. The only difference is that

the protons do not lose significant amounts of energy via synchrotron radiation, but the advantage

is that there is no electron-ion recombination if the protons are used. Simulations were done using

this model and the results for the electron cooling is shown in Fig. (4.2). As we can see, although

not on the order of milliseconds (the order of life time for short-lived isotopes that TITAN can

measure), the ion energy can be reduced significantly within a fraction of a second (Fig. 4.2 a)

without losing too many of them due to recombination (Fig. 4.2 c).
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22+

Figure 4.2: Simulation results for electron cooling. (a) Simulation results showing the energy
decrease of various ions over time in an electron plasma. (b) Electron energy. (c)
Fraction of ions that maintain their charge state during the cooling without undergoing
radiative recombination. These simulations were performed taking an electron density
ne=107/cm3, number of electron Ne = 107, and a total ion number of Ni = 103. In
addition, only the radiative recombination between ions and electrons was considered.
Contribution of three-body recombination and dielectronic recombination are ignored
[115].
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Although sympathetic cooling is used routinely to cool antiprotons at CERN, due to their higher

electron affinity, the cooling of HCI without compromising their charge state will be more chal-

lenging. The cooling time, electron density and plasma radius, and the best charge state, all have

to be tuned and optimized for an experiment.

4.3 Trap structure
CPET is a Multi Ring Penning Trap (MRT), widely known as Malmberg-Penning trap. The trap

is comprised of 29 gold plated, oxygen-free, high-conductivity (OFHC) copper electrodes which

give a field that is free of stray potentials [87, 117]. Fig. (4.3) shows the CPET trap assembly

and the electrodes. Each electrode has a 35 mm inner diameter and a length of 12.7 mm. The gap

between the trap electrodes is 1 mm.

Figure 4.3: Left: The trap assembly with rods and ceramic support parts. Right: Three types
of gold plated electrodes.

Two sections of the trap with a total of 6 electrodes are designed to apply RF fields. Each

section has 2 two-split electrodes to apply dipole cleaning (Fig. 4.4) on each side of 1 eight-split

electrode to facilitate the rotating wall compression as discussed in chapter 3 [25, 118, 119].

The trap is housed inside the room-temperature bore of a 7 T superconducting magnet which

has a homogeneity of dB/B ⇠ 10�3 within a cylindrical region of length 400 mm and 25 mm

diameter. For the central region of 100 mm length the homogeneity is on the order of 10�6 [107].

Fig. (4.5) shows the CPET beam line and the major components for the off-line setup.
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N rotation
impurities

clean sample

Figure 4.4: Dipole cleaning of the ions. Impurity ions can be dipole-excited to hit the trap
wall to give a cleaner sample.

4.3.1 Alignment

For trapping of ions and electron plasma as well as to cool the HCIs efficiently, the ~E-field generat-

ing electrodes and the magnetic field (~B) axis must align properly. The Lorentz force acting on the

charged particles or plasma varies depending on the extent of the misalignment [120]. The mis-

alignment is also responsible for changing the ideal field geometry of a trap. As a result, the better

the alignment is, the higher the plasma and ion trapping time [121, 122]. The misalignment also

contributes towards the enhancement and triggering of the diocotron mode (details are discussed

in the later chapters) of plasma instabilities. Also, it is important to know where exactly the axis

of the strongest part of the field is situated to take the full advantage of a superconducting magnet.

To ensure the proper alignment, the method of field mapping [25] was adopted for CPET. For the

alignment purpose, the magnetic field axis was located at 3.5 T points which are situated inside the

magnet bore and then extrapolated to the bore faces as shown in Fig. (4.6).

Fig. (4.7) shows the extrapolated values in 2D.

The field mapping and aligning of the trap axis to the field axis has some very clear drawbacks.

First of all, this two step method has larger uncertainty at its mapping stage [25, 123]. The hall

probes, magnetometer and the mechanical system for probe positioning directly contribute to the

uncertainty. Secondly, after this not-so-precise mapping, aligning the trap axis to mapped field is
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Figure 4.6: Extrapolation of the magnetic axis to both faces of the magnet bore from the
half magnetic field values. The blue line shows the magnet’s mechanical axis, the red
line shows the magnetic axis up to half the field value and the green line shows the
extrapolated line at the magnet openings. All lengths are in inch.

done with traditional survey tools. This second step has limitations of its own, most notable is the

movement of the ground on which the setup is placed (in case of TITAN, the constant vibration

of the platform reduces the precision). Optical aberration and error due to parallax and human

judgement further contribute to the uncertainty.

Figure 4.8: MPET alignment procedure. Figure from [28].

Fig. 4.8 shows another alignment procedure which was followed for the measurement Penning

trap (MPET) at the TITAN facility. It is a one-step procedure and found to have much smaller

uncertainty compared to the field mapping method [28]. In this method an electron source and a
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Figure 4.7: Extrapolated values from the uniform and strong field region to the magnet bore
openings. Values are in inches.

combination of fine slits are used to form an ’X’ image on a phosphor screen. The image of the first

cross is superimposed on the second by moving the trap bore and thus a relatively more precise

alignment is achieved [28, 123]. A similar method is followed at other facilities to align the trap

electrodes with respect to the magnetic field [124].

Despite the drawbacks of alignment based on field mapping, we were able confine the plasma

for a rather long duration, sufficient for our purposes (as discussed in the next chapter) [16].

4.4 Electron and ion sources
A tungsten hot filament (Fig. 4.9(a)) is used as an electron source that sits ⇠1.3 m away from

the trap centre (Fig. (4.5) shows the source position on the beamline). The source was tested and

the current was found to be very stable compared to the field emission tip (FET) reported in ref.

[119]. Details of the systematic studies with FETs will be discussed in the next chapter. During

the experiment, the electron current was in the range of ⇠100 µA at the entrance of the trap and

the transmission was ⇠20%.
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(a) Hot-filament tungsten electron

source.

Anode

Source holder

(b) Surface ion source holder for CPET off-line tests.

Figure 4.9: CPET electron source and ion source.

HCIs will not be available until CPET is coupled to the TITAN beam line (Fig. 2.5) and hence,

the tests with HCIs will have to wait until CPET is commissioned. However, it will be possible to

do some preliminary tests such as loading, trapping and extraction with singly charged ions. It will

also be possible to introduce some artificial energy spread among the ions by means of an arbitrary

function generator. To accomplish these vital tests, a surface ion source (same as the TITAN off-

line ion source) and necessary support structures were designed and built. Fig. (4.9) shows part of

the assembly including the source holder and the anode.

4.5 CPET ultra-high vacuum and the baking facility
To ensure an ultra-high vacuum, all parts inside the vacuum are cleaned following a very high

standard cleaning routine that includes the use of an ultrasonic bath and the use of deionized

water [25]. Four turbo-molecular pumps helped to achieve a good quality vacuum, which reached

⇠ 2⇥10�8 Torr during the tests reported in this thesis.

For further enhancement of the vacuum the whole CPET housing, a titanium tube, was coated

with the non-evaporative getter (NEG) material TiZrV (Ti 30%, Zr 20% and V 50%) [125]. Tests

48



without the trap assembly inside showed a vacuum improvement of at least two orders of magnitude

after activating the NEG coating. The heavier molecules are pumped to below the detection limit

of a residual gas analyzer (RGA). During the baking process, the NEG coating is activated and thus

increases the sticking probability for the common gas components in the vacuum [125], which in

turn improves the vacuum significantly. The activated NEG coating’s pumping rate at UHV is very

high, usually in the range of thousands of litres per second [125]. Fig. (4.14) shows the RGA scans

both before and after the baking. The highest baking temperature for the test was 180 oC, and total

baking duration was ⇠4 days.

Figure 4.10: Ceramic blanket on CPET. The titanium tube with NEG coating on the inner
wall and outer wall is wrapped with a flexible heater and a ceramic blanket. The
custom-made Kapton flexible heater and ceramic blanket layer is shown in the inset.

Baking the trap system inside the superconducting magnet bore is very challenging, especially

because of the very tight spacing we have. The trap housing has 4.5 inches of outer diameter while

the inner diameter of the magnet bore is only 5 inches. To overcome this problem we decided

to adopt an insulating method that uses multiple ceramic-aluminium-ceramic sandwiched layers.
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Fig. (4.11) shows the insulating material and the temperature insulation it provides. The activation

temperature of the NEG film is around 180 oC, which was reached using flexible heaters and a

ceramic blanket from Aerospace Fabrication [126].

CPET housing tube

47 inches

4.5 
inches

lead for 
30 V Max

lead for 
30 V Max

44 inches

Each heater
7.125 inches x22 inches

Flexible Kepton heater

Total 4 heaters Each heater delivers 
250 Watts

Figure 4.11: CPET’s flexible heaters. A total of 4 heaters will be used to bake the trap. The
combined power of the heaters is sufficient to heat the tube to 200 oC

The purpose of using the ceramic blanket is two-fold. First, to keep the trap housing warm

enough so that the desired temperature is reached without too much space used (like the conven-

tional fibre-glass insulation materials) and secondly, to prevent the heat getting radiated to the

magnet bore. The maximum allowed safe temperature of the magnet bore is 100 oC, which is set

by the magnet manufacturing company Cryomagnetics Inc. [127]. In the offline tests we simu-

lated the magnet bore by a same thickness and same material (aluminum) tube of the same inner

diameter.
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NEG coated CPET tube

R!
G!
A

IG4-way cross

DAQ

IG!

Ion Gauge Controller

Turbo!
pump

Ion gauge

Thermocouples
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4

1

Scroll pump

Turbo Pump    
Controller

Figure 4.12: Offline baking setup for CPET. Equipped with the residual gas analyzer (RGA)
and the vacuum gauges, the performance of the non-evaporable getter (NEG) coating
was studied. The total pressure dropped below the measurable limit of the ion gauges
after baking.

Results in Fig. (4.13) show that the blanket can keep the temperature within the safe limit. We

can always bake at a slightly lower temperature and for longer period of time [125] to be more

conservative and not to quench the superconducting magnet. However, below 120 oC the NEG

will not activate [125].

Figure 4.13: Temperatures on the magnet bore and on the trap housing. The temperature
difference maintained between the trap holder tube and the mock magnet bore was
satisfactory.
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(a) RGA scan before baking.
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(b) RGA scan after baking.

Figure 4.14: Partial pressures before and after baking. A residual gas analyzer (RGA) was
used to study the partial pressures of individual gas species.

Baking the system is always helpful to improve the vacuum, especially if the vacuum is not

so good after initial pumping. However, the NEG coating has a limit, usually after ⇠50 times of

activation the NEG coating loses its pumping capabilities [125]. Opening the vacuum will always

require a re-activation of the coating which is not very convenient and hence should be avoided

during off-line tests.

4.6 Detectors
For plasma and ion diagnostic purposes we have both Faraday cups (FC) and micro channel plate

(MCP) detectors at both ends of the trap. However, for a better plasma diagnosis, we have tem-
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porarily installed a phosphor screen (22.22 mm active area diameter) inside the drift tube on the

electron plasma extraction end. Fig (4.5) shows a schematic drawing of the present CPET setup

and the position of the phosphor screen. In chapter 5 the CPET detectors will be discussed in more

detail.

4.7 CPET control system
The CPET control system comprises of two major parts. One is the precise timing of loading,

trapping and extraction, and triggering the CCD camera etc. The second part is the control of the

potentials on all the electrodes and detectors, and reading the temperature and pressure sensors.

Fig. (4.15) shows the wiring of different CPET elements as they are connected now, excluding the

high-voltage (HV) switches that are controlled by the programmable pulse generator (PPG).
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Figure 4.15: CPET control system schematic. A desktop computer with LabVIEW controls
the system. See text for the acronyms.

4.7.1 Programmable Pulse Generator

A TRIUMF-made, programmable pulse generator (PPG) is used to trigger different hardware in-

cluding the CCD camera and to produce appropriate pulses with precise timing. For the current
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off-line tests, the PPG controls the high-voltage MOSFET switches that set the potentials at each

gate electrode for electron loading, trapping and extraction. Fig. (4.16(a)) shows a typical timing

scheme of the TTL signals for a complete loading, trapping, extraction, and CCD image detection

cycle.

Time arrow

Pulse-1 electron!
loading

CCD !
camera!
trigger

plasma 
extraction

Trapping time

Cycle !
starts

Cycle !
ends

Trapping !
starts

Trapping!
ends

Pulse-2

Pulse-3

(a) A typical electron loading, trapping and plasma

extraction cycle.

Ref. T0 Ref. T1 Ref. T2 End of cycle

Time

Loop

CH2

CH5

CH11

CH12

CH8

CH3

CHn

e-loding

FC

loop start blink

loop length

CCD camera

plasma out

other pulse

(b) Modified PPG cycle for longer trapping time.

Figure 4.16: CPET PPG cycles. The fast high-voltage switching and the precise timing is
achieved using CPET PPG.

It was found that the CPET PPG is not capable of setting a delay more than ⇠ 42 second. As

a result, to trap the electron plasma for a longer time, the CPET PPG cycle was modified. For

trapping times exceeding 40 seconds a channel is dedicated to loop for a certain number of times

to allow this. The process is illustrated in Fig. (4.16(b))

4.7.2 Voltage control, system monitor and interlock

A LabVIEWTM program is used to actuate the detectors, set the potentials at different elements on

the beam line including the trap potential and to monitor the vacuum pressure of the system. The

user interface is shown in Fig. (4.17).
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(a) Voltage control and system status monitoring tab.

(b) Vacuum monitoring page and recording tab.

Figure 4.17: A LabVIEW program sets the electrode potentials, which are interlocked with
the vacuum readout.

The LabVIEW program works as the platform for the control system, using the combination of
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a large number of electronic devices including a GPIB-LAN converter which works as a hub for the

Keithley electrometer (reads current), and the Agilent switching unit (used for detector actuation,

pressure and temperature reading). The control system’s response time is below 1 second, and

the high fast (⇠ 100s of nano seconds) voltage switching are done using CPET PPG as discussed

above. The images below show some of the CPET electronics that are used to control the system

and for data acquisition.

(a) The Keithley electrometer (bottom) is used for

current reading. Agilent DAQ module (middle)

is used to control the Faraday Cup and Micro-

Channel plate actuators and also to read the vac-

uum pressure and system temperature (useful dur-

ing the baking of the system).

(b) A pulse generator (top left) is used to trigger CPET PPG ex-

ternally. High quality iSeg power supplies (top) are used for the

electrodes where low noise power output is required. Control hub

(bottom) is used to connect different electronics to the PC.

Figure 4.18: Major components of CPET DAQ and control system with some of the power
supplies in CPET electronics rack.

While setting up a rectangular potential well is technically simpler compared to a harmonic

potential well, a harmonic potential well can confine the electron plasma for significantly longer

period of time [122]. However, at TITAN, the goal is to cool short-lived radioisotopes with half-

lives in the range of hundreds of milliseconds. Even ⇠10 of seconds of plasma life time is sufficient

to cool the highly charged ions after which the reloading of the trap with electrons can be repeated.
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Also, the electron plasma at room temperature is going to expand significantly in diameter by

continuous collision with residual gas [128] after several minutes [122] which will eventually

require applying a rotating wall compression [129] while the loss of electrons over time continues.

This infers that a long time plasma confinement (beyond a few minutes) is not a major advantage

over reloading of the trap with electrons for our purpose. Considering all these aspects, we decided

to use a rectangular potential well for the initial plasma systematic tests. In the next chapter we

discuss some of the important results.
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Chapter 5

Systematic studies of CPET

The purpose of the offline test is to make sure that when the cooler Penning trap (CPET) is com-

missioned, minimal effort is required from the experimenters to operate it. This necessitates the

reproducibility of the trap’s loading, trapping and extraction and the study of the characteristics

of the electronics, vacuum and the mechanical systems. In this chapter we discuss some of the

important initial systematic tests of CPET. We propose some modifications to improve the sys-

tem’s performance, especially for the detectors, to facilitate the offline tests, so that we can have

an efficient and reliable detection system for the online operation.

5.1 Electron source and transmission efficiency
Once all the electric and electronics systems were ready, after the system was pumped down to a

pressure of ⇠ 2 ⇥ 10�8 Torr, the first test we did was the transmission efficiency of the electron

beam. Any small problem with alignment of the trap with the 7 T magnetic field contributes

towards the electrons reflecting back even before reaching the high-field region by enhancing the

mirror effect which will be discussed below.

When charged particles propagate from a low magnetic field region to a higher field region, the
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field gradient prduces a force of the form:

Fz = �1
2

qv?r
✓

∂Bz

∂ z

◆
. (5.1)

Here, v? is the transverse component of particle velocity, Bz is the axial component of the magnetic

field, r is the cyclotron radius of the particle at axial position z and q is the charge of the particle.

Using Eq. (5.1) it can be shown that the condition for the magnetic mirror effect is given by

v?
v||

>

r
Bmin

Bmax
, (5.2)

where v|| is the parallel component of the particle velocity and Bmax and Bmin are the fields at the

source and the centre of the trap. This shows that above a certain ratio of transverse to parallel

component of particle velocity, the particle will reflect back. Even if a particle travels parallel to

the field initially, due to the field gradient, the particles will gain a transverse component down the

path unless it is exactly at the centre line of the field as shown in Fig. (5.1).

BT

BF z
x

y

Bz
Br

Figure 5.1: Magnetic field gradient responsible for mirror effect. The force on the particle
acts in the opposite direction of the motion of the particle. With a sufficient transverse
component the velocity could be reversed. Slightly modified reproduction from [130].

The mirror effect could be reduced if an electron source has very small spatial distribution and
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is positioned on the magnetic field axis.

Considering the simplicity and the point-like nature, a Field Emission Tip (FET) [131] was

tested as CPET electron source 1. The advantage of using a FET are many. It is easy to install,

being a field emission source, the tip does not affect the UHV, which is very important for CPET,

and is easily available. A LabView program was used for conditioning of the tips which protects

the source by lowering the bias voltage if the output current exceeds a certain value. Fig. (5.2)

shows the program’s user interface used for conditioning the tip.

Figure 5.2: LabView program was used to condition the FET and to measure the transmission
efficiency.

The tips were saved on numerous occasions from burning as can be seen from Fig. (5.3) during

the conditioning process.

Because of the point-like geometry of the tip, a transmission efficiency of up to 100% was

observed. However, tests show the unstable nature of the current from the FETs despite a long

conditioning time. Fig. (5.4) shows the current profile and the transmission efficiency. To measure

the transmission efficiency the current at the entrance and exit of the trap were measured. A digital
1The tests were possible because of the collaboration with our friends and authors of [131] at the National Super-

conducting Cyclotron Laboratory who sent us the tips.
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Figure 5.3: A LabView program was used to condition the FET. Whenever the current (figure
on top) reaches a set high value (broken red line in figure), the LabView program adjusts
the bias (figure on the bottom) to save the tip from damage due to excess current. Here
the current limit was set to 5⇥10�8 A).

tag (1/0) was used to differentiate between current reading at the entrance and exit.

In spite of a number of advantages of using the FETs, there are some major drawbacks that

forced us to look for an alternative electron source. First of all, they are very sensitive to the

applied extraction bias. A momentary rise in current (which are natural for the FETs) can burn

them. Some tips never produce electron current as mentioned in [131], but we can know about a

tip’s current producing ability only after putting the tip in use, by opening the vacuum and applying

the bias which is a major drawback. Fig. (5.5) shows the images of three different tips. The tips

also produce very little current, only in the nA range (Fig. 5.4 and 5.3) and the current fluctuates

over a wide range. This is problematic for the reproducibility of the tests and experiments which

makes it almost impossible to establish a tune.

Finally, we concluded that the FETs are not the appropriate source of electron for our experi-

ment and we tested a hot filament electron source.

In comparison, the conditioning and use of the hot filament source is much easier and a single

source was used for over one year without any problem. The only major drawback is the heat
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Figure 5.4: Transmission efficiency test of CPET with FET. Occasionally the transmission
reached almost 100%. However, the random fluctuations of the electron current makes
it very difficult to carry on tests with the FETs.

(a) Good tip. Figure from [131].
Image taken with an electron mi-
croscope.

(b) A bad tip. Never pro-
duced electrons. Image taken
with an optical microscope.

(c) Burned tip. Image taken
with an optical microscope.

Figure 5.5: Images of field emission tips (FETs). The damage or a potential problem is some-
times visible even with an optical microscope

generated by a hot filament. This extremely hot filament can make the CPET UHV deteriorate

significantly, at least locally. Fig. (4.9(a)) shows the thermionic source used for the tests presented

in this thesis. The current from the hot filament is very stable and is usually on the order of

µA. The hot filament’s brightness causes some problem on CCD images of the plasma (discussed

later in this chapter) and the beam is evidently not ’point-like’. An image of the direct beam is

shown in Fig. (5.6). This image was taken with the micro-channel plate (MCP) on the electron

extraction-end, where the magnetic field strength is almost the same as the value at the electron
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source, which means that the initial size of the beam is the same as is detected on the MCP, on the

electron extraction end (or the ion injection end). This has the potential for magnetic mirror effect

problems as we discussed earlier. However, the loss of electrons due to the mirror effect becomes

less problematic due to the large current generated by the hot filament.

Figure 5.6: A CCD image of the electron pulse direct from the source. The green circle shows
the circumference of the phosphor screen coupled to the MCP detector.

As can be seen from Fig. (5.7), the transmission efficiency reached and exceeded 5% for the

thermionic source which is sufficiently high for us to conduct our tests and presumably for online

use as well.

There are two other aspects of the system that carry a significant importance alongside a reliable

source. These are the potential profiles of each element of the system and the power supplies used.

The first requires careful design and high quality machining while the second aspect needs using

good judgement to decide which power supply is good for what application. A tuneable potential

along the plasma extraction line is important to make sure that the plasma or ion can be steered and

focused, which is crucial for plasma measurements such as electron number and plasma diameter.

CPET does not have a completely controllable extraction line. See Fig. (5.11) for the extraction

line of CPET. The feed-through section is completely grounded and, a long section after that has

no element at all (i.e only a vacant space surrounded by the beam-line). The power supplies we

have are quite stable. The fluctuation is minimal, in the range of mV, except for the ones that are
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Figure 5.7: Transmission efficiency test result. The current was measured at the entrance and
exit of CPET using Faraday cups.

switched. Depending on the difference between the switching voltages, due to the capacitive load,

at each extraction the extraction potential varies slightly from the set potential. However, for up to

130 second trapping we did not observe any problem because of these fluctuations. As a result, we

did not consider any systematic study focusing on the effect of the stability of the power supplies

on the trap operation. A typical arrangement of the power supplies is provided in appendix-A for

all elements in the CPET system.

5.2 CPET detectors and the calibration
Every test depends on one or more detectors. Various types of detectors are required depending on

the nature of the tests and experiments. As a result, before we go into the details of the tests, it is

important to discuss the detection or diagnostic methods and the apparatus we have and some of

the problems we experienced in the beginning.

5.2.1 Micro channel plates

CPET has two sets of micro channel plate (MCP) detectors in chevron configuration on both sides

of the trap. The MCP detectors are highly sensitive and can detect a single ion. Both the MCPs are

64



coupled with a phosphor screen and a mirror at 45o which can be used to find the ion or electron

position. This helps with steering the ion and electron beams to the right position if required. The

CPET MCPs played a major role in the very first tests performed. For tests with ions they will be

required again, but for most of the tests reported in this thesis they were not required.

5.2.2 Imaging devices: phosphor screen and CCD camera

The experiment uses a phosphor screen and a Pointgrey CCD camera (model: GX-FW-28S5M-C)

that are used to determine the plasma radius and position. The CCD camera is triggerable, which

makes it possible to capture images at the moment electrons are extracted from the trap. Recent

modifications required us to put the phosphor screen inside the magnet bore which is far from the

CCD camera mounting location. Putting the CCD camera far from the phosphor screen makes the

solid angle generated on the CCD by the phosphor screen smaller, and thus we have a reduced pixel

number for the same detector with increasing distances. To overcome this problem we installed a

zoom lens to enhance the image quality and to have more detailed information about the plasma.

5.2.3 Faraday cup and Phosphor screen and their calibration

CPET has one two-sided Faraday cup (FC) on each side of the trap to measure the electron and ion

currents. In general, the FC and the phosphor screen do not require calibration, because of their

simple design, when reading the DC current (in case of the FC), or to observe the images produced

by the charged particles (in case of the phosphor screen). However, if we want to use the FC or the

phosphor screen to read charge numbers in a pulse of charged particles, like an extracted plasma,

they must be calibrated first. The purpose of this calibration is to relate the electron number to the

signal we see on the oscilloscope. For some of the test results presented in this thesis we used the

phosphor screen as a FC. For this reason we did a calibration of the phosphor screen by sending

DC pulses of known current and length. The method we followed is to relate the area generated by

the signal to the charge number. The advantage of this method is that the area of the signal remains

the same for same number of charge particles detected for any change in capacitive or resistive

nature of the system (RC characteristics).
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At first a DC current was measured by using an electrometer. For the calibration presented

here, the current was 1.35⇥10�6A. Using one of the gate electrodes of the trap, the DC beam was

then chopped into pulses of 100 to 0.001 millisecond lengths and the corresponding signals were

recorded using the oscilloscope (Tektronix TDS-2024C). The signals are shown in Fig. (5.8).
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Figure 5.8: Area generated by the signal of DC pulses of different time length.

The area enclosed by the signal is integrated numerically using a Matlab program and then

plotted against the pulse length. The real value of the electron numbers is then superimposed

on the plotted values of the integrated areas. As the value of the area and the electron number

must match, the area values are multiplied by a multiplication factor which we call the calibration

factor. For a very low number of electrons (. 105) the FC detection may not be possible due to

two reasons, the first being the ambient noise. The second reason is the potential switching on the

extraction gate electrode, which sends a very strong pickup signal to the FC and overwhelms the

real electron signal.

To fix this problem, an amplifier box, made by the detector group at TRIUMF, is used with the

FC to amplify the FC signal if it is too weak. The circuit diagram is shown in Fig. (5.9).

Fig. (5.10) shows the overlap of real electron number and the integrated area from Fig. (5.8).

Using this method we found the calibration factor to be 7 ⇥ 1012. This number is used to find the

66



SHV connector
1nF (6kV)

1µF 1µF

1µF1µF

220 Ω

220 Ω

100 KΩ

100 KΩ

10 MΩ

INPUT

OUTPUT

BNC connectorBNC connector

BNC connector

1 MΩ

-6V

+6V

AD8675

1 MΩ
1nF (6kV)

HV

3 + 7

4

6

2 -

Figure 5.9: Amplifier circuit for electron number detection. For smaller electron numbers the
signal will need to be amplified.
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Figure 5.10: Calibration graph. The area generated by electron pulses is plotted against the
time length of the pulses. Matching the area to the electron numbers requires a multi-
plication factor which we call the calibration factor for our system.
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electron number in all the tests we performed. The range of calibration was selected such that the

number of electrons we expect to trap in the CPET falls within it. This means that the calibration

factor is reliable, even if the system does not remain linear (as in Fig. 5.10) over a very wide range.

5.3 Choosing the detector position and size
The detection method we use is destructive, i.e. we lose the particles if we want to detect or count

them. Because of CPET being at room temperature, we are not considering the non-destructive

methods [132] of plasma (or ion) diagnostics at this moment. The first stage of offline tests in-

volves the electron plasma. The electron plasma detection is more challenging compared to the ion

detection. This is due to the fact that the plasma size depends on the magnetic field and its radial

position evolves with respect to the magnetic field following the relation:

RDetector =

s
BTrap

BDetector
⇥RTrap, (5.3)

where, RDetector and RTrap are the radius of the electron plasma at the detector location and trap,

respectively, and BDetector and BTrap are the axial field strengths of the magnetic field at the detector

location and trapping region. Simulations were done to check if the electrostatic potential could be

used to focus the expanded beam and be kept within the diameter of the detectors, but it was found

that the electrons follow the magnetic field line and only potentials in the range of ⇠20 kV show

some moderate focusing effect if an Einzel lens-like configuration is used. The relation between

plasma expansion and magnetic field given by the Eq. (5.3) along the CPET beam-line is shown in

Fig. (5.11).

The initial position of the CPET detectors for the plasma detection were too far from the trap

center (and in a weak magnetic field) to reliably detect the electron plasma. The expansion of

plasma was ⇠37 times the diameter inside the trap. The situation of plasma expansion is shown in

Fig. (5.12).

Our detectors are only 25 mm in diameter, which means that even a plasma with 1 mm diameter
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Figure 5.11: Magnetic field on-axis and the corresponding diameter of a plasma of unit radius
(here 1 mm). At the detector location the field is only ⇠50 mT which means the
plasma expands ⇠37 times when it reaches the detectors at their original position
which is more than 1 m away from the trap center.

7 T magnet

Mechanical axis

Field axis

Magnetic field lines

7 T magnet

Detectors

Detectors
Mechanical axis

Electron plasma

Figure 5.12: Effect of plasma expansion for a perfect trap alignment. If the detector is too far
from the trap, even for a perfect alignment (mechanical and ~B field axis) the on-axis
plasma may expand too much and the detector may not be able to cover the whole
plasma. The blue line indicates the magnetic field axis.

cannot be fully covered by the detectors at their original location. In addition to this drawback,

the alignment of the magnetic field with respect to the mechanical axis of the beamline poses

another challenge. As the electron plasma follows the magnetic field lines, the plasma may miss

the detectors by the time the plasma reaches the position of the detectors. This is shown in Fig.

(5.13).

Now, to know how long we can keep the electron plasma confined inside CPET, we require

to be able to detect the electron plasma in a consistent manner. To confirm the extent of plasma

expansion and the effect on detection, SIMION simulations were performed. It is clear from the

Eq. (5.3), Fig. (5.11) and SIMION simulations, that if the plasma would have moved off-axis
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Figure 5.13: Effect of plasma expansion for a imperfect trap alignment. Because of the mis-
alignment, even the on-axis plasma can miss or only be partially captured by the
detector. If the detector is brought closer to the trap, the same plasma can be detected.

to a fixed position (r,q ), we should still be able to see the plasma consistently hitting exactly the

same position on a detector every time, provided that the plasma size and radial position is within

a certain limit. The SIMION simulation shows that for the initial detector position, if the plasma

column is radially more than 0.3 mm off axis, we cannot detect the plasma (Fig. 5.14).

(a) Different elements on the electron plasma extraction line.

(b) On-axis cloud may expand too much and hit drift-tubes before the detector.

(c) Expansion of the electron plasma in the fringe field. Even on-axis plasma will exceed the detector area if
the plasma inside the trap is bigger than 0.34 mm in radius.

(d) Off-axis (0.5 mm) plasma misses the detector before coming out of the feed-through-section.

Figure 5.14: SIMION simulations for plasma detection. The electrons are generated at the
centre of the trap (first segment on the left).

Because of all the issues discussed above — plasma expansion, misalignment, detector size

and location — at the beginning we were able to detect plasmas with a very small radius and only

when they were at the right position inside the trap. With our best effort we were able to detect

only a fraction of the extractions. Fig. (5.18) shows the success rate (ratio of detected signal on
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the extraction) of detection. Initially we did not have any testing method to confirm the presence

of the m = 1 mode of plasma oscillation, which drives the plasma column off-axis [133]. The

m = 1 mode of plasma oscillation is triggered by misalignment of the trap axis with respect to the

magnetic field [134], improper injection [135], image charge effects [15, 120], ions produced from

the residual gas species present in the vacuum [136], and also the neutral atoms of residual gases

[128]. The motion of plasma under the diocotron mode m = 1 is shown in Fig. (5.15).

Figure 5.15: When triggered, the diocotron mode drives the plasma away from the trap axis.

According to [136], a very small amount of ions can drastically destabilize the plasma. For

small and ellipsoidal plasmas and single charged particles, this mode of motion is also called the

magnetron motion and considered to stem from the axial trapping potentials’s radial component

[15]. Fig. (5.16) shows the result from a SIMION simulation’s axial view of the plasma detected

and how the off-axis plasma moves on the detector even for a perfect alignment of the magnetic

field and the trap axis.

The ELTRAP group successfully stabilized the plasma and damped the diocotron motion in

a very straightforward manner [137]. They applied a non-resonant dipole frequency (DF) on the

electron plasma that brings the plasma back close to the trap axis. To test this method for CPET

plasma, a capacitively isolated DF box was built (Fig. 5.17) to apply DF, and attempt was made to

damp the mode presuming its presence.

The initial tests do not confirm the effectiveness of this method for CPET. However, further

tests should be conducted before reaching any conclusion. Fig. (5.18) gives an idea as to how

unstable the spot is at the detector. More details of the m = 1 mode and its study in CPET are given

in the next chapter.
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(a) On axis plasma with perfect field
alignment hits the detector center.

(b) 0.25 mm off axis (inside the trap)
plasma remains within the active detector
area.

Figure 5.16: A plasma of 0.1 mm diameter after extraction at the detector of 25 mm diameter.

Figure 5.17: High voltage and dipole frequency coupling electronics. DF1 and DF2 are two
dipole frequency inputs.
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Figure 5.18: Success rate of detection for different trapping times with the MCP at its original
position. The effect of applying a dipole frequency was negligible.

To have a quantitive comparison of the CPET detectors with that of other facilities, where

multi-ring Penning traps (MRTs) are used, we investigated the details of the detectors in some of

them. Here we discuss our findings.

5.3.1 CPET detector position and size comparison with other facilities

To detect the plasma position (radial) and size we need to have the detectors at the most suitable

locations. It is also important that the size of the detector is large enough for a particular location,

i.e. a detector could be installed far from the trap if the detector has larger active area and other

ion optics do not block the area exposed to the incoming plasma or ion beam. Alternatively, a

detector of smaller active area could be used, provided the detector is installed closer to the trap.

Here we present some examples from other experimental facilities. As every facility has magnets

of different geometry, size and strength with different size of detectors with varying distances

from the trap centres, it is important to define a meaningful parameter by means of which we can

compare the effectiveness of the detectors at each facility. We define the captured area ratio as

that particular parameter. The captured area ratio represents the fraction of area of the trap cross
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Table 5.1: Area covered by detectors at different facilities.

Facility
Diameter of
MCP/FC/PS

(mm)

Captured area ratio
(%)

Beam size
amplification

at detector

Effective detector
area

compared to
CPET

CPET 25 2 37x 1
RIKEN 26 5 10x 14
ALPHA 41 19 7x 32
ATRAP 25 >60 4x 113

ELTRAP 110 >100 1x 1392

section covered by the detector:

Captured area ratio =
AD

Aev
⇥100%, (5.4)

where, AD is the active area of the detector and Aev is the evolved area of the plasma with a diameter

equal to the inner-diameter of the trap at the detector. Table (5.5) summarizes the analysis, and the

comparison of CPET detector with other facilities.

For comparison with other facilities, we define the effective detector area compared to CPET as:

Eff. detector area compared to CPET =
Area of a plasma at CPET detector

Area of that plasma at detector in other facility
. (5.5)

Fig. (5.19) shows the effective area of the CPET detectors (at their original location) compared

to other similar facilities. Only the electron extraction-end detector of CPET was considered in this

case. Other detectors that will be used either for electron beam (instead of the electron plasma)

or ion detection, this analysis is not required. This is because, the effect of magnetic field is not

relevant in those cases.

It is clear from the above analysis that the CPET detectors with their fixed diameters have very

limited detector capability at their original positions.

74



Figure 5.19: Effective detector area comparison. RIKEN[122], ALPHA[138], ATRAP [82],
ELTRAP [139] detector’s effective areas are shown in green. CPET’s effective area is
shown in red. This comparison is for CPET’s original design detector location.

5.4 Possible improvement of the detection method and
detectors

There are two approaches to improving the detection. A short-term or temporary solution and a

long term solution that will be useful for the online-operation as well. We tested the short-term

solution and demonstrated that the CPET detectors at the original position are not acceptable for

plasma detection and need to be moved closer to the trap where the magnetic field strength is orders

of magnitude stronger. However, in the short-term solution we installed a phosphor screen inside

the DT-1. The phosphor screen assembly reduces the pumping speed partially and blocks the ion

path completely. Due to these problems, we are compelled to look for a permanent solution that

will allow us to bring the ions into the trap, and at the same time, detect the electron plasma without

compromising the pumping speed significantly. In the following we discuss both the short-term

and the long-term solutions for the CPET detectors.
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5.4.1 Short-term solution for the offline tests

Once we were convinced that the plasma could be seen intermittently because of the m = 1 dio-

cotron motion [15, 133], we improvised a quick and less expensive test. We planned to put a simple

aluminium holder with a phosphor screen closer to the trap and hence in a stronger magnetic field.

The magnetic field at the phosphor screen location is ⇠6300 gauss. This means the diameter of a

plasma is expanded only ⇠3 times on the screen. As a result, a 22 mm diameter phosphor screen

is able to cover ⇠4.5% area of the trap (about the same value of the RIKEN trap). Considering

this advantage, an aluminium holder was machined and put inside the drift-tube on the plasma

extraction end (DT-1 in Fig. 5.11). No cable was needed to bias the phosphor screen as the bias

of the DT-1 would be the bias of the phosphor screen as well. Fig. (5.20) shows the aluminium

holder and its position inside DT-1.

AluminiumLarge gap

Figure 5.20: CPET phosphor screen/FC. Large gap around the holder was allowing too much
light from the electron source. The detector system was also electrically connected to
DT-1 (see Fig. 5.11).

With this modification we were able to see immediately that the m = 1 plasma motion is in

action. Fig. (5.21) shows the sum of multiple plasma extraction cycles on the phosphor screen.

With the help of this modification and some programming changes in the CPET programmable

pulse generator (which was previously not able to allow a trapping time over 40 seconds) electron
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Figure 5.21: First proof that m = 1 mode of plasma oscillation is in action. This image is
for 1.5 second plasma confinement after noise reduction. 100 individual frames were
added to generate the image.

plasma was detected for over 2 minutes of trapping time. Fig. (5.22) shows the plasma spot for

10-130 second plasma trapping.

Despite being able to confirm the long plasma trapping time and the evolution of the m = 1

mode, the detector had few major drawbacks. Being inside the drift tube and electrically connected

to it, the detector is susceptible to any electromagnetic noise generated elsewhere around the trap

that is visible to the drift tube itself. The major source of such noise is the gate electrode (G1 in

Fig. 5.11) which is switched to extract the plasma to the phosphor screen. This causes a problem

with regard to finding the electron number by reading the charge on the phosphor screen. A lot

of effort was made to suppress and/or cancel the noise but the signal-to-noise ratio is extremely

low, and any attempt to cancel the noise was reducing the signal below the level of detection.

Another problem is the smaller size of the phosphor screen holder and the cut on the bottom which

was supposed to act as a reference for the alignment of the screen. After installation we found

that the cut and the gap around the holder allow too much light from our electron source to the

CCD camera. An attempt to block the bright light was made by putting the FC in the beamline

after loading the trap and this improves the image quality dramatically by completely blocking any

77



(a) 20 second plasma. (b) 30 second plasma. (c) 40 second plasma. (d) 50 second plasma.

(e) 1 minute plasma. (f) 1 minute 30 second
plasma.

(g) 2 minute plasma. (h) 2 minute 10 second
plasma.

Figure 5.22: 20 seconds to 2 min 10 second plasma in CPET. Trap depth was increased during
the test to provide enough electrons so that they were detectable on the phosphor
screen. Also, some of the images were digitally enhanced to make the images clearer.

background. Fig. (5.23) shows the differences between two images that were taken keeping the

FC at the un-engaged position and by putting it in the beam-line and hence blocking the light.

(a) Plasma image without blocking light by
FC. The green circle shows the area of the
phosphor screen..

(b) Blocking the light by using FC improves the
image quality dramatically.

Figure 5.23: Difference between images produced by blocking and not blocking the light
from the electron source using the electron injection-end FC.

Although blocking the light with the FC improves the image quality drastically, the repeated

actuation of the FC puts a heavy stress on the mechanical assembly system. There were two break-
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downs due to the excessive engagement and disengagement of the FC which made us reconsider

this option. However, a modification to make the FC assembly more durable is under active in-

vestigation. The second drawback with the current position of the phosphor screen is that it is

blocking the ion path. This needs to be addressed for the full offline tests and certainly for the

online operation. Once we install the ion source, for the full offline test, the detection method must

be modified to to facilitate the ion injection.

While efforts are underway to make proper modifications of the system to address both the

issues, the first challenge was overcome by using a Macor holder with a larger diameter to block

more light from the electron source and at the same time also isolate the phosphor screen from the

drift tube. Fig. (5.25) shows the phosphor screen holder and its position inside the drift tube. Fig.

(5.24) shows the plasma spot on the phosphor screen with the aluminium holder (Fig. 5.24(a)) and

Macor holder (Fig. 5.24(b)).

(a) Plasma image with the aluminium phos-
phor screen holder with 5 kV bias on the
phosphor screen. The large bright corona
surrounding the screen causes problems for
plasma detection.

(b) A plasma image after the holder modifi-
cation with only 3.5 kV bias on the phosphor
screen. The background light was reduced sig-
nificantly.

Figure 5.24: Plasma image for 1 second confinement before and after replacing the alu-
minium holder with a Macor holder. With a larger holder diameter, the background
light was reduced significantly. Due to the reduction of background light, a lower
phosphor screen bias gave a relatively brighter image.

A shielded cable is then used to bias the screen. The shielding of the biasing cable and the

drift-tube combined eliminate most of the electromagnetic noise.

79



Copper 
shielding

MACOR

Figure 5.25: Phosphor screen on Macor holder and shielded biasing cable. The shielding
reduced the electromagnetic pickup by a couple of orders of magnitude and facilitated
the detection of the electron number.

Using the shielded cable, we were able to suppress the nose significantly and a cleaner signal

was obtained. In the frequency range of the signal, the noise is negligible. Fig. (5.26) shows the

noise and the signal after modification of the phosphor screen.
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(a) Noise with no electron inside the trap.
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(b) Signal with the 1 second plasma confinement.

Figure 5.26: Noise and signal after phosphor screen isolation. Before the modification, dif-
ferentiating the signal from noise was not possible.

5.4.2 Long term solution for the online-operation

A long term solution is required to detect the electron plasma. During the online operation, we

may have to check if the plasma has expanded too much due to collisions with the residual gases in
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the vacuum or if it is on axis and having significant overlap with the ions. This information is very

important for efficient cooling of HCIs. Without a permanent and suitable detection method it is

not possible to acquire this information. Based on our investigation, there are two solutions. The

first (and the most straightforward) solution is to move the imaging device and FC assembly closer

to the trap. A second solution could be to install high current coils to produce a pulsed magnetic

field (⇠0.2 T) so that the plasma does not expand beyond the detector area or go off-axis.

Moving the imaging device and FC assembly closer to the trap is the most effective method of

plasma detection. This will ensure that the detectors are in a stronger field than where they were

situated originally. Fig. (5.27) shows the change in effective area covered by the CPET detectors

if moved to right before the feed through section (see Fig. 5.11 and 5.14) compared to where the

detectors are located in the original design (Fig. (5.19)).

Figure 5.27: Effective detector area if the MCP is moved to the entrance (closer to the trap)
of the feed-through-section.

Moving the detector assembly right before the feed-through-section (FTS) will require a new

design of the detector-housing-cross and possibly of the FTS as well.

Another solution is to install high current coils to produce a pulsed magnetic field. This method

is followed to detect the electrons or positrons in the CUSP trap [81] of the ASACUSA group[140]
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at CERN. Although they have a plasma size magnification of ⇠ 17 (CPET has ⇠37), it was too

large to detect the electrons or positrons, and they decided to use a pulsed high current coil to

generate a magnetic field for a very short time (⇠ 5 ms) to compress the plasma position and radius

so that they are still able to detect them. Due to the high risk of quenching the superconducting

magnet by the intense pulses, at this point there are no plans to implement this technique at TITAN.

Currently, a wire grid detector is being tested. Simulations show that the detector could be as

high as 50% efficient on ion and electron detection. The detector sits inside the DT-1 but closer

to the trap compared to where the test phosphor screens was installed. The advantage of the wire

grid detector is that the detector will allow the loading of ions and will be useable during online

operation.

5.5 Electron plasma requirements for CPET
CPET will require a very large number of electrons with a very high density to cool the HCIs as

we saw from the simulation results in chapter 4. The required ratio of electron number to HCIs is

104 for efficient cooling, but generally, the larger the number of electrons, the better the cooling.

The electron plasma has to be pre-cooled and this requires it to be loaded into the trap before the

HCIs are brought in. The electron self-cooling time is in the range of ⇠ 80 ms for CPET which is

calculated from the formula: Cooling time ⇠ 4/magnetic field(T)2 [141, 142]. However, according

to Kuroda’s thesis (ASACUSA group, CERN), it is 1.5 times longer [143] with some experimental

proof [144] based on the theory that the long wavelength radiation is partially reflected back to the

plasma from the metal wall of the trap.

5.6 Systematic tests of CPET
For CPET, the ultimate goal is to cool the HCIs that are short-lived and the trap will have to be at

room temperature. These requirements dictate the tests CPET must undergo before commissioning

it into the TITAN beamline. Here we discuss those essential systematic tests and present the

most up-to-date results available. All the tests discussed here involve the electrons. Details of
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the numerous tests of the control system, programmable pulse generator, switch boxes, and the

integrity of the gold-plated electrodes are skipped.

5.6.1 Loading the trap with electrons

Loading of the trap with electrons is a very important step and the trapped electron number can

vary dramatically, based on the method followed. There are three different ways of loading the

trap with electrons that we considered: the ballistic mode, the counter propagating electron beam

method, and the in-situ generation of electrons using radiofrequency fields.

In the so-called ballistic loading method an electron current is allowed to reflect back from the

far end of a trap. As it takes very short time for the electrons to complete a round trip (in the range

of ' 0.1µs for CPET), at any time soon after the electrons are allowed to enter, the trap contains

an electron beam of twice the trap length. Closing the loading gate traps those electrons. The total

number of electrons trapped with this method is:

Q =
I ·2Lp
(2E/m)

⇥1.6⇥10�19, (5.6)

where I is the electron current, L is the length of the trap, E is the electron energy and m is

the electron mass. With a ⇠ 100 µA electron beam of about 1kV energy, the total number of

electrons that can be trapped is ' 106. As we can see, the trapped electron number in this method is

proportional to the electron current generated by the source. The duration of loading does not have

any effect on this loading scheme. A slightly different mode of ballistic loading is to send pulses

of high current electrons which is basically the same procedure as the one mentioned above, but

the segmentation of the beam would be done by an electrode other than the trap or gate electrodes.

This ballistic loading process is shown in Fig. (5.28(a)).

A different method was used at RIKEN to load the trap where the incoming electrons are

scattered by the outgoing electrons, and as a result the scattered electrons get trapped [145]. In

this scheme of counter-propagating beam interaction, a large number of electrons (' 1010) can be

trapped, and unlike the ballistic method, the number of electrons can be controlled by varying the
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(a) Ballistic loading method.
The beam finishes a round-trip
inside the trap and is cut-off by
the loading gate.

(b) Counter propagating beam
scattering off each other and
getting trapped.

(c) In situ electron generation.
Electron are generated inside
the trap.

Figure 5.28: Different loading schemes and the gate potentials. The dotted line shows the
gate-closed positions after electron loading is stopped. In Fig. (5.28(a)) and (5.28(b)),
the red coloured dots indicate the ions that are travelling to the right, after reflecting
back from the gate opposite to the loading gate. In the in situ electron generation
method the gate remains closed (Fig. 5.28(c)).

loading time. The process is illustrated in Fig. (5.28(b)). Implementing this method is simple and

does not require any hardware modification or extra tools compared to the ballistic mode. The

loading is controlled and optimized by adjusting the entrance-gate potential.

A radically different way of electron accumulation was reported by the ELTRAP group [139]

where they were successful on generating electrons from residual gas present in the trap by means

of applying an RF in segmented electrodes. A small number of electrons from the residual

gases work as the seed electrons and the applied RF makes them repeatedly collide with the gas

molecules and release more and more electrons. In this method both of the gate electrodes remain

closed as it is shown in Fig. (5.28(c)). The major advantage of this method is that there is no need

for any independent electron sources or to transport the electron into the trap. The existing trap

electrodes of CPET can be used to generate electrons inside the trap. This option of in situ electron

generation is under active consideration for CPET.

Clearly, the ballistic method requires a very high current source for sufficiently large numbers

of electrons. However, considering the simplicity, the initial plan for CPET was to use the ballistic

method. The injection gate was kept at a much lower potential compared to the potential suggested

in the RIKEN publications for the counter-propagating beam scattering scheme, but the trapped

electron number was found to be significantly higher. The only viable explanation could be that

some electrons are scattered by the counter propagating beams and are getting trapped. From this
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Figure 5.29: Trapped electron number as a function of filament current.

observation we concluded that, in CPET, a combination of the ballistic and the counter propagating

beam methods is facilitating the accumulation of a large number of electrons.

5.6.2 Trapping for different electron current

Due to the misalignment, the mirror effect, and potentials at the trap and the gate (G2 in Fig.

5.11) electrodes during loading, a large number of electrons are lost. As we use a thermionic

filament as the electron source, it is important to investigate the plasma properties (density, radius

etc.) for a range of filament currents, and from the results, we can determine the electron current

requirements. While too high a current through the filament can worsen the vacuum and reduce the

life span of the source, too little current generates a very small number of electrons to be trapped.

We did a systematic test to study the effect of filament current on trapped electron number. The

test shows that within the current range suggested by the filament manufacturer, we are able to trap

enough electrons (> 108). The electron number as a function of filament current is shown in Fig.

(5.29).

5.6.3 Electron trapping for different potential depths

Trap depth is defined as the potential difference between the trap electrodes (VT) and the electron

source (VS). The deeper the trap the more electrons can be stored. Similar to the case of injection

current, there is a space charge limit for a given trap depth, for which we can say that the trap has
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saturated. For CPET we conducted a test with the full trap capacity (all 29 electrodes were used

for trapping). The result is shown in Fig. (5.30).
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Figure 5.30: Trapped electron number as a function of the trap depth (VT-VS).

From the result we can see that the electron number consistently increases with the trap depth

and approaches the saturation, as expected [146].

5.6.4 Analysis of CPET electron plasma properties

The research area of plasma physics is very rich, and non-neutral (plasma dominated by one kind

of charged particles) magnetized (presence of a significantly strong magnetic field that has effects

on the plasma) plasmas are complex physical systems. A detailed discussion of plasma is beyond

the scope of this thesis. However, we were able to analyze some of the basic and relevant plasma

properties in CPET which we will present in this section.

It is relatively easy to confirm electron accumulation and confinement of a certain duration, but

determining whether the electrons formed a plasma requires more detailed analysis. The first step

in the plasma analysis in a Penning trap is to confirm that the plasma is spheroidal. To confirm the

spheroidal shape of the plasma, the radial intensity profile is studied.

At first we plot the intensity of the plasma as a function of the radius to construct a 3-dimensional

plot which gives an immediate visual confirmation of the plasma shape. Fig. (5.31) shows the in-

tensity plot for electron plasma trapped for 1 to 5 seconds in CPET. The radial intensity for a
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Figure 5.31: 2D projection of the radial intensity profile of the electron plasma for trapping
times of 1 to 5 seconds.

spheroidal plasma is given by

I(r) = I0


1�
✓

r
Rp

◆� 1
2
, (5.7)

where, I0 is the peak intensity or the maxima, Rp is the plasma radius and r is the radial position at

which the intensity I(r) is measured. To fit Eq. (5.7) to the intensity profile we take a vertical slice

through the center of the 3D plasma images shown in Fig. (5.31). The vertical slices (of one pixel

width) for each plasma spot of Fig. (5.31) are shown in Fig. (5.32).
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Figure 5.32: Intensity slices generated by taking the radial values from Fig. (5.31).

All the plasma extractions show a very good fit to the equation. One such fit is shown in Fig.

(5.33).

All the lengths are initially determined in the unit of pixels. To find the plasma dimensions in
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Figure 5.33: A spheroid fit based on the intensity slice following the procedure outlined in
[122]. This particular fitting was done for a plasma of 1.5 second trapping time.

Figure 5.34: Phosphor screen size is related to the pixel width using this CCD image. The
radius of the red circle covering the whole phosphor screen active area is 470 pixel
units in diameter. This corresponds to the 22.22 mm diameter of active phosphor
screen area.

S.I. units the conversion factor needs to be determined. To do so, we trapped a very large number

of electrons with large plasma diameter so that the cloud covers the whole phosphor screen. The

active area diameter of the P20 type phosphor screen is 22.22 mm. Once the size of the phosphor

screen is determined in the pixel unit, it is straightforward to find the conversion factor.
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Figure 5.35: A circle is fitted by enhancing (5x) the CCD image to find the full radius of the
plasma. Radius of the red circle is 35 pixel units or 35/21.2 mm.

From the circle fitted in Fig. (5.34) we find the conversion factor to be 21.15 pixels per mm.

Once we know the conversion factor, together with Eq. (5.3) which gives the plasma expansion

at the detector to be 3.33 times that inside the trap, we can study individual plasma sizes as shown

above. The final conversion factor for the dimensions of the plasma and the diocotron mode inside

the trap comes out to be 70.44. As a result, the radius of the plasma inside the trap is found to be

0.496 mm for the CCD image shown above.

5.6.5 Electron number for varying trapping time

For the 1-5 second range of trapping time, we had an average of ⇠ 1.6⇥108 electrons trapped. For

lower trapping times (⇠1-2 second) the diocotron radius is larger and in some of the extractions

the plasma missed the detector but was counted as an extraction by the oscilloscope. As a result,

the 1-2 seconds data shows fewer electrons compared to the subsequent higher trapping times.

Fig. (5.36) shows the electron number for 1-5 second trapping duration. With decreasing dio-

cotron diameter less of the plasma is missing the detector and for this reason the electron number

consistently increases up to 2 seconds at which point all the electrons are successfully captured

by the detector. We also notice that when the plasma is consistently hitting the detector (because

of the smaller diocotron radius), within the time interval under consideration, the electron number

does not decrease significantly. This is a very important finding for CPET operation. From this
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we can conclude that we can complete multiple cooling cycles for a single electron loading (as we

discussed in the chapter 4) once CPET is online.
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Figure 5.36: Electron number as a function of time in CPET. A total of 64 extractions are
averaged. Some of the 1-2 second extractions were hitting outside the phosphor screen
but still averaged and this caused the total electron number to seem low.

Now, from the electron number and plasma volume, we can find the electron density of the

CPET plasma. The density for a spheroidal plasma is given by

r =
N
V

=
N

4
3pr2 L

2
, (5.8)

where V is the plasma volume, r is the plasma radius and L is the trap length. Using the above

information we find the electron density in CPET to be 8.12 ⇥ 105/mm3. This is consistent with

the density found at other facilities [122].

5.6.6 Debye length of the CPET plasma

In plasma physics, a very important parameter to find is the Debye length of the plasma. We used

the electron numbers (N) found in the tests mentioned above to calculate the electron density and

the Debye length at room temperature (T =300 K). Being a large ensemble of particles, all the

particles in plasmas do not experience the same field strength. The Coulomb interaction law of

inverse square is replaced by a sharp cut-off due to the screening effect. This cut-off length is
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called the Debye length given by:

lD =

✓
e0kBT
rq2

◆ 1
2
. (5.9)

The Debye length comes out to be 4.2 ⇥ 10�2 mm which is much shorter than our plasma

length (400 mm) and radius (' 0.5 mm). This is an indication that the electron cloud has reached

the plasma regime [147].

5.6.7 Plasma intensity for varying trapping time

For the same 1-5 second duration of trapping, the peak intensity (intensity at the center of the

plasma image) of the plasma image was studied. From Fig. (5.37) we can see that the intensity of

the plasma decreased by ⇠30% over this time interval. As we saw in the previous test, the electron

number did not decrease significantly over the trapping duration under consideration.
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Figure 5.37: The peak intensity as a function of time. The peak intensity was found to drop
by ⇠30% over the 5 second period.

It is not clear to us as to why the intensity decreases while the electron number is not. One

possible reason could have been the expansion of the electron plasma. However, from the data

collected, we saw that the radius also does not increases significantly. A radially nonuniform

potential at the phosphor screen surface can cause such intensity decrease. It is possible that the

longitudinal plasma mode is also damping and the reduced axial velocity at extraction is resulting

in the reduced intensity. A third reason could be the heating of the CCD camera. In some places

a cooling system is used to stabilize the temperature which we did not implement [148]. In any
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case, to reach any viable conclusion, further tests are required.

5.7 Conclusion
We performed a number of very important systematic tests and the results are summarized as

follows. A good transmission of electrons through the trap, almost ⇠50% through the high field

gradient was observed. For the HCIs we need to perform the cooling operation within a fraction of

a second. The confirmed trapping of up to 130 seconds indicates that we will be able to perform

multiple cooling cycles by a single loading of electrons which is very convenient. Results from the

systematic tests show that we have at least 108 electrons in the trap. In the nested traps, even if we

trap orders of magnitude fewer electrons, we will still be able to cool 100s of HCIs. The plasma

density we have is excellent and the plasma does not expand significantly within tens of seconds

which indicates that the cooling process can go uninterrupted without reloading or applying the

rotating wall compression. Day to day reproducibility of all the tests we reported here is also

satisfactory. Representative tunes of the system with all the values at electrodes and PPG timings

are provided in Appendix A.

Despite the success mentioned above, a lot of systematic tests are yet to be performed. We

still do not know the full details of the loading scheme we have, whether the counter-propagating

beam method is the best option for CPET [135, 145] loading or not, especially when the electron

source is moved off-axis. Determination of the frequency and amplitude of the RF to compress

the electron plasma by means of a rotating electric field [85] might be necessary in case we have

significant plasma expansion in the smaller nested traps as discussed in chapter 4.

A significant amount of effort is required on the tests mimicking the online setup. This will

include establishing an off-axis electron source, testing the ion transmission, trapping and extrac-

tion. After the individual tests of load-trap-extract cycles for electron and ions, the simultaneous

trapping has to be tested. In the final step, an artificial energy spread will be introduced among the

singly charged ions to test the cooling.

Our understanding of the m = 1 diocotron mode of plasma oscillation [149–151], which is an
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azimuthal drift of the form eimq [152], and its damping will play a major role in the cooling of the

ions in CPET. It will be important to confirm the overlap between the plasma and the ions inside

CPET. Considering the importance of this mode and the interesting phenomenon we observed, the

next chapter is dedicate to the m = 1 diocotron mode damping.
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Chapter 6

Damping of the m = 1 plasma oscillation

mode

Non-neutral plasmas or single component plasmas are interesting for a number of reasons. The

study of different kinds of plasma waves and instabilities [147, 153, 154], production of antimat-

ter [87, 138], and transport properties of plasma [155] are some continuously developing fields.

For TITAN’s cooler Penning trap (CPET) [16, 119] the application of plasma is close to that of

antimatter production: to cool the charged particles. Unlike the singly-charged antiproton in case

of antihydrogen production, CPET will cool the HCIs as discussed earlier. For successful cooling

of HCIs, we will need a consistently well-defined (density, shape, radial position etc.) plasma for

each loading-trapping-detection (or reloading) cycle. For this purpose, CPET is currently being

tested offline. During the offline tests we observed that the m = 1 diocotron mode is decaying and

becoming fixed on the phosphor screen within 3-5 seconds. In this chapter we present the details

of our findings which are in good agreement with the magnetic damping, for which the theory

was developed and the phenomenon subsequently observed in a modified betatron by Robert and

Rostoker three decades ago [156].
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6.1 m = 1 mode of plasma oscillation
Different plasma oscillation modes were studied extensively by Levy [133], Briggs [157], Driscoll

[120, 158], Surko [121], Fajans [159] and others [29]. Levy was able to show that most of the

normal modes damped easily by Landau damping [160]. The damping of m = 1 mode of plasma

oscillation is of particular interest because of its azimuthal properties. The m = 1 mode of plasma

oscillation, which is an ~E ⇥~B drift of the whole plasma column around the trap axis is shown

in Fig. (6.1(b)) [15]. For a single charged particle in the Penning trap this motion is known as

the magnetron motion [15]. Fig. (6.1) shows the modes of of plasma oscillations in a Penning

trap. This motion gives a lot of information about the plasma properties. It is a result of broken

B

(a) (1,0)

 

B

(b) (1,1).

 

B

(c) (2,0).

 
B

(d) (2,1).

 

B

(e) (2,2).

Figure 6.1: Oscillation modes of plasma in a Penning trap [26, 147, 154, 161]. The first two
modes (l = 1,m = 0 and l = 1,m = 1) are called the center-of-mass modes because of
the oscillation of the center-of-mass.

azimuthal symmetry that may stem from the misalignment of the trap axis to the magnetic field

[134], presence of a small number of ions due to the presence of residual gas in the vacuum [135],

a radially asymmetric trap potential [162], or from off-axis injection. Once triggered, the motion is

sustained by the image charges produced on the trap wall [15]. Depending on the purpose of plasma

accumulation, this phenomenon could be an advantage or an obstacle. For plasma physics studies,

this could be a way to study different plasma phenomena including a non-destructive diagnostic

tool for plasma frequency and trapped particle number [163, 164]. For other experiments where

the plasma is used to cool antiprotons [83, 165] or highly charged ions [16, 55], this could mean a
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reduced performance of the trap as the orbit of the plasma and antiproton may not overlap at all.

In that case a feasible way of damping the mode becomes a necessity.

It has long been known that the m = 1 mode of plasma oscillation has negative energy [157,

166], which implies that any power dissipation would increase the amplitude of that oscillation

[156]. Experimental proof of this evolution of the mode is given in the work of White, Malmberg

and Driscoll [166]. However, the energy of the m = 1 mode can also be positive if the plasma has

enough axial energy [156]. The axial motion can generate a perturbative magnetic field, which in

turn interacts with the trap field. Because of this interaction the energy of the system decreases and

the amplitude of the m = 1 oscillation should decrease. A detailed theoretical description of the

field produced by the plasma is discussed by Roberts and Rostoker in [156].

The ELTRAP group has shown that the motion could be damped by means of applying a non-

resonant dipole frequency on radially split electrodes [137]. In other facilities an axial non-resonant

field is applied [139] to damp the mode. In their detailed theoretical [167] and experimental work

[168] Crooks and Cluggish were able to show how due to rotational pumping the mode is damped

but the momentum is conserved. Work by Marler and Stoneking shows that the diocotron mode

exists and the m = 1 mode decays even in a toroidal trap [169]. In the toroidal trap the electrostatic

energy is dissipated through heat energy due to the collisions among the electrons. For the theory

for the damping of m = 1 diocotron mode in a toroidal trap see [170]. These works together

with the works reported in their references and the work of Roberts and Rostoker show a clear

compatibility of the theory for Malmberg Penning traps and confinement in toroidal systems (trap

or accelerator). On the other hand, Sarid, Gilson and Fajans in their work [171] were able to show

that the m = 1 mode can decay because of the asymmetry of the trap where momentum is not

conserved. They concluded that the damping is the result of the field misalignment and could be

observable for small plasma potentials. There is no theory available to date to explain the energy

dissipation mechanism for this damping. Roberts and Rostoker [156] showed that the motion could

be auto-damped in a modified betatron. This damping mechanism is called magnetic damping and
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requires the following condition to be met:

⇣vz

c

⌘2
>

✓
rp

rT

◆2
, (6.1)

where, vz is the axial velocity of the electron plasma, rp the plasma radius, rT is the trap’s inner

radius and c is the velocity of light.

From the above discussion it is clear that from a conservation of momentum point of view the

auto damping can be of two types, one in which the momentum is conserved and one in which it

is not. Both the work of Sarid, Gilson and Fajans (Penning trap) [171] and Roberts and Rostoker

(modified betatron) [156] show the auto-damping of the mode where momentum is not conserved.

While Sarid’s experiment was performed in a Penning trap, in the work of Roberts, they used a

modified betatron (axial motion) or a section of it (beam rotation). Due to the geometry of the

modified betatron presented by Roberts and Rostoker, the setup can be considered very close to

that of a Penning trap. In both setups (modified betatron and the cylindrical Penning trap) an

axial magnetic field is present which causes the damping. The difference is the end potentials in

the Penning trap that facilitate the trapping. Also, in a Penning trap the electric field could be a

uniform one for rectangular wells [122] if the trapping length is significantly long (400 mm for

CPET) relative to the trap radius (35 mm for CPET). This fact encouraged us to study the theory

of Roberts and Rostoker. Despite this assumption of similarity, Sarid’s work can not be tested

against the theory proposed by Roberts and Rostoker as Sarid’s experiment does not meet the axial

velocity condition given in Eq. (6.1).

In their work, Roberts and Rostoker gave the formulation for two different kinds of magnetic

damping [156]. The first is due to the axial motion of the plasma and the second is due to the

rotation of the plasma. Fig. (6.2) shows the the two scenarios. In the first case (Fig. 6.2(a)),

the axial motion generates a poloidal magnetic field which is perturbed by the betatron’s field and

also, the field generated induces current in the wall of the accelerator and thus an ohmic energy

dissipation of the form I2R occurs. In the second scenario (Fig. 6.2(b)), they accelerated the
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electron plasma in a section of the accelerator with magnetic field gradients on both ends. The field

gradient induces the mirror effect [130, 172] which causes the beam to rotate and thus produces

the axial magnetic field which in turn interacts with the accelerator’s magnetic field and the wall

in a similar fashion. We are not interested in the second scenario as the Penning trap’s trapping

B
θ

Trap wall

V
z

(a) Magnetic field generated by the axial motion of the
plasma. This motion produces a poloidal field which
interacts with the trap’s strong field and also generates
a resistive effect in the trap wall.

B
z Trap wall

ω

(b) Magnetic field generated due to the plasma rota-
tion. CPET does not have any way to drive the plasma
rotation and hence is not considered.

Figure 6.2: Two possible ways of perturbative fields generated by electron plasma. Modified
figures from [156].

region has a predominantly uniform magnetic field and thus the magnetic mirror effect that is used

to trigger the rotation of the beam is not present.

For a plasma with a very small radius compared to the confining wall, the damping rate in the

work of Roberts and Rostoker is given by the following relation:

G ⇠= �
2w(rp/rT )2(d/rT )

[1� (rp/rT )2(c/vz)2]
, (6.2)

where, d is the skin depth of the trap material (gold-plated copper for CPET) given by d =

(2/µcws)1/2, s is the conductivity of the plasma, and the plasma frequency w is given by:

w = �2Nec
Bzr2

T


1�
⇣vz

c

⌘2
�
. (6.3)

To relate the work of Roberts and Rostoker to the tests in the Penning trap, the axial velocity or the

center of mass mode oscillation has to be very high so that the condition in Eq. (6.1) is met. The

details of the plasma oscillation mode is discussed thoroughly by Dubin [149] and Tinkle [153],
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from which we find the axial oscillation of the plasma to be:

wz =


qV0

md2

�1/2
, (6.4)

where, V0 is the potential difference between trap electrodes and the axial confinement voltages,

d is the characteristic constant of the trap (0.20 m for CPET). For more discussion on the axial

oscillation of non-neutral plasma see [132] and the references therein. Using the above relation

we find that the centre-of-mass mode axial oscillation (Fig. 6.1(a)) of electron plasma in CPET

reaches the range of 100-106 MHz, which, when transformed into the axial velocity at the centre

of the trap, does meet the damping condition given in Eq. (6.1) (so does the average velocity.

However, given the length of CPET, the field inside the trap is far from being a quadratic field

and the electrons are injected into the trap with a velocity which also meets the condition in Eq.

(6.1). This could mean that the plasma maintains the initial velocity and oscillates in a field which

is uniform over a significant length or alternatively, the oscillation frequency is high enough to

induce the magnetic damping. We are not sure which mechanism plays the major role in damping

the m = 1 mode.

6.2 Setup details
CPET’s hot filament electron source floats at -1400V potential and produces a current of 10s of

µA. Fig. (6.3) shows the loading, trapping and extraction potential setups. The trap is loaded

continuously for about 300 ms and then the trap is closed. When closed the trapping potentials at

both ends of the traps are at -2100 V. Although -1700 V completely blocks the beam, to be on the

conservative side, we decided to make the trapping potential a safer -2100 V. During the loading

process, the entrance gate is set at -850 V. The switching between -850 V and -2100 V might have

some influence on giving the plasma an axial kick. The details of this effect are not studied yet. The

trap itself floats at -620 V to -520 V allowing an overall trapping potential of 1480-1580 V. After

trapping for a desired period of time, the electron plasma is extracted to a phosphor screen which

also operates as a Faraday Cup. A CCD camera is triggered to capture the image on extraction. For
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Electron trapping scheme:

Ground

TTL-1: Switch G1 (Electron extraction)

TTL-2: Switch G2 (Electron injection) Electron loading

Electron extraction

Electron
Trapping

Time arrow

-Ve

+Ve

TRAP G2G1

Electron Injection-endElectron Extraction-end

-2100 V -2100 V

-850 V
-620 V

-520 V

during loading

trapping

Figure 6.3: Trap potential scheme. During loading the entrance gate is kept at -850V. During
extraction the extraction gate is switched to 0 V or to a small positive potential.

higher statistics, each trapping cycle is repeated about 100 times. With 880-780 eV electrons and

the 7 T field of CPET, we were able to meets the condition 6.1 reported in the work of Roberts and

Rostoker. Fig. (6.4) shows the damping of the m = 1 mode in CPET with half-second intervals.

(a) 1 second plasma. (b) 1.5 second plasma. (c) 2 second plasma. (d) 2.5 second plasma.

(e) 3 second plasma. (f) 3.5 second plasma. (g) 4 second plasma. (h) 4.5 second plasma.

Figure 6.4: Damping of the m = 1 plasma mode in CPET. The green circle shows the circum-
ference of the phosphor screen which is 22.22 mm in diameter. The trap depth for this
data set was 780V.
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6.3 Data analysis and results
Tests show that a high density plasma was formed in CPET and that within the observation period

of 1-5 seconds the number of electrons does not change significantly. The plasma radius increases

slightly over the same time period. Also the trapped electron numbers and radius of the plasma are

significantly larger for the deeper trap (820 V). Fig. (6.5) shows the result of the tests. Fig. (6.6)
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(a) Electron numbers for the two different trap depths
(880 and 780 V). Electron numbers remain largely un-
changed over the observations period. The first few
observation showed slightly fewer electrons due to the
large diocotron amplitudes which make the plasma miss
the detector.
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Figure 6.5: Electron number and individual plasma radius as a function of time.

shows that the plasma radius remains unchanged while the diocotron radius decreases. This infers

that the momentum is not conserved. The damping rate is in good agreement with the work of

Roberts and Rostoker [156]. In this thesis, for the first time it was shown directly, that the motion

could be auto-damped inside a Malmberg Penning trap if the same conditions are fulfilled. Our

analysis shows a very good agreement with the work of Roberts and Rostoker. However, plasma

physics is not our field of expertise, and as a result, that the underlying cause of the damping is

the interaction between the magnetic field produced by the plasma column following Ampère’s

law and the magnetic field of the trap itself [156], as it is shown by Roberts and Rostoker, can not

be completely confirmed with certainty by us. None of the experiments earlier attempted plasma
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(b) Damping of the m = 1 mode and the theoretical fit.

Figure 6.6: Momentum study and the m = 1 diocotron mode damping in CPET.

trap depth(1400-620)V
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trap depth(1400-520)
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Time (s)
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⌦
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plasma
radius⌦

rp
↵
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diocotron
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hrdi
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r2
d+
⌦
r2

p
↵

mm2

1 0.43 2.27 5.34 0.57 2.49 6.61
1.5 0.47 1.92 3.91 0.57 1.99 4.37
2 0.48 1.42 2.25 0.60 1.28 2.12

2.5 0.50 1.21 1.72 0.57 0.85 1.07
3 0.50 0.78 0.86 0.57 0.61 0.70

3.5 0.51 0.61 0.62 0.57 0.43 0.51

Table 6.1: Times represent the duration of trapping in the trap.

confinement in the regime reported in our test. The trapping potential and electron beam used in

this test are orders of magnitude higher than is reported in other efforts in which the diocotron

mode is studied. Thanks to the 7T magnetic (which is much stronger than the magnets in most

other similar facilities) field that kept the plasma radius small enough. Table (6.1) summarizes the

data for the test we performed.
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6.4 Summary
We have shown that the diocotron mode is damped in a previously unexplored parameter region

that is similar in nature to that of the asymmetry driven damping reported by Sarid, which does

not have any well established theory to date. The test results we have presented seem to agree

with the theory provided by Roberts and Rostoker with the estimation of plasma conductivity and

considering the Penning trap similar in action to their modified betatron. Roberts and Rostoker

assumed Penning trap behaviour in their setup by relating it to experiments performed in Penning

traps. This indicates that a reverse argument could be made, and their findings and theory might

be applicable in Penning trap physics as well. However, we propose that further investigations be

carried out in plasma research facilities where this m = 1 mode can be studied more throughly and

different parameters can be controlled which are not possible to control in CPET.
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Chapter 7

Mass measurement of 24Al

The precise and accurate determination of the mass of 24Al is important for two reasons. First to

better understand the rate of explosive hydrogen burning [173] in supernova explosions [174] and

second to help test the standard model (SM).

The nucleosynthesis and energy generation during explosive hydrogen burning in type-I super-

novae [174] explosions, x-ray bursts [175] and accreting black holes is influenced by the rapid-

capture reactions [176]. 24Al is the product of the radiative proton capture reaction 23Mg(p,g)24Al,

which is a bridging reaction between the NeNa and MgAl cycles. The reaction rate is dependent

on the resonance energy, ER = Ex � Sp, where Ex and Sp are the excitation and proton separation

energies respectively, and the reaction strength wg . For a better understanding of the nucleosyn-

thesis and power generation occurring in astronomical events involving 24Al, a more precise and

accurate Sp value is required which is derived from the ground state mass of 24Al.

The isospin T = 1 nuclides continues to help test the standard model via the electron capture Q

value, QEC by predicting the so-called f t-value. A QEC value with the precision of keV or better

for the superallowed 0+ ! 0+b decay can contribute to the search of physics beyond the standard

model for T = 2 nuclides as well. 24Al is the daughter nuclide of one of those T = 2 nuclides, 24Si.

The development of an ion guide laser ion source (IG-LIS) by TRIUMF laser ion source group has

facilitated suppressing the A = 24 isobaric background by orders of magnitude and allowed col-
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lecting enough data for the mass measurement of 24Al in a Penning trap for the first time. In this

chapter we present the motivation and details of the mass measurement of 24Al using TRIUMF’s

Measurement Penning Trap (MPET).

7.1 Astrophysical importance of 24Al
The explosive hydrogen burning or rapid proton capture (rp-process) reaction takes place in high-

density and/or high-temperature sites in the universe [173, 177]. This network of nuclear pro-

cesses occurring on seed nuclei can produce heavier elements with A>20 [178]. The rp-process

may be observed taking place in a number of stellar sites including novae with peak tempera-

tures of T9(⌘ 109K)=0.2-0.4 [177], x-ray bursts typically at T9 >0.4 [177] and accreting black

holes where T9 =1 or higher [179]. Initiated at the breakout of the HCNO cycle, the rp-process

plays a major role in the synthesis of elements in the NeNa and MgAl cycles and beyond [173].

A quantitative understanding of rp-process is more challenging compared to the reactions in the

HCNO cycle as the number of reactions is much larger. However, a systematic analysis of the

reactions in terms of their Q-values can make the complex reaction networks more accessible

[178, 180]. Being the breakout reaction from the NeNa cycle into the MgAl cycle, the rp-process

reaction 23Mg(p,g)24Al carries a particular importance also because a number of astrophysical

g-ray targets such as 22Na(t1/2=2.6 yr) and 26Al(t1/2=0.7 Myr) are produced through this reaction

[181, 182]. Our understanding of the abundance of elements with A>20 in the universe depends

on the reaction rate of the 23Mg(p,g)24Al process [183].

In the NeNa cycle, the 23Na decays into 20Ne, and thus the NeNa cycle is created, which

produces other elements in the NeNa mass range. In the temperature range 0.1 < T9 < 1, the

reaction 23Mg(p,g)24Al plays the major role in the production of A>20 nuclei. In this tempera-

ture range, the 23Mg decay is dominated by the rapid proton capture reaction which breaks out of

the NeNa cycle and starts synthesizing heavier elements in the MgAl cycle such as Si, S, and Ar

depending on the density and temperature of the event and/or site [179]. For this reason the reac-

tion 23Mg(p,g)24Al is considered a bridging reaction between the NeNa and MgAl cycles [184].
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The 23Mg(p,g)24Al reaction rate becomes less important above the temperature of T9 =1 since

21Na(p,g)22Mg(p,g)23Al(p,g)24Si(b+,n)24Al bypasses the production of 23Mg. At a temperature

lower than T9 < 0.1, synthesis of the 23Mg isotope is dominated by b decay reactions in the NeNa

cycle. At low temperature there is also a leak from the NeNa cycle through the 23Na(p,g)24Mg

reaction. Fig. (7.1) shows the two bridging reactions between the NeNa and MgAl cycles.

15O

24Al

19Ne

20Na

23Mg

27Si

19F

25Al 26Al

21Mg 22Mg

21Na 22Na

25Si 26Si

23Na

24Mg

28Si

27Al

25Mg 26Mg

20Ne 21Ne 22Ne

Figure 7.1: Isotopes in the Ne-Na (orange) and Mg-Al (purple) cycle. The blue border indi-
cates the bridging reactions. Red and blue arrows show the high and low temperature
cycle break points respectively. Black bordered isotopes are stable.

Now, the derivation of the reaction rate depends on the resonance energy Er = Ex �Sp and the

reaction strength wg given by [180, 185]:

wg =
2J +1

(2JT +1)(2JP +1)

GpGg
Gtotal

, (7.1)

where, JP and JT are the spins of projectile and the target respectively. Gg and Gp are the g-ray

and proton partial widths [178]. Clearly, the Q value (or Sp) does not have any direct effect on

the reaction strength. However, as the partial widths are derived from the shell-model calculations,

the ground state mass of the isotopes involved will effect the reaction strength through the partial
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width values.

In the 23Mg(p,g)24Al reaction, there are several predicted resonances that are of astrophysical

interest, and correspond to states which are above the proton separation energy in 24Al [181].

Of these, the lowest lying resonance (the so-called “473 keV” resonance) is considered to be the

dominant contributor to the astrophysical reaction rate at relevant novae temperatures [179, 186].

Direct measurements of the reaction rates are difficult due to the very low cross-sections, and thus

benefit from advanced knowledge of the resonance energies (Er) to guide and constrain the search

region. For 24Al, the most precise measurement of the excitation energy of the 473 keV resonance

is from a 10B(16O,2ng) fusion evaporation reaction with GAMMASPHERE, and yields a value of

Ex = 2345.1(14) keV [183]. The proton separation energy is determined from differences in the

mass excess values (D) for the constituent components in the reaction: 1H, 23Mg, and 24Al.

In the past, the extraction of Er from the above prescription was limited by the large relative

uncertainties in the experimental mass values of 23Mg and 24Al [186]. Currently, the best indirect

determination of Er = 482.1(20) keV is reported in [187], and results from an updated value for the

24Al mass from (3He,t) reactions using the Q3D spectrograph at the Maier-Leibnitz-Laboratorium

in Garching, Germany. This single measurement also currently dominates the average for the

most recent Atomic Mass Evaluation (AME12) [188]. At the time of its publication in 2010,

this measurement reported a 3.2s shift in the central value of the mass excess from the 2003

atomic mass evaluation [189], which translated to a 9 keV decrease in the measured 23Mg(p,g) Q

value. When combined with the excitation energy in 24Al from [183], a long-standing discrepancy

between the indirect and direct measurement methods was resolved.

The only direct measurement of this reaction was performed using the DRAGON recoil spec-

trometer at TRIUMF, and yields a value for the resonance energy of Er = 485.7+1.3
�1.8 keV [186].

This value is in agreement with the indirect determination presented in [187], and is listed in Table

(7.1). To confirm the revised 23Mg(p,g) Q value in [187], we present the first direct measurement

of the 24Al mass and report a new indirect determination of Er.
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Table 7.1: Resonance energy derivation methods for the 23Mg(p,g) 24Al reaction. The en-
ergy was derived both directly and indirectly. This table shows the latest values from
both methods.

Method Experimental facility Experimental process Refference Er(keV)
Direct DRAGON 23Mg(p,g) 24Al [186] 485.7+1.3

�1.8

Indirect Q3D 24Mg(3He, t) 24Al [190] 482.1 (20)

Indirect TITAN Penning trap mass spectrometry This work 480.8 (14)

7.2 The standard model importance of 24Al
Quarks in the standard model (SM) can change from one type to another because of the weak

interaction. The Cabbibo-Kobayashi-Maskawa (CKM) matrix is a unitary matrix that gives the

probability of this change. It is also known as the quark-mixing matrix. According to weak-

universality [5] in the SM, Â
i/ j

|Vi j|2 = 1, where, i = u,c, t and j = d,s,b are the quark flavours, and

the sum is over either i or j [191]. This implies that Â
j
|Vu j|2 = 1, with j = d,s,b, i.e. the sum of the

squares of the elements in the first row of the CKM matrix must be equal to unity [191]. While the

values of Vus and Vub come from the high-energy physics [192], the value of Vud can be calculated

from nuclear physics experiments [191].

T = 1 nuclides have long been known for providing the most stringent way of testing the uni-

tarity of the CKM matrix [191] via the superallowed 0+ ! 0+ nuclear b -transitions. There are

thirteen [193, 194] such nuclei that undergo b -decay and thus contribute towards the precise eval-

uation of Vud through the f t-value [194]. According to the SM, the b -decay transition between

T = 1 analogous states are mediated exclusively by the vector part of the weak interaction. The

f t value for all such b -decay transitions is a fundamental constant and is the same for all such

transitions (this condition is also known as the Conserved Vector Current (CVC) hypothesis). Ad-

ditionally, a small (⇠ 1%) radiative and nuclear structure related correction needs to be considered

[191]. As a result, a modified f t value is defined as:

F t ⌘ f t(1+d 0
R)(1+dNS �dc) =

K
2G2

V (1+DV
R)

, (7.2)
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where K/(})6 = 2p3} ln2/(mec2)5, Gv is the vector coupling constant for semileptonic weak in-

teraction, dc is the isospin symmetry breaking correction, DV
R is the transition dependent part of the

radiative correction, and d 0
R and dNS are the transition-dependent part of the radiative correction.

While d 0
R is only the function of electron energy and charge Z of the daughter nuclei, dNS is nuclear

structure dependent correction. Vud = GV /GF . So, in terms of F̄ t this Vud is given by:

Vud =
K

2G2
F(1+DV

R)F̄ t
. (7.3)
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Figure 7.2: Superallowed beta decay candidates. T = 1 and T = 2 nuclide [195]. T = 2
nuclides are far from the stability compared to T = 1 nuclides.

The experimental values of QEC for T = 1 nuclides are known very precisely [190] and the

major source of uncertainty is now theoretical [196]. On the other hand, T = 2 nuclides have

a higher density of states near the daughter level which makes them contribute towards a more

precise measurement of the isospin symmetry breaking term dc. This indicates that T = 2 nuclides

undergoing superallowed b -decays can contribute to the precision measurement of Vud and test
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the SM [195]. The ft value depends on three different parameters; the Q-value of the reaction

involved, the branching ratio (denoted by R) and the half-life (t1/2). The challenge imposed on the

T = 2 QEC measurement is mainly due to the fact that the isotopes of interest are further away from

stability compared to the T = 1 candidates as shown in Fig. (7.2). This also makes the branching

ratio measurement very difficult. But, the electron capture is several orders of magnitude smaller

than the b -decay, and the background is extremely high [46]. As a result, branching ratios are

very challenging to measure compared to the Q-values. A successful measurement of the T = 2

b -decay branching ratio of 32Ar has been done, and the effect of the measurement on testing the

SM is being investigated [197]. Efforts are already underway for the study of all T = 2 nuclides

[195, 198] which will look for the existence of scaler currents and thus any hint of physics beyond

the standard model. Once the branching ratios are measured with a high level of precision, the

ground-state mass of mother and daughter isotopes will help to calculate the ft value and thus

will facilitate testing of the SM. Any deviation in the ft value for different isotopes will cause the

breakdown of the CVC-hypothesis [5, 191, 199] and may be an indication of the presence of the

scalar currents and new physics beyond the SM [200].

The SM also predicts that the b -decays are mediated exclusively by the exchange of W± bosons

[5]. The SM imposes the condition that the left-handed fermions transform as SUL(2) doublets

and the right-handed fermions transform as singlets [201]. The manifestation of this condition is

known as parity violation. Introduction of a new gauge group of the form SUL(2)⌦ SUR(2)⌦U1

preserves the parity but introduces new gauge bosons [202] such as leptoquarks and a charged

Higgs boson, which are parts of physics beyond the SM [203]. In the present structure of the

standard model (obeying SUL(2) symmetry), the b � n correlation coefficient abn must be equal

to 1. The parameter abn could be experimentally measured from the angular distribution profile

of the b -decay. In this manner, if the branching ratio and QEC values for 0+ ! 0+ b -decay are

measured with a high degree of precision, the existence of new particles or the validity of the SM

can be tested [204]. To date the knowledge of T = 2 analog state b -decay is very limited. But the

experimental progress in this area of low-energy physics will pave the way to test of the SM in this
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relatively new manner. The mass of 24Al will be necessary and have a significant impact on testing

the SM once the b -decay branching ratio is measured with significant precision.

7.3 Experimental procedure
The basic underlying mechanism of the Penning trap measurement is to convert the magnetron

motion (w�) into reduced cyclotron motion (w+) as discussed in section 2.2.3. A stable reference

ion of closer mass is always used to minimize the systematic errors [205] in mass measurement.

If HCIs are measured, the A/q for the ion of interest and the reference ion are maintained as close

as possible for the same reason [47]. To do this, a measurement of the reference ions is done

before and after the measurement of the ion of interest. In this manner, by taking the ratio of the

cyclotron frequencies, most of the common parameters cancel out and systematic uncertainties

due to trap imperfections [33] are minimized [205]. Fig. (7.3) shows the resonances for 23Na and

24Al. A linear interpolation of the changing magnetic field between consecutive reference ion’s
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Figure 7.3: Resonances for 23Na and 24Al measurements.

cyclotron frequencies is used to estimate the field during the measurement. Although the trap-

dependent systematics are minimized by a proper choice of reference ions, the trap-independent

systematics can not be eliminated by means of the reference ion measurement. Ion-ion interaction

inside the trap is one such source of systematic uncertainties. To take into account the shifts
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in the cyclotron frequency due to ion-ion interactions, a count-class analysis is done [53]. The

count-class analysis extrapolates the frequency ratios to single ion trapping. The relativistic effect

[27] in the cyclotron frequency measurement is another trap-independent source of systematic

error [205]. The relativistic effect in the ion’s cyclotron frequency for TITAN was extensively

studied in reference [28]. The result shows that for heavier ions (A⇠10) the relativistic uncertainty

contribution is in the range of ppb [28, 37, 206]. The relativistic contribution gets increasingly

smaller for heavier ions. As a result, in the 24Al mass measurement we can ignore the effect. A

number of successful mass measurements were accomplished at TITAN [207] using the TFCR-

ICR method which continue to date.

7.4 24Al mass measurement and result
The extraction of some isotopes from the target is extremely challenging due to the chemical

constraints involved [43]. For some isotopes a laser is used to ionize the isotopes of interest and

extract them from the target. This is done by the TRILIS group at TRIUMF [43, 208]. For other

isotopes the background is too high to do a successful measurement and hence a method was

developed to filter the ion of interest. This is done by an ion guide-laser ion source (IG-LIS)

that was used for the first time to suppress the background by several orders of magnitude and is

reported in other measurements [12]. The background was suppressed by a factor of ⇠ 106 in the

mass measurement of of 24Al using IG-LIS [18].

experiments to proceed. This new ion-guide laser ion source
(IG-LIS) has allowed the first direct mass measurements of
the most proton-rich members of the A ¼ 20 and 21 isospin
multiplets. Being the lightest isospin multiplets where
all members are stable against particle emission, and the
lightest isospin multiplets which can be described within the
d5=2, s1=2, and d3=2 orbitals (sd shell), the A ¼ 20 and 21
multiplets provide an excellent test of the IMME. This can be
done experimentally by high-precision mass measurements
of 20;21Mg and theoretically by shell model calculations
using either the universal sd USDA and USDB isospin
nonconserving (INC) Hamiltonian or interactions based on
chiral effective field theory.
In a Penning trap, contaminants can be effectively

removed if their ratio to the ions of interest remains
⪅100∶1. It is possible to clean beams with higher levels
of contamination using either gas-filled Penning traps [17]
or multireflection time-of-flight devices [18,19], but these
methods suffer from increased preparation times and trans-
port losses. An alternative method is to suppress contami-
nation from surface-ionized species at the source through
the use of an IG-LIS. The IG-LIS is conceptually similar to
the originally proposed ion-source trap [20,21]; however, it
is much simpler because no trap is formed and no buffer
gas is used. Figure 1 shows a diagram of the IG-LIS. The
isotope production target is typically operated at temper-
atures above 1900 K. The target production volume is
coupled via a heated transfer tube to a positively biased
radio-frequency quadrupole (RFQ) ion guide. A repeller
electrode [20,22] reflects surface-ionized species, prevent-
ing them from entering the ion-guide volume. Neutral
particles drift into the ion-guide volume, where element-
selective resonant laser excitation and ionization creates an
isobar free ion beam. A square-wave RF field radially
confines the laser ionized beam. The ion beam is then
extracted from the IG-LIS for subsequent mass separation
and delivery to the experiment. A complete description of
the IG-LIS can be found in Ref. [22].

The IG-LIS concept has been implemented and used on-
line for the first time at TRIUMF’s isotope separator and
accelerator (ISAC) facility. Beams of 20;21Mg were pro-
duced by bombarding a SiC target with 40 μA of 480 MeV
protons. Compared to previous SiC targets, we found that
the IG-LIS decreased the magnesium yield by 50 times and
the sodium background by 106 times. This is a signal-to-
background improvement of better than 104.
The TITAN system [23] currently consists of three ion

traps: an RFQ cooler and buncher [24], an electron beam
ion trap [25] for charge breeding and in-trap decay
spectroscopy, and a measurement Penning trap [26] to
precisely determine atomic masses. We bypassed the
electron beam ion trap because the required precision
could be reached without charge breeding. In the meas-
urement Penning trap the mass is determined by measuring
an ion’s cyclotron frequency (νc ¼ qB=ð2 πmÞ) via the
time-of-flight ion cyclotron resonance technique [27]. A
typical resonance for 21Mg is shown in Fig. 2. To eliminate
any dependence on the magnetic field the ratio of cyclotron
frequencies r ¼ νc;ref=νc is taken between a well-known
reference and the ion of interest. The reference ion used was
23Na. Because the magnetic field fluctuates in time, due to
field decays and temperature or pressure variations, it must
be monitored. This monitoring is achieved by performing a
reference measurement before and after a measurement of
the ion of interest and linearly interpolating to the time
when the frequency of the ion of interest was measured. To
further limit these fluctuations, the length of a measurement
was limited to approximately 1 h. The atomic mass of the
nuclide of interest is then calculated from

M ¼ rðMref −meÞ þme; ð2Þ

whereM is the atomic mass of a nuclide, me is the electron
mass, and we neglect electron binding energies. Although
no contaminants were observed during the measurements,
to be conservative we performed a “count class” analysis to
account for ion-ion interactions. In the case of 20Mg, the

FIG. 1 (color online). A schematic drawing of the ISAC target
with the IG-LIS. See the text for a detailed description.
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FIG. 2 (color online). Time-of-flight ion cyclotron resonance of
21Mgwith 97 ms excitation time. The line is a fit of the theoretical
shape [27].
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Figure 7.4: IG-LIS ion source schematic. A laser is used to ionize only the ions of interest.
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The use of IG-LIS yielded ⇠160 24Al ions per second and we were able to perform a total

of five measurements for 24Al. All five are very satisfactory in terms of the resonances. To take

these resonances, a quadrupolar RF field was applied for 975 ms inside the MPET while the two

contaminant ions were forced to hit the trap wall applying their corresponding dipole frequencies

for 20 ms with a peak-to-peak amplitude of 1V. A Daly detector [42, 209] with 70% efficiency

was used to detect the ions while a precision atomic clock was used to measure the time of flight

from extraction to the detection at the Daly detector. The mass of 39K was measured to confirm

the system’s accuracy.
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Figure 7.5: 39K measurements for accuracy check. The blue lines give the 1s statistical
uncertainty while the dashed lines are for AME2012. The AME2012 uncertainty is too
small to be visible in this graph (and hence appears to be a single line) as expected for
an ideal reference.

This confirmed that the system did not shift from its stable operational mode. Fig. (7.5) shows

that the results of the accuracy check agree with the AME2012 value of the 39K mass [188]. A

thorough study of the systematic uncertainty due to relativistic effects, non-linear magnetic field

fluctuations, and trap imperfections was performed [54] and shows that the total uncertainty is well

below the statistical uncertainty in this experiment. Regardless, the systematic uncertainty of the

system was added in quadrature to the statistical uncertainty to find the total uncertainty. The mass
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of the ion of interest can be calculated using the following relation:

m =
q

qre f
⇥R⇥ (mre f �qre f ⇥me +Be,re f )+q⇥me �Be. (7.4)

The binding energy of electrons, Be, for both the ion of interest and the reference ions is ' 5eV and

hence is ignored in the calculation. For any future improvements in the mass measurement of 24Al

the masses are represented in the ratio R. Of the five measurements done for 24Al, four measure-

ments agree with the previous measurement within 1s and one measurement slightly disagrees.

However, the mass excess shifts by ⇠ 1 keV and the precision is improved ⇠5 times compared to

the previous measurement. Fig. (7.6) shows the 24Al measurements together with the AME2012

result. Table (7.2) summarizes the measurement. Fig. (7.7) shows the proton separation energy
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Figure 7.6: 24Al measurements. Total five measurements were performed. The blue lines
give the 1s statistical uncertainty while the dashed lines are for AME2012 uncertainty.

calculated using our value, Q3D [210] and the previous best known value [188].

7.5 The effect of the 24Al mass on the 23Mg(p,g)24Al reaction
rate

The best known reaction rate for 23Mg(p,g)24Al is extracted from the experiments [186] and

[187]. Both used the Q value obtained from the ground state mass measurement of 24Al from
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Table 7.2: Summary of the 24Al mass measurement. Details of the two ion species used for
this experiment. 23Na was used as reference for the mass measurement of 24Al (975
ms RF excitation) and also for the system’s accuracy check (995 ms RF excitation). A
total of 5 measurements were done for 24Al. Statistical uncertainties are given in the
(parentheses) while the total uncertainty is in the [square bracket].

Nuclide R = n/nref METITAN MEAME2012 D ME
(keV) (keV) (keV)

24Al 0.957 908 1847(87)[97] -48.856(0.205)[0.227] -47.614[1.104] -1.242
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Figure 7.7: Proton separation energy calculated using our value, the previously know best
value from AME2012 [188] and the Q3D.

the 24Mg(3He, t)24Al reaction. We have measured the 24Al mass using the Penning trap TOF-ICR

method which will better constrain the reaction rate value. This will improve theoretical calcula-

tions of the abundance of the A>20 isotopes as well as the those of the energy generation in the

celestial events discussed above. The reaction rate calculated from our evaluation of 24Al shows

a 2s mismatch with the reaction rate measurement done by DRAGON. As a result of the signifi-

cant improvement in precision for both the 24Al (this work) and 23Mg [9] masses, a new indirect

determination of the 23Mg(p,g) resonance energy is extracted as Er = 480.8(14) keV. This value

agrees with previous indirect extractions of Er, but deviates from the direct measurement by more

than 2s . The agreement in Sp between this work and the AME12 implies that this difference re-

sults from either a discrepancy in the direct measurement or the excitation-energy measurement in

[183]. A comparison of the extracted resonance energies through the different measurements and

methods is shown in Fig. (7.8). The indirect extractions of Er presented in Fig. (7.8) all require the
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Figure 7.8: Comparison of the resonance value directly measured by DRAGON and the cal-
culated value using our measurement. There is a 2s discrepency.

24Al excitation energy measurement from [183] for the extraction of Er. Therefore, a discrepancy

in this single measurement could lead to the observed difference with the direct measurement. The

absolute difference in the central value of Er between this work and DRAGON is nearly 5 keV,

and represents the shift in the excitation energy from [183] that would have to be present for exact

agreement between the two methods. The improvement in uncertainty on the atomic masses from

this work and [9] therefore provides an increased motivation for confirmation of the 2345 keV state

energy in 24Al.

For the direct measurement, possible systematic effects in the DRAGON setup have been well

studied, and are presented in [211]. Although the uncertainties quoted in [186] are relatively large,

DRAGON has been calibrated to a variety of well known proton-capture resonances over the course

of several years. A systematic reduction of 0.15% in the value used for their magnet constant was,

however, recently suggested [211]. This shift would lead to a decrease in the recommended reso-

nance energy from the direct 23Mg(p,g) measurement in [186]. When this prescription is applied,

the slightly revised value of Er = 485.0+1.3
�1.8 keV from the direct DRAGON measurement moves

closer to agreement with the result presented here, but still presents a discrepancy. Although this

adjustment is a good estimate of the revised value, it is slightly misleading since [186] gives a prob-

ability distribution function for the resonance strength, which is directly tied to the extraction of

Er. Therefore, the result presented here also increases the motivation for a new direct measurement
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of the 23Mg(p,g)24Al reaction.

7.6 Conclusion
A precise and accurate determination of the mass of 24Al is of very important physical interest

for both astrophysics and the SM. For the first time, we have measured the mass of this isotope

directly using the TITAN Penning trap. This measurement was made possible through the use

of TRIUMFs new ion-guide laser ion source for isobaric purification of the delivered ion beam.

The measured mass excess was found to be in agreement with the most recent atomic mass eval-

uation, but five times more precise. When combined with the excitation energy of the 473 keV

resonance state in 24Al, and a recent measurement of the 23Mg mass, the astrophysical 23Mg(p,

g)24Al reaction resonance energy is extracted as Er= 480.8(14) keV, which disagrees with the only

direct measurement of this quantity using the DRAGON recoil spectrometer at TRIUMF. With the

significant increase in precision on the constituent masses, the limiting uncertainty on the indirect

extraction of Er now rests with the excitation energy measurement. In addition to this discrepancy,

the direct measurement of the resonance strength wg remains the limiting factor for improving the

uncertainty on nova-produced 26Al and 22Na. Therefore, the result presented here further increases

the motivation for a new direct measurement of the 23Mg(p, g)24Al reaction. This will help calcu-

late the complex network of element synthesis and their abundance in the universe. At the same

time, as the branching-ratio value improves through g-ray spectroscopy, the ground state mass of

24Al will help test the standard model through ft value evaluation.
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Chapter 8

Summary and outlook

From the microscopic world of quarks and gluons to the creation of galaxies and galaxy clusters,

the beauty of physics is that the same physical laws govern everything. And a major portion of

this understanding of the universe is through nuclear physics. The journey of understanding the

nature that started with Ernest Rutherford’s gold foil experiment is nowadays propelled by the

virtue of powerful accelerators and reactor facilities worldwide. Each of the thousands of isotopes

on the nuclear landscape is unique and plays a role on our understanding of the universe. However,

while only about 200 of the isotopes are stable, the remaining are unstable and some of them are

difficult to produce. Scientists are building newer, and more powerful accelerators to explore those

uncharted territories. The Advanced Rare IsotopE Laboratory (ARIEL) in Canada, the Facility

for Rare Isotope Beam (FRIB) in the USA, the Radio Isotope Beam Factory (RIBF) in Japan, and

the Rare Isotope Science Project (RISP) in South Kore are some of the newer facilities that will

continue the journey in the coming years to answer the outstanding questions regarding nuclear

structure, abundance of elements in the universe, existence of a better theory beyond the Standard

Model (SM) and so on.

This thesis has discussed how TITAN’s unique charge breeding method facilitates the mass

measurement of isotopes with a very high precision and how the energy spread introduced during

the charge-breeding process causes a significant loss of valuable isotopes. We also discussed the
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way CPET will provide MPET with a better quality beam for mass measurement. The precondition

for successful cooling is to have a cold and dense electron plasma that can interact with the HCIs.

Because of their low mass, the electrons have the tendency of following the magnetic field-lines

and very difficult to steer by the static electric fields, which makes the loading, extraction and the

detection very challenging. The plasma life-time varies significantly with the alignment of the trap

axis with respect to the magnetic field axis. We demonstrated that a large number of electrons

can be accumulated at high density in CPET for the cooling of HCIs. This is the confirmation

of a functioning system and a sufficiently good alignment and an overall success of the project to

date. During the offline tests of CPET with electrons, we also observed the damping of the m = 1

diocotron mode of plasma oscillation. We believe that we are observing the damping of this mode

in a different parameter regime.

In this thesis we have discussed the importance of the precise value of the 24Al mass in astro-

physics, and also how the value can contribute towards the test of the SM. We have for the first

time measured the mass of 24Al using a Penning trap. The result is five times more precise than the

previous AME (AME2012) value [188]. This new result improves the indirectly calculated rate

of the Ne-Na cycle break-out reaction 23Na(p,g)24Al by 2s and found to disagree with the direct

observation by 2s . This is a significant discrepancy.

In conclusion, the work presented in this thesis is important for a number of reasons. Firstly,

the development of CPET will prevent the loss of valuable radioactive beam and increase the

precision of mass mass measurement with HCIs. This will be done by reducing the width of the

energy distribution of the ions after charge breeding in the EBIT and also by cleaning the beam

containing ions of similar mass-over-charge ratio (m/q).

Secondly, the damping of the m = 1 mode in a different parameter regime was observed. Fur-

ther tests with electron plasma and ions will be carried out in the next step to successfully cool the

HCIs in the CPET.

Thirdly, the first Penning trap mass measurement of 24Al will help re-evaluate the reaction

rates and thus the abundance of elements to follow in the cycles involved. A direct measurement
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of the 23Na(p,g)24Al reaction rate will be required to confirm the validity or any deficiency in the

calculation.

Lastly, we hope that in the near future the electron capture branching ratio of the isospin T = 2

nuclides will be determined precisely enough, and the ground state mass of 24Al will play a major

role in evaluating the ft-value more precisely and thus help test the SM.
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value measurement of 23Mg for testing the Cabibbo-Kobayashi-Maskawa matrix unitarity.
Physical Review C, 90:012501, 2014. ! pages 3, 115, 116

[10] S. Ettenauer et al. First Use of High Charge States for Mass Measurements of Short-Lived
Nuclides in a Penning Trap. Physical Review Letters, 107(27):272501, December 2011. !
pages 3, 14

[11] A. Chaudhuri et al. Evidence for the extinction of the N=20 neutron-shell closure for 32Mg
from direct mass measurements. Physical Review C, 88(5):054317, November 2013. !
pages 3

121



[12] A. T. Gallant, M. Brodeur, C. Andreoiu, A. Bader, A. Chaudhuri, U. Chowdhury,
A. Grossheim, R. Klawitter, A. A. Kwiatkowski, K. G A. Leach, A. Lennarz, T. D. Macdon-
ald, B. E. Schultz, J. Lassen, H. Heggen, S. Raeder, A. Teigelhöfer, B. A. Brown, A. Mag-
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Appendix A

Standard tune for CPET

For any given test, CPET tunes were found to be highly reproducible. The day-to-day shift of the

tune was insignificant. In this appendix we provide the basic tunes for CPET operations.

A.1 Potential setting
In the following figure CPET’s beamline optics are shown.

7 Tesla magnet

Turbo 
molecular

pump

CCD
camera

MCP

Trap electrodes

Phosphor 
screen

G1

DT-1

DT-1

G2

FC

Lorentz
steerer

 Filament

Anode

Back-plate

Figure A.1: CPET beamline. Elements on the left of phosphor screens are not used as we
need elements only up to the phosphor screen for plasma loading, trapping and detec-
tion cycles.

The table summarizes the tune and a range of potentials applied to the CPET optics which

provide good test results and are also very highly reproducible.
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Table A.1: CPET tune values. The negative values are highlighted with green and the posi-
tives with red.

Range of applied potential
Electrode Minimum

(V)
Maximum

(V)

Best values
for plasma studies Function

Electron source
back-plate -1400 -1400 -1400 Electron beam tune

Electron source float -1400 -1400 -1400 Electron beam energy control
Anode -1349 -1349 -1349 Electron extraction potential

Filament bias 4.1 5 4.2 to 4.96 Bias to generate electron
+Y +400 +1000 +800
-Y
+XLorentz-Steerer

-X
-200 -1000 +400

Electron beam steering
and

focusing

MCP/MCP -DT +200 +400 +380 Electron beam focusing
FC/FC-DT +200 +500 +275 Electron beam focusing
Drift tube-2 +200 +600 +380 Electron beam focusing

High -400 -1399 -2100Gate-2 Low -2100 -2100 -800
Electron beam focusing, loading,

and trapping of electron
Trap -180 -1399 -200 to -800 Trap bias

High 0 +200 +100Gate-1 Low -2100 -2100 -2100
Electron beam focusing, loading,
trapping, and extraction of plasma

Drift tube-1 +100 +5000 +3100 Plasma focusing
Phosphor screen 0 +5000 +200 to +3500 Plasma detection

A.2 Programmable Pulse Generator (PPG) setting
The timing sequence for the PPG is shown in Fig. (A.2). For the electron plasma loading, trapping

and extraction cycle, a simple setting of three PPG signals is sufficient. One TTL signal controls

the loading of the electron. A second signal controls the extraction and a third is used to trigger

the CCD camera for the plasma image. A more complex PPG configuration is required to trap the

plasma for longer than 40 seconds.
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Figure A.2: PPG setting for CPET.

Table (A.2) summarizes the PPG pulse details.

Table A.2: Programmable Pulse Generator (PPG) setting details. At present, three major
components are controlled by the PPG for precision timing.

Pulse number device controlled pulse delay pulse width
(ms)

1 electron loading gate 0 300
2 electron extraction gate trapping time+loading time 10
3 CCD camera trapping time+loading time 2

A.3 Camera setting
The tune of the CCD camera was optimized to reduce the background and enhance the plasma

image. The following image shows the best tune for plasma detection.

The software FlyCapture2 (version 2.6.3.4) captures and saves individual frames to a PC.
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(a) Trigger setting for best image quality.

(b) Other settings for CCD.

Figure A.3: CCD camera trigger and other settings for optimal image quality for recording
electron plasma spots.
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