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Abstract

This research is focused on the extraction of visual set patterns in digital images, using

relational properties like nearness and similarity measures, as well as descriptive properties

such as texture, colour and image gradient directions. The problem considered in this thesis

is application of topology in visual set pattern discovery, and consequently pattern genera-

tion. A visual set pattern is a collection of motif patterns generated from different unique

points called seed motifs in the set. Each motif pattern is a descriptive neighbourhood of a

seed motif. Such a neighbourhood is a set of points that are descriptively near a seed motif.

A new similarity distance measure based on dot product between image feature vectors was

introduced in this research, for image classification with the generated visual set patterns.

An application of this approach to pattern generation can be useful in content based image

retrieval and image classification.

Keywords: Pattern, pattern generation, pattern recognition, proximity space, visual set

pattern, motif pattern, seed motif, description, perception, probe function, feature vector,

binary classification, K-means, CBIR, salient, similarity measure, sensitivity, specificity.
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Chapter 1

Introduction

Human perception to the similarities between objects depends on signals received from our

senses and is highly feature based [1] [2]. These signals received are then mapped to val-

ues, and the values are used as the basis of comparison to tell if objects are similar or not.

Henry in [3], described the human sense to be modelled as a probe, measuring the physical

characteristics of objects in our environment. These physical characteristics of objects in

our environment can be identified with the features of the objects. In [4], it is stated that

the perception of sensed objects are formed by our mind identifying relationships between

object feature values mapped from signals received by our senses. Thus objects that have

similar descriptions are said to be perceptually near each other [3].

This way of human perception has been emulated and thus forms the basis for the near

set theory. The main idea of near set theory is that near sets are disjoint sets of objects

that resemble each other. Resemblance here, is determined by considering set descriptions

defined by feature vectors, where feature vectors are n-dimensional vectors of numerical

features that represent characteristics of points in the set [5]. This concept can thus be em-

ployed in creating perception based computer systems for solving problems in engineering

and science, e.g., image analysis, classification and so on.

Near set theory has been applied to various works such as: identification of features in an

automated facial feature extraction procedure [6]; image correspondence [7] [8] [9] [10];
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Introduction 2

adaptive learning [11]; image processing problems, like image morphology and segmenta-

tion evaluation [12] [13]; classification of digital image by introduction of wavelets in near

sets approach [14]; study of region of interest in paintings [15] and so on.

K-means clustering as explained in [16], is an unsupervised learning clustering process.

Clustering here is a form of pattern generation in a set, which initializes by selecting ‘K’

random number of centroids. Data points in the set are then assigned to these centroids,

based on their proximity to the centroids. New centroids are recalculated and the process

iterates by assigning data points in the set to the new centroids, till convergence is reached.

Because of this random initializations, patterns generated in this process are random and

changes depending on the initial centroids randomly selected. It also involves reassignment

of points to different clusters in every iteration till convergence is reached and all the points

in the set make up the resulting pattern. Thus, when applying this process to classification,

computational times are not so fast and classification results are unpredictable since the

initialization of the process is random in nature.

Recently, near sets were employed in generating neighbourhoods of points that are useful

in pattern recognition [17]. Thus, in this research, using this concept of neighbourhood of

a point, visual set patterns, which form a basis for image classifications were generated.

In our work, visual set patterns in a set are generated from collections of motif patterns

generated from different unique points called seed motifs, where a motif pattern is a de-

scriptive neighbourhood of a seed motif. Neighbourhoods in this case, are a set of points

that are descriptively near the seed motif. In effect, a visual set pattern is an example of

a hierarchy of information granules, ranging from unique seed motifs points, to descrip-

tive neighbourhoods of these points, to collections of all these neighbourhoods generated.

These set patterns generated in this process are then used in image binary classification,

using a new similarity distance measure, based on dot product between the set pattern’s

feature vectors. It is important to note that set patterns generated in images using this

method are not random. Finally, set patterns generated using this proposed method, gener-

ally gave a high percentage of successful classification, high sensitivity and high specificity
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at a very fast computational time, when applied to binary classification.

Scope and Arrangement of the Thesis

This thesis is organized as follows: chapter 1 presents the introduction and arrangement of

the thesis; chapter 2 summarizes the state of the art and review of related literature, thus

building the background of the work reported in the thesis; chapter 3 presents the method-

ology used in generating visual set patterns and performing similarity distance based clas-

sification; chapter 4 discusses the experiment setup, data analysis and results obtained in

this thesis, using a real world data set; finally, chapter 5 concludes the thesis, and suggests

some future work.



Chapter 2

State of the Art and Literature Review

This chapter introduces techniques and developments in image analysis, as well as com-

monly employed methodologies that leads to successful pattern recognition in digital im-

ages. It also presents some literature review of related researches on topological approaches

to pattern generation and recognition, with respect to digital images.

2.1 Computer Vision

Computer vision encompasses various ways of acquiring, processing and analyzing images

from the real world in order to produce numerical or symbolic information for proper de-

cision making. As humans, with the help of our sensory organs, we can identify an object

and where it is, as we interact with our environment. On the other hand, computer vision

systems relies on sensor measurements from reflected brightness from an image, taking

into consideration some complex interactions of many other parameters like the position

and angle of the object, the light sources with respect to the sensors, etc.

Thus, computer vision can be described as a representation of vision perception, since

it involves electronically perceiving and understanding an image [18] [19] [20] [21] [22].

This gives rise to the major task of computer vision, which is deciphering what scene or

object generated a particular digital image, after undergoing many complex interactions to

be digitized, especially since image brightness is not generally independent. Thus the goal

4



State of the Art and Literature Review 5

of computer vision is to determine sufficient additional constraints to invert brightness into

scene parameters [23].

Some of the applications of computer vision mentioned in [23] include:

• Visual inspection.

• Limited accurate and reliable detection and classification in Automatic Target Recog-

nition (ATR).

• Assembly and material handling.

• Photo interpretation.

• Content-based image retrieval (CBIR), which is the application of computer vision

techniques in the search for digital images in large databases, thus solving the prob-

lem of image retrieval [24] [25] [26] [27].

2.2 Probe Functions

According to Peters in [28] [29], a probe function is defined as a real value function, rep-

resenting a feature of a perceptual object. Where a perceptual object is something that

is perceivable that has its origin in the physical world. According to Henry, the idea of

probe functions is the heart of near sets, since they are used to measure characteristics of

visual objects and similarities among perceptual objects [3]. Some of the probe functions

representing descriptive features in digital images used in this research include:

2.2.1 Gradient Direction

The gradient direction of a point in a digital image is computed from its directional change

in intensity, with respect to the x-axis and y-axis (Gx and Gy) called image gradient. These

image gradients extract useful information from the images and are thus used for the cal-

culation of gradient directions as follows. Gradient direction of a pixel is given by

θ(x, y) = arctan

[
Gx

Gy

]
. (2.2.1)
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2.2.2 Colour

Colour as a probe function provides perceptually relevant representation of the colour con-

tent of an image. It is invariant to image size and orientation [30] [31]. Colour being one

of the most useful features that helps humans recognize images, is used in this research

for pattern recognition and classification. Colour can be defined in different n-dimensional

colour spaces. Some of the colour spaces used in this work include:

• RGB colour space : The RGB colour space is an additive colour space based on the

RGB colour model, in which red, green, and blue light are added together in various

ways to reproduce a broad array of colours [32].

• HSV colour space : HSV stands for hue, saturation and value. HSV colour space

is a cylindrical coordinate representation of the RGB colour model. Humans tend to

focus on the hue, saturation and intensity (brightness) of an image, to be able to de-

scribe the image correctly. Thus the HSV colour model is best for colour description.

In this work the saturation of an image, which measures how much of pure colour is

diluted with white light, was used as a probe function for classification.

2.2.3 Texture

Texture is a visual feature that refers to the fundamental surface properties of an object and

its relationship to the surrounding environment [33]. Haralick described texture as one of

the most important characteristics in identifying region of interests in digital images [31].

Generally, there are statistical and structural approaches to identifying texture [34]. These

statistical measures are generated from the grey level co-occurrence matrix.

Grey level co-occurrence matrices is one of the most widely used and efficient approaches

in extracting texture features in grey level images. Where the co-occurrence probabilities

provide a second order method for generating texture features [31]. The steps involved in

calculating the grey level co-occurrence probabilities include [31] [33]:

1. Converting the RGB values of the colour image to greyscale Y, by calculating a
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weighted sum of the red (R), green (G), and blue (B) components as in

Y = 0.2989×R + 0.5870×G+ 0.1140×B. (2.2.2)

2. Calculating the co-occurrence probabilities between grey levels i and j, present in

the grey level region or grey level image Y . Given two parameters namely inter pixel

distance (δ) and orientation (θ), these probabilities representing the joint probabilities

of all pair wise combinations of grey levels in the image of interest are calculated.

Thus the co-occurrence probability between grey levels i and j is given by

Cij =
Pij∑G

i,j=0 Pij

. (2.2.3)

Where, Pij is the number of occurrences of grey levels i and j given a certain (δ, θ)

pair within the image. G is the quantized number of grey levels.
∑G

i,j=0 Pij is the total

number of grey level pairs (i, j) in the region. These grey co-occurrence probabilities

make up the grey level co-occurrence matrix.

Some of the textural properties, generated from statistical measures applied to the grey

co-occurrence probabilities, used in this research as explained in [35] include:

• Contrast : This returns a measure of the intensity contrast between a pixel and its

neighbour over the whole image, and is defined by

Contrast =
∑

Cij|i− j|2. (2.2.4)

• Correlation : This returns a measure of how correlated a pixel is to its neighbour

over the whole image, and is defined by

Correlation =
∑
i,j

(i− µi)(j − µj)Cij

σiσj

. (2.2.5)

• Energy : This returns the sum of squared elements in the grey level co-occurrence

matrix, and is defined by

Energy =
∑
i,j

(Cij)
2. (2.2.6)
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• Homogeneity : This measures the closeness of the distribution of elements in the

grey level co-occurrence matrix to the grey level co-occurrence matrix diagonal, and

is defined by

Homogeneity =
∑
i,j

Cij

1 + |i− j|
. (2.2.7)

2.3 Near Sets

As humans, we constantly employ the concept of nearness, as we intuitively look at objects

in our environment, and quickly assess the degree of their similarity with each other. This

led to the birth of the idea of nearness in science. In 1908, Frigyes Riesz first published a

paper on the nearness of sets, pioneering the field of study that is now known as proxim-

ity spaces [36] [37]. Proximity spaces here, describes a proximity relation that provides a

framework for identifying how near a point is to a set and how near a set is to a set. Near-

ness here is completely based on the spatial relationship between the objects in question

and not based on the descriptions of the objects.

Near set theory was discovered after collaboration in 2002 by Z. Pawlak and J. F. Pe-

ters [3], on a poem entitled ‘How Near’ [38]. The poem’s theme focused on the human

perception of nearness. In 2007, this idea led to the publication of two papers on near

set theory by Peters [39] [29]. These two papers introduced the fundamentals of near set

theory and definitions associated with it. The papers showed how near set theory was influ-

enced by Pawlak’s work on rough set theory [40] and Orlowska’s work on approximation

spaces [41] [42], and how nearness of disjoint sets, based on objects’ descriptions was dis-

covered. It is important to note that, near sets are discovered without the approximation of

sets.

Thus near sets are defined as disjoint sets of objects that resemble each other, resemblance

is determined by considering set descriptions that are defined by feature vectors. Feature

vectors here, are n-dimensional vectors of numerical features that represent characteristics

of points in the set [5]. Thus, near set theory emulates human perception in identifying
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object nearness, based on their descriptions.

Near set theory has been applied to many applications and many works based on near

set theory has been published over the years. Some of these works include: identifica-

tion of features in an automated facial feature extraction procedure [6]; image correspon-

dence [7] [8] [9] [10]; adaptive learning [11]; image processing problems like image mor-

phology and segmentation evaluation [12] [13]; classification of digital image by introduc-

tion of wavelets in near set approach [14]; study of region of interest in paintings [15].

2.4 Neighbourhood of a Point

In 2014, Peters in [17] introduced the use of near set theory in finding neighbourhood of

points. These were subsequently applied towards generating unique patterns in sets in this

research. Peters defined a neighbourhood of a point x in a non-empty set X , as a set of

points that are sufficiently near x. A point y belongs to a neighbourhood of point x, pro-

vided y satisfies the criteria to be near x. That is, the distance between x and y is less than

some number ϵ ∈ (0,∞]. Here, distance is measured by some distance function. Neigh-

bourhood can be either a descriptive neighbourhood or a spatial (spherical) neighbourhood.

Some of these neighbourhoods as explained by Peters in [17] include the following:

Figure 2.1: Popular Lena image and a point x in the image.
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2.4.1 Spherical Neighbourhood of a Point

According to Peters in [17], let X be a metric space; let ϵ ∈ (0,∞] be a bound on neigh-

bourhood distances of points from a centre x ∈X; and let d be a metric. A spherical

neighbourhood of a point x (denoted by Nx) is defined by

Nx = {y ∈ X : d(x, y) < ϵ} (open neighbourhood of x), (2.4.1)

Nx = {y ∈ X : d(x, y) ≤ ϵ} (closed neighbourhood of x). (2.4.2)

Let X be a subset of the real number R and let x, y ∈ X . Then consider the metric

d : X × X → [0,∞] to be defined by

d(x, y) = |x− y|. (2.4.3)

That is, d(x, y) is the standard distance between x and y and ϵ is the threshold indicating

the boundary of the neighbourhood.

Figure 2.2: Spherical neighbourhood of point x (ϵ = 60).

This neighbourhood can be open, thus not including the boundary points as in equation 2.4.1

or closed, including both the interior points and the boundary points as in equation 2.4.2.
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Figure 2.2 shows an example of a closed spherical neighbourhood of a point x, where the

points inside the neighbourhood are highlighted with green.

Descriptive Neighbourhood of an Image Point

A descriptive neighbourhood of an image point is a set of points in the image, each with a

description that matches the description of the neighbourhood seed point [17].

Let X be a set of points in a digital image and let x ∈ X . Choose Φ, a set of probe

functions representing features of picture points in X . Then a descriptive neighbourhood

of x, denoted by NΦ(x), stands for the descriptive neighbourhood of seed point x, using a

set of probe functions Φ. Four different types of descriptive neighbourhood of image points

introduced by Peters in [17] are:

2.4.2 Unbounded Descriptive Neighbourhood of an Image Point

This is a descriptive neighbourhood in which there is no restriction on the location of a

picture point in relation to the unbounded descriptive neighbourhood centre. That is, if

NΦ(x) is an unbounded descriptive neighbourhood of a picture point in X , then every y ∈

X with a description close to the description of x by a certain threshold ϵ belongs to NΦ(x).

Thus, it is defined by

NΦ(x) = {y ∈ X : d(Φ(x),Φ(y)) < ϵ}. (2.4.4)

Choosing a probe function Φ to compute the grey level intensity of each point y in a digital

image X , figure 2.3 shows an example of an unbounded descriptive neighbourhood of a

point x. Where the grey level intensity of point x is 31 and ϵ is 10.
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Figure 2.3: Unbounded Descriptive Neighbourhood of Point x (ϵ = 10).

2.4.3 Bounded Descriptive Neighbourhood of an Image Point

This is a descriptive neighbourhood in which there is a restriction on the location of a pic-

ture point in relation to the neighbourhood centre. That is, if NΦ(x) is a bounded descriptive

neighbourhood of a picture point in X , then every y ∈ X within a fixed distance r from

x and with a description close to the description of x by a certain threshold ϵ belongs to

NΦ(x). Thus, it is defined by

NΦ(x) = {y ∈ X : d(Φ(x),Φ(y)) < ϵ & d(x, y) < r}. (2.4.5)

Choosing a probe function Φ to compute the grey level intensity of each point y in a digital

image X , figure 2.4 shows an example of a bounded descriptive neighbourhood of a point

x. Where the grey level intensity of point x is 31, ϵ is 10 and r is 60.
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Figure 2.4: Bounded descriptive Neighbourhood of Point x (ϵ = 10; r = 60).

2.4.4 Indistinguishable Bounded Descriptive Neighbourhood of an Im-

age Point

This is a descriptive neighbourhood in which there is a restriction on the location of a pic-

ture point in relation to the neighbourhood centre. That is, if NΦ(x) is an indistinguishable

bounded descriptive neighbourhood of a picture point in X , then every y ∈ X within a

fixed distance r from x and with a description that is exactly the same as the description of

x belongs to NΦ(x). Thus, it is defined by

NΦ(x) = {y ∈ X : d(Φ(x),Φ(y)) = 0 & d(x, y) < r}. (2.4.6)

Choosing a probe function Φ to compute the grey level intensity of each point y in a dig-

ital image X , figure 2.5 shows an example of an indistinguishable bounded descriptive

neighbourhood of a point x. Where the grey level intensity of point x is 31 and r is 60.
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Figure 2.5: Indistinguishable Bounded Descriptive Neighbourhood of Point x (r = 60).

2.4.5 Indistinguishable Unbounded Descriptive Neighbourhood of an

Image Point

This is a descriptive neighbourhood in which there is no restriction on the location of a

picture point with a description that matches the description of the neighbourhood centre.

That is, if NΦ(x) is an indistinguishable unbounded descriptive neighbourhood of a picture

point in X , then every y ∈ X with a description that is exactly the same as the description

of x belongs to NΦ(x). Thus, it is defined by

NΦ(x) = {y ∈ X : d(Φ(x),Φ(y)) = 0}. (2.4.7)

Choosing a probe function Φ to compute the grey level intensity of each point y in a dig-

ital image X , figure 2.6 shows an example of an indistinguishable unbounded descriptive

neighbourhood of a point x. Where the grey level intensity of point x is 31.
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Figure 2.6: Indistinguishable Unbounded Descriptive Neighbourhood of Point x.

2.5 K-means Clustering

A form of pattern generation is K-means clustering as explained in [16]. K-means is an

unsupervised learning clustering process, which aims to cluster a set of ‘d’ dimensional

observation into ‘K’ number of clusters that are fixed a priori, where each observation or

data point belongs to the cluster with the nearest mean. The clustering process is initialized

by randomly selecting ‘K’ centroids (one for each cluster) and assigning data points to

these ‘K’ clusters. At each iteration, the data points are placed in the cluster having a

centroid nearest to the data point. The proximity to the centroid is calculated using a metric,

for example, the Euclidean distance metric. After placement of points to one of these

clusters, the cluster centroids are recomputed. The algorithm iterates until it converges.

Convergence is guaranteed for K-means clustering and is reached when the assignment of

data points to the cluster remains constant in two consecutive iterations. As a result of

this re-computation of centroids and re-assignment of points to clusters till convergence

is reached, ‘K’ centroids changes on every iteration until convergence is reached. This

algorithm aims at minimizing a squared error function, defined by

J =
k∑

j=1

n∑
i=1

||x(j)
j − cj||2. (2.5.1)
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Where ||x(j)
j − cj||2 is a chosen distance measure between a data point x(j)

j and the cluster

centroid cj . Thus indicates the distance of the n data points from their respective cluster

centroids.

2.6 Binary Classification

Binary classification, also known as binomial classification involves classifying test ele-

ments into two groups using a classification criterion. Some of the classic binary clas-

sification applications include: medical testing [43], quality control [44], information re-

trieval [45], and so on.

Sensitivity and specificity are statistical measures used to measure the performance of a

typical binary classification test. In [46], Nickerson discuses recent binary classification

experiments, in which the primary performance measure was the response time.

In this work, test elements are digital images and they are classified into two groups namely

same class or different class with respect to a particular query image. Sensitivity and

specificity measures, as well as response time performance measure, were used to analyze

the results from this research.

2.7 Similarity Distance Measure

Similarity distance measures are used to calculate the degree at which sets resemble each

other, by measuring the distance between the sets. These measures are highly useful when

comparing patterns for successful image classification. In the case of classification of dig-

ital images, the descriptive distance between sets are calculated, thus revealing the degree

at which the patterns are similar. Some of the existing similarity measures include the

following:
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2.7.1 C̆ech Distance

The descriptive C̆ech distance between sets A and B as described in [47] is given by

D(Q(A),Q(B)) = inf {d(Φ(a),Φ(b)) : Φ(a) ∈ Q(A),Φ(b) ∈ Q(B)} . (2.7.1)

When calculating the distance between patterns P1 and P2 which are collections of sets in

digital images, C̆ech similarity distance between P1 and P2 described by Peters in [17] is

defined as

DΦ(P1, P2) = inf {D(Q(A),Q(B)) : A ∈ P1, B ∈ P2} . (2.7.2)

Where,

Q(A) = {Φ(a) : a ∈ A}, (2.7.3a)

Q(B) = {Φ(b) : b ∈ B}, (2.7.3b)

D(Q(A),Q(B)) = inf{d(Φ(a),Φ(b)) : Φ(a) ∈ Q(A),Φ(b) ∈ Q(B)}, (2.7.3c)

d(Φ(a),Φ(b)) =

|Φ|∑
i=1

|ϕi(a)− ϕi(b)|. (2.7.3d)

Equation 2.7.3a & 2.7.3b are the set of descriptions of picture points in a set A and B

respectively. Equation 2.7.3c is the descriptive C̆ech distance between sets in A and B as

described in [47].

2.7.2 Hausdorff Distance

The Hausdorrf distance as described in [48] [49], is used to measure the distance between

sets in a metric space. Thus, the Hausdorrf distance between sets X and Y is given by

dH(X, Y ) = max{sup
x∈X

inf
y∈Y

d(x, y), sup
y∈Y

inf
x∈X

d(x, y)}. (2.7.4)
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2.8 Data set

For testing the validity of the methodology of this work, two classes of digital images from

SIMPLIcity [50] [51] database library were used. The two classes chosen are Dinosaurs

and Horses classes of digital images. Each class contains 100 images. That is, 100 images

of Dinosaurs and 100 images of Horses. This data set has been used as a bench mark, in

various scientific articles for content-based image retrieval and classification.



Chapter 3

Methodology

Figure 3.1: Methodology flow chart.
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This chapter describes the methodology used to generate set pattern, using relational prop-

erties like nearness and similarity measures, as well as descriptive properties. It also ex-

plores the application of the proposed methodology in binary image classification. Fig-

ure 3.1 shows the flow chart of the methodology and its application in similarity based

binary image classification.

3.1 Image Pre-processing Phase

3.1.1 Digital Image Resizing

This is a digital image pre-processing technique, that helps improve the computational

speed of the algorithm. Some of the known methods of image resizing include nearest-

neighbour interpolation, bilinear interpolation, bicubic interpolation and so on. Bicubic

interpolation in which the output pixel value is a weighted average of the pixels in the

nearest 4-by-4 neighbourhood was chosen in this work. The digital images were re-sized

by 0.5, thus increasing its computational speed of algorithm.

3.1.2 Edge Detection

This is a digital image processing technique that detects a significant local change in the

image intensity, usually associated with a discontinuity in either the image intensity or the

first derivative of the image intensity [52]. There exists different methods of edge detection

techniques. Some of the existing methods include: Canny’s method; Sobel method; Prewitt

method; Roberts method; Laplacian of Gaussian method; Zero-Cross method and so on.

According to Canny, ‘The edge detection process serves to simplify the analysis of im-

ages by drastically reducing the amount of data to be processed, while at the same time

preserving useful structural information about object boundaries’ [53]. The steps involved

in detection of edges in digital images, using the Canny’s method, as explained in [53]

include:

1. Smoothening of the image with a two dimensional Gaussian filter.
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2. Finding the gradient of the image in both the x direction and y direction. These

gradients show changes in intensity, which indicates the presence of edges.

3. Non-maximal suppression using the magnitude and direction of the gradient. This

involves suppressing points where the gradient is not at maximum and letting edges

occur only at points where the gradient is at a maximum.

4. Edge thresholding using ‘hysteresis’.

Canny’s optimal edge detection, which is one of the widely used edge detection methods,

was used in this research because it produces thick continuous edges. Some of the resulting

edges of the images used in this research, using the canny method of detection are shown

in figure 3.2.

Figure 3.2: Edge maps of some sample images from SIMPLIcity database [50] [51].
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3.2 Visual Set Pattern Discovery Phase

In 1960s, Pavlidis and Grenandar published papers on set patterns, where a set pattern is

defined as a finite set of repeated elements such as linear segments or polygons [54] [55].

A visual set pattern in an image is a collection of sets that are near a given set, called a

pattern generator, which serves as a building block in a pattern [56]. According to Peters

in [17], set pattern generator is a neighbourhood of a distinguished point.

However, in this work, visual set pattern in an image is a collection of motif patterns gen-

erated in the image. Motif patterns are sets that are near a unique pattern generator, called

a given seed motif, which serves as a building block in a motif pattern generation. The

proposed proximity space approach to pattern recognition and pattern-based classification

carries forward work on visual information granule extraction [57]. Thus it can be observed

that visual set patterns typically emerge naturally in proximity spaces.

The steps in the visual set pattern discovery are explained in details below.

3.2.1 Seed Motif Selection

Seed motifs, also known as the pattern generators are the building blocks in motif pattern

generation. Therefore selection of a unique seed motif is very important in the generation

of unique motif pattern. Uniqueness here depends on the type of pattern to be extracted

from the digital image, and this is determined by the application of the pattern recognized

and subsequent pattern classification. Some of the ways to generate seed motif for pattern

generation include:

1. Adherent Point:

An adherent point is an isolated point in a set [58]. A point a ∈ A is descriptively

adherent, provided no other point in A has the same description (based on some

predefined salient features) as a. In this case, A can be the whole image or a subset

of the image, depending on the application.
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2. Modal Point: A point a ∈ A is a modal point if its description (based on some pre-

defined probe function) appears most often in A. This means that there are a lot of a

∈ A with the same description. In this work, modal points were used as seed motifs.

If more than one modal point is to be selected, to ensure that the points are unique, a

value ‘mode deviation’ is used to make sure that the mode points selected are apart

by ‘mode deviation’. This ensures that the subsequent motif patterns generated are

unique and non-overlapping.

In this work, modal points were used in the selection of seed motifs. Both the query and

test digital image sets are considered as proximity spaces. For example, let’s consider the

473.jpg image shown in figure 3.3, from the SIMPLIcity database [50] [51] as a proximity

space.

Figure 3.3: 473.jpg digital image as a proximity space.

To be able to extract seed points in a proximity space, the proximity space is endowed with

a descriptive proximity relation δΦ. Image edge gradient direction which was discussed in

section 2.2.1 was chosen as the probe function Φ as shown in figure 3.4.
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Figure 3.4: Edge gradient direction of 473.jpg digital image.

K Modal seed motifs were extracted as explained in section 3.2.1, by finding K number

of modal points (mode deviation of 30) with respect to the image edge gradient direction.

Three seed motifs which represents the first three modal points (with a mode deviation of

30) in the image, are shown in figure 3.5.

Figure 3.5: Three modal seed motif points.
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3.2.2 Motif Pattern Generation

Pattern recognition in a data involves detection and extraction of patterns that make the

data unique from the data set. These patterns are sometimes called salient patterns [59].

A salient pattern in a set is a subset in the set that is unique among a collection of other

subsets in the set. It represents knowledge that characterizes the set completely. To be able

to extract this salient pattern in a specified data, it has to be described by some well-defined

set of rules. Our goal in this work, is to extract these salient patterns in digital image data,

for image classification.

These seed motifs extracted in section 3.2.1, are then used as pattern generators to generate

motif patterns that characterize the digital image. These motif patterns were generated

by obtaining the unbounded descriptive neighbourhoods (as explained in 2.4.2) of each of

these seed motifs. A threshold ϵ that describes the points in the neighbourhood is chosen for

the generation of these neighbourhood. Figure 3.6 shows the unbounded neighbourhoods

of the three seed motifs extracted earlier in figure 3.5. For example, consider the seed

motif (red), with the gradient direction of 90◦ . To be able to generate a neighbourhood

of this seed motif, using a threshold ϵ of 3, the points that will be part of this unbounded

descriptive neighbourhood of the seed motif will be points that have a gradient direction

in the range [90-3 90+3]= range of [87 93]. These points can be anywhere in the image,

since we are considering unbounded descriptive neighbourhoods. The same are done to

generate the motif patterns for the other seed motifs. These three motif patterns (clusters)

are coloured in red, green and blue as shown in figure 3.6.
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Figure 3.6: Motif patterns of the three modal seed motifs.

3.2.3 Set Pattern Generation

The union of all the motif patterns generated, gives the visual set pattern which contains

points, whose features characterize the digital image. Figure 3.7 shows the visual set pattern

of the 473.jpg proximity space. It is important to note that only the points in red, green and

blue are points that make up the set pattern. Points in white are not part of the set pattern.
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Figure 3.7: Visual Set pattern in 473.jpg digital image.

It is also important to note that the way of pattern generation is highly dependent on the

application of the pattern generated and the data set involved. That is, a combination of the

different types of neighbourhoods described in 2.4 can be used in the pattern generation.

Theorem 1. The union of all the motif patterns generated in a digital image I, known as

the set pattern, is equal to or a subset of the image I.

Proof. Let I be a digital image,

Let mPi be motif patterns generated in I,

∴ Set pattern P =
∪

mPi ∀ mPi ⊂ I,

If P c ∩ I ̸= ∅ ⇒ P ⊂ I.

Figure 3.7 is a picture proof of a case, where the union of the motif patterns generated

is a subset of the image. Where the green, red and blue neighbourhoods are three motif

patterns that make up the set pattern. Note that the remaining white points are not part of
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the set pattern, although they are part of the image. Thus the union of all the motif patterns

generated in the ’473.jpg’ image is a subset of the image.

Also, Let I be a digital image,

Let mPi be motif patterns generated in I,

∴ Set pattern P =
∪

mPi ∀ mPi ⊂ I,

If P c ∩ I = ∅ ⇒ P = I.

An example will be a uniform digital image, where all the points in the image are very near

and belong to one motif pattern.

3.3 Feature Extraction Phase

After the discovery of the visual set pattern, various features are then extracted from the

points that make up this set pattern. For the subsequent similarity measure based classifica-

tion, the values from these features are used in calculating the similarity distance between

patterns generated in both the query image and test image.

Some of the probe functions defining the features extracted and used for classification in

this work are explained in section 2.2. They include colour saturation, gradient direction

and textural properties like contrast, homogeneity, correlation and energy.

3.4 Similarity Distance Calculation Phase

Once these unique patterns in these images are generated, and a set of features are extracted

from the points in these patterns, a similarity distance (measure) is used to measure how

the different patterns of these query and test images are related. These measurements are

with respect to the description of selected unique features of points in the pattern. Thus

this is a basis for membership of an image in a class. That is, it is used as a criteria to tell

if a test image is in the same class as a query image or not, with respect to a predetermined
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threshold. This similarity measure should be chosen, based on the type of data set, the

features of the points in the patterns generated and the application of the classification. In

this work, a new similarity measure was developed, employing the concept of the angle

between vectors using their dot product.

3.4.1 Angle Between Vectors Using their Dot Product

If X and Y are the query image and test image respectively. We define the similarity dis-

tance between the two set patterns generated in X and Y which tells how similar X and Y

as follows

Let X ,Y be descriptive proximity spaces endowed with descriptive proximity δΦ, a metric

d, an l2 norm ||.||2 and a Euclidean inner product < ., . >.

Let P1, P2 be visual set patterns in X ,Y , respectively, generated as explained in section

3.2.

Let A be one of the motif patterns (clusters) that make up the pattern P1, that is A ∈ P1

Let B be one of the motif patterns (clusters) that make up the pattern P2, that is B ∈ P2

Let a be points in motif pattern A, i.e., a ∈ A.

Let b be points in motif pattern B, i.e., b ∈ B.

Let Φ(a)= set of probe functions (vector of features) of point a.

Let Φ(b)= set of probe functions (vector of features) of point b.

The similarity distance DΦ(P1, P2) between patterns P1 and P2 in X and Y respec-

tively is given as

DΦ(P1, P2) = inf
{
D(∠̂(A,B), ϵ1), D(∠̂(A,B), ϵ2) : A ∈ P1, B ∈ P2

}
. (3.4.1)
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Where,

D(∠̂(A,B), ϵ1) =

√√√√ k∑
i=1

k∑
j=1

| ̂∠(Ai, Bj)− ϵ1|2,

D(∠̂(A,B), ϵ2) =

√√√√ k∑
i=1

k∑
j=1

| ̂∠(Ai, Bj)− ϵ2|2,

∠̂(A,B) = { ̂∠(Ai, Bj) : Ai ∈ P1, Bj ∈ P2},

̂∠(Ai, Bj) =
∠(Ai, Bj)

90
,

∠(Ai, Bj) = Average{∠(Φ(a),Φ(b)) : a ∈ Ai, b ∈ Bj},

∠(Φ(a),Φ(b)) = arccos

(
a · b

||a||2 ||b||2

)

= arccos


|Φ|∑
i=1

aibi√
|Φ|∑
i=1

|ai|2
√

|Φ|∑
i=1

|ai|2

 .

|Φ| is the number of probe functions defining different features extracted from each point in

the image set pattern. k is the number of motif patterns (clusters) in each of the set patterns

P1 and P2, generated in both the query image and test image respectively. ∠(Ai, Bj) is

the average of the angles between points in each of the motif pattern pair Ai,Bj in P1

and P2. ̂∠(Ai, Bj) is the normalized average angle between cluster pair Ai,Bj in P1 and

P2. ∠̂(A,B) is a vector containing all the normalized average angles between all possible

motif pattern combinations in P1 and P2. This vector is called the similarity vector of

the test image with respect to the query image. D(∠̂(A,B), ϵ1) is the distance between a

predefined threshold ϵ1 and the similarity vector. D(∠̂(A,B), ϵ2) is the distance between a

predefined threshold ϵ2 and the similarity vector. ϵ1 is a predefined threshold that represents

a lower angle and ϵ2 is a predefined threshold that represents a higher angle. For this work,

ϵ1 and ϵ2 were chosen, with respect to a benchmark pattern in a query image representing

an image class and the extent at which images of the same class varies. Appendix A breaks

down how these values for ϵ1 and ϵ2 were chosen for this experiment.
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3.5 Similarity Measure Based Classification Phase

In this work, to classify test images with respect to a query image, the similarity measure

that was used is explained in 3.4.1. Recall that the threshold ϵ1 represents a lower angle.

Therefore, if the similarity vector of a test image with respect to the query image is closer

to ϵ1 than it is to ϵ2 as in equation 3.5.1, then it signifies that the points in the set patterns

generated in both the query image and test image are closely related. Thus the query image

is of the same class with the test image.

DΦ(P1, P2) = D(∠̂(A,B), ϵ1). (3.5.1)

Also recall that the threshold ϵ2 represents a higher angle. Thus, if the similarity vector of a

test image with respect to the query image is closer to ϵ2 than it is to ϵ1 as in equation 3.5.2,

then it signifies that the points in the set patterns generated in both the query image and test

image are not related. Thus the query image is of a different class with the test image.

DΦ(P1, P2) = D(∠̂(A,B), ϵ2). (3.5.2)
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Experiment and Results

This section explains the experiments carried out in this research and the results obtained.

4.1 Input Data

Experiments were carried out on two classes of digital images namely dinosaurs and horses

from the SIMPLIcity data set [50] [51]. Some of the digital images from these classes of

images used for this experiment are shown below in figures 4.1 & 4.2.

Figure 4.1: Sample images from horse image class (SIMPLIcity database [50] [51]).

32
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Figure 4.2: Sample images from dinosaur image class (SIMPLIcity database [50] [51]).

4.2 Experimental Setup

An application named Set Pattern Classification, which is a MATLAB graphical user in-

terface (GUI) was developed as a part of this research, for the purpose of testing test images

with a particular query image. The application was developed using MATLAB 2011b. Fig-

ure 4.3 shows a snapshot of the GUI developed in MATLAB. Appendix B contains the user

manual for using this application.

As seen in the figure 4.3, the graphical user interface has nine panels. The QUERY IM-

AGE panel lets the user select a query image, and TEST IMAGE panel lets the user select

a test image. The Method of Classification panel lets the user choose a method of classifi-

cation and the method’s parameters. The Set Pattern Parameters panel lets the user select

parameters for generating patterns in both the query image and test image, if Set Pattern

Classification is selected. The K-means Parameters panel lets the user select parameters

for generating patterns in both the query image and test image, if K-means Classification

is selected. The Patterns in Query Image panel shows the resulting pattern generated in

the query image, with respect to the method of classification selected. The Patterns in Test

Image panel shows the resulting pattern generated in the test image, with respect to the

method of classification selected. The Similarity Threshold Range panel lets the user in-

put the ϵ1 and ϵ2 for the similarity measurement. The resulting distances of the test image’s
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similarity vector (with respect to the query image) and ϵ1 and ϵ2 are displayed in ‘Output

Result’ panel. Also the classification result, which tells whether the test image is in the

same class as the query image or in a different class, is displayed in Output Result panel.

Figure 4.3: Set Pattern Classification graphic user interface (GUI).

A click on the SEARCH push button activates the classification process, once all necessary

parameters has been filled.
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4.3 Testing and Image Classification

This application was tested on an Intel(R) Core(TM) i7-3930K CPU @3.20GHz, 16GB

RAM desktop PC using MATLAB R2011b. A query image is first selected via the File

drop down menu. Then a test image is then selected likewise. To be able to start the com-

parison and classify the test image as being in the same class or different class with the

query image, the method of classification and the parameters for that method of classifica-

tion has to be selected. Also, the threshold ϵ1 and ϵ2 for the similarity measurement has to

be selected. Then the SEARCH push button will be pressed. After processing the data and

comparing the test image with the query image, using the method of classification selected,

the result of the comparison will be outputted on the Output Result panel. This result will

either be SAME CLASS or DIFFERENT CLASS.

4.3.1 Classification with Similarity Distance Measure

This work was tested by selecting 30 random query images from each of the two classes

being considered. For each of the randomly selected query images, 100 randomly selected

test images (50 from each class) from the database were compared to this query image.

This can be seen as one round of classification, with respect to the query image.

For example, on selecting 464.jpg from the dinosaur class of images as a query image and

randomly selecting 50 test images from dinosaur class and 50 test images from horse class.

These test images were compared to this query image 464.jpg.

Let the normalized average angles between each motif pattern in the 464.jpg dinosaur

query image, and all motif patterns in each of the test images (pairwise combination), be

called the ‘similarity vector’ for that test image, with respect to the query image.

Figure 4.4 shows the distances between the similarity vector for each dinosaur test image

and predefined threshold ϵ1 and ϵ2. It can be seen that for most of the test images, since the
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query image is from the dinosaur class (same class), the distance between these similarity

vector and ϵ1 are lower than that of ϵ2. This is expected since it signifies that the angle

between the points in the set pattern of both the dinosaur query image and dinosaur test

images are very low, hence the similarity vector is tending towards a lower angle repre-

sented by ϵ1. Thus they are of the same class and as such, these test images were correctly

classified. This can be appreciated in figure 4.4, where 48 of the test images were correctly

classified.

However, if the distance between the similarity vector and ϵ2 for any of the dinosaur test

images, comes out to be lower than the distance between the similarity vector and ϵ1, it

signifies that the angle between the points in the set pattern of both the dinosaur test image

and dinosaur query image are high, and thus the test image is of a different class. In such a

case, the test image will be falsely classified. This can be seen for test images 29 and 36 in

the graph shown in figure 4.4.
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Figure 4.4: Similarity distance between 464.jpg and 50 dinosaur test images.

Figure 4.5 shows the distances between the similarity vector for each horse test image and

predefined threshold ϵ1 and ϵ2. It can be seen that for most of the test images, since the

query image is from the dinosaur class (different class), the distance between these similar-

ity vector and ϵ2 are lower than that of ϵ1. This is expected since it signifies that the angle

between the points in the set pattern of both the dinosaur query image and horse test images

are very high, hence the similarity vector is tending towards a higher angle represented by

ϵ2. Thus, they are of a different class and as such, these test images were correctly clas-

sified. This can be appreciated in figure 4.5, where 45 of the test images were correctly

classified.

However, if the distance between the similarity vector and ϵ1 for any of the horse test
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images, comes out to be lower than the distance between the similarity vector and ϵ2, it

signifies that the angle between the points in the set pattern of both the horse test image and

dinosaur query image are low, and thus the test image is of the same class. In such a case,

the test image will be falsely classified. This can be seen for test images 9,13,21,37 and 46

in the graph shown in figure 4.5.
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Figure 4.5: Similarity distance between 464.jpg and 50 horse test images.

For better illustration, figure 4.6 shows how the distances between ϵ1, and the similarity

vector of these 100 test images with respect to the query image, vary from the 50 test

images of the same class with the query (the first 50 test images), to the 50 test images of

different class with the query (the last 50 images). It can be observed that for the first 50

images which were of the same class, most of the test images showed lower distances to ϵ1

(which represents lower angles between points in the set pattern), and are thus similar to
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the query image. However, for the next 50 test images which were of different class, most

of the test images showed a considerable higher distances from ϵ1 and are thus different

from the query image.
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Figure 4.6: Similarity distance between 464.jpg and 100 test images with respect to ϵ1.

In the same light, figure 4.7 shows how the distances between ϵ2, and the similarity vector

of these 100 test images with respect to the query image, vary from the 50 test images of

the same class with the query (the first 50 test images), to the 50 test images of different

class with the query (the last 50 images). It can be observed that for the first 50 images

which were of the same class, most of the test images showed higher distances to ϵ2 (which

represents higher angles between points in the set pattern) and are thus similar to the query

image. However, for the next 50 test images which were of different class, most of the

test images showed a considerable lower distances from ϵ2 and are thus different from the



Experiment and Results 40

query image.
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Figure 4.7: Similarity distance between 464.jpg and 100 test images with respect to ϵ2.
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4.4 Results and Analysis

This work was tested using images from the dinosaur class and horse class of images in the

SIMPLIcity data set [50] [51]. Using the same features, both set pattern method of clas-

sification and K-means method of classification, using the similarity measure discussed in

section 3.4.1 were used for this experiment.

One of the most common application of K-means clustering process described in sec-

tion 2.5 is similarity grouping. Thus, it will be ideal to compare our work with this well-

known process. Clusters here are considered as patterns in the digital image data and thus

are used for subsequent pattern recognition and classification. Figure 4.8 shows the edge

map of ‘473.jpg’ image using canny’s method of edge detection [53] as in figure 4.8(a),

and patterns generated in ‘473.jpg’ image, using the set pattern generation method and the

K-means clustering method. Also edge gradient directions were used as a probe function,

for the pattern generation using both of the methods.

Figure 4.8(b) shows the resulting pattern generated, using the set pattern discovery method

discussed in chapter 3. Here, three seed motifs were used in the pattern generation, and

modal points were used as a basis of selection of seed motifs. It can be seen that the pattern

generated here are the blue, green and red edge points only. The remaining white edge

points are not part of the set pattern generated.

Figure 4.8(c) shows the resulting pattern generated using the K-means method. Here, three

clusters were generated (k=3) and Euclidean distance was used for calculating the distance

in the description of the points in the image. It can be seen that the pattern generated here

are the yellow, blue and red edge points. All the edge points make up the pattern.

These patterns generated are used as inputs for the image classification, using a similarity

measure as discussed in section 3.4.1 and illustrated in 4.3.1.
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(a) Edge map (b) Set pattern

(c) K-means pattern

Figure 4.8: Patterns generated on edge maps using, both set pattern & K-means method of pattern

generation.

For the two methods, in each round, 100 randomly selected test images (50 from each class)

were compared and classified as similar to or different from a randomly selected query im-

age. 30 randomly selected query images from each class (30 dinosaur query images and 30

horse query images) were used for this experiment. Both the set pattern method of classifi-

cation and K-means method of classification were used for the experiment. The sensitivity

and specificity analysis of the result obtained; results in terms of correctly classified test
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images and the average time taken to classify a test image are discussed below.

4.4.1 Sensitivity and Specificity Analysis of Result

Sensitivity and specificity are statistical measures of a binary classification test. In this

work, classification can be seen as a binary classification test, since the test images are

either of the same class or different class from the query image.

In classifying a test image, each test image can either be classified as in the same class or

in a different class with the query image. If the outcome of the classification is positive, it

implies that the test image is classified as in the same class with the query image, however

this result can be false or true. If the outcome of the classification is negative, it implies

that the test image is classified as in a different class with the query image, however this

result can also be false or true.

Thus sensitivity which refers to the ability for the classification algorithm to correctly clas-

sify test images of the same class with the query image is given by

Sensitivity =
True positive

True positive + False negative
. (4.4.1)

A classification with 100% sensitivity correctly classifies all test images, in the same class

with the query image.

While specificity which refers to the ability of the classification algorithm to correctly clas-

sify test image in a different class with the query image is given by

Specificity =
True negative

True negative + False positive
. (4.4.2)

A classification with 100% specificity correctly classifies all test images that are not in the

same class with the query image.
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When testing images from both dinosaur and horse classes, using an image from the di-

nosaur class of images as a query image, the resulting terms that characterize sensitivity

and specificity measures can be defined as follows.

1. True positive: A dinosaur test image is correctly classified as in the same class with

the dinosaur query image.

2. False positive: A horse test image is incorrectly classified as in the same class with

the dinosaur query image.

3. True negative: A horse test image is correctly classified as in a different class with

the dinosaur query image.

4. False negative: A dinosaur test image is incorrectly classified as in a different class

with the dinosaur query image.

A table showing these terms as well as the resulting sensitivity and specificity for classifi-

cation of 30 rounds of 100 test images (50 of each class), using different randomly selected

dinosaur query images is shown in table 4.1 and 4.2 for the set pattern method of classifi-

cation and K-means method of classification respectively.
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Table 4.1: Sensitivity and specificity measures for set pattern method of classification testing using dinosaur

query images.

Query Images True Positive False Negative False Positive True Negative Total correct Sensitvity Specificity

468.jpg 49 1 0 50 99 98% 100%

485.jpg 33 17 36 14 47 66% 28%

413.jpg 41 9 0 50 91 82% 100%

465.jpg 43 7 3 47 90 86% 94%

489.jpg 48 2 0 50 98 96% 100%

495.jpg 49 1 0 50 99 98% 100%

452.jpg 40 10 6 44 84 80% 88%

460.jpg 49 1 0 50 99 98% 100%

493.jpg 45 5 0 50 95 90% 100%

441.jpg 50 0 0 50 100 100% 100%

409.jpg 47 3 0 50 97 94% 100%

447.jpg 49 1 0 50 99 98% 100%

407.jpg 42 8 0 50 92 84% 100%

439.jpg 42 8 0 50 92 84% 100%

434.jpg 42 8 0 50 92 84% 100%

459.jpg 43 7 32 18 61 86% 36%

440.jpg 50 0 0 50 100 100% 100%

442.jpg 49 1 0 50 99 98% 100%

437.jpg 49 1 0 50 99 98% 100%

473.jpg 48 2 0 50 98 96% 100%

453.jpg 50 0 0 50 100 100% 100%

490.jpg 50 0 0 50 100 100% 100%

456.jpg 46 4 0 50 96 92% 100%

466.jpg 50 0 0 50 100 100% 100%

405.jpg 50 0 0 50 100 100% 100%

461.jpg 39 11 14 36 75 78% 72%

435.jpg 45 5 0 50 95 90% 100%

419.jpg 48 2 0 50 98 96% 100%

444.jpg 48 2 11 39 87 96% 78%

462.jpg 46 4 43 7 53 92% 14%



Experiment and Results 46

Table 4.2: Sensitivity and specificity measures for K-means method of classification testing using dinosaur

query images.

Query Images True Positive False Negative False Positive True Negative Total correct Sensitivity Specificity

468.jpg 47 3 3 47 94 94% 94%

485.jpg 24 26 38 12 36 48% 24%

413.jpg 38 12 0 50 88 76% 100%

465.jpg 37 13 0 50 87 74% 100%

489.jpg 46 4 3 47 93 92% 94%

495.jpg 47 3 1 49 96 94% 98%

452.jpg 39 11 8 42 81 78% 84%

460.jpg 48 2 2 48 96 96% 96%

493.jpg 41 9 1 49 90 82% 98%

441.jpg 50 0 1 49 99 100% 98%

409.jpg 46 4 2 48 94 92% 96%

447.jpg 49 1 0 50 99 98% 100%

407.jpg 40 10 0 50 90 80% 100%

439.jpg 39 11 2 48 87 78% 96%

434.jpg 40 10 2 48 88 80% 96%

459.jpg 29 21 28 22 51 58% 44%

440.jpg 47 3 0 50 97 94% 100%

442.jpg 47 3 1 49 96 94% 98%

437.jpg 48 2 1 49 97 96% 98%

473.jpg 44 6 1 49 93 88% 98%

453.jpg 45 5 1 49 94 90% 98%

490.jpg 50 0 2 48 98 100% 96%

456.jpg 45 5 2 48 93 90% 96%

466.jpg 46 4 3 47 93 92% 94%

405.jpg 50 0 2 48 98 100% 96%

461.jpg 36 14 21 29 65 72% 58%

435.jpg 42 8 1 49 91 84% 98%

419.jpg 46 4 3 47 93 92% 94%

444.jpg 41 9 2 48 89 82% 96%

462.jpg 38 12 28 22 60 76% 44%

It can be seen from tables 4.1 and 4.2, that the true positive rates (sensitivity) and true

negative rates (specificity) of both methods are very high.

However set pattern method of classification with an average of 92% sensitivity outper-

formed the K-means method of classification with an average of 85.67% sensitivity. Thus
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set pattern method of classification correctly classifies test images in the same class with

the dinosaur query image, better than the K-means method of classification.

Also, set pattern method of classification with an average of 90.33% specificity outper-

formed the K-means method of classification with an average of 89.4% specificity. Thus

set pattern method of classification correctly classifies test images in different class with

the dinosaur query image, better than the K-means method of classification.

When testing images from both dinosaur and horse classes, using an image from the horse

class of images as a query image, the resulting terms that characterize sensitivity and speci-

ficity measures can be defined as follows.

1. True positive: A horse test image is correctly classified as in the same class with the

horse query image.

2. False positive: A dinosaur test image is incorrectly classified as in the same class

with the horse query image.

3. True negative: A dinosaur test image is correctly classified as in a different class with

the horse query image.

4. False negative: A horse test image is incorrectly classified as in a different class with

the horse query image.

A table showing these terms as well as the resulting sensitivity and specificity for classifi-

cation of 30 rounds of 100 test images (50 of each class), using different randomly selected

horse query images is shown in table 4.3 and 4.4 for the set pattern method of classification

and K-means method of classification respectively.
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Table 4.3: Sensitivity and specificity measures for set pattern method of classification testing using horse

query images.

Query Images True Positive False Negative False Positive True Negative Total correct Sensitivity Specificity

711.jpg 49 1 0 50 99 98% 100%

774.jpg 36 14 0 50 86 72% 100%

739.jpg 43 7 2 48 91 86% 96%

786.jpg 35 15 0 50 85 70% 100%

721.jpg 44 6 9 41 85 88% 82%

703.jpg 45 5 8 42 87 90% 84%

787.jpg 6 44 0 50 56 12% 100%

780.jpg 34 16 3 47 81 68% 94%

797.jpg 38 12 0 50 88 76% 100%

768.jpg 39 11 1 49 88 78% 98%

754.jpg 47 3 5 45 92 94% 90%

736.jpg 47 3 5 45 92 94% 90%

747.jpg 48 2 2 48 96 96% 96%

777.jpg 46 4 0 50 96 92% 100%

713.jpg 26 24 0 50 76 52% 100%

738.jpg 34 16 3 47 81 68% 94%

735.jpg 46 4 1 49 95 92% 98%

778.jpg 46 4 5 45 91 92% 90%

743.jpg 30 20 1 49 79 60% 98%

751.jpg 47 3 7 43 90 94% 86%

716.jpg 37 13 0 50 87 74% 100%

722.jpg 15 35 1 49 64 30% 98%

773.jpg 40 10 0 50 90 80% 100%

769.jpg 38 12 0 50 88 76% 100%

745.jpg 42 8 2 48 90 84% 96%

718.jpg 48 2 6 44 92 96% 88%

789.jpg 46 4 3 47 93 92% 94%

726.jpg 39 11 0 50 89 78% 100%

764.jpg 43 7 1 49 92 86% 98%

720.jpg 49 1 7 43 92 98% 86%
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Table 4.4: Sensitivity and specificity measures for K-means method of classification testing using horse

query images.

Query Images True Positive False Negative False Positive True Negative Total correct Sensitivity Specificity

711.jpg 47 3 2 48 95 94% 96%

774.jpg 32 18 1 49 81 64% 98%

739.jpg 43 7 2 48 91 86% 96%

786.jpg 39 11 3 47 86 78% 94%

721.jpg 43 7 10 40 83 86% 80%

703.jpg 47 3 10 40 87 94% 80%

787.jpg 6 44 1 49 55 12% 98%

780.jpg 18 32 3 47 65 36% 94%

797.jpg 40 10 2 48 88 80% 96%

768.jpg 42 8 3 47 89 84% 94%

754.jpg 44 6 2 48 92 88% 96%

736.jpg 47 3 6 44 91 94% 88%

747.jpg 44 6 2 48 92 88% 96%

777.jpg 43 7 0 50 93 86% 100%

713.jpg 41 9 4 46 87 82% 92%

738.jpg 40 10 4 46 86 80% 92%

735.jpg 48 2 1 49 97 96% 98%

778.jpg 46 4 4 46 92 92% 92%

743.jpg 38 12 1 49 87 76% 98%

751.jpg 44 6 7 43 87 88% 86%

716.jpg 44 6 5 45 89 88% 90%

722.jpg 9 41 1 49 58 18% 98%

773.jpg 39 11 1 49 88 78% 98%

769.jpg 41 9 0 50 91 82% 100%

745.jpg 42 8 2 48 90 84% 96%

718.jpg 49 1 7 43 92 98% 86%

789.jpg 44 6 5 45 89 88% 90%

726.jpg 44 6 1 49 93 88% 98%

764.jpg 44 6 1 49 93 88% 98%

720.jpg 46 4 4 46 92 92% 92%

It can be seen from tables 4.3 and 4.4, that the true positive rates (sensitivity) and true

negative rates (specificity) of both methods are very high.

Set pattern method of classification with an average of 95% specificity outperformed

the K-means method of classification with an average of 93.67% specificity. Thus set
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pattern method of classification correctly classifies test images in different class with the

horse query image, better than the K-means method of classification.

However K-means method of classification with an average of 79.6% sensitivity slightly

outperformed the set pattern method of classification with an average of 78.87% sensitivity.

Thus K-means method of classification correctly classifies test images in the same class

with the horse query image, better than the set pattern method of classification.

4.4.2 Correctly Classified Test Images

The graphs showing the resulting total number of correctly classified test images (addition

of true positive and true negative) for all the setups considered for both methods are shown

below.
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Figure 4.9: Percentage of correctly classified test images using 30 random dinosaur query images.
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Figure 4.9 shows 30 rounds of classification of 100 randomly selected test images. In each

round, a random query image from the dinosaur class of images in the data set is selected

and 100 test images (50 from each of the classes under consideration) are classified with

respect to this query image.

It can be seen in the figure that in 25 out of the 30 rounds, our set pattern method of classi-

fication out performed the K-means method, in terms of number of correctly classified 100

test images. K-means method outperformed our set pattern method slightly in 2 rounds,

while both methods gave the same result in 1 round.

In general, the set pattern method of classification correctly classified 91.1% of the test

images correctly out of the 3000 test images. On the other hand, K-means method of clas-

sification correctly classified about 87.5% of the test images out of the 3000 test images.

This better performance in set pattern method of classification, is because set pattern gen-

eration uses only the salient edge points that characterize the image, in pattern generation,

while K-means uses all the edge points to generate the image’s pattern.

Also, it should be noted that patterns generated using the K-means method, changes by

each run, since it assigns random points as its first centroids and as such can affect the

classification results. Therefore, result of a particular classification might not be the same

in each run for a particular test image, even when the same parameters are chosen for

the classification. Whereas, in our set pattern method of classification, same results are

obtained, given the same parameters for the classification, which include method of seed

motif and other parameters.
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Figure 4.10: Percentage of correctly classified test images using 30 random horse query images.

Figure 4.10 shows 30 rounds of classification of 100 randomly selected test images. In

each round, a random query image from the horse class of images in the data set is selected

and 100 test images (50 from each of the classes under consideration) are classified with

respect to this query image.

It can be seen in the figure that in 12 out of the 30 rounds, our set pattern method of classi-

fication out performed the K-means method, in terms of number of correctly classified 100

test images. K-means method outperformed our set pattern method in 11 rounds, while

both methods gave the same result in 7 rounds.

In general, the set pattern method of classification correctly classified 87% of the test im-

ages correctly out of the 3000 test images. On the other hand, K-means method of classifi-
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cation correctly classified about 86.6% of the test images out of the 3000 test images.

Less rounds were won by set pattern method of classification in comparison with figure 4.9,

because of the content of the horse images used as query images for the classification. The

images in the horse class have different background like trees, bars, grasses, fences, as well

as different number of horses in each of the images (ranges from 1 to 5). This makes it hard

to successfully extract the useful foreground from the unwanted background in the image,

without losing useful information in the foreground. Unlike the dinosaur images that have

uniform backgrounds and only one dinosaur per image.

Therefore, in cases where set pattern method chooses seed motif points that are not part

of the useful foreground, but that of the background, motif patterns generated would not

characterize the image correctly, and using these patterns generated for classification will

in turn give a false result.

Unlike the K-means method, where all the edge points (both useful foreground and useless

background points) are used in the generation of the set pattern. Hence chances of better

classification are better than using completely non useful points for the classification.

Therefore, having a uniform background while capturing the images used for this algo-

rithm will improve the performance. This allows the foreground to be completely extracted

from the background and only the useful foreground points that completely characterize

the image will be used for extraction of seed motifs, generation of motif patterns and then

subsequent classification.

Also the choice of the seed motif points greatly affects the overall performance of the

algorithm. Seed motifs that characterize the image should be extracted and this is dependent

on the application of the classification.
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4.4.3 Average Time of Classification of a Test Image

One of the major advantages of set pattern method of classification is the fast classification

time when compared to the K-means method. Since set pattern method does not necessar-

ily use all the edge points in the image in its pattern generation, it means that less points

are used for the calculation involved in the classification process. This gives rise to faster

classification time.

Unlike the K-means method which uses the whole edge points for pattern generation

and thus uses all the edge points for calculation that is involved in the classification. Also

generation of patterns using the K-means method involves a lot of iterations till conver-

gence is obtained. All these contributes to its slower classification time.

The average classification time for classifying a test image to a query image for all the

setups considered are shown in the figures below.
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Figure 4.11: Average classification time dinosaur query image vs. dinosaur test images.

Figure 4.11 shows the average time of classification for each dinosaur test image, when

classifying 50 dinosaur test images with respect to dinosaur query image. It shows the av-

erage time of classifying a test image in each of the 30 rounds of classification of randomly

selected 50 dinosaur test images, against a randomly selected dinosaur query image. In

each round, the average time of classification for each dinosaur test image, when classi-

fying 50 dinosaur test images with respect to dinosaur query image is shown, for both set

pattern and K-means method of classification.

It can be seen that, with set pattern’s method highest average classification time being

1.44 seconds, and that of K-means method being 10.82 seconds, set pattern method of

classification is about 7.5 times faster than the K-means method.
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Figure 4.12: Average classification time dinosaur query image vs. horse test images.

Figure 4.12 shows the average time of classification for each horse test image, when clas-

sifying 50 horse test images with respect to dinosaur query image for both set pattern and

K-means method of classification. It shows the average time of classifying a test image in

each of the 30 rounds of classification of randomly selected 50 horse test images against a

randomly selected dinosaur query image. In each round, the average time of classification

for each horse test image, when classifying 50 horse test images with respect to dinosaur

query image is shown, for both set pattern and K-means method of classification.

It can be seen that, with set pattern’s method highest average classification time being 2.38

seconds, and that of K-means method being 23.20 seconds, set pattern method of classifi-

cation is about 9.7 times faster than the K-means method.
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Figure 4.13: Average classification time horse query Image vs. dinosaur test images.

Figure 4.13 shows the average time of classification for each dinosaur test image, when

classifying 50 dinosaur test images with respect to horse query image for both set pattern

and K-means method of classification. It shows the average time of classifying a test im-

age in each of the 30 rounds of classification of randomly selected 50 dinosaur test images

against a randomly selected horse query image. In each round, the average time of classifi-

cation for each dinosaur test image, when classifying 50 dinosaur test images with respect

to horse query image is shown, for both set pattern and K-means method of classification.

It can be seen that, with set pattern’s method highest average classification time being 2.07

seconds, and that of K-means method being 23.34 seconds, set pattern method of classifi-

cation is about 11.3 times faster than the K-means method.
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Figure 4.14: Average classification time horse query image vs. horse test images.

Figure 4.14 shows the average time of classification for each horse test image, when clas-

sifying 50 horse test images with respect to horse query image for both set pattern and

K-means method of classification. It shows the average time of classifying a test image in

each of the 30 rounds of classification of randomly selected 50 horse test images against a

randomly selected horse query image. In each round, the average time of classification for

each horse test image, when classifying 50 horse test images with respect to horse query

image is shown, for both set pattern and K-means method of classification.

It can be seen that, with set pattern’s method highest average classification time being 3.27

seconds, and that of K-means method being 50.96 seconds, set pattern method of classifi-

cation is about 15.6 times faster than the K-means method.

For better illustration of the difference in classification time between these two methods



Experiment and Results 59

and also how the different classes of images affects the average classification time, the

results are placed side by side.
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Figure 4.15: Average classification time dinosaur query image vs. dinosaur & horse test images.

Placing figures 4.11 and 4.12 side by side as seen in figure 4.15, shows how the average

time varies, when testing images from the two classes with respect to the dinosaur query

images, for both the set pattern and K-means method of classification.

It can be seen that for the set pattern method of classification, the average time of classify-

ing dinosaur test images (first 30 rounds) and horse test images (last 30 rounds) with respect

to the dinosaur query image are quite low. Also the time of classification for the test images

of different classes are almost the same, with an insignificant increase when classifying test

images from the horse class of images. This is because in set pattern method, salient points
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extracted during pattern generation are used for the classification and although the edge

points in the horse class of images are more, salient points are still extracted and used for

classification.

However, it can be seen that for the K-means method of classification, the average time

of classifying dinosaur test images (first 30 rounds) and horse test images (last 30 rounds)

with respect to the dinosaur query image are quite high. Also the time of classification for

the test images of different classes varies a lot, with a very significant 2.1 times increase in

time, when classifying test images from the horse class of images. This is because there

are a lot of edge points in the horse class of images, as a result of different objects in the

background and the number of horses in the foreground (up to 5 horses in an image) and

in K-means method of classification, all the edge points are used during pattern generation

and subsequent classification, thus increasing the classification time.

Placing figures 4.13 and 4.14 side by side as seen in figure 4.16, shows how the average

time varies, when testing images from the two classes with respect to the horse query im-

ages, for both the set pattern and K-means method of classification.

It can be seen that for the set pattern method of classification, the average time of classify-

ing dinosaur test images (first 30 rounds) and horse test images (last 30 rounds) with respect

to the horse query image are quite low. Also the time of classification for the test images of

different classes are almost the same, with an insignificant increase when classifying test

images from the horse class of images. This is because in set pattern method, salient points

extracted during pattern generation are used for the classification and although the edge

points in the horse class of images are more, salient points are still extracted and used for

classification.
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Figure 4.16: Average classification time horse query image vs. dinosaur & horse test images.

However, it can be seen that for the K-means method of classification, the average time

of classifying dinosaur test images (first 30 rounds) and horse test images (last 30 rounds)

with respect to the horse query image are very high. Also the time of classification for the

test images of different classes varies a lot, with a very significant 2.2 times increase in

time, when classifying test images from the horse class of images. This is because there

are a lot of edge points in the horse class of images, as a result of different objects in the

background and the number of horses in the foreground (up to 5 horses in an image). And

in K-means method of classification, all the edge points are used during pattern generation

and subsequent classification, thus increasing the classification time.



Chapter 5

Conclusion and Future Work

5.1 Conclusion

The research work reported in this thesis, focused on the extraction of visual set patterns

in digital images, using nearness and similarity measures as well as descriptive properties,

leading to unique pattern discoveries. These unique patterns discovered were then used for

binary classification, using a unique similarity distance measure.

In set pattern method of pattern generation discussed in this thesis, only salient points that

characterize the digital image, make up the image pattern. Hence, a new theorem was

discovered and discussed in section 3.2.3. Also, given the same parameters, the patterns

generated by the proposed method do not change, since it is not random in selecting seed

points, as opposed to techniques such as K-means clustering.

Furthermore, new similarity distance measure for binary classification was introduced in

this thesis, using the concept of the angle between vectors using their dot product.

The application of the unique patterns generated in this work to binary classification,

showed 89.1% successful binary classification at a very fast computational speed and on

the average, very high specificity and sensitivity.
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Since classification is a supervised learning technique, thresholds were introduced in order

to find a criteria for successful classification. These thresholds were chosen with respect

to the images in the classes of images used for the classification. It is important to note

that a change in these thresholds can either affect the sensitivity or (and) specificity of the

classification results.

5.2 Recommendation and Future Work

This application of nearness measure in pattern generation can be applied to medical image

analysis (medical testing). Depending on the application, unique methods of seed motif

selection can be employed and a combination of neighbourhoods discussed in section 2.4

can be used for the motif generation. For example, adherent point method of seed motif

selection can be used, where the spherical neighbourhood of an adherent point (seed motif)

characterizes that digital medical image, i.e., contains salient points that distinguishes the

image. For instance, a black spot with a surrounding redness. The black spot here, will be

the adherent point and the surrounding redness will be the spherical neighbourhood which

makes up the motif pattern.

Depending on the application of the patterns generated, the background of the images used

for the experiment can be set up to be uniform and distinguished from the foreground. Thus

reducing unnecessary points from the background (noise), which might be used for the pat-

tern generation. Keeping in mind that some of the relevant points in the digital image can

be lost in the bid to remove the background during image processing, it will be better to

avoid this in the initial stages of image capturing if it is possible.

Also, other methods of seed motif generation, which leads to discovery of salient points

that make up a pattern, and thus characterize an image, can be further explored.



Appendix A

Threshold Selection

The mathematical breakdown of how the threshold ϵ1 and ϵ2, were selected for this experi-

ment, are explained below.

Recall that orthogonal vectors are perpendicular non zero vectors, in which the angle be-

tween the two vectors is 90◦ , thus the cosine of the angle between them is 0. If the cosine

of the angle θ between two vectors V 1 and V 2 is 0, that is cosθ = 0, it implies that vectors

V 1 and V 2 are very different, therefore completely dissimilar.

While collinear vectors are parallel non zero vectors, in which the angle between the two

vectors is 0
◦ , thus the cosine of the angle between them is 1. If the cosine of angle θ be-

tween two vectors V 1 and V 2 is 1, that is cosθ = 1, it implies that vectors V 1 and V 2 are

the same and parallel.

Based on this knowledge, ϵ1 is chosen such that the cos θ is 0.95, which is close to 1, thus

V 1 and V 2 can be said to be similar. Therefore ϵ1 was selected as shown below.
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cos θ = 0.95

θ = arccos(0.95)

θ = 18.19
◦

θ̂ =
18.19

90

θ̂ = 0.2

→ ∴ ϵ1 = 0.2

Note that ϵ1 was not chosen as 0, because images of the same class are not exactly the same.

However, belonging to the same class, they are similar to a great extent, that is why ϵ1 was

chosen in such a way that θ = 18.19
◦ .

To tighten the similarity measure and make sure that only test images that are similar to a

great extent are classified as same class, ϵ2 was selected as shown below.

cos θ = 0.85

θ = arccos(0.85)

θ = 31.78
◦

θ̂ =
31.78

90

θ̂ = 0.35

→ ∴ ϵ2 = 0.35

Thus, if the similarity vector of the test image with respect to the query image is closer to

ϵ1 (18.19◦) than it is to ϵ2 (31.78◦), then the test image is similar enough to be of the same

class with the query image.

However, if the similarity vector of the test image with respect to the query image is closer

to ϵ2 (31.78◦) than it is to ϵ1 (18.19◦), then the test image is not similar enough to be of the

same class with the query image, but rather, it is of a different class with the query image.



Appendix B

User Manual for

Set Pattern Classification GUI

The nine panels in the ‘Set Pattern Classification’ MATLAB graphical user interface in-

clude:

Query Image Panel

The query image is loaded in this panel, by choosing an image via the file drop down menu.

Snapshot of the Query Image panel is shown in figure B.1.

Figure B.1: Query Image.
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Test Image Panel

The test image is loaded in this panel, by choosing an image via the file drop down menu.

Snapshot of the Test Image panel is shown in figure B.2.

Figure B.2: Test Image.

Method of Classification Panel

The method of classification is chosen here. Either of the two methods, which include

set pattern method of classification or K-means method of classification, is activated by

clicking the radio buttons associated to them. Only one of the radio buttons must be chosen

at a time for classification. Snapshot of the Method of Classification panel is shown in

figure B.3.

Figure B.3: Method of Classification.
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Set Pattern Parameters

The set pattern method of classification parameters are chosen here by first clicking the

Modal Point radio button, which selects the modal point as a seed motif selection method.

Then the next step is filling in values for the number of seed motifs expected in the Modal

K edit test, the modal deviation in the Modal Deviation edit text and the motif pattern

threshold in the NBD Epsilon edit text. To be able to input parameters in this panel, the

Set pattern Classification radio button shown in B.3 should be clicked first. Snapshot of

the Set Pattern Parameters panel is shown in figure B.4.

Figure B.4: Set Pattern Parameters.

Parameters

The K-means method of classification parameters are chosen here, by filling in values for

the number of patterns (clusters) expected in the Number of clusters (k) edit test. To be

able to input parameters in this panel, the K-means Classification radio button shown in B.3

should be clicked first. Snapshot of the K-means Parameters panel is shown in figure B.5.

Figure B.5: K-means Parameters.
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Patterns in Query Image

The patterns generated in the query image are shown in this panel. Snapshot of the Patterns

in Query Image panel is shown in figure B.6.

Figure B.6: Patterns in Query Image.

Patterns in Test Image

The patterns generated in the test image are shown in this panel. Snapshot of the Patterns

in Test Image panel is shown in figure B.7.

Figure B.7: Patterns in Test Image.
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Similarity Threshold Range

Values for the two thresholds used for the similarity based classification are filled here.

Value for the lower threshold ϵ1 is filled in the Epsilon 1 edit text and that of the higher

threshold ϵ2 is filled in the Epsilon 2 edit text. Snapshot of the Similarity Threshold Range

panel is shown in figure B.8.

Figure B.8: Similarity Threshold Range.

Output Result

The result of the binary classification ( SAME CLASS or DIFFERENT CLASS) is shown

in this panel. Also the resulting distance of the thresholds and the similarity vector of the

query image with respect to the test image is shown in this panel too. Snapshot of the

Output Result panel is shown in figure B.9.

Figure B.9: Output Result.
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