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ABSTRÀCT

A taxonomy of VLSI layouts are presented for the imple-

mentation of maximum Iikelihood seguence estimators realized

by the Viterbi algorithm (V¡), a dynamic programming solu-

tion to estimat,ing a state seguence. These are classified

in terms of increasing interprocessor lrire area each of

which are capable of increased data throughput. Cascade,

Linearly and Orthogonally Connected Mesh, Shuffle-Exchange

and Cube-Connected Cyc1es layouts can efficiently embed the

VÀ in silicon. These Structures are generalized to accommo-

date an arbitrary source alphabet size and algorithm memory

tength. The algorithm-structured layouts by imptication are

appropriate for convolutional decoding. The area * time and

area * time2 measures of complexity for the VA are presented

and interpreted within the context of digital communica-

tions. One important result based on hardware considera-

tions suggests that the algorithm memory length should be

prime. Viterbi receivers for correlative encoded MSK, using

first and second order encoding polynomials' are shob'n to

reside in a generalized class of Cube-Connected Cycles

layout s .

In addition I a

proposed which can

Normalized Kolmogorov Metric Space is

be incorporated into the VLSI designs.

t1



Though the simulation results are preliminary'

metric space may find application in suboptimal

sion decoding schemes.

this new

soft deci-
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Chapter I

INTRODUCTION

1.1 THE MOTIVÀTION

This thesis is motivated by the problem of digital commu-

nication over noisy time dispersive linear channels.

Current research efforts in this area are due to the recent

proJ.iferation of distributed digital information sources/

sinks (e.g.: telephony, satellites, computer networks) oper-

ating at very high data rates.

Increasing the data rate of a channel, reliabJ-y, involves

a tradeoff between the total power and bandwidth allocated

to the digital signal on one hand, and the complexity of the

decision algorithm on the other hand. Until recently, the

implementation of complex decision algorithms has been

discouraged by the fact that sequential processing systems

cannot compete in high data rate applications, while the

design of a highly concurrent hardware implementation is

disappointingly expensive and space consuming.

As an alternative, the technology of very Iarge-scaIe

integrated (vlSr ) circuits opens unprecedented opportunities

for realizing complex computational algorithms¡ However,

the abitity to integrate a tremendous anount of hardware on

1



a small siLicon area is challenging many traditional digital

Iogic design concepts. À distinct characteristic of VLSI

circuits is that the on-chip data communication dominates

the cost and performance of computing structures, whereas in

traditional parallel processing it is assumed that.the memo-

r ies and the processors are the dominant factors ( i . e. ,

expensive interconnections vs. expensive devices).

1.2 OBJECTIVES

This thesis establishes how the potential of VLSI can be

intelligently exploited in the realization of certain types

of digital communication detectors. Specifically, this

thesis will study we1I formed VLSI architectures that are

capable of max imum 1i keI ihood sequence est imat i on (¡¿r.se ) as

implemented by the Viterbi algorithm (v¡).. As an underlying

theme it is maintained that architecture will not be sepa-

rable from algorithms and often tradeoffs between time (baud

interval) and implementation area are possible.

1.3 CONTRTBUTIONS OF THIS THESIS

Though several types of signal processing functions have

been embedded in silicon, this thesis is the first attempt,

to the author's knowledge, at investigating how certain

types of decoders and detectors for digital communication

can be realized as a VLSI circuit. The approach is novel in

that we focus attention on embedding digital communication

2



algorithms in architectures that are developed using the

vLSI grid modeL (which has made notable contributions to

other problem domains in computer science since 1979\. It

is likely that this approach to the expression and evalua-

tion of digital communication algorithms will redirect

conventional thinking and become a standard technique in the

future. Arising from this approach, the major contributions

of this thesis are:

A new metric space, called a NormaLized Kolmogorov

Metric Space, is developed that has the property that

distance in the signal space is bounded. This is a

property of interest in a hardware realization that

desires register and data paths of minimal- þridth. In

addition, the distance measure is parametric in the

sense that it is a function of the probability

density function of the noise source corrupting the

signal. Though the results are preliminary, this
metric space may find application in suboptimal soft
decision decoding schemes.

A taxonomy of VLSI processor architectures are iden-

tified for imp}ementing the VÀ concurrently. These

are classified in terms of increasing interprocessor

wire area. This complements the work of researchers

studying other types of dynamic programming problems.

VLSI grid model layouts of the shuffle exchange graph

are generalized, for the first time, to include

m-shuf f le exchange graptrs .

3
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2

3



4. ÀI1 neckLaces in a m-shuffIe exchange graph are shown

to be full when the algorithm memory length is prime.

Cleaving the architecture into fult necklaces is a

reasonable point to start the integration of the

design.

5. VLSI grid model layouts of the Cube-Connected Cycles

(Ccc) graph are generalized, for the first time, to

accommodate m-ary alphabets while maintaining a

vertex degree of four.

6. The CCC structure can be embedded in a tree of meshes

graph because each is shown to have the same type of

separator theorem.

7. Viterbi receivers for correlative encoded MSK are

shown to fall within a generalized cLass of CCc

st ructures .

8. It is demonstrated that for anv VLSI implementation

the area*time2 product and the power dissipation of

the VA is lower bounded by functions of the alphabet

size and algorithm memory length alone.

9. Though specific reference is made throughout the

thesis to the VA for MLSE of m-ary signals on inter-

symbol interference (rsr) channels, some or aII of

the concurrent VLSI architectures described in the

4



following

detect ing,

generation of VLSI

digital communication

chapters directly apply to decoding (or

as applicable):
o m-ary signals on ISI channels
o binary convolutional codes (CC)
r dual K codes (m-ary CC)
o punctured CC
r interl"eaved CC
o CC combined with l¡l,Sg on ISI channels
r coded modulation with mult,ilevel/phase signals
r partial response signals
o correlative encoded MSK
o multi-h phase codes

Therefore, this research has identified a whole

formicroelectronic components

recelvers.

1 .4 THESIS ORGÀNI ZÀTION

The subject material has been organized into five
sections. Chapter 2 begins with a brief overview of digital
communications in which important concepts are delineated.

This leads to the development of a new metric space in which

to operate a Viterbi receiver. Chapter 3 focusses concern

on mapping algorithms into VLSI circuits. tnitial"ly,

current VLSI implementations of digital cornmunication algor-

ithms are reviewed, followed by a more theoretically moti-

vated introduction to computational models for VLSI. This

forms the foundation for the development, in Chaptet 4, of

VLSI architectures for MLSE as realized by the Viterbi

algorithm. The concurrent VLSI processor architectures are

presented in order of increasing interprocessor wire area

5



each of which are capable of increased data throughput. It

is important to note that these concepts can be used in the

design of decoders for various types of transmission codes

(e.9., convolutional codes, dc-free codes, run-length-

limited codes, etc. ) whose outputs can be modelled as

outputs of a finite-state machine. As an illustration,
Chapter 5 develops VLSI structures which implement Viterbi
receivers for correlatively encoded MSK using first and

second order encoding polynomials. Final1y, Chapter 6 pres-

ents conclusions and describes some problems for further
research.

6



ChaPter Il

DIGITAL COMMUNICATTON RECEIVERS

2.1 INTRODUCTION

À digital communication system is one which communicates

a discrete number (symbol) chosen from a finite set

(alphabet). The process of "communication" involves trans-

ferr ing thi s data ( symbol ) f rom an informat ion source

through a medium to a destination or sink. This chapter

presents a brief overview of import,ant concepts in digital

communications. Initially, Section 2.2 considers the PÀM

system model which establishes most of the notation used in

later sections. Next, w€ consider the details of a specific

digital communication receiver known as the Viterbi algor-

ithm. Its attractive performance, in noise, motivates our

quest to embed this algorithm in a VLSI format. One concept

central to an implementation of the vA is that of path

metric Aeneration. This is discussed in more detail in

Section 2.4. Finally, in Section 2.5 a new metric space is

proposed in which path metric generation may be performed to

particular advantage.

7



2.2 THE PÀM SYSTEM MODEL

One of the simplest and most common digital modulation

technigues t 1 I is pulse amplitude nodulation (pe¡¿) .

Increased data rates over a band-limited PÀM system tend to

induce interference among adjacent data pulses. This inter-

symbol interference is usually the primary impediment to

utilizing a reasonable fraction of the channel capacity when

the signal to noise ratio ís high.

À model of a basic PAM system is shown in Figure 2.1 . A

sequence of data symbols, I ut ], each drawn independently

from an alphabet of equally likely values {0,1 , .... tm-1 },

are transmitted at a rate n=1/T symbols per second. The

linear channel with impulse response tr(t) is assumed to have

a finite memory. The channel output signal is corrupted by

additive Gaussian noise.

I f a whitened matched filter is adopted as the

receiving filter, it is more convenient to discuss the

system in terms of the equivalent discrete time channel with

impulse response f(t), which is defined as the sampled

output of the whitened matched filter due to a single

impulse applied at the channel input. Thus, when the

channel is characterized by f (D) = fo* f ,o + ... + fuDu,

where D is the deJ.ay operator and v is the span of f (t), the

sampled output of the whitened matched filter at time k is

I



given by

yk
v
E

i=0
a- . f. *n.

J<-t- l- K (2,1)

nhere n, is an independent, additive Gaussian noise sample
k

of variance o2 . The receiver operates on the noisy

distorted signal yk to recover the transmitted data symbols

a
k

In order to combat the effects of intersymbol interfer-

ence (fSt ) | a variety of linear and nonlinear receiver

structures have been proposed l2l. Recently, a maximum

1i keI ihood seguence est imator (l¿f,Sg ) implemented by the

Viterbi algorithm (Ve) has emerged as a seemingly ultirnate

solution to the problem of data transmission over time

dispersive channels. Its performance can be shown to be as

good as could be attained by any receiver structure. t3l

2.3 THE VITERBI ÀLGORITHM

The Viterbi algorithm was originally invented to detect

convolutionally encoded data symbols [4]. Omura t5l showed

the VÀ was equivalent to a dynamic programming soLution to

the problem of finding the shortest path through a weighted

graph. Àbout ten years ago, Forney t3] showed that the VÀ

can be used to generate the maximum Likelihood estimate of a

transmitted sequence over a band-Iimited channel with inter-

symbol interference. The Viterbi processor requires thaL

the ISI at Lhe channel output be limited to a finite number

of symbols and can be thought of as the dynamic programming

9



solution to the

a finite-state

t6l .

problem of estimating the

Markov process observed in

state seguence of

memoryless noise

A survey of the viterbi algorithm is given by Forney l7l.

Its applicability to receivers for channels with intersymbol

interference and correlative level coding (partial-response)

coding was suggested by Kobayashi t8l. Application of the

viterbi algorithm to digital magnetic recording systems

[9,10], adaptive delta modulation Itt1, speech and pattern

recognition [12-15] have been discussed. Àdaptive versions

of Forney's receiver have been proposed [16] and its combi-

nation with decision feedback equalization has been

suggested [17]. A thorough discussion of the use of the vÀ

to combat IST is given in Viterbi and Omura [18] and here ]¡e

review some of the basic concepts for completeness.

The fundamentals of the

described by considering the

detector input, defined by

r

Y¡=tk*tk'whereu

As derived from the Likelihood Ratio

noise take fn , defined below for an

the objective function to be minimized

tr-if i (2.2)

Test in white Gaussian

N symbol seguencer ôs

Vi terbi
d i sc rete

algor i thm

time model

can

for

be

the

v
x

i=0k

N
T

k=1
(Yr û*) t (2.3)

N

where rk is derived from an estimate of the transmitted

10



seguence { an }, 9lven as

ûk
V
x

Í=0
a. .t.K-t- L

(2.4)

forN>>v(¡¡ 5v is satisfactory [18] ).

If the noise nk is white and Gaussian minimizing f* corre-

sponds to maximizing the log likelihood ratio for the detec-

tion of the data sequence, which minimizes the probability

of seguence error. Equation 2.3 can be minimized using

Bellman' s dynamic programming technique [ 1 9] .

Thus from (2.31, the recursive relation for time k is

fr f + (yk û*)' = f¡._t +À (2.5)
k-1 k

Introducing the state definition

ok-I tân-r' âk-2' ,a (2 .6)k-v

the BeIlman equation of Dynamic programming yields

f * (a )
ml_n lr * (oL-r) * (yr-ûn)'l (2.7)

k k ok-l * ok k-1

where the minimum is taken over

states into each possible present

denotes the optimum.

all possible

state, and

predecessor

the asterisk

In order to

and store f* ( 0

store the past

implement the algorithm one must

and, in addition,

calculate

k ) for all
sequence of

ok one must

i ntostate transitions (paths)

11



each of the possible present states tk. Figure 2.2 illus-

trates the Viterbi algorithm for a channel memory of two and

a binary alphabet. The four possible states along with

their corresponding state transitions are illustrated. This

graphicaL representation is usually called a trellis.

As the procedure indicated in equation 2.7 is repeated

for each state and for each time interval, a unique set of

surviving paths result, one into each state. The dynamic

programming equation is then only a method of finding the

shortest route through a graph.

Eventually, at some point in time, all surviving paths

merge backwards through the trellis. The merge time is a

random variab-le and typically is assumed to occur within 5v

I 1 I ] . When a merge does occur, path detect ion can take

place up to the merge point since further extensions will

always originate from that state thereafter.

12
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2.4 PÀTH METRIC GENERATION

À typical hardware implementation of a viterbi receiver

tor a binary alphabet and a channel memory of two is illus-

trated in Figure 2.3 . The structure consists of four iden-

tical processing cells each corresponding to one of the ISI

states. The trellis is simiLar 17l to the computational

flow diagram of the fast Fourier transform (rrr). Unlike

the FFT, the basic operations within each ceI1 consist of

add, compare and select funct ions. I n Figure 2.3 , f (o )

corresponds to the state metric or length, À(o) corre-

sponds to the path metric or length, î(o) is the truncated

survivor listing of ð symbols. The complexity of the algor-

ithm is easily estimated. l.tith an algorithm memory of v

and alphabet size of m, there uru *u possible states d each

associated with a particular ISI condition. The algorithm

requires 2mv storage Ìocations, one for each of the state

metrics f(a) and one each for the truncated survivor listing
x( o ) of ô symbols (each symbol is one of m possible).

Typically, ô = 5v is chosen with littIe degradation in

performance. Computationally, in each unit of time the

algorithm must make mwladditions, one for each transition,
- v \¡l-1and m comparisons among the m results. Thus the amount

of storage is proportional to the number of states and the

amount of computation to the number of transitions. It is

important to note that the VÀ requires a fixed number of

computations per symbol independent of the number of symbols

rece ived.

14
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In the previous paragraphs, the complexiLy invoLved in

generating the incremental path lengths )r was ignored. For

a discrete inpuÈ seguence a = (ar, 
"2, â3, ...r u*) and if

the receive f ilter is a whitened maÈched f il-ter as discussed

in Forney [3], then, f (a) becomes as in eguation 2.3
N

ll¿ - Êll 
2 (¿-û) T

N(r-û)=-I.(ru-ûn
k=I

generated using

\

)2 (2.8)

Q.e)

f* (â)

Hence, the path metrics areÀo

"] 

'v

,lo 
un-'Àk=

t'k

However, a whilened matched filter is not explicitly
necessary, for as pointed out in viterbi and Omura

[18,p.274], if the receiver filter (with output yu) is just

a matched filterr ân equivalent expression for path metric

generation may be developed as shown below. When the

channel is characterized by

(2.10)tk
N

=J
i=l

a. h. +k-1 r-

it follows that the maximum Iikelihood decision rule can be

based oD,

(r
k (2.11)

which upon expansion yields,

â. n. )21 K-]-

N

Ii=l

a.a,1J
N

Ij=l

N

I
i=l

a.
1

tk
N

i
l.= I

j,['zn- zF_rN -

N

I
k=l

h.+
k-1

nu-j (2 .12)hk-i
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The first

and hence

object ive

identi fY Y

simplifying

IS

ht-t

v

k-1
i

í=k-v

state the constant

N

term i
þ=

2tk an energy term independent of uk

in making comparisons. with the

the second term of eguation 2.12

gnoredbe
I
ican

of

.asI
N

v. = iI rlt
tk (2.13)

(2.15)

Q.16)

(2 .17 )

Note

t ran-

the

This term can be identified as the sampled output of a

matched filter for the channel. The third term can be

simplified by observing t,hat the pulse autocorrelation coef-

ficients can be defined by

Q.14)

Now, the objective function to be minimízed as derived from

equat i on 2 .12, can be revrr i tten as

N

R. . = I tr h.r--J tl t K-r. K-J

f* â. R
J

a.
J

a.
]-"l

_-Lf I
i=l

',â. R. + (â. )'Rik-lk'0

N

=_r I
i=1

a.
t_

a,
1

N

I
j=1

N

Y..* I* l=l

k-1
I

j=1

k-1
I

1=1
+I

r- -J

Equation 2.'l 5 can then be

of equation 2.5 where

k-t
I

and

- ¿a-
k v 2â.k

where v is the channel

that since the COMPARE

sitions for the same

memory length in units of T

operation is done between

split into a form similar to that

Rk-

ì=,.k +

i-j

{âu )2Ro and

k

m

17



constant factor 2 may be dropped from equation 2.17

produc i ng :

k-t
Àn = ân[r=l-u (â, *r-r) - Yt] (2.18)

It. the source symbols ak are binary all the multiplications

in 2.18 become additions. For time varying channels esti-

mated Ri'" would be supplied to the path metric calculation

hardware each symbol interval. Symmetries in 
", 

aLlow

2.18 to be simplified further [18, p.275J.

18



2.5 THE NORI'IALIZED KOLMOGOROV METRIC SPÀCE

The receiver defined by the Viterbi algorithm uses a

metric À for the branches of the trellis diagram. This

metric may correspond to many possible forms such as those

defined by ML, MÀP, or MSE criterion. In this section, the

performance of the VÀ in a metric space, which allows us to

cater for noise sources with various types of probability

density functions (pdf), is studied.

In Gaussian noise, the appropriate ML

Euclidean sguared distance. Other distance

19

metric is the

measures are

possible with a subsequent degradation in probability of

error performance. These may be justified by other consid-

erations such as' hardware compJ.exity and processor

throughput. The performance degradaÈion may even be desire-
able in pseudo-error rate monitoring [20].

One such example would be the use of an absolute value

distance measure
^ttly.,- ttl This distance measure is

optimal, in a maximum likelihood sense, for Laplacian noise.

However, the simplicity of hardware implementation may tempt

one to consider its use in a Gaussian noise environment.

In fact, the distance between the received signal and any

of the ISI states can be measured by any convenient metric.

À large number of metrics have been suggested in the pattern

recognition Iiterature 121-241, each having particular

advantages and drawbacks. Some of the more important



metrics used as interclass distance measures l21l ares

Minkowski, City Block, Euclidean, Chebychev, Quadratic,

Nonlinear.

Establishing the Iikelihood ratio always provides the

appropriate "distance measure" reguired. However, for

non-Gaussian noise sources the analysis may not be mathemat-

ically tractable. Despite this fact, the main criticism to

applying one of the above mentioned distance measures indis-

cr iminateJ.y i s that they are not c losely related to the

error probability.

À more appropriate metric which reflects the local prob-

ability structure of data can be obtained by using more

sophisticated probabilistic distance measures. For the two

class separability problem, the following measures have been

suggested:

Chernof f
Bhattacharyya
Matus i ta
The Divergence
Patrick-Fisher
Li ssac k-Fu
Kolmogorov Variational Distance

ÀII these measures provide an upper (lower) bound to the

error probability. Of particular interest is the Kolmogorov

variational distance:

lp(ElHr)Pr p(E lHz)P, laE Q .1e)

which is closely related to the Bhattacharyya coefficient

20



125). Note that in (2.19) tt¡e integral is simply the area

indicated in Figure 2.4 .

At this pointr u€ would }ike to introduce a new metric

space derived from the Kolmogorov VariationaL Distance.

Consider the metric space t*l(x,p) where¡

the set )t = {stationary random variables e p(Elur) , p(ElHr}

and the distance measure p is defined as

qr ril

max[p (E I Hr )Pr,p (6 Isr) p, ] aE - lp(E I Hr )Pr-P(E I Hr)P, laE
-CO -@

p (tl,)

I t - f-_'r(Els¡)P,-p(ElHz)p,laE ]
H I Q.20)

2

p (u) I p (u)
Hz Hr (2.21)

where ì.l., i s an element of the sample space E and the

subscript on p indicates "vtith respect to". This defini-

tion relates the distance of a sample from a specified

hypothesis to its contribution to the probability of error.

Note that the distance measure is the distribution function

of the error probability for the maximum Iikelihood (ML)

rece iver .

The proof that pH. ( V ) satisfies the three metric space
1

axioms 126) is given in Appendix A. For examp).e, equipro-

bable hypotheses H1, H2 with Gaussian conditional densities

21
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ofmeanþ.rþoLL

nould have the

and standard deviation o I,o2, respectively,

following distance definition P, whenu, tut :

otuT-u.l Jll * Uzp (rl ) v u 2Hr 2A( o

Q.22')

oru;Èlt V{, Ul * lrz
22A(

ø

p (ìlr) I H¡
(ú) (2.23)

Hz

where: Q (o) -9, /ze dß
0 (2,24)

This particular metric exhibits the property that samples

separated by a Euclidean distance of more than 3o are

essentially the same distance ( within 1.Oeo ) using the new

metric space. A graphical representation of such an effect

is presented in Figure 2.5 . Note that the distance measure

al.ways has a f inite range between zero and one. This is a

property of interest in a hardware realization that desires

register and data paths of minimal width.

The case of data dependent noise, where the noise vari-

ance is dependent on the hypothesis, is a representative

model for certain channel nonlinearities. For hypothesis

Ht, H zrith corresponding u. r U. and o I , o, and a priori

23
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probabilities Pt

apply:

Pz the following distance definition would

PzQ( .La-- 
-U.o

l-UzPrQ( ) + P2Q( 2oz2ot
Q.25')

PrQ( ú - rr
vtl,I o

I

pHr (Ü) uv t
0

t E 0

P, Q( 20, ) + P¿Q( o2

where:
(2.26)

2

o
A- vlo?I

2
2

Eo =
u a 2

? P[nl
s? - o? + 2VtoZ - Zv zol o?-otr+2uroZ.-2Yzo? Pz

I
l+

'.:

Development of the Normalized Kolmogorov Metric Space is

based on a priori knowledge of the form of the conditional

density function. By the principle of maximum entropy, it

is reasonable to choose a normal density when the mean and

variance are the only known parameters. (Several methods

are available for estimating these parameters.) When para-

metric estination is not sufficient it becomes necessary to

estimate the density function by direct functional approxi-

mation. An iterative technique employed with an appropriate

training seguence can estimate the true pdf to an arbitrary

degree of closeness 1271.

In order to evaluate the utility of the proposed metric a

computer program (Appendix D) nas written to simulate the

operation of the architecture illustrated in Figure 2.3

25
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Register Transfer Level computer simulations of this

receiver, evaluating the probability of error as a function

of SNR [28], ]rere carried out f or binary data on a single

pole channel of memory two, algorithm memory of two and an I

bit path memory. The data rate, R =1/T, was fixed at four

times the 3dB channel filter bandwidth F (i.e., g /g = 1/4).

The motivation Ìras to study the effect of impJ.ementation

losses on performance 129,30 ] hence the simulation modelled

each binary function within the processor. Control of the

bus width (in bits), input signal quantization, path metric

computations and other parameters critical to the operation

of the processor allowed for an analysis of each of these

factors on performance. The results of the simulation are

presented in Figure 2.6.

The relative performance (symbol p(e) .vs. SNR) of the

new normalized Kolmogorov metric space, proposed in this

chapter, the least squares and the absofute value metrics is

shown in Figure 2.6. The Euclidean squared type metric has

the best performance followed by the Normalized Kolmogorov

metric and lastly the Euclidean metric. At a P(e) of 10-3

alL metrics are within 0.5 dB of one another, when at least

25 error events per SNR value rrere observed. A Limited

number of simulation results in both Gaussian and Laplacian

noise suggest a similar ordering holds for P(e) versus â9c,

carrier phase and register width. rf the metric space

calculations within the Viterbi receiver are table driven,

26



the new proposed metric poses no additional computational

burden on the Viterbi processor. Though these results are

preliminary in nature they do appear to justify furt,her

research aimed at establishing performance bounds in

different noise environments, channeÌ characteristics and

implementat ion errors.
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Chapter III
MAPPING ALGORTTHMS TNTO VLSI CIRCUITS

3.1 INTROÐUCTION

very Large ScaIe Integration (Vf,Sf ) technology offers the

potential of implementing complex algorithms directly in

hardware [31,32] with t.en miI]ion transistor chips being

promised shortly [33]. This resource encourages one to cast

an algorithm as a structure of concurrent processes prom-

ising as a reward tangible increases in performance over

traditional von-Neumann architectures. However, the design

of significant computing structures using VLSI is notori-
ously expensive [34]. The task of VLSI design involves

bridling the complexity of algorithm realization, using a

surface of thousands of simultaneously active computing

elements. Complexity control is achieved by defining a

topologically regular processor and wire layout which aIIows

a system of concurrent processes to efficiently move infor-
mation from where it was produced to where it is needed in

the next time instant.

This chapter presents the background material necessary

in the development of well structured, highly concurrent

VLSI layout strategies for realizing Maximum Likelihood

29



...

Sequence Estimators via the Viterbi algorithm (v¡). Section

3.2 briefly surveys the marriage of VLSI and digital commu-

nications to date. Àbsent from the literature is an appre*

ciation of how the Viterbi algorithm can be efficientty
implemented in the VLSI domain.

In Section 3.3, a computational model for VLSI circuits
is introduced which provides a high level of abstraction at

which to start the design of VLSI circuits, thus allowing

one to think in algorithmic rather than electrical terms.

Efficient, practical circuits can be designed using this
approach. By taking a realistic account of the placemenÈ of

processing el-ements and their interconnection, the VLSI

model of computation aIlows us to identify which composi-

tions wiIl result in: modularity and ease of J-ayout, local

communication paths, regular control and timing structures,
extensibility and minimum die area (yieId is an inverse

exponential function of die area).

Finally, in Section 3.4, concepts are presented that will
let us talk about the complexity of problems in a formal

way. In later chapters, this wiII allow us to lower bound

commodities such as area and time to within a constant

factor, that the VA requires if it is to be implemented on

an integrated circuit.
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The progress in VLSI technology,

economical hardware realizations of

signal processing aì.gorithms.

to date,

highIy

has yielded

sophi st icated

Commercial products currently range from special purpose

devices such as CCD Sampled Analog Delay Lines [35], Sampled

Analog Correlators/convolvers t36l and Sampled oigital

Correlators/Convolvers [32] useful in the realization of

matched fi'Iters, programmable transversal filters and adap-

tive equal.izers, to general purpose programmable digital

signal processors [38-41 ] for the realization of digital

filters, codecs, LPC synthesizers, etc. Beyond basic

devices and general purpose processors numerous publications

have focused on novel architectures and techniques for many

important signal processing algorithms.

Ahmed et aI. 142,431 suggests that algorithms appearing

to possess additions and multiplicatíons as fundamental

operations are actually more naturally formulated in terms

of elementary plane and hyperbolic rotations (CORorC).

Applications to speech synthesis and least mean square adap-

tive equalization are outlined.

Alternatively, bit serial techniques are proposed as a

simple and efficient vray to implement digital filters and

other signal processing systems in silicon [44]. Bit-serial

architectural techniques do not overconstrain the system

31
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Ievel

tions

architecture and

to low-bandwidth

do not necessariJ.y Iímit the applica-
problem domains.

Inner product step computer real ízaLions have been

discussed extensively (see [45,46] for example). Pragmatic

approaches to digital signal processing circuits for VLSI

are outlined in Bloch et aI. 1,471.

Logic-In-Memory (lru) [48,49], Distributed Logic Memories

(or,u) [50 ] and more recentJ.y Logic-Enhanced-Memory (r,eM)

[51,52J systems have been proposed to re]ieve the computa-

tional burden of matched filtering, paÈtern recognition and

other signal processing tasks. I n a rather di f ferent

context, error detection and correction for memory systems

can also be accomplished using vLsr devices t531.

Systolic Àrchitectures [5¿,55] have been developed for

FIR filtering, IIR filtering, convolution [56-58] and median

filtering t591. Several high speed charged coupled signal

processing architectures le0-SZl have been proposed for

matched filtering, DFT's and image transforms, some using

muLtivalued lggic.

There are currently available high speed (up to 16

Mbits/sec) vr,Sr implementations of symmetric data encryption

algorithms such as the Data Encryption Standard or DES t63l

type and asymmelric or public key data encryption algorithms

such as the Rivest-Shamir-Adelman or RSA [64] scheme and

knapsack type t651.
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Symbol slice or layout slice
proposed as a design methodoJ.ogy

Solomon Encoders 1611.

technigues [66] have

for the realization of

been

Reed

Efficient VLSI structures for solving dynamic programming

problems t68l have been the subject of several- recent publi-

cations [69-71]. This work is particularly interesting as

the Viterbi algorithm can be thought of as a dynamic

programming solution to estimating a state seguence. This

naturally leads us to consider how the Viterbi algorithm

could be efficiently implemented in a VLSI format.

Considerations for the hardware implementation of the

viterbi algorithm 19,12-lq I have generally dealt with

discrete IC's where the major concern $ras the hardware

(ceII) cost and not the communication (wire area) costs

associat,ed with a highly concurrent vLSI computing environ-

ment. When the hardware costs are minimized (often implying

global communication paths in a von Neumann architecture)
nithout regard to exploiting the inherent parallelism in the

algorithm, âs in recent microprocessor realízations Í75-771,

throughput is drasticalJ-y reduced. À recent VLSI implemen-

tation of the Viterbi algorithm for convolutional decoding

[78] exploited the inherent parallelism of the algorithm to
achieve up to a 46 Mbits/sec throughput rate. However, it
was found that 38e" of the space on the IC was occupied by

the wires that carry control and data to the functional

blocks. Analog viterbi decoding structures 1791, which may
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provide throughput. rates of up to 200 Mbits/sec suffer from

the same expensive interconnection problems that digital

implementations suffer from.

The remaining chapters of this thesis, attempt to explore

different layout strategies for the viterbi algorithm and

its derivatives that acknowledges the design effort required

in laying out communication paths (wiring) that are a good

fit to VLSI. The first step towards this goa1 is the devel-

opment of an abstraction of integrated circuit layouts,

known as the grid model, which is presented in the next

sect i on .

3.3 À COMPUTÀTIONAL MODEL FOR VLSI

A VLSI chip can be viewed as a computation graph whose

vertices are calLed nodes and whose edges are caIled wires.

Nodes or processing elements are a colfection of transistors

and are responsible for information processing (computation

of Boolean functions). Wires are just electrical connec-

tions, and are responsible for both the transfer of informa-

tion between nodes and the distribution of povter supply and

timing ¡raveforms to nodes. This correspondence seems

straight forward enough but practical considerations force

us to restrict the discussion to classes of graphs with

vertex degrees that are bounded by a constant, and by

further assuming that vertices require only a constant area

of silicon. This is not to trivialize the design effort in
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building a functional node but rather this assumption allows

one to simplify the structure so as to develop insights into

the wiring required to realize a particular algorithm.

Following the Thompson model for VLSI [80], often

referred to as the grid modelr wê assume that there is only

one layer of interconnect material, and that wires are Iaid

out on a rectangular grid. Thus, yrires may meet only at

right angles. Wires may also cross over each other at right

angles if one of them makes a run in a heavily doped

"channel" in the silicon subsÈrate. The assumption of one

layer of interconnect material (planar embedding) is not

overly restrictive in the sense that the availabitity of q

Iayers of interconnect material can only reduce the area

requirements of a layout by at most a constant factor of q2.

There is a natural unit of area for VLSI. Manufacturing

and physical Iimitations give rise to a minimal spacing

between centers of parallel wires (i.e., pitch). In the

terminology of Mead and Conway [31], this minimal spacing is

called À (not to be confused with path metrics defined

earlier usage should be clear from context). Thus a

convenient area unit is the square of this length, 12 . The

area of a chip can be expressed in terms of unit squares

with one unit square being just large enough to contain one

smal} transistor or one wire cross-over. A 54K RAM has an

area of about 105 À2, and chips of 108À2 may be possible

[80].
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The salient features of Èhe Thompson model may be summa-

rized as follows:

1. One bit of storage or logic at a node requires o(1),
that is, Order-At-Most one or constant area.

2. Wires are O(1) units wide and are laid out on a
rectangular grid. Thus, wires can cross only at
right angles.

3. The unit of time is defined by specifying that a
unit-width wire has at most unit bandwidth. À wire
of tength K has a driver of area K, which consists of
log K stages of amplification. Therefore, the delay
of - the wire and driver is together O( 1og K) 'However, the amplifier stages are individually
clocked and pipelining can be used to transmit one
bit every O(1) units of time through the wire (propa-
gation time independent of wire length).

Other VLSI models have been proposed [81], after [80],

which differ chiefly in the time required for a bit of

information to propagate across a wire. l Attention has

focussed on this aspect of the model because the time to

communicate between processors [82] generally dominates over

processing time, and thus sets a lower limit to the achiev-

able performance. One of the fundamental realizations that

VLSI has brought into computing is that the expense in area

or time of transmitting a result from where it is produced

to where it is needed can often equal or exceed the cost of

producing the result in the first place. Às a result,

algorithms that exhibit locaI communication are most desir-

One other point of contention within the various VLSI grid
models, not considered in this thesi s, is how to
adequaùely model chip T/o. we implicitly use a grid model
whiCh assumes that the system is: synchronous, semellec-
tive, word-local, when-determinate and where-determinate.

36

t



able. Ultimately, the global time parameter of interest is

the output period, Tp, of the circuit defined as the maximum

time between two successive data passages at the output port

when the circuit is used in a pipelined fashion at the

highest data rate. This time' T-, will limít the maximum
p

symbol interval, T, of the input data stream.2

The total area, À, of a VLSI chip may be bounded in two

respects. Lower bounds on area, to within a constant

factorr rlìêy be derived by measuring only the area actually

occupied by wires ( i.e. , the product of the number of

vertical tracks and the number of horizontal tracks

containing a processor or wire of the network). The area of

the smallest bounding rectangle is used to describe the

upper bounds. Although the assumption that processors can

be represented by points is clearly false in practice, good

Thompson model layouts can still be used to develop good

practical layouts.

A unit of energy is defined by the product of the units

of area and time (ef ). glhen a signal is sent f rom one MOS

transistor (charge control device) to another, the driver

must charge (or discharge) the capacitance presented by both

the wire and receiver. Thus, one unit of energy is consumed

by one unit of chip area every time it is involved in the

transmission of a signal [80, 83].

2 No distinction is made between T
thesis, thus providing an upper
that can be supported bY a given

. and T throughout
' bound to the data
architecture.

Èhi s
rate
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A related topic, the problem of embedding a graph in a

two-dimensional grid with minimum area, minimum number of

edge crossings, minimum maximum edge length or fixed aspect

ratio has gained a great dear of attention in the recent

Iiterature [84-99]. Às a result, much has been learned

about the design and anarysis of efficient chip rayouts for
VLSI systems under certain constraints. In addition, von

Neumann's early work on cellular automata [ 1 00 r 1 01 ] eiuci-
dates some aspects of the area-time tradeoff.

3.4 THE RôT,E MODELS IN ÀLGORT DESI GN

The task of the digital communication engineer is
twofold: (i) to find good (min p(e), MMSE, etc.) algorithms

for decoding, detection or estimation and (ii) to implement

these algorithms in real terms (optimally with respect to
some cost function such as area or power).3 The expression

of these algorithms, in the context of VLSI, can be achieved

by resorting to the VLSI grid model.

The VLSI grid model is justified on the basis that its
area and time charges are sufficiently realistic to repre-
sent real computation and that it allows one to model all
instances of a problem. In order to clarify this concept,

let us formalize the notion of a problem.

3 rhis twofold task is
the algorithm does)
is to be performed).

often referred to as competence (what
versus performance (how the algorithm
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A problem instance consists of a }ist of Boolean input

variables (xrrxr, ..., *r), a Iist of Boolean output vari-

ables (yt,y 2, ¡.., Y" ) and a Boolean relation yí = f . (x 
L,xz,

..., x , , 1-<i-<s.r The problem size parameter is a natural

number that aIlows for a convenient and consistent physi-

caIly related description of each problem instance. For

example, the size parameter may be the number of input vari-

ables r t the dimension of an input matrix or the amount of

memory contained in the relation f , etc. À problem is an

infinite sequence of problem instances, one for each of an

infinity of values of n' the problem size parameter.

Solutions to problems are seguences of circuits, vfithin the

VLSI grid model, one for each instance of the problem. By

relating the variables of the problem instance to the inputs

and outputs of the circuit, by a scheduler w€ are able to

say that an integrated circuit has an algorithm embedded in

it (solves a certain problem instance).

The role of VLSI models in algorithm design is that:

1

2

I t allows
erties of
tion,

us to develop
a solution to

and discuss topological prop-
a problem instance in isola-

I t allows us
circuits, one
rate of some
commodities of

to discuss an infinite family of
for each n, by referring to the growth

cost function (often involving the
area and/or time) as n gets large,

3. It a1lows us to prove theorems of the form, "Every
VLSI circuit that sol,ves problem P reguires area
Q(n 3)", f or example. Thus vte can develop lower
bounds to within a constant factor that allows us to
judge the asymptotic quality of a solution to a
problem (for a fixed À ).
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Traditional complexity theory, in dealing with time and

space, parallels these concepts in associating with a

problem an integerr câIled the size of the problem, which is

a measure of the quantity of input data. The time needed by

an algorithm, expressed as a function of the size of a

problem, is called the time complexity of the algorithm.

Ànalogous definitions can be made for space complexity where

space is the amount of memory used to store intermediate

results. However, this is where traditionaÌ complexity

theory diverges from the VLSI grid model in that the notion

of space gives no consideration to the VLSI area required to

transmit (route) these results to processing elements.

Àssociated with this is an energy cost of communicating

information throughout the system not considered in the

classical case. This is the inherent strength of computa-

tional models for VLSI.

Having developed the necessary background we are novr in a

position to formally state the problem domain that will

guide the development of the solutions presented in the next

two chapters. Our concern will focus principally on the

following problem:

Let p(rn) be a problem of maximum Iikelihood sequence estima-

tion implemented by the Viterbi algorithm with alphabet size

m and let v (the algorithm memory) be a value of the problem

size parameter for which the input and output sets of vari-
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ables of p(m) are the path metricsa and truncated survivor

geguences r respectively.

Given p(m), the next chapter is devoted to generating

families of area efficient VLSI layouts that are solutions

to P(m). 9üe wilt f ind that solutions to P(m) that contain

more wire, and hence occupy more area, generally can support

higher baud rates.

The input set
that of the
accepting a
This approach
in the later

of variables can be essentially reduced to
sampled whitened matched filter output, by
constant area or time penalty at each node.
only weakly influences the results developed

chaPters' 
41
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Chapter IV

COMPLEXITY ÀNÀLYSIS: CASCADE, MESH, SE, CCC ÀND
TREE ARCHITECTURES

4.1 TNTRODUCT]ON

The problem, P(m), is not demanding because its algorithm

is complex in a conceptual sense. Rather, the essence of

the algorithm is a relatively simple procedure that must be

applied to a huge number of basic "units" or "nodes".

Unfortunately, the number of nodes grovrs exponentially with

the problem size parameteF V r the algorithm memory length.

This fact may be tolerable, as the technology of VLSI is

capable of realizing chips with the hundreds of thousands of

transistors (neglecting wiring) required to realize the VÀ

for channel memory lengths of commercial interest. What is
not especially clear or obvious at this point is the type of

topologies that are appropriate, and how "expensive" is the

wiring, for embedding or arranging these transistors? In

other words, what solutions to P(m), realize this important

digital communication algoritt¡m? Furthermore, of all
possible solutions to p(m), what sotutions are optimal with

respect to cost functions of area and execution time? tn

addition, how close do known designs approach those best

possibLe (even though these best realizaLions may stilI be
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unknown ) ?

subject of

The

this
answers to some of these questions are the

chapter.

This chapter is organized into four major sections. The

first two sections present several recirculation type commu-

nication graphs capable of implementing highly concurrent

forms of the viterbi algorithm. rnitially, vte consider

Iayouts with smalt wire area. These designs are compact

requiring IittIe silicon area, however, they are relatively

slow, thus restricting the baud rate of the input data

stream. The solutions to p(m) generated in this section

fall into the class of Iinearly and orthogonally mesh

connected processor arrays.

In the second section, section 4.3, we consider layouts

dominated by Iarge interprocessor wire area. Communication

graphs based on Shuffle-Exchange, Cube-Connected Cycles, and

Tree-of-Meshes topologies are considered. These desigDS,

though requiring relatively large areas of silicon, are

capable of supporting maximum Likelihood sequence estimation

of high speed data streams.

All of the structures presented can be generalized to

accommodate arbitrary source alphabet sizes and channel

memory lengths. Special features, intrinsic to particular

layout strategies, of interest to the digital communication

engineer, are highlighted.
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In Section 4.4, vte demonstrate that certain functions of

the problem size parameter are sufficient to lower bound

patticular cost functions, such as area*time (et), that any

VLSI implementation (within the grid model) of problem p(m)

must saÈisfy. In particular, the AT and AT2 measures of

complexity are presented and interpreted within the context

of digital communications. The Mesh, Shuffle-Exchange and

Cube-Connected Cycles solutions for P(m) presented in this

chapter are good solutions in that they asymptotically

approach the ÀT' ,o*", bound to within a constant factor.

FinalIy, in the

to the realization
constant factors of

last section, we discuss issues related

of practical devices, the neglected

the layouts described in this chapter.

4.2

4.2.1

LÀYOUTS WITH SMÀLL WIRE ÀREÀ

Uniprocessór Lavouts

The VA can be implemented on a single Add-Compare-Select

(¡CS) processing element driven by a programmed control unit
(e.g. microprocessor) using a direct sequential algorithm.

This is the degenerate case of a concurrent realization of

this algorithm and we include it here, in this chapter, only

for completeness. The imptementation suffers from being

processor poor and from being rrlO bound. The uniprocessor

must coordinate O(mV) random accesses to the processor's I/O

memory and perf orm O(m 
Wl) arithmetic operations each symbol

interval T. Consequently, the hardware logic speed must be
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s¿(mv+l/T). since the processor/memory ratio is so low, (the

design is almost all memory), the throughput of such a

system is disappointing even though this is the smaÌlest

area solütion to P(m) imaginable. Àdding more processing

elements has the potential of increasing throughput, as

demonstrated in the following section.

4.2.2 Cascade Lavouts

The VÀ can be parallelized on a linear array of v proces-

sors each with geometrically varying memory sizes, in a

manner similar to that used for sorting numbers [102]. In

the case of binary alphabets, each processor contains tno

sets of ÀCS circuits arranged in a butterfly configuration.

Associated with each processot P j ( 1-<j-<v) are two auxiliary
(Z v-j)-word FIFO queues, âs illustrated in Figure 4.1. The

total memory of the system is proportional to the sum of

this geometric series. rn our example, 2(23 - 1) + 1 words

are required. This is a factor of two }arger than necessary

as the function of each FIFO pair can be shared with one

FIFO of the same length. However, associated with this

memory reduction is control hardware of increased complexity

to coordinate memory interleaving. Each word in the FIFO is

responsible for storing a state metric and an associated

survivor sequence.

State

Iate I a

metrics

l imi ted

and survivor sequences migrate or recircu-

distance, around the ring of processors,
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each processing cycle. À processing cycle is defined to be

the time required for a processor to take its inputs and

perform an ÀCS operation. Unidirectional information trans-

fers between processors are coordinated by programmed

switches. The control algorithms for each switch are a

function of the current discrete time index k, as defined in

Figure 4.1 .

The feature to note is that the topology is small,

regular and compact with essentially little interprocessor

wire area. The regular structure provides for extensibility

such that the architecture can accommodate arbitrary problem

size instances, in a controlled way. This is a prerequisite

for developing an appropriate silicon compiler for automated

design. The structure also allows one to partition t,he

circuit into processor/FtrO pairs for incorporation onto

separate chips (or printed circuit boards) as available

technology dictates.

Each symbol interval, the circuit accepts a digitized
whitened matched filter output into a dual ported memory or

FIFO queue of v ¡vords. Sv¡itch 55 routes operands f rom this
queue to the appropriate path metric generator, as deter-

mined by Procedure 55, in Figure 4.1. Each path metric

generator serves a unique processing element and is respon-

sible for providing a set of four path metrics each valid
processing cycle, the clock cycle during which the ACs

processor is active, of which there are ,nu-l in v' symbol
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intervals. If the firs! state metric Aenerated in a group

of 2 vprocessing cycles is subtracted from alI others, state

metrics can be conveniently normalized to control register

overflow. Fixed delay maximum-Iikelihood estimates of the

transmitt,ed data seguence are available from the truncated

survivor sequence of any state at each stage of the trellis.

À convenient method to tap into these survivors is to

extract the last v items in the survivor list once every mv

processing cycles which are avaitable from processing

element P... The implicit assumptíon, of course, is that the
v

oldest items in the 5y-element survivor Iist have merged

indicating that a1l states agree on a common ancestry. An

output queue of length v allows the output to present one

output estimate each symbol interval T.

Each processor/ttto set is responsible for processing

states associated with one stage of the trellis. Pipelining

is possible in this recirculation network because newly

generated state information produced by processot 
"j 

can be

passed to the immediate neighbor Pj(*o¿ v)+t so that states

associated with the next stage of the trellis can be

processed even before alI states associated with 
"j 

have

been evaluated. Pipelining al}ows v symbols to be processed

each mV processing cycles. Consequently, hardware Iogic

speed must be Q (mv/vf), a respectable improvement over the

one processor implementation. Even with complete pipelining

each processor P . is idle for one-half of the processing
J

cyc les .
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Although the layout has been

for binarY alPhabets, versions

trary alPhabet sizes shoul'd be

toward real ízaLionsdi rec ted

of this

apparent

processor

[103].

for arbi-

The cascade (like the uniprocessor) solution to p(m) is

mainly dominated by storage. The next section presents a

layout strategy that contains as many ÀCS processors as

storage elements, to within a constant factor.

4.2.3 Linearly Connected Lavouts

À Iinearly connected network of processors is illustrated

in Figure 4.2. It consists of three rovts of processing

ce1ls where each element of a row is fitted with word-

parallel interconnections to its near neighbor. Each row of

this architecture is homogeneous in function. This allows

us to define a column of three processing cells as a stan-

dard building bIock. Linearly connecting *Wl of these

building blocks together comprises a a solution to P(m) with

problem size parameter v . Since this architecture can be

viewed as a systolic array, the results of reference [104]

are particularly relevant to a wafer-scale implementation.

Though this architecture has an unpleasant aspect ratio for

channel memory lengths of interest I SâY V >4, a theorem due

to Leiserson IlOS, p.941 can be used to establish the

comforting fact that a topologically equivalent layout can

be enclosed in a square whose area is at most three times

the area of the original rectangular layout.
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The backbone of this architecture is formed by the middle

roir of processing cells, while the top and bottom roh's can

be viewed as support hardware. The top row takes a clock

signal as input and produces as output a set of seguence

control signals, one for each processor in the middle row.

The bottom row accepts the input signal y k and generates a

unique path metric, one for each processing element in the

middle row. In some implementations this rovr may be

comprised exclusivety of ROM hardvrare. Each processing ceIl

in the middle rolr contains a state metric registerr SUEVivor

seguence register, ACS circuit and control circuitry. The

control circuitry exchanges state metrics and survivor

seguences with a near neighbor as dictated by the seguence

control signals generated by the top rolr of processors.

Path metrics supplied by the bottom row are used to

update the state metric registers each symbol interval. Às

output, the middle roït provides fixed delay estimates of the

transmitted data seguence. These can be extracted from the

truncated survivor sequence resident in the rightmost

processing element.

The sequence of events during one symbol interval in the

center row of processing cells is illustrated in Figure 4.3.

The initial configuration consisÈs of mv sets of m identical

state metrics (and survivor sequences). In a series of near

neighbor transpositions, state metrics are moved ( in only

,nu-1 time steps) to appropriate positions in the one-
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dimensional array in anticipation of the path metrics gener-

ated by y¡. This sequence of steps can be viewed as

unpacking in a stable manner (i.e. lrithout altering their

original order) the items initially in the left half into

the even positions in the array, and those in the right half

into the odd positions of the array. The triangular struc-

ture of the series of transpositions is characteristic of

the control algorithm required for any size problem instance

of P(2).

Àfter the path metrics have been added to the state

metrics, the bottom of the "triangle" consists of having

each even numbered processor compare its state metric with

that of its odd numbered adjacent neighbor. The smallest

state metric of this pair is chosen' normalized to prevent

overflow and then duplicated in its odd-even processor pair.

At the same time the survivor sequence registers are updated

and an estimate of a transmitted symbol in the past history

is ejected from the last processing ce}] in the array. The

events described in the last few paragraphs are then

repeated during the next symbol interval.

Overflow control is achieved by selecting one state

metric and subtracting it from all others. For an efficient

implementation one of the processors in the center of the

array should distribute its state metric into a special

register during the transposition operations. At the bottom

of the "triangle" each processor will have a copy of this
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one state metric to be subtracted from all the newly gener-

ated state metrics.

Hardware logic speed must be n(mvrlf ) in this algorithm

structured VLSI network. The simpler control algorithm this

structure enjoys is paid for by the increased processor area

and reduced throughput relative to the cascade design.

Problem p(m) can be embedded not only in a one-dimensional

array of processors but also in two-dimensional arrays as

demonstrated in the next section.
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4.2.4 Mesh Lavout,s

In this section, lte demonstrate that soluLions to P(m)

can take the form of a compact mesh-type recirculation

network. The two-dimensional mesh layout has a higher

throughput than the linearly connected layouts studied in

the previous section becauSe operands do not always have to

migrate as far through the network of processors. However'

the connectivity is inferior and hence time charges are

greater than the high wire area layouts to be studied in the

next section in that operands in a mesh must circulate

beyond immediate ceIl neighbors before they reach the

correct celI.

The rectangular mesh interconnection

N=mV identical processors (one

a two dimensional array of size

pattern consists of

state), arranged in
rlr

m z . Eachprocessor

as shown in Figure

have two or three

no end-around connec-

each
V
2

for
L

m
I

x

is connected to adjacent neighbors,

4.4(a). Processors at the perimeter

rather than four neighbors; there are

tions. The feature to note is that thi s structure

essent ially

1S a

littlesmall and compact design that requires

interprocessor wire area.

Each cell is a message driven processing element with the

ability to generate, forward and receive messages. Each

ceIl contains an add-compare-select circuit, a path metric

generator (or table lookup), transceiver and multiplexers
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and a microcoded control processor. Conceivably, Figure

a,a(a) could implement a Viterbi receiver with a memory of

four (24=16 states). Two bidirectional communication paths

would be provided to each neighbor for path survivors and

for state metrics. The way in which the processors are

indexed determines the routing algorithm used to move data

between processors. The objective is to use index schemes

which minimize the time spent in routing. A row-major index

schemer âs illustrated in Figure 4.4(a), yields a simple

routing algorithm for each cel}. The routing algorithm is

ultimately determined by the trellis diagram which has been

rearranged in Figure 4.4(b) to exploit a divide and conquer

solut ion paradigm [ 1 06 ] .

The routing steps and the corresponding migration of

state metrics is illustrated in Figure 4.4(c-f ) for a

16-state binary vÀ receiver implemented on a 4 x 4 square

mesh. One stage of an mv state trellis (the trellis diagram

for one symbol interval) is implemented by a collection of

routing steps. The seguence of routing steps, defined by

the discrete time index k, repeats every v symbol intervals

since the state metrics are back in their original starting

Iocation. Communication of information from one cell to its

nearest neighbor is calLed a.unit distance route [107] and

takes time tR. Note that some routing steps require

multiple unit distance routes, to move information from

where it vras produced to where it is needed next. This is
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acconplished by having cells slrap information with near

neighbors. In addition to routing time, processing cells

have an associated processing delay, tAcS. The throughput

of the VÀ, executed on a square mesh is limited by the worst

case number of unit distance routes required in a symbol

interval and the delay of the ACS processing ceIls. lt can

^ 
[v/zl¡ time to rearrange the data among

this amount of time.

preparation for the next ACS step.

a few of the ÀCS+route operations take

The average time for a ÀCS+route for

t,ake as much as O(

the processors in

Fortunately, only

2 
v states is only

symbol interval (r)

bounded by:

Thus, the required

structure must be

orrfr/21 /ù . Consequently, the maximum

this structure could support is lower

T Q (r
ACS

(4.1)

Iogic speed (operations/second) of the

n1, fvtzl / (vr) ) .

^fv/21+á u-r*)

1

Three aspects of the mesh implementation are important .

First, in order to spread the routing step tirne

penalty equally among each symbol interval a FIFO

queue of depth v should be used on the detector input

data stream. The output of the FIFO queue is glob-

ally broadcast to all processing cells. This is the

only global wiring required in the design (besides

power and timing signats).
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2 Second, overflow control of the state metric regis-

ters is not straightforward, if we are determined to

use only the local near neighbor communication paths.

One possible strategy involves normalizing state

rnetrics once every v processing steps ( i.e. , once

every v steps into the trellis), This provides for

the luxury of selecting one state metric, say state

zero, and separating this value from the main compu-

tational data path. During the first lr/21

processing cycles, this value can be broadcast to aII
processing cells, in the same row, using only nearest

neighbor broadcasts (on a dedicated connection). At

this point in time each column has at least one

processing ceI1 with this value stored in a register.

During the next l"/zJ processing cycles, this value

can be broadcast to all processing cells in each

column. Now, all state metrics can be normalized

using this value. This normalization routine is then

repeated in the next v processing cycles. The

penalty paid in this type of scheme is that state

metric registers would have to be several bits wider

than if state metrics ytere normalized each processing

cyc Ie .

Third, the detector output is available at each

symbol interval from the truncat.ed survivor sequence

of any processing cello '

3
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Figures 4.5 and 4.6 illustrate layouts where the number

of. states are not a perfect sguare and where the alphabet

síze is not necessarily binary.

The number of states to be processed could be larger than

N, the number of processors. An efficient means of handling

this situation is very similar to that devised for odd-even

merge sort described in reference [108, p.155J. NaturaIIy,

there is a corresponding performance degradation associated

with achieving varying degrees of parallelism.
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Figure 4.42 THE VA IN À 4rl4 SQUARE MESH
(a) The 4x4 Mesh of Processors labelled in row major order
(b) The rearranged trellis diagram presented in a notation

similar to [t¡at in Knuth [ 109 , p.222f .
(c)-(f)

Routing steps and Migration of State Metrics of a 16-state
binary VA receiver implemented on a 4x4 Square Mesh.
The numerals correspond to state metric labels.
The execution sequence is: cdefcdefcd....

Io 32

4 5 6 7

I 9 to il

r3t2 l4 r5

o

I

4

5

I

9

tz

I

2

3

6

7

I

il

l4

r5
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( o )

(b)

(c)

(d)

Figure 4.5r THE vA IN À 2X4 RECTÀNGULÀR MESH
Routing steps and Migration of State Metrics of a 8-state
binary VA receiver implemented on a 2x4 Rectangular Mesh.
The numerals correspond to state metric labeIs.
The execution sequence is: bcdbcdbc. . . .

Io 2 3

4 5 6 7

o

I

2

3

4

5

6

7
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o 2 3 4 5

(o)

(b)

(c)

(d)

rigure 4.62 THE VÀ IN À 3X9 RECTÀNGULÀR MESH
Routing steps and Migration of State Metrics of a 27-state
ternary VA receiver implemented on a 3x9 Rectangular Mesh.
The numerals correspond to state metric Labels.
The execution sequence is¡ bcdbcdbc.,..

6 7 I

to ilI t2 r3 t4 t5 r6 t7

t8 r9 2t 22 2 ?

o

o

I

?

5

4

5

6

7

I

I

¡o

il

t2

t3

t4

t5

l6

t7

l8

t9

?t

2?

23

?3

26

-62



4,3 LÀYOUTS I.TITH LARGE I^IIRE AREÀ

4.3.1 Shuffle-Exchanqe Lavouts

In this section we propose a shuffle-type recircuLation

network to handle the data flow of the viterbi algorithm

rather than decomposition into one step subtrellis compo-

nents (i.e., butterfly) proposed by other authors 17,72,76f.

However, the shuffle-exchange (Sn) network as defined in the

published literature can only be used to impJ-ement the vA

for binary alphabets (denoted here as 2-SE graphs). WelI

known VLSI layouts for z-SE graphs are extended and general-

ized in this section such that t,hese nevr layouts realize the

VÀ for m-ary alphabets. The shuffle exchange pattern is an

ideaL recirculation network in that one pass through the

network is sufficient to move data to appropriate nodes at
the next time instant. Solutions to P(m) based on the SE

topology are faster than those based on the mesh since the
performance of the mesh is limited by the routing time.
However, to counterbalance their improved time performance

SE circuits are much larger than mesh based ones due to the

increased area required for interprocessor wiring.
NevertheLess, by exploiting the parallelism of the algorithm
in shuffle-type layout slices, arbitrarily large channel

memory rengths (extensibility) can be accommodated whire

maintaining regular communication and control paths.

yrere [ 110 ] originatly proposed in

methodology for parallel computa-

Shuf f 1e

1971 as an

exchange graphs

i nterconnect i on
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tion. It has been shown

Fourier transform (nnr),
that algorithms to compute the fast

among others [111-118] can

this scheme.

matrix multiplication and sorting
be efficiently implemented using

With the advent of VLSI, the question of how to best

layout the shuffle exchange graph on a grid using as little
area as possible is of practical as well as theoretical
importance. Thompson t80l in his Ph.D. dissertation v¡as the

first to address this issue and showed that any layout of

the n-node (n=2v ) shuffle-exchange graph requires

ç(n2/togznl area. Several researchers in the following year

attempted to find layouts which achieved Thompson's lower

bound 196,971. The area layout question was finally settled
by Kleitman et. al. t 91 I . The o {nz/tog2n ) -area layout for
the shuffle exchange graph in [91 ] is asympt,otically

optimal, however, it is not optimal for small values of n

(i.e., n<10 ). Leighton and Miller [119] describe tech-

niques for finding good layouts for small shuffle exchange

graphs. Their technique is generalized in this paper to

allow an area efficient embedding in silicon of the Viierbi
algorithm with arbitrary alphabet size and memory length.

n=2V nodes andThe 2-SE graph consists of

Each node is associated with a unlque v-bi t

K' are

cyclic

v-2'

3n/z

binary

edges.

string
via a

ofK

t sv-1

sv-1'st)-z' '
shuffle edge

(i.e., if K =

if K' is
Two nodes K and

a left or right

,sthenK'=s'0

64

.l to Iinked

shift
s ,fv-1 "o



or Kt = "0, sv_lr ... , =r). Two nodes K and Kt are tinked

via an exchange edge if K and K' differ only in the first

bit. (i.e., if K = sv_1, ... , sl, so then Kt = sv_1, ... t

s r s^). For exampler wê have drawn the 8-node shuffle1' 0

exchange graph on the right side of Figure 4.7(al with Èhe

shuffle edges drawn as dashed Iines and the exchange edges

drawn as solid Ìines.

The above definition for the shuffle-exchange graph as

used by Thompson and others t80l wilt be denoted by G.. The

exchange edge can be defined in another nay. Two nodes K

and K' are linked via an exchange edge if l( = sv_I, ... ,

t I, sO and K' = sv_2, ... , s l, sO, lu_t. This graph,

denoled by G r corresponds to the Viterbi algorithm trellis
S

structure for binary alphabets and is similar to Stone's

perfect shuffle depiction. The two graphs G. and G" are

illustrated in Figure 4.7 for v = 3. Appendix B shows that
there is a sequence of elementary contractions that will map

G. into G". Consequently, Gr can be embedded with algor-
ithms that reside in G". By dealing with G. exclusively it
is not necessary to distinguish between these two sÈruc-

tures.

The collection of all cyclic shifts of a node K is called

a necklace and is denoted by <K>. For example, the necklace

generated by 0011 is <0011> = { 0011, 0110, 1100, 1OO1 }.
Each necklace corresponds to a cycle in the shuffle-exchange

graph and shuffle edges always link nodes which are in Èhe
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same necklace. If the necklace contains precisely v nodes,

then it is said to be full. Otherwise, a necklace contains

less than v nodes and is said to be degenerate. For

example, <0011> is full while <0000> is degenerate. The

partition of the shuffle edges into necklaces is a key part

of the layout technique used to embed the Viterbi algorithm

into silicon.

In the layouts presented in Figures 4.8-4.13 each neck-

lace appears as a dashed rectangle consisting of arbitrarily
long segments of two vertical tracks and unit Iength

segments of two horizontal tracks and each exchange edge

appears as a solid horizontal line segment. Figures

4.8-4.11 are sample solutions to P(2) while Figures 4.12 and

4.13 are sample solutions to P(3). The nodes or ÀCS proces-

sors in the VLSI grid modeJ- layouts are numbered such that
each corresponds to the state metrics they evaluate when

numbered in a "naturaf" ordering. It is not known how best

to order the necklaces in general to minimize the maximum

overlap of the horizontal exchange edges. One simple

heuristic proposed for the binary case [119] is to order the

necklaces from left to right so that the minimum value of

the nodes in each necklace form an increasing seguence.

As can be observed in Figure 4.11, the structure of the

layout faciLitates efficient chip manufacture and data

management, with only seven ACS processors per layout slice
each connected by nonoverlapping horizontal wiring.
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Several other points are worthy of note. The adjacency

matrix of Èhe SE graph has a regular structure. This

allowed an investigation as to the planarity of the graph

generated by considering processing nodes to be one-step

trellis components ( i.e. butterfly). The Hopcroft and

Tarjan planarity algorithm 1120,1211 established that for

4<v<1 0 the digraphs are nonplanar (Àppendix E) ' This

complements the work of Thompson t80l who showed that the

shuffle exchange graph cannot be embedded in silicon using

area Iinearly proportional to the number of nodes. (This

has recently been established 11221 to be a necessary but

not sufficient condition for nonplanarity. ) This test was

motivated by the existance of a general purpose divide and

conguer layout algorithm that produces low area layouts for

a wide variety of families of graphs including planar graphs

of degree four or less [ 98 ] .

To generalize the 2-SE structure presented earlier to an

m-shuffle exchange graph, which corresponds to solutions for
p(m)r wê proceed as follows. Associate each state (node)

with a unique v-digit m-ary string. Shuffle connections are

described by cyclic shifts as before. Exchange connections

are defined by nodes with the same first v-1 digits and the

Iast digit being any valid number within the number radix m

(i.e., 0r1r 2r... rm-1). The resulting graph has a maximum

vertex degree of four. The collection of all cyclic shifts

of a node K is called a necklacer âs before, and is denoted
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by <K>. For example, the necklace generated by 012 is <012>

= {012, 120, 201}. Each necklace corresponds to a cycle in

the m-shuffle-exchange graph and shuffle edges always link

nodes which are in the same necklace. If the necklace

contains precisely v nodes, then it is said to be fu]}.

Otherwise, a necklace containS Less than v nodes and is said

to be degenerate. ff. a necklace contains only one node it

is said to be a self-}oop. As an example, for V=3, <012> is

full while all degenerate necklaces, such as <222>' are

self-loops. It is possible to have a degenerate neckl-ace

that is not a self-loop such as <012012>, for the case V=6.

The partition of the shuffle edges into necklaces is the

layout technique used to embed the VA into silicon.

Às in the binary case, it is not known how best to order

the necklaces in general to minimize the maximum overlap of

the horizontal exchange edges. However' the same simple

heuristic developed for the binary case 11191 appears to be

equally useful in the m-ary case where the necklaces are

ordered from left to right so that the minimum value of the

nodes in each necklace form an increasing sequence.

In Figure 4.12, a shuffle-exchange layout for the Viterbi

algorithm with ternary alphabet and memory two, is shown.

Detaited data flow within the the shuffle exchange graph for

this design is presented in Figure 4.i3(a). Note that each

collection or group of exchange edges is local to three

nodes. As usual, each node is an ACS circuit. The layout
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can be extended to arbitrary memory sizer âs shown in Figure

4.13(b).

In general, fot an m-ary alphabet and memory y there ares

(i) *u nodes.

(ii) m self-Ioops.
(iii) m nodes in each "exchange" edge.

In this context "exchange" edge refers to the

collection of edges defined by the exchange

operation with at least one common node.

(iv) mv-I 'exchange" edges, m of which contain a node

that carries a self-1oop.
(v) 2mv - *u-l edges. This is established as folLows:

m'-m nodes are contained in the necklaces, which

because of their cyclic nature also contain *u-*
edges. The mv-1 "exchange" edges each contain

m-1 edges, ôs illustrated in Figure 4.13(b).

Finally, there are the m self loops that are not

usually illustrated, for a total of 2mV-mv-1 edges.

As a check, consider when mv=2v=n. Then we have

2mv-mv-r=2n-n/2=3n/2¡ âs was known previousry.
(vi) v nodes (eCS units) in each full necklace.

(vii) No more than L(*u - ù/v) full necklaces.

Property (viÍ), above, leads to the following theorem.

DEFI NI TI ON : In
be
or

the domain of natural numbers, let S
a set whose elements are either primes
pseudo primes to the base m.
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THEOREM: In an m-shuf f.Ie exchange graph, there can be no
more than (mv-m),/v f uIi nãcklaces, which occurs
iff v is an element of S.

pROOF: Àn m-shuffle exchange graph with mv nodes has m

self-loops. Consequently, only mv - m nodes are contained

in Èhe necklaces. If all necklaces are fulI then v must be

a factor of mV - m since a fuII necklace, by definition, has

v nodes. By Fermat's Theorem 126), v is a factor of t'- *

when v is prime.

À11 the other numbers that are not prime that satisfy the

equality mv - m - 0 (mod v) are, by definition, pseudo

primes to the base m. For examp).e, 15 is a pseudo prime to

the base 4, because 415- 4 E 0 (mod 15) and 15 is composite

(S * 3). Since S is the union of the two subsets defined by

the primes and pseudo primes to the base m, a sufficient

condition for all necklaces to be full is that v be an

el.ement of S.

Necessity is proved from the definition: if v is not

prime then it must be composite, and a composite number that

satisfies *u - t = 0 (mod v) must be a pseudo prime to the

base m. I

Às an aside, it is interesting to note that the set of

Carmichael numbers [123] are, by definition, pseudo primes

to every base m. In addition, the set of prime numbers are

prirne irregardless of the base m. Theref ore, if V is either

a prime or a Carmichael number then v is a factor of mV m

independent of the val-ue of m.
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ving established an upper bound to the number of

a m-SE graphr w€ will next

aIl necklaces are fuI1.

fuIl
show

LaceS we can exPect in

conlitions under which

In a m-shuffle
other than the
independent of
number.

exchange graph all
m self-Ioops, are
the value of m iff

necklaces,
fuIl
v is a prime

Each node can be identified by a v-digit

L, xV-Zr ..., *j, ...t *1, xO whefe each x

set {0r1r2,...rm-1 }.

string or labe 1

f romj i s drawn

The theorem amounts to proving that for any given node,

her than that involved in a self-loop, no cyclic shifts
ss than v will regenerate the node label iff v is prime.

Assume there exists a cyclic
regenerated. In this case

shift p for which the string
the following sets of equa-

ions must be satisfied.

*v-1 = *v-p-l (rnod v)

xr-z = *v-p-2 (mod v)

(4.2)

x1 = xv-p+l (mod v)

*o = *u-p 
ftnod v)
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üu5

sin9

reorganize the system of equations such that after

any one of the equations in 4.2 the others are

by subscript and arranged in order as follows:

t1

x

(4.3)

x

ecLeð
*u,- x

x *̂z='r t2

lk=tk-1

e that there are k equations generated by such a proce-

êt where 0<k<v. To prove that there is always a sequence

substitution steps that terminates in the last equation

ected with tk=[, ]et us do this by contradiction. Assume

re exists another ru=r.#.Q,, which is the subscript on the

ht side of the last equation. This however, cannot be

=x tk=f,1

t

f

el

he

r9

the last r as r must be on the }eft since each of thekj
indices is represented once and only once on both the left
and right sides of the equality in 4.2 and has not been

eliminated previously by substitution.

Àt this point Yre

O<k<v. Now we will
have established that the r

try to evaluate k.

se lec ted ,

the left,
the subscript on

for a shift of p,

L and that
k I

the

by

Using the first equation

right is related to that on

the following relation:

0, p (rnod v) t1 (4.4)
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le that of the second equation selected is related by:

Lz p (mod v) = 12 (4.5)

sguivalent 1Y from 4.3:

(rnod v) ,2

ich upon substitution of 4.4 into 4.6 yields:

ß,. 2p (nod V) = r

tl -P (4.6)

(4,7)

(4.8)

2

n general, for the kth substitution,

L, kp (rnod v) = rU

ver

tep).

this is
In other

prec i sely

words, the

the step

following

where tk=L, (the last

equation holds:

[, kp (mod v) = g
1

ë kp (nod v) = 0 , where 0<p < v
(4.e)

The only yray that kp (mod v) r 0 | f or v prime , is either
when k (mod v)=0 or when p (mod v)=0. Since p<v we know

that v is not a factor of p and hence p (mod v)=0 can be

discarded. However, there is a solution to k (mod v)=0

which is k=v. But this means that all the rj'r are equaL to
xo which implies that the only degenerate necklaces for v-l
prime are the self-Ioops. Therefore, v prime is a suffi-
cient condition for all necklaces, other than the self-
loops, to be furr.
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¡ecess i tY is proved by the following argument. If v is

pr ime it must be composite. Suppose, in this case, V

5 a faclor Q, where 1<q<v. Then take the node label or

ing xv-1t xv-2' x^ and segment it into contiguousU-

rtions of q digits. Choose values for each digit in a

tríng of q digits f rom the set {0r1r2,... ¡trì-1 } such Èhat

L the digits are not equal in value. (This is always

sible since q>1 and m>1 . ) Place identical copies of this

bstring in each portion of the segmented node Iabe1.

'fLer q shif ts the node label is the same. Since q is less

han Vr the necklace that contains this node is degenerate.

¡cêr if v is not prime there is at least one necklace,

her Èhan the self-loops, that is not full. t

This theorem is significant in that for a particular
implementation all the layout slices are identical for prime

channel memory J.engths. Fortunately, nea r term techno-
logical interest wilr probably be concerned with 1<v<20,

precisely where eight prime numbers reside.

À detailed block diagram of the shuffle layout slice is
shown in Figure 4.14, for p(2) and v= Z. The quantized
input data signat tu is fed to the branch metric 1ookup

table (nou) or combinational circuitry. The corresponding
À's are derivered to the appropriate adders. Two Àcs units
are detailed in this layout slice along with registers for
the path survivors î (o ) .
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4.3.2 Cube - Connected Cvcles Lavouts

À feasible substitute for the shuffle-exchange network is

a relatively nevr 'interconnection scheme known as the

Cube-Connected Cycles. The CCC has been shown to be capable

of efficiently solving a Iarge class of problems that

incÌude the fast Fourier transform, muJ.tiplication, polyno-

mial product, sorting, permutations and derived algorithms

[84]. This section demonstrates that the CCC structure can

be used to solve dynamic programming problems of the type

suitable for implementing the Viterbi algorithm. The

topology of this network can be derived from a boolean

hypercube of 2k vertices by replacing each vertex with a

cycle of k vertices, for a total of k2k vertices. It has a

compact and regular VLSI type structure. In addition, the

CCC is of particular interest because its vertex degree is
independent of the problem size parameter, unlike the hyper-

cube. Unfortunately, the CCC structure as it stands is
capable only of implementing the VA for binary alphabets.

In this section, well known VLSI layouts for the CCC are

extended and generalized such that these neï¡ structures can

realize the VA for m-ary alphabets. These new computation

graphs have vertex degree less than five.

Às opposed to the SE, which implements a recursive

version of the trellis diagram for one time step, the CCC

directly implements several stages of the treLLis diagram,

as illustrated in Figure 4.15 for two time steps. The
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correspondence between the trellis and the CCC layout

visualized by restructuring the trellis diagram as in

¿.15(a).

=v - 1-s.
V

can be

F i gure

)

The CCC concept can be generalized for m-ary alphabets in

the same manner as ttre SE was. Since each node must have a

unique label, associate each node with a unigue v+1 digit
string where all digits are m-ary except the first digit,
which is v-ary (i.e., nodes are labelled from 0r0r0,...,0 to

9-1 ,m-1 ,fi-l ,... rm-1 ). CycIe connections, iJ-Iustrated by the

vertical wires, are defined by nodes with the same last v

digits, the first digit being any number from 0 to v-1.
(Two nodes K and K' are linked via a cycle connection for K

r sv, sv-l r ... , s0 and K' = ãr, sv-l, ... , s0 where ;u is
any digit from 0, ..., v-1 other than 

"u.) 
Cube connec-

tions, illustrated by the horizontaÌ wires, are defined by

nodes which have the "utn digit to the right of sv_l being

any number from 0 to m-1. (Two nodes K and K' are linked
via a cube connection f or t( = sr, "u_r, ... , 

" j, 
... , s0

and Kt - s , s | ... , ; , ... , s forv v-l j 0
j

For an m-ary alphabet and memory Vr the properties of the

generalized CCC are the folÌowing:
(i) ymv nodes.

(ii) mv cycles.
(iii) v nodes in each cycleo

( iv) vmv-lcube connections.

(v) m nodes in each cube connection.
(vi) 2vmv vmv-ledges. This is established as
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f oll.ows: v nodes are contained in each of the

mv cycles, which because of their cyclic
naÈure also contain vmv edges coIIectiveIy.
Then there are v*u-1 cube connections each

with m-l edges. In total, 2vmV -vmV-1 edges.

Àrea efficient VLSI layouts for the CCC are generated

when cycles are ordered from left to right so that the

minimum value of the nodes in each cycle form an increasing

seguence. This concept is illustrated for binary alphabets

in Figure 4.1 6 (b) and for ternary alphabets in Figure

4.17 (c) .

The SE

processor,

However,

pattern,

proc e s sor

because

the CCC is
so that it

has a sJ.ight area advantage over the CCC

of its simpler control algorithm.

a somewhat more regular interconnection

may be easier to wire up in practice.

The regular interconnection pattern can be exploited by

defining a CCC building block, useful in the construction of

vÀ systems with large channel memory lengthsr âs illustrated
in Figure 4.18 . These building blocks would be manufac-

tured as separate chips and arranged on a printed circuit
board or the dies would be integrated onto a silicon wafer

which contains a regular interconnection pattern. This

interconnection pattern would be personalized by the place-

ment of appropriate solder dots, äs illustrated in Figure

4.18(c) and Figure 4.19, after selecting the functionaL
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processors from those available on the wafer in each radial

1íne of Processors.

Only processors in one stage of the trelLis are active at

each time step. This implies that each cycle layout

reguires that the À'3 generated by a quantized received data

signal be fed to successive nodes each time step. This

feature is advantageous in serially transmitting the

survivor seguences, which normally require more bits than

the state metrics, over Iong interprocessor interconnec-

tions. In addition, this feature may allow the structure to

be multiplexed for the detection of data sequences from

several data sources. At most, v independent data streams

can be decoded in a ccc structure with vmv nodes, resulting

in full hardware utilization. Note however that the appro-

priate path metrics would have to mígrate from node to node

around the cycle connection with the state metrics.

The CCC structure may also be used to decode one data

stream v times as fast as the speed of a single ÀCS

processing node and associated routing step. This feature

can be expJ.oited in digital communication over burst noise

channels.

One technique for achieving reliable transmission on a

burst noise channel is the use of time diversity or inter-

leaving 11241. The approach requires no knowledge of

channel memory other than its approximate length, and is
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conseguently very robust to changes in memory statistics.

From a conceptual standpoint, the incoming stream of binary

data is separated into a fixed number, sâY v , of data

streams. Each of the V data Streams is then separately

encoded and the encoded seguences are interleaved together

f.or transmi ssion through the channel . The constant v i s

known as the interleaving degree. Àt the channel output,

the receiver demultiplexes (unscrambles) the received data

streams into V streamsr €âCh stream is separately decoded,

and the decoded data is finally commuted together again.

The idea behind this technique is that successive symbols

within any code word will be separated on the channel by v

symbol time units. Thus in the case of practical channels,

where memory decreases with time separation, the channel

noise affecting successive letters in a code word will be

essentially independent for sufficiently large v .

Consequently, âDy of the coding techniques for memoryless

channels can be used on a burst noise channel in conjunction

with interleaving.

I f the coding technique is a convolutional code of

constraint length K then the appropriate VLSI realization of

the convolutional decoder based on the Viterbi ÀJ.gorithm is

a demultiplexer and a binary CCC structure with vzv nodes,

when the interleaving degree is a multiple of the convolu-

tional code input memory. The hardware is fully utilized

each symbol interval. The channel data rate is limited lo v
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times the speed of a single ACS processing node and routing

süeP '

The structure has the following performance characteris-

,tics. Àn error burst of length v on the channel will look

like single errors to each of the separate decoders in the

structure. Hence, if each decoder is capable of correcting

b errors in a constraint length, then, with interleaving, b

or fewer error bursts of length v or less relative to a

guard space of length at most v(x-b) = v((v+1)n-b) will be

corrected, for a n-output convolutional encoder 1124).

4.3.3 Tree of Meshes Lavouts

Rather than observing that the trellis is in fact a

folded tree structure, this section considers a divide and

conquer layout strategy for the CCC solution to p(m) that

capitalizes on the planar embedding property of binary

trees. Our motivation is provided by the fact that certain

classes of graphs can. be partitioned recursively into pieces

with few connecting edges. This section presents recursive

geometries (floor plans) for realizing the VA in silicon, in

the form of H-tree and Y-tree of meshes. The H-tree of

meshes concept as proposed for other application areas is

known while the Y-tree of meshes construct is presented here

for the first time. These layouts have attractive synchro-

nous clock distribution llZSl characteristics (vis-a-vis

self timed systems) and may be technologically important in
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the automated design and functional partitioning of vLSI

chips 1126,127J.

The binary tree of meshes 11221 is formed by replacing

each node of a complete binary tree with a mesh and each

edge by several edges which link the meshes together. More

precisely, the root of the binary tree is replaced by an n x

n square mesh (where n is a power of 21, its sons are

replaced by n/2 x n meshes, their sons are replaced by n/2 x

n/2 meshes, and so on until the leaves are replaced by 1 x 1

meshes. In all cases connections are made between fathers

and sons so as to preserve the column and row order of the

nodes and to insure that the resulting graph is planar. By

modifying the familiar H-tree layout for binary trees the

N-node tree of meshes can be embedded without edge crossings

in a sguare region, as illustrated in Figure 4.20. The

resulting graph, referred to as the n x n H-tree of'meshes

has N - zn2Log n + n2 nodes. The N-node tree of meshes has
r 1-

an oßa /log-'N)-separator 1122J .

Leighton in his doctoral dissertation 11221 showed how to

embed any N-node planar graph in an O(H log N)-node tree of

meshes. This result has been generalized to arbitrary
graphs. By modifying the standard H-tree layout, an N-node

tree of meshes can be embedded without edge crossings in

area o( N log N).
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Previously, a VLSI layout for the Cube-Connected Cycles

network on N = k2k vertices was presented t841. The cCc

graph has an O(H/IogN)-separator theorem since removing all

edges in one dimension of the original hypercube bisects the

graph, removal of those in another bisects the halves, and

so forth in atl k dimensions (a recursive generalization of

bisector). The CCC and H-tree of meshes have identical

separators as shown in eguations 4.10 and 4.11 below.

orrffirår ...,¡, n2logn + n2
""1o9(n2logn + i¡2)

Èr)

2
2 k

1oq2
k +2 zk2 ko{t zk k 2 k lÌ whenn=2

:-og (2 Iog2 +2

zk .r
2 (4.10)

ot( k2 )lzkIogk2

k22k-r 1
2

ot( )l

o(zk

o(#) o ,#,
(zk )

(4.11)

o
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Consequently, the CCC can be embedded within

meshes topology. Fígure 4.21(b) illustrates

the CCC layout of Figure 4.16(b) embedded in

the H-tree

an example

the H-tree

of

of

of

The

the

of

sepa-

task.

in the

the
u

The
is

meshes T
.+

The CCC layouts for ternary alphabets, presented earlier,
lead to the development of a new construct called the Y-tree

of meshes, the counterpart of the H-tree of meshes.

development of the Y-tree of meshes is guided by

requirement it have a separator theorem identical to that

the ternary CCC layouls. However, the concept of a

rator theorem must be generalized to accomplish this
In the case of ternary alphabets we are interested

cut set which trisects the computation graph.

Definition: Let S be a class of graphs closed under
subgraph relation, that is, if G is an element of S, and
is a subgraph of G, then G' is also an element of S.
class S is said to have an f(n)-triseparator, oF
f (n)-triseparable, if the following condition is true:

There exists a constant
n-vertex graph in S,
c'f(n) edges, G can
disjoint. subgraphs G1,
least n/4 vertices. -

c such that i
then by removin
be

G

partitioned
and G) 3

each

t
I
T

G is an
at most

nto three
having at

A family of graphs, S, has a strong
conditions for an f(n)-triseparator
G1, G2, and G, have at most h+1)/3

The N-node CCC layout

O(N/Iog ll) triseparator
meshes defined below.

for ternary alphabets has

identical to the ternary

f (n)-triseparator if the
hold, and in addition

nodes each.

a strong

tree of
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The ternary tree of meshes is formed by replacing each

node of a complete binary tree with a mesh and each edge by

several edges which link the meshes together as before.

More precisely the root of the binary tree is replaced by an

n x n x n hexagonat mesh (where n is a power of 3), their

sons are replaced by n/3 x n/3 x n/3 meshes, and so on until

the leaves are replaced by 1 x 1 x '1 meshes. Like the

H-tree layout of the binary tree, the Y-tree }ayout is a

recursive embedding of the complete ternary tree in a hexag-

onal mesh. By modif ying the Y-tree layout of Figure 4.22(a')

slightly the Y-tree of meshes is constructed as illustrated

in Figure 4.22(c). The Y-tree layout has a maximum edge

length less than that of CCC layouts embedded in a rectan-

gular grid. This is a desireable feature in that the Y-tree

layout, att.empts to minimize propagation delay of the inter-
processor connections. In a stylized representation, Iarger

channel memory lengths are easily depictedr ês in Figure

4.23. This visual notation highlights the recursive parti-

tioning into pieces with few connecting edges that this
class of graphs enjoy.
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Figure 4.20: TREE STRUCTURES
a) The 4x4 tree of meshes
b) H-tree layout of the 4x4 tree of meshes
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4.4 ÀREA-TIME COMPLEXITY MEÀSURES

Using the grid model described in the last chapterr wê

demonstrate, in this section, that any VLSI implementation

of probl-em p(m) must obey cert,ain functions of the problem

síze parameter that lower bounds particular types of cost

functions such as area*t,ime. This is done by a technique

originally developed by Thompson, using the VLSI grid model

which proves that a minimum amount of information must be

shipped from one part of the circuit to another to solve a

particular problem instance.

As demonstrated above, the speed of a VLSI design may be

limited either by the time taken by arithmetic operat.ions or

by the time taken to get intermediate results to the proper

place. It is the latter that generally places a stricter
limit on large VLSI designs. For algorithms that must pass

data from one side of the communication graph to the other,

the bottleneck in data flow is ultimately quantified and

bounded by the minimum bisection lridth of the graph.

The minimum bisection yridth of a graph is the smallest

number of edges whose removal disconnects one half of the

vertices from the other. The set of removed edges is called
the cut set of the bisection. For example, the minimum

bisection nidth of Figure 4.4(a) is four. In general, the

minimum bisection hridth of a square mesh of N nodes is NL'.
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Thompson found that any VLSI design for an N-point DFT'

wíth a communication graph of minimum bisection width w, is

lower bounded in area and time ay ,2/+ and n/(zw) respec-

tively. Thus he proved the following theorem [128]: If a

VLSI design with area À computes an N-point DFT in time T,

then AT2> N2/16. Since the trellis structure of the m-ary

VA is isomorphic to the signal flow graph of a radix-m DFT,

one would expect similar results to apply to the Viterbi

algorithm. In order to prove this conjecture vte need t,he

following lemma.

LEMMÀ: Given the graph G with *u nodes .nd ,nu*1 edges,

where each node is given a m-ary label xv-l t... rxI'xo and

each node can source m edges (and sink m edges) according to

the following rule:
x ¡... ¡X ,xv-1 0

XV_2r...rXOrXV_1

xv_2r...txOrxv-l
I

then all partitions tbat separate the nodes

disjoint subseLs I a "Ieft siden that contains

nodes and a "right side" that contains l^/zltu-l
the property that n(mv) edges cross the partition

the left and right side.

into two

l^/z)mv- I

nodes have

separating

DEFINITION: Let j be an element from a subset of l^/Z)
integers drawn from the set {0r1 , .. o, m-1 } " In addition,

Iet j, be an element of the remaining l^/21 integers in the

set {0r1, ..., m-1}.
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PROOF':

SteP 1: THE NT,MBER OF EDGES FROM THE LEFT TO THE RIGHT SIDE

1

2

The ln/Zlr¡v- r nodes on the Lef t are characterized by
*u_tÈj, tor example.

The nodes on the right þand- sidç are characterized by
x . = j' f or a total of In/Zlmu- t nodes.

y-I
For the nodes on tÞe left side, Úrr/2) of these nodes
have *u_r=j while l^/21 of theseîod?s have *u_2=j'.
OnIy those nodes on the Left with x.,_o=j have edges
which remain exclusively on the lefÈ 6ide, while those
with x.,-r= j' have edges which go excf usively to the
right ðiðe of the chip.

on rhe left , ln/21*fn/21*mv-2 nodes go to the right
side of the cËip.-

3

4

5

6 Each node has an outdegree of m. However, each edge is
delivering the same staÈe metric to the same side of the
chip so only one wire per node is reguired to cross the
partition.

7 of edqes from th
L^/z)í l^/zf*,¡v- 2

Step 2: THE NTMBER OF EDGES FROM

8. of the f^/zf*mv-l nodes on the
these nodes have ru_2=j.

9. Each of these nodes source m

to the left side for a total
edges

edqes from ihe riqhc sioe
of 1* l*/ù* L^/z_J*-¡v-2

The total number
right side is: 1*

e Ieft side to the
n(mv).

THE RIGHT TO THE LEFT SIDE

right side , l^/2) of

Therefore, the total number of edges that.cut the partition
equals n(mv) + CI(mv) = Q(mv). r

It can be shown that even the

approach, which uses more area, has

width. Using the above lemmar w€ are

prove the following theorem.

104

divide and conguer

the same bisection

now in a position to



:

THEOREM: If a VLSI design with area A executes the

algorithm with alphabet m and memory v in
interval T, then ÀT2> e(m2v).

PROOF: The proof proceeds as an extension of [80].

Vi terbi
symbol

1. À communication graph of minimum bisection width w has

an area greater than n2/4.

2. Àssociate a graph, G, of minimum bisection width w, with
each VLSI design of the vA. Àt treast mr/w time is required
to compute the vÀ with alphabet m and memory v on a vLSr

design t,hat corresponds to G. This is a consequence of the

following property of the vA. with arphabet m and memory v

the algorithm has mv states. The algorithm must pass mv

words along varid state transitions amongst mv states in
each symbol intervar T. rf G is partitioned into two

subgraphs each containing V^/2)*mV-1 and l^/Zf*mv- 
I nodes,

then by the above lemma for some symboJ. intervar the minimax

number of operand transfers between subgraph states in the

trerlis is n(mv). since n(mv) unique signar frow edges as

defined by the trerris cut the bisector, it takes n(mv/w)

time to pass a(mv) operands over w wires.

The arguments presented in 1. and 2. can be immediatery

combined to give the theorem: If a wsl design with area A

executes the viterbi algorithm with alphabet m and memory v

in symbol interval T then AT 
2 > CI(m 

2v) . ¡
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Àt least three designs approach this Jower bound for

p(2), the vÀ for binary alphabets, those with either a

perfect shuffle, CCC or a mesh-type interconnection pattern.

Furthermore, as shown below, the energy consumption

during each symbol interval (power) defined by the AT

measure of complexity is given by et = n(m3v/1. The lower

bound is nearly tight for p(m) in a technology such as CMOS

r¡hich has very Iow static power dissipation (vis-a-vis

dynamic power consumption). This measure can also be inter-

preted as the reciprocal of throughput per unit area.4 À

completely pipelined circuit optimal with respect to this

criterion can be claimed to make best use of this area.

COROLLARY: Any grid model layout of area À thaÈ takes

minimax time T to solve p(m) with algorithm

memory v¡ is lower bounded by Èhe relation

ÀT = a(m3v/ã.

Proof: The area of any VLSI design for P(m) with algorithm

memory v must, be Q(rnv) since each of the t' ACS process.ing

nodes occupies at least unit area. In additionr ãs stated

previously, a communication graph of minimum bisection width

r,r is lower bounded in area and tirne by n2/4 and n(mv/w),

respectively. Consequently, these statements can be

The United States Mititary development program for Very
High Speed Integrated Circuits (UfStC) uses a processing
thioughput per unit area (rp) figure of merÍt defined by:

TP = (gaie density)*(clock rate) - gate-Hz/mmZ.
Contemporáry micropiocessors achieve a TP of = 1 I 10

gai-e-Hz/mm2.
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combined to produce:

arx = fì((mv +
2

w
)rr [t]",

(4.12)
4

= Q(m
v (1+x) -x +

VX ,-*,,
ht m w (4.13)

AT* can be minimized with respect to w since the first term

decreases with increasing w while the second term increases

with increasing w, for 0<x<2. Take the derivative of equa-

tion 4.13 and equate to zerol

a 
1n,v 

(1+x) *-* + *u* *2-*) = 0, ( 4.1 4 )
âw

-xnv(r+x)ui*-l * (2-x) mvx r1-* = o, (4.1s)

1-x
w

v (1+x)
)<IN (4.16)

-x-l_ (2-x)mvxw

2
\,/

x
2-x

m (4.17 )

Therefore,

w= o6'/2) (4.1g)

optimizes ÀT* for 0<x<2. This result can be combined with

equation 4.13 to produce,

ATx=e1,nv(2+x) /2),0<x<z (4,1g)
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For the case, x=1 :

3v/2AT=Q (m ) (4.20)

proving the Corollary. I

4.5 THE CONSTANT FÀCTORS IN VLST IMPLEMENTÀTIONS

This chapter has demonstrated the existence of an area-

time tradeoff for VLSI implementations of the Viterbi algor-

ithm, ât Ieast for asymptotically Iarge problem instances.

Table 4.1 presents the asymptotic ordering of architectures,

discussed in this chapter, in terms of increasing wire area

which corresponds closeJ.y with increasing throughput. This

ordering may be destroyed in implementations of smaIl

problem instances, since the processor area and control

circuitry the neglected constant factors may dominate

the wire area in these situations, forcing certain types of

architectures to lose their asymptotic size advantage.

(Hence, those with simple wiring schemes may be more costly

areawise to irnplement than those with complex wiring

patterns. ) The tradeoffs amongst various architectures may

not be very tractable below some critical problem size

parameter v (i.e., below some critical channel memory-0
Iength uo). Several questions arise from such considera-

tions. Firstr côn we estabLish an estimate of uO? Second,

is v^ of Èechnological interest? tf sor côrt problem'0
instances of v >

using present technology?
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In order to answer these queries, consider the basic

arithmetic circuitry required for binary alphabets. The ÀCS

circuitry can be built in about 105À2, if the word length is

eight bits. This allows room for two adders, a comparator,

tîro multiplexers, subtractor for normalization, a few

registers to hold operands and survivors, and several dozen

gates for control Ìogic and buffering. Àccordingly' up to

64 ACS cells (v=6) could fit on a present day chip that has

t0712 units of ôrea. By partitioning the design onto

several integrated circuits (perhaps using the necklace

approach), which conservatively could expand the design by a

factor of 16, probJ.ern size instances of v=1 0 could be real.-

ized.

By the year 1990, it is expected that approximately 1024

ACS ce1ls could be formed on a 6 cm diameter silicon wafer.

Such a circuit would be capable of handling binary alphabets

with an al-gorithm memory of 10. Partitioning the desígn

onto several wafers would allow problem size instances of

v =14 to be implemented.

The interconnections between the cells have yet to be

considered. In the mesh type layouts, assume that the 10512

cell is 320À on a side. Às a consequence' a 30 to 50 wire

bus is easily accommodated contributing negligible area to

the layout. For v-6, this would allow al} survivor and

state metrics to be transferred simultaneously. The layout

area of an N-element mesh based design is O(N), where N=mv.
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On a shuffle-exchange type design, N ÀCS cells require

O(N2) area of which O(H2-N) area is wire. The area devoted

to wiring could be reduced somewhat by resorting to pipe-

lining and bit serial transmission of state metrics and

survivors, yielding perhaps a 4 to 16 factor in area

savings. In addition, the routing control logic is much

simpler for the shuffle-exchange layout than for the mesh.

The mesh cell, in fact, frôy be as much as a factor of v more

expensive in area, due to this control circuitry. These

considerations imply that for u0 in the range of 3 to 7,

both the mesh and shuffle-exchange layout areas are equal.

Bel-ow this range of vO the size advantage of the mesh-based

design may not be apparent.

Figure 4.24.

This concept is illustrated in

Now, with regards to the processing speed of each of the

ÀCS ce1Is. The adder used in the ÀCS unit can take the form

of a carry-save adder in which ripple carries are used

between stages. The carry circuits can be designed such

that there is only one logic delay per carry. The totaL

carry propagation delay for an 8-bit adder is then only 8t.
Àpproximately, I ns for current CMOS/SOS technology with

one nS gate delays. Look-ahead-carry techniques offer speed

advantages, but not without a corresponding hardware

penalty.

The comparator is implemented by subtracting the two

state metric sums from one another. The actual difference
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is not of interest, only the carry o.ut of the most signi f i-

cant bit of the subtractor. Hence, only the carry portion

of the subtractor need be implemented. The total add

compare time is only one logic gate delay more than the add

'time alone.

Two gate delays are required in the multiplexer circuit'

Eight }ogic delays for normalization of the state metrics'

Ànd finally, eight gate delays are required in reading out

of and into the ACS output registers. In total approxi-

mately 27t logic aate delays are required between clocked

sect i ons .

As mentioned earlier, the shuffle-exchange design would

be expected to be faster than the mesh design above some

threshold problem size V0. In either case ' each

Àcs-normalize step takes about' 27 ns. The maximum routing

time during one symbol interval on a mesh-based design for

v =6, is Æ/Z = 4 unit distance routing st,eps. Allowing

two or three clock pulses per unit route for synchronization

and buffering, routing takes 20 ns if a 5 ns clock is used'

Consequently, in such an implementation a minimum symbol

interval of 50 ns could be supported, f or a 20 lttlz

throughPut rate.

Routing on

with only one

ACS-normal ize

the shuffle-exchange design is somewhat faster

routing step each symbol interval' The total

route cycte is therefore about 33 ns for a
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throughput of 30

exchange layout

instances as the

distance routing

MHz.

15 even

mesh

steps.

The speed advantage of the shuffle-
more apparent with larger problem

design requires ever greater unit

In conclusion, problem instances of uO =6 appear to be

just large enough for the asymptotic time and area analysis.
Above this threshold of vO the results of Table 4.1 would

appear to apply. In addition, it appears that current

fabrication technology is mature enough to implement problem

instances in the range of v=6 to v-10, operating at 10 MHz

to 50 MHz.

With regard to very large problem instances, Seitz [82]

states that in a fully mature MOS technology signal speed on

wires can be expected to be 1cm/3ns, or 18ns across a 6 cm

wafer. Hence, wafer scale integrat ion [ 1 04 , 129] of the

architectures discussed could conceivably operate in the

1 MHz to 10 MHz range.

A currently feasible, three dimensional microelectronic

packaging scheme for the VA can be constructed using a stack

of silicon wafers, ês illustrated in Figure 4.25. This type

of layout strategy is appropriate to problem instances of

all sizes. Signals are passed vertically through the stack

along wire-like data lines composed of feedthroughs (through

the wafers), and microbridge ínterconnects (between wafers).
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The microbridge interconnection concept presents very Iow

parasitic impedanc.es for the feedthrough thus permitting the

use of very smalI, Iow poyter devices to drive the dat,a and

control Iines. The overhead in area associated with a

microbridge is approximately the same as that of an ordinary

bonding pad [ 1 30 ].

The architecture of this scheme is configured such that

data flows in a paralleI fashion out of the elements of one

wafer into all elements of another adjacent wafer. Three

elementaL wafer types are sufficient to implement the VA.

The first wafer accepts a digitized input signal yn and

uses this to address several small lookup tables ( <256

bytesr/table) in which appropriate path metrics have been

stored. The topology of this wafer is regular and compact,

being based on the extremely mature ROM type technology.

Àlternatively, this wafer may contain appropriate digital

correlators and/or arithmetic logic to generate the required

path metrics, perhaps like that described by Frenette and

Peppard [131].

The second wafer, accepts path metrics generated by the

first wafer and calculates appropriate state metrics at each

baud interval. The digital hardware residing on this wafer

consists of adders, comparators and multiplexers

l-"os r-l

processrng

wrres

element

from the

are fed to
comparator output

the underlying third
of each

wafer to
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Y¡ PATH
METRIC
WAFER

STATE
TETRIC
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SEQUENCE
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OUTPUT
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BRIDGE

SPACER

stLlcoN
WAFER

FEEDTHROUGH

Microbridge Conncclor

Figure 4.25: 3-D MICROELECTRONIC PACKAGING SCHEME
FOR THE VÀ

Microbridge interconnections are used between wafers
as developed by Hughes Research Laboratories [130].
Typical dimensions: 7000 um x 7000 um x 2000 pm

for the package of three wafers.

ROM ROM
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indicate the minimum state metric that was selected. This

third wafer is then responsible for maintaining updated

truncated survivor seguence listings for each state. The

digital hardware residing on this wafer consists only of

multiplexers and 20 to 50 bits of memory per node (in a

typical case). Fixed time lag estimates of the transmitted

data (i.e. the output of the VÀ) can be obtained from the

truncated survivor seguence of any state. This wafer could

be replaced with a binary tree of comparators to produce a

minimum path detector if state metrics were transported from

the second wafer.

One important feature to note is that inputs from the

outside world interact with only the first wafer; outputs

from the device are extracted only from the bottom layer.

Of course, clock signals and power would have to be fed to

alI layers. The topology or arrangement of the t'
processing elements on each of the second and third wafers

could be any of those developed in Sections 4.2 or 4.3. Às

an alternative, on the third wafer, the survivor sequence

registers may be consolidated as ilLustrated in Àppendix C.

A signíficant characteristic of this 3-D embedding of the

VÀ in silicon is its potential for extremely low-cost fabri-

cation. The assembly of a 3-D computer consists of simpty

stacking wafers on top of each other, where microbridge

interconnections between circuits are made simultaneously.
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Circuit testing is greatly enhanced with this packaging

concept because of the ceIlular and functional partitioning

of the circuit elements. The various wafers, each homoge-

nous in function can be tested independently. The problems

of very large state space searches encountered in the

testing of unpartitioned VLSI circuitry are thereby elimi-

nated.

Additional economies could be anticipated Í1321, since

avoiding obstacles in a two dimensional environment can

require circuitous routing of wires. One would expect

average wire length to be shorter, with a subsequent savings

in active surface area and power dissipation.

It also appears that optical interconnections for VLSI

systems wilI offer attractive design features over tradi-

tional wiring methodologies. Of particular interest, to the

high speed implementation (several hundred MHz) of the

architectures described in this thesis, is the optical

distribution of clock signals and the optical perfect

shuffle network described in Goodman et. al. [133].
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VLSI STRUCTURES

Chapter V

FOR CORRELATIVE ENCODED MSK
RECEIVERS

5.'I INTRODUCTION

In addition to decoding convolutional codes, and the

demodulation of of intersymbol interference and partial

response PAM signals the Viterbi algorithm is applicable to

maximum Iikelihood demodulation of bandwidth eff icient

continuous phase rnodulations (Cpt'l).

Within the class of CPM signalling schemes, this chapter

presents a vLSI design methodology for synthesizing hi9h1y

concurrent computing structures which directly implements

the Viterbi receiver for Correlative Encoded MSK signals.

}Íhen the source symbols are correlatively encoded using a

first order polynomial, the appropriate viterbi receiver

takes the form of a Cube-Connected Cycles (CCC) Structure,

studied in Chapter 4. Second order encoding polynomials

give rise to a ne¡t type of area efficient VLSI structure

which is a generalization of the CCC structure. The results

are important from the perspective that simple' practical

\ILSI layouts are generated, by a structured design method-

ology, which commercial silicon foundries can fabricate.
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Our interest is focussed on the MSK type of CPM scheme

because: ( i ) tt¡is technique gives rise to signals with

excellent baf¡dwidth efficiency, (ii) the receivers are not

very complex as they either require four or eight states to
be processed and stored during each symbol interval. The

viterbi receiver specified in this paper can be commercially

reaLized today with dies cont,aining less than 32,000 tran-
sistors (excluding synchronization hardware and correlators
for path metric Aeneration) with throughputs on the order of

107 bi t s per second .

The presentation, which follows that of McLane I t a¿ ]

closeIy, is organized into three sections. The first
section introduces details of correlative MSK modulation

which are relevant to the design. In the second section, we

establish that the Viterbi receiver for MSK modulation,

using first and second order encoding polynomials, falLs

within a generalized class of Cube-Connected Cycles

processing structures. VLSI grid model layouts are

presented for these constructs. The fina] section summa-

rizes our findings and presents extensions to multi-h phase

codes and phase estimation.
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5.2 CORRELÀTIVE ENCODED MSK MODULÀTION

The mathematical representation of a CPM signal is:

x(t ) B cos [2tt'f c
t + 0(t) + 0l (s.1)

where B is the carrier amplitude, f. 

" 
it the carrier

frequency, 0 is the phase offset, and 6(t) is the inforna-

tion carrying phase. we assume perfect carrier phase coher-

ence and hence take S = 0 without Loss of generality.

The information

index h=0.5, can be

phase p(t), with modulation

the following form:

(k-1)T < r < kT (5.2)

carryln9

written in

0 (r) 0((k-r)r) * å.dx r!:$:!fr ,

where k is
correlat ive

shaped) for

an integer I T is the bit period and du the

encoded data bit ( implicitly rectangularly

the kÈh bit interval.

In the simpi.e case of no encoding dk=uk, where uk is a

source symbol drawn from the finite alphabet [-1,+1]. This

is the minimum shift keying (¡'tStt) modulation format which is
just continuous phase digital FM with modulaLion index one-

half.

For duobinary MSK, the encoding polynomial is (1+Dl/2,

and thus d =(a +a )/2. The incentive to correlate thek k k-l
data symbols prior to modulation is that duobinary MSK has

Iess phase variation than MSK and conseguently has better

bandwidth efficiency.
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The Viterbi receiver, in this case, is specified by use

of the modulation state diagram in Figure 5.1 (a). The

system states can be divided into two classesr orì€ class

(rype À) occupied at odd bit times and the other class (rype

B) occupied at even bit times. The two cÌasses are shown in

the recursive trellis diagram of Figure 5.1 (b) . Type A

transitions terminate at states 2, 3, 6, 7 while Type B

transitions terminate at states 1, 4, 5, I in Figure 5.1(b).

For tamed freguency modulat,ion [135], the memory in the

modulation is increased by one over that for duobinary MSK,

providing additional band¡vidth efficiency over duobinary

MSK. The encoding potynomiaL in this case is (t +p)2/4,

hence d. = (a- +2a. - +a. -) /4. Thus, âÍr eight state viterbik k k-l k-2
processor can be derived for the MSK modulation with

correlative encoding using the TFM encoding polynomial. The

modulation state diagram of Figure 5.2(a) specifies the

appropriate Viterbi receiver. Type A transitions termi-

nating in states 2,4,6,8, 10, 12,14, 16 are occupied at

odd bit times. Type B transitions terminating in states 1 |

3,5, 7,9,11,13, 15 are occupied at even bit times. The

two classes are shown in the trellis diagram of Figure

5.2(b).
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5.3 VLSI REALI ZÀTIONS

In this section we demonstrate that correlative encoded

MSK type trellis structures can be implemented in a fully

parallel manner on the Cube-Connected Cycles processor

int,erconnection scheme.

For duobinary MSK, the recursive two st,ep trellis diagram

of Figure 5.1(b) can be equivalently implemented by the CCC

structure of Figure 5.1(c). Cycle connections can be iden-

tified as the four vertical loops. Not,e that the data flow

is unidirectional and counterclockwise in each of the loops.

Cube connections , íllustrated by the horizontal wires,

handle bidirectional data Each node contains an add-

compare-select logic circuit for generating state metrics

and a survivor sequence registeri no more than 2,000 tran-

sistors per node are required to implement the required

boolean operations. In addition, it is important to realize

that the path metric for each state transition is obtained

by the correlation function between the received waveform

and the expected signal ltaveform. In duobinary MSK three

pairs of correlators as illustrated in Figure 5.3(a) are

required for this task. In Figure 5.3(b) the complete

duobinary MSK viterbi receiver floorplan is illustrated.

Note that nodes in each cycle "slice" reguire three unique

correlator outputs. Cycle slices can be grouped into two

pairs such that three correlators are local to a pair. This

is the reasoning behind the rearrangement of cycle slices

presented in Figure 5.3(b).
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Fixed time lag estimates of the data can be obtained

alternately from the truncated survivor seguence of any Type

A and Type B processing node. Overflow control of the

finite length state metric registers can be achieved by

choosing one state metric and subtracting it from all other

state metrics of the same type at the appropriate alter-
nating bit period. The carrier and timing signals needed in

the receiver structure are obtainable from the technique

given by deBuda [ 1 36 ] .

MSK modulation with correlative encoding using the TFM

polynomial has a trellis structure which forces us to gener-

alize the CCC structure into a new type of area efficient
VLSI structure which we refer to as the "double CCC" r or

DCCC, shown in Figure 5.4(a). This name is derived from the

fact that an implementation of the trellis of Figure 5.2(b)

requires double the number of cube connections of a standard

CCC, as illustrated in Figure 5.4(b). Note that even though

there are four cycles in the embedding of Figure 5.4(a) the

direction of the data flow in each of the cycle loops is ngt

the same. One other important difference over duobinary MSK

is that five pairs of correlators are required to generate

the required path metrics [134].

124



5.4 DTSCUSSION

The Viterbi algorithm technique as applied to correlative
encoded MSK is just a special case of a dynamic programming

solution to modulo-2.r phase sequence estimation. The same

technigues ttrat were presenÈed in this paper can be extended

to develop special types of digital VLSI phase ]ock loop

equivalents [137].

In additionr the VLSI realization of complex trellis
structures, generated by multi-h phase codes can be reaLized

by an analogous approach. Figure 5.5 shows the trellis
structure and VLSI grid model implementation of a Viterbi
receiver for {2/4, 1/4} constraint Iength 2 phase code

[138].

In conclusion, well structured VLSI layout strategies
have been identified for realizing Correlative Encoded MSK

type Viterbi receivers. When the source symbols are

correlativeJ.y encoded using a first order polynomial, the

appropriate Viterbi receiver takes the form of a

Cube-Connected CycIes Structure. Second order encoding

polynomials give rise to a new type of area efficient VLSI

structure called a DCCC, which is a generalization of the

CCC structure.
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ChaPter VI

coNcLUsIoNsANDSUGGESTIoNSFoRFURTHERSTUDY

6.1 SUMMARY ÀND CONCLUSIONS

Theproliferationofdigitalinformationsourcesand

sinks has brought with it a greater need to convey this

commodityaccurately,rapidlyandinexpensivelyunderthe
constraints of f inite bandwidth and f inite poYter ' In

responsetothisneed,thisthesishasinvestigatedan
approachtobuilding,inavLslformat'digitalcommunica-
tion receivers based on the viterbi algorithm' Recently'

Ford Àerospace corporation and RockwelI International have

jointlydevelopedaconvolutionaldecodingVLSIcircuit,

basedontheVÀ,containing16Acsprocessorsona0.50cm
by 0.73 cm die, using 2 um CMOS/SOS technology. Though this

feat r'as a,,brute force'' existence proof that vLsI tech_

nologyismatureenoughtoimplementsmallprobleminstances
of the vÀ on silicon, Do general design methodology, until

thistime,wasavailableoridentifiedtoguidefuture
develoPments.

In addition, there have been persistent efforts in the

Iiteraturedirectedatinvestigatingdynamicprogramming
structures in VLSI , fot variOUS applications. since the vÀ
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is a dynamic programming solution to estimating a state

seguence this prompts the query, "Is there a relationship

between the VA and concurrent computer architectures that

are a good fit to VLSI?". Th; preceding chapters have

successfully resolved this question by establishing the

nexus between concepts in theoretical computer science and

digital communications. This highlights the importance of

synergistically tracking the research developments in both

disciplines. The major results established in this thesis

are summarized below.

6.2 ST'MMARY OF MAJOR CONTRIBUTIONS

In the preceding chapters several new concepts have been

developed.

1. The concept of a Normalized Kolmogorov Metric Space

has been introduced for implementation within the

Viterbi algorithm. It has the property that distance

in the signal space is bounded. This is a property

of interest in a hardware realization that desires

register and data paths of minimal width. In addi-

tion, the distance measure is parametric in the sense

that it is a function of the probabitity density

function of the noíse source corrupting the signaI.

Though the results are preliminary, this metric space

may find application in suboptimal soft decision

decoding schemes for Gaussian and non-Gaussian noise

sources.
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2 À taxonomy of VLSI processor architectures are iden-

tified for implementing the VA concurrently. These

are classified in terms of increasing interprocessor

wire area. In order of increasing throughput and

wire area: Cascade, Linear and Orthogonally Connected

Mesh, Shuffle-Exchange and Cube-Connected Cycles

Iayouts can efficiently embed the vA in silicon.

These Structures are easily generalized to accommo-

date arbitrary source alphabet sizes and channel

memory lengths. In all cases, good practical layouts

are generated by a structured design methodologY'

which commercial silicon foundries can fabricate.

vLsI grid model layouts of the shuffle exchange graph

are generalized, for the first time, to include

m-shuffle exchange graphs. The structures, in all

cases, facilitate efficient chip manufacture and data

management.

Alt necklaces in a m-shuffle exchange graph are shown

to be fuII when the algorithm memory length is prime.

Cleaving the architecture into fulL necklaces is a

reasonable strategy to use for the integration of the

design. This implies that channel memory Iengths

should always be equalized so that they are a prime

number of symbol intervals.

VLSI grid model layouts of the cube-connected cycles

graph are generalized, for the first time, to accom-

modate m-ary alphabets while maintaining a vertex

3

4

5,
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degree of four. The regularity of the layout allowed

us to define a standard building block which could

reaLize arbitrarily Iarge memory lengths. It has the

potent iaI to decode mult ip)-exed data streams or

interleaved convolutional codes for burst noise chan-

nels.

6. The CCC structure can be embedded in an H-tree of

meshes graph because each is shown to have the same

type of separator theorem. A new recursive construct

called a Y-tree of meshes gras introduced. Thi s

structure can efficiently embed the CCC real-ization

of the VÀ for ternary alphabets.

7. It is demonstrated that the area*time2 product and

the povrer dissipation of the VA is lower bounded by

functions of the alphabet size and algorithm memory

Iength alone. In particular, it ytas shown, using the

VLSI grid model, that if a VLSI design with area A

executes the viterbi algorithm with alphabet m and

memory v in symbol interval T, then at2 t ".rn2u t

where c is a constant dependent on the technology.

Furthermore, any VLSI design of the VÀ has a polrer

consumption (reciprocaJ. of throughput per unit area)

that is lower bounded by ÀT = n(mh/2).

8. Viterbi receivers for correlative encoded MSK are

shown to faII within a generalized class of CCC

structures.
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In summary, the global unifying concept appears to be

t,hat many scientific problems can be classified into grid-
point problem instances represented as a lattice in space

and time. (wires provide interconnection in space; memories

provide interconnection in time. ) This Iattice-structure
often provides for a natural concurrent decomposition in

showing how to orchestrate a single computation so that it
can be distributed across an ensemble of processors.

6.3 STTGGESTI oNs FOR FUTURE RESEÀRCH

Now that several feasible strategies have been unveiled

for implementing MLSE in VLSI, there is a basis upon which

to ask many questions and propose variations to the archi-
tectures. Some of these are now put forth as areas for
further investigation.

1. A study should be carried out to establish the

criterion that is being optimized when selecting the

shortest path length through t,he trellis as measured

in a Normalized Kolmogorov Metric Space. Are there

certain types of non-Gaussian noise processes where

this criterion is advantageous? Do quantized

distance measures that saturate, either through

design or through implementation, have to be opti-
mi zed?

2. The following evolution towards lhe commercial

exploitation of the concepts presented in this thesis
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is envisaged. lnitially, a linearly connected

processor slice, a CCC building block of Figure 4.18

and a 2-SE necklace (remember, make v prime) should

be realized as a minimum path receiver, using hard

decision decoding. The lack of both complex path

metric aeneration and survivor seguences in such a

structure wiII eliminate some design issues and high-

Iight throughput bottlenecks. The ability of these

Iayout slices to handle soft decision decoding and

survivor sequences should then be integrated into the

design, realizing the VA in its complete form. If
convolutional decoders are of interest, puncturing

[139] wiIl provide hardware simplification. Wafer

scale integration technology should then be used to

realize "complete" systems on silicon. The develop-

ment of an appropriate silicon assembler (or silicon
compiler) would help expedite this implementation

strategy.

3. Instead of handling and storing the entire survivor

sequence Iist at each processing node for each symbol

interval, interpreting the survivor sequence list as

a seguence of pointersr âs suggested in 172J, may

remove the necessity to transport the entire survivor

seguence field to successive nodes. Perhaps a subop-

timal scheme can be contrived that contains only one

survivor sequence list for each necklace in a SE

Iayout or for each cycle in a CCC layout. This would
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reduce the memory devoted to storing survivor

seguences by a factor of v. (npproximately an order

of magnitude reduction in memory, not to mention the

associated reduction in wire area, power and/or

transport time, in most, cases of interest.) The

performance of such a system would definitely be

better than a minimum path detector which, by defini-
tion, contains no survivor seguences at aIt.
Computer simulations for channels of interest would

establ ish the magnitude of degradation, however

analytic bounds on the performance of such a system

may be derivable.
4. It is well known that at least ç(22'/12) units of

area are required to embed a 2-SE graph in the plane

under the VLSI grid model assumptions. Since the

nodes themselves only take up O(2v) area, the average

edge length in a planar embedding of the 2-SE graph

is A(2v /r2). Though this thesis has developed good

compact layouts for small SE and CCC graphs, those

precisely of interest in practical applications, it
would be insightful to prove that asymptotically a

m-SE graph (and the corresponding CCC araph for that

matter) requires at least n(m2'/r' ) units of area.

5. The poyrer of recursive structures is their concise

expression. Àre there other recursive strucLures,

ton"uived in the shadow of the tree of meshes, that

are appropriate for m-ary versions of lhe vÀ? One
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construct worth exploring immediately is that of the

Pleated Cube-Connected Cycles (pCCC), proposed in

[140].

6. The work by Moldovan [141] should be investigated to
determine if the mathematical techniques introduced

could be successfully applied to embedding the

Viterbi algorithm in other types of structures.
7. Decoders for other classes of codes defined by their

finite state machine representation (which implies

specific trel]is structures) should be analysed for

their ATx performance. Novel computing structures
for their realization should be pursued.

8. The (volume)**(time)v lower bound should be estab-

Iished for 3-dimensional embeddings of the VA.

g. The ATz lower bound was established for the VÀ, does

this apply to any algorithm for MLSE, in general?
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6.4 CONCLUDING REMÀRKS

This thesis has shown that there is promise in building

VLSI devices that can implement . the viterbi algorithm for
important digital communication tasks. These types of

systems will provide great economies and performance. The

success of such systems will depend on whether appropriate

development costs are expended.

The challenge

table algorithms

tasks.

remarns, as

for other

always,

important

to find VLSI implemen-

digital communication

Ø2
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Àppendix. A

PROOF THÀT THE NORMÀLIZED KOLMOGOROV DISTANCE IS
A METRIC
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PRELIMINARY: A metric space M is a set X in which we can

talk sensibly about the distance p between any two elements

in X. For M to qualify as a metric space, the distance

function P(x,y) must satisfy the three metric axioms:

(i) P(x,y) >0 AND P(x,y) = 0 IFF x=y

(ii) p(x,y) g (yrx)

(iii) p(x,z) : p(x,y) + p(y,z) V x,y,z e x

NOTÀTION: In Chapter 2 a stylized notation was utilized to

represent the two elements between which the distance is to
be measured. Note, that since Ur.Ur, in aIl instances:

p- (V) = p(--, qr) = p(x,y)
nl

pH2(ü) = p(!i, +-) = p(x,y)

In general, pur(ü) indicates that the distance p is to be

measured between the received signal rJ.' and the appropriate

corresponding supremum or infimum of Hypothesis H. .

THEOREM: The space U(x,p) defined by:

the set [ = {stationary random variables e p(glH/, o(elH/}
and the distance measure,

v
max [p (E I sr ) p,p (E I Hz ) pz ] dE f:'p (E I Hr ) pr-p (6 I H, ) p, 

I ag I

xp (x,y) +o
1

2
t- lp(E lHr )Pr -p(E lH2)P2 ldE

constitutes a valid rnetric space, given that x, y e

Note¡ The elements x and y only determine limits of
tion.

x

integra-
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PRooF: ( i ) The denominator of p (x, y)

of two conditional probability densities

of E under the condition of Ht and H,

is an intersection

p(Elnr) and p(6lHz)

Consequently,

0 < Num(x,y) : Den(--r +*) SI AS [x,y] S [--, +-]

:)05 Num(xrv)
Den (--, +-) : 1

:) 0 f p(xrY) 5 1

If

is
x=y then Num(xry)=0.

satisfied.

Therefore, the p (x,y)=0 condition

If the

inf (x)=a
I

condition

noise is hardlimited such that sup(x)=a,

, then in order to enforce the p(xry)=O iff
we must enforce the following constraint:

and

x=y

[xry] C [ar, az]

OR Ix,y] ç (ar, az)
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( i i ) Consider the numerator of p(x ry ) .

Num(xry)

Num (y, x)

f(E)dE

f(6)dE

v
( f(6)d6

x

ty
I gtE)dEl,xf'

x

x

v

rX
I gtE)dEl
Jy

f" e(E)dE) IJx
I

J
l-r

x

v
f(E)dE ft g(E)dEl

J¡

Num (x,y)

The denominator of p is equivalent ín each case.

Consequently,

p(x,y) = p(y,x)

I
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(iii) Let x,y and z be three sample values from the sample

space of the conditional densities p (E I H, ) , o (g I H2).

p(x,y) + p(y,z) > p(x,z) where p(x,y) = #+tJä
4=+ Num(x,y) + Num(y,z) >

Since Num(x,y) is the overlapped part of p(6lHr) and p(Eluz)

between x and y.

Let f(x) be the functional representation of the overlapped

part of the two probabiJ.ity densities. Clearly, f (x) ).0,

Y X.

Now (e.l ) may be equivalently expressed as:

z z
f (E)dE +

v x

Since this is clearly a property of definite integrals the

triangle inequality holds. I

Q. E.D.

144

|''Jx
f (E)dE ì f(E)dE



Àppendix B

PROOF THÀT G t IS CONTRACTIBLE TO G
S
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TIIEOREM: There ls a eequence of elementary contract,l-ons that w111 nap

the recursÍve, blpartlte (shuffle-exchange) graph aa of cardinallty

N=2n , Gt(N) , lnto the recursfve, blpartlte (shuffle) graph G" of

cardtnallty N/2=2t-1, Gs(N/2) , wttere G.(N) and Gs(N/2) fs deflned

by the foLlowlng relaÈlon of lncidence that associaÈes wlÈh each edge a

pafr of vertices X and Xt :

Gr(N): x. + Xl v xt' *Or *lr ...t x . e{0, 1}n-l

x xn-lr Xn-2t "" *lt *O

xn-2, ..., X0, xn-l U xn-lt
t

xl ;o

c(N/2):x +xrv x, x x e {0, 1}
n-2

x" = *n-2t xn-3t *1t *o

U
s n-3 r . "r *0t *rr-2 xn-3, "'r XOr ""*

IMAGE of the node xn_l, xO in X ls the corresPonding

*rt
0

XI =x

DEFINITION:

1. The

node

2. The

OBSERVATION:

1np11clt.

and G I

the next

colncfdent

xn-lt 'o'r xo

CARDINALITY Of

ln Xt

graph G ls defined to be the number of

elements ln lts vertex subseÈ X (or Xr ).

Ttre edge deflned by f: xn-l , ..., x0 * *rr-1 ' ...r xO ls

Each node ln X ls connected to lts lnage Xt since Ga

are recursÍve. (1.e., A node can always talk to lt.s lmage at

clock tlck.) In fact, G can be drawn such that X ls

wlth Xl
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PROOF:

Step 1: Reduce

contractlon of G

the cardinallty (nerge nodee) through an elementary

by applytng the followfng rule:
t

x .tn-l
aaat *o

8: +x .tn-I
aaat x YXIr

xn-l t aaa t *o

Thls lnplfes that exchange edges occur betlreen xn-lr xn-2'

and lts fnage.

...t *1

Note: Hencefortht a node ln Ga wtll

*1 or by the Palr of

be referred to by the label

X -tfrI
labe1s X -, o..t

n-I
Xn-lt '"t

x

*o

ofaoa,

r¡hf ch lt was prevlously cornprlsed.

-E!-"p 2.t As a consequence of STEP I the rule:

h: *rr-1 ' *n-2t "" *o' +X
n- 2

¡ oro¡ X
0

x
n-1

blfurcates. l.le nor¡ have two rules (two shuf f le edges) f or each node'

In order to establlsh these nrles, conslder the following node fn *rt
xn-l t

xn-t t

..., xo

...t *o

Slnce each x , o.r ¡ x
n-1

e {0, 1} one elenent of the above palr wf1l
0

have elther *r-l = *o or *o-r - {
Apply h

get:

xn-lt xn-2' o'or XO +X 2, ".' x0, xn_1 to each node to
n-

xn-2 t

xn-2 t

ooo¡ x6r xn-l

oo'¡ x6t xn-l

Assume thaÈ x
0

xn-I

(the eane derlvatlon applles lf we aasume x x )
0 n-1

Theee nodee can be rer¡rltten as:

x ^tri-¿

X ^tft-¿

"" *lt xn-lt

'oor Xtt Xn-lt

x
n-1
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EythetransfornatlongdeflnedfnSTEPlweknowtheseportloneof

the corresPondlng node pafr belong to the followlng rnapplng:

[- 
*,.r'

L"*,,

o..¡ Xlr xn-lt xn-l
* *ra2r . o. ¡ X1t xn-l

aa.t x1r xn-l¡ xn-l

xrr2 t

xrr2 r

..r¡ tr1r trn-l,

...¡ Xt¡ Xn-lt

xn-r

xn-1
* xrr-zr ... r xlr xn-l

rihtch htag maPPed f ron the vertex x--'rt o..¡ X lnXI

1.e':

*o-1' "'r xl t *rr-zt *l' *rr-1 u xrr-2' aoat *1 t x
1n-

STEP 3: Subtract one (1) fron each fndlces

*ot *rr-2 u xn-3t "'r xor x
2x

n-2'
oro¡ X +x

n-3'
... t n-

0

these are preeleely the rules r¡hlch deffne t,

Hence, Gr(N) ' GB(N/2)

Q.E.D.

148



Appendix C

CONSOLTDÀTED SURVIVOR SEQUENCE MEMORY LÀYOUT

FoR P(2) ÀND \) = 3
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M

M

I

R: I-bit REGISTER
M: ?- to- I MULTIPLEXER

I
I
L -J

D (OOO)

D (OO r)

o x̂ (ooo)

x̂ (oot)

o x (oto)
D (OlO)

D(Oil)
i tont

^
D ilOO)
D flOt)

o x iloo)

x ilot)

o x̂flro)
D ilro)
D ilil)

x̂ ilil)
FROM STATE
COMPARATOR
OUTPUT.

ONE..---- 
STAGE
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Àppendix D

VITERBI SIMULÀTION SOFTWÀRE
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10.
20.
30.
{0.
50.
60.
70.
80.
90.

100.
1r0 .
120 .
130.
140.
150 .
160.
170.
180.
190 .
200.
21.0.
220.
230.
240.
250.
260.
270.
280.
290.
300.
310 .
320,
330.
340.
350.
360.
3?0.
380.
390.
400.
410.
420.
430.
440.
450.
460.
470.
480.
490.
500.
510 .
520.
530.
540.
5s0 .
560.
570.
580.
590.
600.
6r.0.

//GuLAK JoB', r rT'30,c-o','GLEN''/'/ axsc wÀTFIv,sI zE-256K
//GO.SYSIN DD *'S¡Og TIÀTFIV GLENN INOENT'NOT{ÀRN- 

IT.IPLT CIT INTEGER(À-Y ) ------
DOUBLE pnecisioN zsEEDI, ZSEEDo, ZSEED' ZSEEDL

REÀL GGUBFS, Q, GÀIN, DE9, R,ÀD

INTEGER ÀpM(256),BPM(256 ),CPM( 256),DPM(25b1'
¡, EpM(255),FPM(256lrFPM(2s6),HPM(259-L--,^

TNTEGER e¡pùËwiei,cbÈÑewtål,s¡pÑEwi-dj,cnpHew( e)'
r. À¡pöio ié i , ðóÞor,p t e I , s¡poio i e i , cHpolp t a I

TNTEGER 
""Ëöõìäi 

:-ñFõÑi8i ;-óÀi¡Iài,'tïÑÞótB), MINPN(8)

INTEGER QUÀNN(8), QUÀNO(E) .

iNrecen ir,Ioe{3),IER, I 3(1)'14,I 5

iä¡l-õär,t zi,sl,pt(r),P2(I),R(I )'RNorsE
EXTERNÀL SUBRF
DIMENSION ZCHÀN(3)

c
DÀTÀMTNPO/8*O/,t',llNPN/8*o/,QUÀNN./8*0,/',QUÀNO/8*0/
DÀTÀ REFDo /á*ó'/', REFDN/8101 , DATA/3*O/ .

DÀTÀ ÀBPoL D7 8í'o'/, cDþó¡.i / e * o /, eî P oLD / 8 * 0 /' GHPoLD/ I * 0'l
c
c
c
c
c
c

SIMULÀTION OF ÀN LOG2(BUST,I) .BIT WIDE VITERBT RECEIVER

;åi-;-cñÑHÉL üÉuõni or z ÀND PÀrH MEMoRY oF I

ELECTRTCÀL ENGINEERING DEPÀRTî'ÍENT

ITNIVERSITY OF l'fANITOBÀ
WTHHIPEG, MÀNITOBÀ R3T 2N2

VERSION 2.2

(C) P.G. GULÀK

MÀRCH 1983

NOTE: Il'lSL SUBROUTINES REQUIRED: GGVCR' GGUBFS

I4-IOP(1)+1
f5.27
lT-27
ZSEEDL-l'2457 .0D0

SET PÀRÀMETERS

ZSEEDI = 1999.0D0
ZSEED . 123457.0D0
TOUT . 10054
TSÎOP - 10064
BUSW . 256
SUPPRESS . O

ZSNR . 10.00
iËösv -- l-.ásl¡ o r* ( zsNR/2o.0 ) )

23 . Sgnr (3.00) * zSTDEv

c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c

OP
OP
OP

I
I
I

23
t
-1

)-
)e

)-
(1
Q
(3

c

c
c
c

620.
630.
640. C

152



6s0.
660.
670.
580.
590.
700.
710.
720,
730.
?¿0.
750.
760.
770,
780.
790.
800.
810 .
820.
830.
840.
8s0.
860.
870.
880.
890.
900.
910 .
920.
930.
940.
950.
960.
970.
980.
990.

1000.
1010.
1020.
1030.
1040.
1050.
1060.
1070.
1080.
1090.
1100.
r110.
1120.
1130.
1140.
rr50.
1160.
1170.
1180.
11 90.
1200.
]210.
1220.
1230.
L240.
1250.
1260.
t270.
1280.

c

c
c
c
c

c
c
c

c
c
c
c

59

c
c
c

c

Pf(f) . ZSTDEV

GÀIN . 1.000
DEG . 0.00
RÀD - (3.1{159265/180.0) r DEG

INITIÀLI ZE

BIÎS = 0
ERRCNT . 0
MINPER = 0

QUÀNER - 0
ÀBSMO=0
CDSMO=0
EFSMO=0
GHSMO=0

SET CHÀNNEL RESPONSE

ZCHÀN ( ]
ZCHÀN ( 2
ZCHÀN ( 3

ÀREF= (gUSWr/Z )
BREF= ( BUSW,/2 )
CREF= ( BUSW/2 )
DREF= ( BUsw/2 )
EREF= (gUSvt/Z)
FREF= ( BUSW/2 )
GREF= (BUSW/2 ) *
HREF=(BUSW/2)*

ZCHÀN(])+ZCHÀN(
ZCHÀN(1)+ZCHAN(
-zc¡{ÀN(1)+zcHÀN
-ZCHÀN(1)+ZCHÀN
ZCHÀN(1)-ZCHÀN(
ZCHÀN(1)-ZCHÀN(
-ZCHÀN(T)-ZCHAN

- 1.0
= 0.2
= 0.0

0000
0788
432t

SET EXPECTED REFERENCE VÀLUES FOR FO,/RO VÀLUE

*
*
t
*
t
*

0)
0)
.0)
.0)
0)
0)
.0)
.0)

/s.
/s,
)/5
l/5
/5.
/s.
)/s
)/5

3)
3)
(3
(3
3)
3)
(3
(3

2l+
2l-
Q')
(2')
2l+
2l-
QI

1.0 +
1.0 +
1.0 +
I.0 +
1.0 +

1.0 +
1.0 +

1.0 +

ZCHÀN (

ZCHÀN (

+ZCHÀN
-ZCHÀN
ZCHÀN (

ZCHÀN (

+ ZCHÀN
-zcHÀN ( I ) -ZCHÀN ( 2 ) -ZCHÀN

PR]NT 59I ÀREF'BREF'CREF'DREF,EREF,FREF'GREF'HREF
FORì,ÍÀT ( 'l', lOX, 'EXPECTED ISI REF VALUES ', ,/,& g(sx,Isr, ///')
GENERÀTE }.TETRIC SPÀCE

THRES . BUSW ,/ T
SEP-ÀREF-HREF
ZSEP . FLOÀT ( SEP )
HÀLF=SEP/2
ZHÀLF . FLOÀT ( HÀLF )
zs¡cÀD " ( zsrDEv * ( BUsl{ / 1.0.0 ))
zscÀLE . 0.5 / Q( znns / zsIGÀD )

DO 88 I-f,BUSW
'DIF-IÀBS(I-ÀREF)
ZDIF ' FLOÀT ( DIF )
ZT. - I ZSEP - ZDTF'I / ( ZSIGÀD )

ztt. zDtE/(zsIGÀD)
IF ( DIF .LE. HÀLF )

& THEN
ÀPM(I ) - Q(ZX) * THRES * ZSCÀLE

ELSE
ÀpM(r) - (].o/zscÀLE - Q(ztx) ) * THRES * zscÀLE

ENDI F
DIFo¡À8S(¡'BREF)

'ZDIF ' FLOÀT ( DIF )
z,t - ( zsEP - zDtF I / ( zsrcÀD )
ZI.X - ZDls/(ZS¡GÀD)
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1290.
t300.
131.0.
1320.
1330.
1340.
t3s0.
1360.
13?0.
r380.
r.390.
1400.
1410,
1420.
1430.
1440.
1450.
1460.
1470..
1480.
1490.
1500.
1510 .
1.520.
1530.
1540.
1550.
1550.
1570.
1580.
1590.
1.600.
16r.0.
1620.
1630.
1640.
1650.
1660.
1670.
1680.
r.690.
1700.
1.710.
1720.
1?30.
1740.
1?50.
1?60.
1770.
r780.
1790.
1800.
18r.0.
1820.
1830.
1840.
1850.
1860.
1870.
1880.
1890.
1900.
1910 .
1920.

&

IF ( DIF .LE. HÀLF )
THEN

BPÌ.!(I )' Q(zz'l t THRES * ZSCÀLE
ELSE

BPM(I )' (Ì.0/ZSCÀLE - Q(Zxx) ) r THRES r ZSCALE

ENDI F
DIFoIÀBS(I-CREF)
ZDIF - FLOÀT ( DIF )

ix = ( zsEP - zDtF I / ( zsIGÀD )

ZTX = ZDTF/(ZS¡GÀD)
IF ( DIF .LE. HÀLF )

THEN
CPM(I) . Q(ZX) * THRES * ZSCÀLE

ELSE
CPM(I) - (1.O/ZSCALE - Q(zxx)) r THRES t ZSCÀLE

ENDI F'

DIF=IABS(I-DREF)

&

ZDIF = FLOÀT ( DIF )
ZX = ( ZSEP - ZDIF'l / ( ZSIGÀD )

ZXll ' ZDIF/(ZSIGÀD)
IF ( DIF .LE. HÀLF )

& THEN
DPM(] ) = 9(Ztl * THRES * ZSCÀLE

ELSE
DPM(I ) = (1.o,/ZSCÀLE - Q(zxx) ) * THRES t ZSCÀLE

ENDI F
DIF=IÀBS(I-EREF)
ZDIF . FLOÀT ( DIF )
ZX. = ( ZSEP - ZDIF'l / ( ZSIGÀD )

ZXX = ZDTF/(ZSIGÀD)
IF ( DIF .LE. HÀLF )

& THEN
EPM(I ) - Q(zx) * THRES r zScÀLE

ELSE
EPM(I) = (1.o/ZSCALE - Q(ZXX)) * THRES * ZSCÀLE

ENDIF
DIF=IÀBS(I-FREF)
ZDIF . FLOAT ( DIF )

Z\ = ( ZSEP - zDtî ) / ( ZSIGÀD )

ZXX = ZDIF/(ZSIGÀD)
IF ( DIF .LE. HÀLF )

& THEN
FPM(I ) . Q(zzl * THRES * zsCÀLE

ELSE
FPM(I) = (l.o/zscÀLE - Q(zxx)) * THRES * ZSCÀLE

ENDIF
DIF.IABS(I.GREF)
ZDIF - FLOÀT ( DIF )
Zx . ( ZSEP - ZDIF I / ( ZSIGÀD )

ZTT - ZDTî/(ZSIGAD)
IF ( DIF .LE. HÀLF )

& THEN
GPM(T)' Q(LN, i THRES * ZSCÀLE

ELSE
GPM(I ) = (].o/ZSCÀLE - o(ZXX) ) * THRES * ZSCÀLE

ENDT F
DIF-IÀBS(I-HREF)
ZDIF . FLOÀT ( DIF )
zi - ( zsEP - zDrF'l / ( zsIGÀD )

ZXX - ZDIF/(ZSIGÀD)
IF ( DIF .LE. HÀLF }

& ÎHEN
HPM(I) . Q(zX) * THRES * ZSCÀLE

ELSE
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ENDIF
HpM(r) - (I.O/ZSCÀ¡,E - Q(zEx)) * nrnns r ZSCALE

ÀPM(I )'THRES
BPM(I )'THRES
CPM( I ) =THRES
DPM( I ) -THRES
EPM( I ).THRES
FPM( I ) -THRES
GPM( I ) -THRES
HPM( 1 ) =THRES

1930.
1940.
1950.
1960.
1970.
1980.
1990.
2000.
201 0.
2020,
2030.
2040.
2050.
2060.
2070,
2080.
2090.
2100.
2t10.
2t20.
2130.
2140.
21 50.
2160.
217 0.
2180.
2190.
2200.
22t0.
2220.
2230.
2240.
2250,
2260.
2270.
2280.
2290.
2300.
2310.
2320.
2330.
2340.
2350.
2360.
2370,
2380.
2390.
2400.
24I0.
2420,
2430.
2440.

c
c
c
c
c
c
c
c

IF
IF
IF
IF
IF
IF
1F
IF

ÀPM
BPM
cPÌ.t
DPM
EPM
FPM
GPM
HPM

)
)
)
)
)
)
)
)

I
I
I
I
I
I
I
I

.GT. TÎIRES

.GT. THRES

.GT. THRES

.GT. THRES

.GT. THRES

.GT. THRES

.GT. TI{RES

.GT. THRES

)
)
)
)
)
)
)
)

B8 CONTINUE
PRINT , CPM

c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c

À
B
c
D
E
F
G
H

00-00
00- 01
10-00
r0-01
01- 10
01- 1l
11- 10
1l-Lt

STÀTE
STÀTE
STÀTE
STATE
STÀTE
STÀTE
STÀTE
STÀTE

TRÀNSI TI ON
TRÀNSITION
TRÀNSI TI ON
TRÀNSITION
TRÀNSITlON
TRÀNSITION
TRÀNSTTION
TRÀNSITION

ÀB 00 sÎÀTE
CD IO STÀTE
EF 01 STÀTE
GH 11 STÀTE

SM STÀTE METRIC
PM PÀTH METRIC

P PÀTH ( STÀTE TRÀJECTORY

NEW
OLD

DO 99 ITIME - I,TSTOP

GENERÀTE NOISE SÀMPLE

. ----ãoll"åå$ååirurR', rBL,p!,p2, r 3, r 4, r r, r r, r op, zsEEDL, R, I ER )

ZNOISE = R(1)

----;^:1"åïååË, 
zsrDEv, o'0, zNoIsE' zsEEDI' zsEEDo )

' ZSEEDI ' ZSEEDO

T'NI FORT.I

zn-=-ôéÚ¡rs ( ZSEEDI )

ãiìorse---i-2.0 * zR - 1'o ) * zB

GENERÀTE PSEUDO RÀNDOM DÀTÀ

&

ZDÀÎA-GGUBFS(ZSEED
iF--i--zo¡tr .LE. o.s )

ÎHEN DO
DÀTÀ(l) - -I

ELSE DO
DÀTÀ(I) ' I
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c
c

c
c
c
c
c
c
c
c
c
c
c

24s0.
2460,
2470.
2480.
2490.
2500.
2510.
?520.
2530.
2540.
2550.
2560.



2570.
2580.
2590.
2600.
2510.
2620.
2630.
2640.
2650.
2660.
2670.
2680.
2690.
2700.
27r0.
2720.
2730.
2740.
2750.
2760.
2770.
2780.
2790.
2800.
2810.
2820.
2830.
2840.
28s0.
2860.
2870.
2880.
2890.
2900.
2910.
2920.
2930.
2940,
2950.
2960,
2970.
2980.
2990.
3000.
3010.
3020.
3030.
3040.
3050.
3060.
3070.
3080.
3090.
3100.
3110.
3120.
3130.
3140.
3150.
3160.
3170.
3180.
3190.
3200.

c
ENDI F

RBIN - DÀTÀ(l)
Ii ( RBIN .EQ. -1 ) RgtH ' o

ðirr,i 3ñiiit- t-neróo, REFDN, RBIN, RBour )

GENERÀTE CHÀNNEL RESPONSE FOR PSEUDO-RÀNDOM DÀTÀ

zvolTs . DÀTÀ(l )tzcHÀN(1) +p¡t¡(2)*zcHÀN(2)+DÀTÀ(3 ) *ZCHÀN ( 3 )

;ùõ;i{ ; õ;;ñ';'tiãvor,ts * cos(RÀD)) + zNorsE)
ii-t-ãvor,rs .cr. 5.00) zvoLTS = 5'00
ir izvor,rs.LT. -5.00) zvolTs - -5'00

. DATÀ(2)
- DÀTÀ(l)
,8. REFDO(I )

c

c
c
c

c
c
c

DÀTÀ ( 3
DÀTÀ ( 2
DO9¡

9 REFDN(

)
)
=f
I)

L2

DELÀY QUÀNTIZER DECISION FOR LÀTER COMPARISON

QUÀNT * Iir t zvoLTs .LE. o.o ) Qu¡tlt = o

ðiri õiiri-t-óuÁHó, ouÑN, ouÀNr, QBour )

DO 12 I=f,8
OUÀNN(I) - QUÀNO(I)

À/D CONVERT ÀND USE BINARY WORD ÀS AN INDEX TO METRIC SPACE

) - rFrx ( zvolTs * BUSII/10.0 )

IDÀTÀ - 1

STÀRT FIRST BUTTERFLY

LTEMP - ÀBSMO + ÀP}'I(IDÀTÀ)
itsup . MoD(LTEMP,BUSw)
ñipup - EFSMo + BPM(IDÀTA)
NTEMP = MOD(RTEMP'BUSW)

IF (LTEMP.LT.RTEMP)
E THEN DO

ÀBSMN ' LTEIIP
DO I I=1,8
ABPNEV|(I i-ÀBPOLD(I )

ELSE DO
ÀBSMN - RTEMP
DO 2 I=1,8
ÀBPNEW(I i-EFPOLD(I )

c
c
c

c
c
c
c
c
c
c

lDÀTÀ = ( BUSW
IF (¡DÀTÀ.8Q.

/2
0)

c

]

2
ENDIF

cc----------
c
c

LTEMP' ÀBSMO + CPM(IDÀTÀ)
LTEMP - HOD(LTEMP,BUSW)
RTEMP - EFSMO + DPM( IDÀTÀ)
RTEMP . MOD(RTEMP,BUS}¡)

c
IF (1,TEMP"LT.RTEMP)

& THEN DO
CDSMN - LTEMP
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3210.
3220.
3230.
3240.
32s0.
3260.
3270.
3280.
3290.
3300.
3310.
3320.
3330.
3340.
3350.
3350.
3370.
3380.
3390.
3400.
3410.
3420.
3430.
3440.
3450.
3460.
3470.
3480.
3490.
3500.
351.0.
3520.
3530.
3540.
3550.
3560.
3570.
3580.
3590.
3600.
3610.
3620.
3630.
3640.
36Þ0.
3660.
3670.
3680.
3590.
3700.
3710.
3720.
3730.
3740.
3750.
3760.
3770.
3780.
3790.
3800.
3810.
3820.
3830.
3840.

3
DO 3 I.lrB
CDPNEW(I ).ÀBPOLD(I )

ELSE DO
CDSMN . RTEMP
I)0 4 I=1,8
CDPNEþ¡(I )-EFPOLD(I )4

ENDIF
c
c
c
c

END FIRST BUTTERFLY

c
c
c
c
c

STÀRT SECOND BIITTERFLY

LTEMP = CDSMO + EPM(IDÀTÀ)
LTEMP - MOD(LTEMP,BUSW)
RTEMP - GHSMO + FPM(IDÀTÀ)
RTEMP . MOD(RTEMP,BUSW)

c

&

IF (LTEMP.LT.RTEMP)
THEN DO

EFSMN = LTEMP
DO 5 I*1,8
EFPNEW(I )-CDPOLD(I )

ELSE DO
EFSMN . RTEMP
DO 5 I=1,8
EFPNEW(I )=GHPOLD(I )

ENDI F

5

6

c
c
c
c

c

LTEMP - CDSMO + GPM(IDÀTÀ)
LTEMP - MOD(LTEMP,BUSW)
RTEMP * GHSMO + HPM(]DÀTÀ)
RTEMP - MOD(RTEMP,BUSW)

I F ( LTE},IP. LT. RTEMP )

& THEN DO
GHSMN - LTEMP
DO 7 I-1,8
cHPNEw(I )=CDPOLD(I )

ELSE DO
GHSMN * RTEMP
DO I I-1,8
GHPNEW(I ).GHPOLD(I )

ENDIF

7

.8

c
c
c
c

END SECOND BUTTERFLY

c---------
c
C OVERFLOW PROTECT
C FIND MINIMT]M STÀTE METRIC
c

IF ( ÀBSMN .LT. CDSMN )

& THEN DO
MINl=ÀBSMN
l{I NPI * 0
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3850.
3860.
3870.
3880.
3890.
3900.
3910.
3920.
3930.
3940.
3950.
3960.
3970.
3980.
3990.
4000.
4010.
4020.
e030.
4040.
{050.
{060.
4070.
4080.
¿090.
4100.
4110.
4120.
4130.
4140.
4150.
4160.
4170.
4180.
4190.
4200.
4210.
4220.
4230.
4240.
4250.
4260.
4270.
4280.
4290,
¿300.
4310.
4320.
4330.
4340.
4350.
{360.
4370.
4380.
4390.
4400.
4410.
4420.
4430.
4440.
4450.
4460.
4470.
4480.

ELSE DO
l,ll NI.CDSMN
MINPI - f

ENDI F
IF ( EFSMN .LT. GHSMN

& THEN DO
l{I N2'EFSMN
MINP2 = 0

ELSE DO
MIN2-GHSMN
MINP2 = 1

ENDIF
IF ( MIN1.LT. MIN2 )

& THEN DO
MIN - l,lINI
MINP O MINP1

ELSE DO
MIN = MIN2
MINP * l,lINPz

ENDI F
c
c
c

c

c

c

c

c
c
c
c

GENERÀTE TT¡O'S COMPLEI'IENT & ÀDD TO EÀCH STÀTE

MIN=BUSW-MIN
IF ( MIN .EO. BUSI{ ) MIN = O

ÀBSMN=ÀBSMN+MIN
ABSMN = MOD ( ¡AS}ô¡, BUSW )

CDSMN=CDSMN+MIN
cDsMN = MOD ( cDslô{, BUsw )

EFSMN=EFSMN+MIN
EFSI.IN = MOD ( EFS}{ì.I, BUSW )

GHSMN=GHSMN+MIN
GHSMN = MOD ( GHSMN, BUSÍ.¡ )

DELÀY MINIMT'M PÀTH DECISION FOR IÀTER COMPÀRISON

CÀLL SHIFT( MINPO, MINPN, MINP, MPOUT )
DO 11 I-1., I

11 MINPN(I) = MINPO(T)
c
c
c
c
c
c

OUTPUT REGISTER STÀTUS FOR I.ÍÀCHINE

IF ( SUPPRES .EQ. r ) GO TO 77
IF ( ITIME .LT. ,TOUT ) GO TO 77

c
PRINT 21, ITIME,ÀBSMO,CDSMO,EFSMO,GHSMO

2l POnr¡¡r ('' TII{E: 
" 

i6, ' REGISTERS: 
"4(I5,5X))PRINT 20, ÀBPOLD,CDPOLD,EFPOLDIGHPOLD

20 FORMÀT ( 4(/,15X,8r21, / )
c

77 CONTINT'E
c
c---------
c
C END OF' BIT ¡NTERVÀL ÀND PROCESSTNG

C I''ÀKE FINÀL REGISTER TRÀNSFERS
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ec90.
c500.
{510.
4520.
4530.
{5{0.
¿550.
{560.
4570.
4580.
{590.
4600.
4610.
4620,
4630.
4640.
4650.
4660.
4670.
4680.
4590.
4700.
4710.
4720.
4730.
4740,
4750.
4760.
4770.
4780.
4790.
4800.
4810.
4820.
4830.
4840.
4850.
4860.
4870.
4880.
{890.
4900.
4910.
4920.
4930.
4940.
4950.
{960.
4970.
4980.
{990.
5000.
50r.0 .
5020.
5030.
5040.
5050.
5060.
5070.
5080.
5090.
5100.
5110.
5120.

c

c

c

c

c
c
c

ÀBSMO r ÀBSMN
CÀLL SH¡FT ( ÀBPOLD,ABPNET{,O,BOUT])

CDSMO . CDSÌ.ÍN
cÀLL SHIFT ( CDPOLD,CDPNEW,I,BOUT2)

EFSMO - EFSMN
cÀLL SHIFT ( erpoLO,EFPNEW,0,BOUT3)

GHSMO . GHSMN
CALL SHIFT ( GHPOLD,GHPNEW,l,BOUT4)

MÀJORITY VOTE FOR FINÀL DECISION -- T,TBOUT

MBOUT . 0
BSUM = 0
BSUU = BOUT1 + BOUT2 + BOUT3 + BOIII4
IF ( BStÌ't .GE. 2 ) r.rBOUT = I
¡F ( SUPPRES .EQ. I ) GO TO 55
IF ( ITIME .LT. TOUT ) GO TO 55
PRINT 27, RBOUT,MBOUT,MPOUT,QBOUT
FORMÀT ( 15X, 'TRÀNSMIT 

" 
13

& ' MIN. PÀTH 
" 

13, '
CONTINUE

,, ESTIMÀTE"I3,
QUÀNTIZER ', 13, /// )

27

55
c
c
c
c
c

ACCT'MULÀTE ERROR STÀTISTICS

64)GOTOIF ( ITII.IE.LE.
BITS-BITS+1
IF ( RBOUT .EQ.
QUÀNER = QUÀNER

97 rF ( RBOUT .EQ.
MINPER . I.IINPER

98 rF ( RBOUT .EQ.
ERRCNT - ERRCNT

QBOUT+1
MPOUT
+1
MBOUT
+1

99

TO 97

TO 98

TO 99

GO

GO

GO

c

c
c
c

99 CONTINUE

t6

OUTPUT STÀTISTICS FOR SII,ÍULÀTION

ZBUSI.¡ . FLOÀT (BUS¡¡)
I{IDTH. ALOGIo ( ZaUSW ) ,/ ÀLOG10 ( 2.0 ) + 0.2
PRINT 46, T{IDTH
FORMÀT ( '1" lOX, 13, ' BIT PÀRÀLLEL RECURSIVE ÀRCHITECTURE'

, ///// |&

. ZBER - FLOÀT(ERRCNT) / FLOÀT(BITS)
PR]NT 47

t7 FORMÀT( 10X, ' VIÎERBI RECEMR ' , // |
PRINT 28, ERRCNT,BITS, ZBER,ZSNR

28 FORMÀT ( lox, ¡7, ' ERRORS IN 
" 

I8,
& I BITS READ: BER -'1812.5,'FOR SNR.',F4.Ì,'

ZBER - FLOÀT(I{INPER) / FLOÀT(BITS)
PRINT 18

48 FOR¡.|ÀT ( /////, ]-}t, I MINIMT'I'| PÀTH DETECTOR 

" 
//

PRINT 28, I'tiNPER,BITS,ZBER, ZSNR

ZBER - FLOÀT(QUÀNERI / FLOÀT(BITS)
PRINT 49

49 FoRl,rÀT ( /////, tox, ' THRESHoLD DETECToR ', // |

DB',//)
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5130.
51{0.
5150.
5160.
5170.
5180.
5190.
5200.
5210.
5220.
5230.
52¿0.
5250.
5260.
5270.
5280.
5290.
5300.
5310.
5320.
5330.
5340.
5350.
5360.
53?0.
5380.
5390.
5400.
5410.
5420.
5430.
5440.
5450.
5460.
5470.
5480.
5490.
5500.
55r0.
5520.
5530.
5540.
5550.
5s60.
5570.
5580.
5590.
5600.
5610.
5520.
5630.
5640.
5550.
5660.
5670.
5580.
5690.

.5700.
5710.
5720,
5730.
5740.
5750.
5750.

PRINT 28, QUÀNER,8¡TS, ZBER, ZSNR

c
c
c

STOP
END
sugnourrHe sHIFT(oLD,NElt, BITIN, BITour)
INTEGER OLD( 8 ),NEW(8 ),BITIN, BITOUT

c
C ----- SHIFT REGISTER PROCEDURE

c
N=8
Nl-N-1
OLD ( I )'BI TI N

DO 99 I.1,N1
OLD(I+1.) - NEt{(I)

99 CONTINUE
BITOUT - NEW(N)
RETURN
END
suBRourrNE GÀUSS ( ZS, ZM, ZNoIsE,DSEEDI,DSEEDO)
DOUBLE PRECISTON DSEEDI 

'DSEEDOc
C ..-.- PROCEDURE TO GENERÀTE À GÀUSSTÀN R.V.
c

0.0À
DO I I=I'48

I À - À * GGUBFS(DSEEDI)- iNo¡SE - (( A - 24.0 I / 2.0 ) t zs + zvt
DSEEDO - DSEEDI
RETURN
END
TUNCTION Q(X)
REÀL 0,x

c
c ----- Q FUNCTION FOR GÀUSSIÀN NOISE
c

tl=X
IF(X.LT.0.0) X] = -X
rF(xl.GE.t3.0) Go ro 12
tS = t*t
Z = 0.39894228*EtP(-0.5rAS)
IF(Xl.L8.6) GO TO 19
e.- Z,* ( I .0 - t.Q/xsl /\I
rF(x.LT.0.0) Q . 1.0 - Q
RETURN

19 T . 1.0/Ã,0+0.2316419*x1)
8f = 0.319381530
82 = -0.356563782
83 o 1.781477937
84 - -J.821255978
85 = L33027 4429
r-= r* (gl+T* (82+T* (83+T* (84+T*85) ) ) )

Q=F*zir(x.¡,r.o.o) Q.l'.0 - I
RETURN

12 Q - 0.0
tF(x.LT.o.o) Q = l.o
RETT'RN
END

C FT'NCTION Q(X)
C REÀL Q,X,RT2
c
C ----- Q FT'NCTION FOR LAPLÀCIÀN NOISE
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5770.
5780.
5?90.
5800.
5810,
5820.
5830.
5840.
5850,
5860.
58?0.
5880.
5890.
5900.
5910 .

c
c
c
c
c
c
c

c

RT2 . l. {14213562
rF(r,LT.0)GOTOll
Q - 0,5 t ExP ( -1.0' FT2 r t )
GO TO 22

11 9.1,9 - 0.5 * EAP ( RT2r¡ )
22 CONTI NUE

RETURN
END
SUBROUTINE SUBRF (TBL, PI . P2 'I3I'I '151INTEGER I3(1},I{,I5
REÀL TBL(r5,1),P](r),P2(r)

c
è ----- r.rp¡.¡clÀN IÀBLE GENERÀTIoN FoR GGvcR (¡MsL)
c

soRr (2.0 ) ,/ P1( 1)
3,1)--l2,0rPt(1)
3,2) - 0.0
I.4,I4

I,r) . (-11.0 + (I-3)) *
TBL(I,T) .LT, O.O) GO TO

TBL(I,2) . 1.0 - ( 0.

94 0
950
960
970
980
990

TBL
TBL
DO
TBL
IF

Pr(1)
99

5rEAP( -À*TBL(I,1) ))

6000.
6010 .
5020 .
6030,
6040.

99 TBL (I
I CONTI

GOTOl
,2) . 0.5
NUE

orErP(À*TBL(¡,r))

6050
6050

TBL(I4+1 ,1) È +12.0 * Pl(I)
TBL (I { +l ,2) È +1.0
RETURN
END

SENTRY
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10.
20,
30.
¿0.
50.

/ /GULAK JOÊ ' ,,,Î-IM,C-0' ,'GLEN'
// EXEC t{ÀTF I v, SI ZE- 2 56K
//GO, SYSIN DD *
9JOB r{ÀTFMLEN, NOEXT, NOWÀRN

CoMMoN H( 21), R( 2r ), Ks (101) ,br( 30 ),LG ( 30 ) , ¡s (30; r00 )
DÀTÀ LGl30r1/, tS/3000 * 0/

90
100

c
c
c
c
c
c

PROGRÀM TO EVÀLUÀTE DMIN BY EXHÀUSTIVE SEÀRCH OF
BINÀRY ERROR SEQUENCES,

SPÀN OF CHÀNNEL II{PULSE RESPONSE! 20 }.1ÀX
F¡RST 30 SMÀLLEST ERROR SEOUENCES
ERROR SEQUENCE LENGTH 3 100 l.tÀx

C ----- REÀD ÀND ECI{O CHÀNNEL ¡MPULSE RESPONSE
PRINT IO

t0 FoR¡.fÀr (///,r'x, ' L,' ,12x,'(H(K),K.0,1-1)' )
REÀD , LL, (H(t ) ,I.1,, LL)
PRINT , LLI (H(I)'I.T'LL)
MÀX=C*LL

c
C ----- CÀLCULÀTE PULSE ÀUÎOCORRELÀTION COEFFIC¡ENTS (ONE-SIDE)

DO 21 J-I,LL
Sul'l - 0.0
LÀST . LL-¡l+l
D0 20 K.l,LÀST
suu.sw+H(K)rH(K+J-I)

2O CONT¡NUE
R(J) . SIJM

21 CONT¡NUE
c

PRINT , (R(I),¡.1¡LL)
c
C ----- INITIÀLIZE DISTÀNCE SQUÀRED VECTOR (DT) TO LBNGTH IOO

DO 22 M-I,30
DT(M) - l0 0.0

22 CONTINUE

---- INITIÀL¡ZE TRIÀI ERROR SEQUENCE VECTOR (KS) I{ITH ¡NIT ERRORl(s(l) - I
DO 23 L=2, 101
Ks(L) . 0

23 CONTINUE

c
C ----- SET TRIÀL ERROR SEQUENCE LENGTH (LS) POINTER

Ks(2) . 0
LS.2

c
C ----- SCÀN ERROR SEQUENCES UP TO LENGTTI 3 T CHÀNNEL MEMORY

WH¡LE (LS .LE. MÀT .ÀND. LS.LE. ¡OO ) DO
c

DO 4l J-2, l,S
IF(Ks(,1) .EQ,2 ) Ks(J) .-r

4] CONTINUE
c
C .---- CÀLCULÀTE DI STÀNCE OF TRIÀL ERROR SEQUENCE

cÀLL DSTNC (DQ, LS,LL )
c
C ----- REORDER ÀCCI'MULÀTED LTSTS IF NECESSÀR! ELSE DISCÀRD TRIÀL

CÀLL REORDER (DQ ¡ LS )

10r.
rlu.
120.
130.
140.
150 .
t60.
t70.
180.
190 .
200.
2t0.
220 ,
230.
240.
250.
260.
270 ,
280.
290 .
300.
3t0.
320 .
330,
340.
350.
360,
370.
380.
390.
{00.
410 .
420.
430.
¿¿0.
¿50,
¿60.
470,
480,
490.
500.
510 .
520.
530.
540.
550.
560.

c
c

c
c--

5?0
580

600
610

630

590

620

- 162 -



640,
650.
650,
670.
680.
690.
700.
710 .
120.
730.
740,
750,
750.
170.
780.
790 ,
800.
8t0.
820 .
830.
840.
850,
850,
870.
880.
890.
900.
910.
920.
930.
940.
950.
960.
970.
980.
oorì

1000.
10t0,
1020,
1030.
1040.
1050.
1060.
10?0.
1080,
t090.

THEN
KS
KS

ENDI F
CONTINUE

c
C ----- GENERÀTE NEW TRIÀL ERROR SEQUENCE

D0 ¿2 I.2 , LS
¡F(Ks(r ),80. -1) KS(t ) . 242 CONTT NUE

c
2) . Ks(2) + r
{3 M=2, 100
(Ks(M) . EQ, 3 )

KS
DO
IF

M) - 0
H+l) . KS(!.t+1) + I

{3
c
c

c
END 9IHI LE

c ------------
c

----- SET ERROR SEQUENCE LENGTH (LS) POINTER
DO 44 N=2, 101
IF(Ks(N).NE.0)Ls=N

44 CONTI NUE

C ----- TÀBULÀîE RESULTS
PRINT 50

50 FORMÀT ( ///,' DISÎANCS SQUÀRED ERROR SEQUENCE"/)
DO 52 K=l,30
rF(Dr(K).EQ. 100,0 ) co To 99
LN . LG(K)
PRINr 51, Dt(K), (¡s(K,L),L=l,LN)

5l FoRMÀr( 1X,F12. 6, 6X,25r 2, 3 ( /, t9x 25t 2l )
52 CONÎI NUE
99 STOP

END
SUBROUTINE DSTNC (DQ, LS, LL )
coHMoN H(21 ),R(21 ),KS(r0L )

c
c-------------

TÀKES THE TRIÀL ERROR SEQUENCE OF LENGTH (LS) ÀND
DETER}'IINES THE DISTÀNCE (DQ) GTVEN THE CORRELÀTION
COEFF]CIENTS OF THE CHÀNNEL

c
c
c
c
c
c-
c
c1100

11t 0
lr20
I13 0
lt40
115 0
116 0
ll70
118 0
1190
1200
12t0
r220
1230
I240
1250
1260
I270

---.- CÀLCULÀTE DISTÀNCE (DO) CONTRIBUÎED BY R(1)
SUll . 0.0
DO l0 L=I , LS
KSL . KS (L)
IF(KSL .EQ, 0 ) cO TO tOsuM.stu+KsL*KsL

IO CONTINUE
DQtSUU*R(l)

c
C ----- CÀLCULÀTE DI STÀNCE (DQ) CONTRIBUTED BY REST OF Ì VECTOR

SUU - 0,0
DO 21 1r.2, tS
LÀST - M-l
KsM = KS(M)
rF( ßsM.EQ.0) cO TO 2t

c
DO 20 N.l, LÀST
ItN.M-N+l
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1280
1290
1300

KSN . Ks(N)
I F ( I'lN .GT, LL .OR.
suu. slt + KSM*KSN*R

2O CONTI NUE
2]. CONTINUE

KSN .EQ, 0 ) c0 To 20
( I'r¡¡ )

r 310
1320
1330 c

c1340
r350
r350.
1370.
1380
¡390

----- F]NÀL DISTÀNCE FOR THIS lRIÀL ERROR SEQUENCE
DQ . DQ + 2.0 f SUl,l
RETURN
END
SUBROUTINE REORDER (D9, LS )
coMMoN H( 2r ) ,R( 2r ),KS( 101),DÎ(30 ),Lc( 30 ), r s ( 30, too )

TÀKES THE TR]ÀL ERROR SEQUENCE ÀND DETERMINES WHEîHER TTSIDISTÀNCE' (DQ) IS LESS THÀN ÀNY DI SCOVERED SO FÀR.IF SO, THEN IT IS INSERTED TN THE ÀPPROPRIÀTE ÀSCENDING
ORDER OF THE LI ST.

--.-- DEIER}'fINE TIHETHER DQ IS LESS THÀN ÀNY DÎ TN THE LIST
Do 10 ¡.1,30
IDX= I
rF (D0.cE.Dî(rDX)) c0 10 r0
GO TO ]t

1O CONTT NUE
C ----- DQ IS GREÀTER THÀN THOSE IN THE LIST ---> EXIT.

co ro 99
C ----- LÀST ENTRY IN THE LIST - NOTH¡NG 1O PUSH DOT,W - INSERT DIRECT

11 re ( ¡DX,EQ.30 ) GO TO 30
LEFT.30-IDx

c
C ----- PUSH DOWN OTHER ENTR1ES IN THE LIST FOR NE9I MEMBSR

DO 20 M.1, LEFT
K . 30 - M
DÎ(K+l) . DT(K)
LG(R+I}. LG(X)
LN . I,G (K+1 )

c
DO 20 N-l, LN
IS(X+1,N).IS(K,N)

2O CONTTNUE
c
C ----- PUSII NEW DISTÀNCE ÀND ERROR SEQUSNCE LENGTH INTO LIST

30 DÎ(IDX) . DQ
LG(IDX) . LS

c
C ----- PUSH NEI{ ERROR SEQUENCE INÎO THE LIST

DO 31 L.I,LS
¡S(IDx,L) . KS(L)

31 CONTI NUE
c

99 RETURN
END

SENTRY
7 r.000 0.250 0.000 0,500 0.000 0.000 0.s00
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l¿ 00 c
c-
c
c
c
c
c
c
c-
c
c

410 .
420.
430.
440.
¿50.
460,
470.
480,
490,
500,
5t0.
520.
530.
5¿0.

560.
570,
580.

600.
610 .
620.
630.

1640.
650.
560.
570.
680.
690.
700.
710 .
720
730
740

1750,
1760,
!770.
1780.
1790.
1800.
1810.
1820.
1830.
18¿0.
r850.
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¡0.
20,
10.
¿0,
50.
60.
70.
80.
90.

100,
tt0.
120,
130,
140,
150.
160.
l?0.
r80.
190 .
200.
210 .
220 ,
230 .
240,
250.
260,
270,
280.
290.
300.
310.
320.
330.
3{0.
350.
360,
370.
380.
390.
¿00.
410 .
420 .
430,
¿40.
450.
460,
t70 ,
é80.
490.
500.
510 .
520,
530.
5¿0.
550,
560.
570.
580.
590.
600,
610 .
620.
630.
640.

//GLENNJOB r,,,T.8,C.0,L.4, I.8', rEllBED tN PLÀNEr'XSGLEVEL. (1, I )

// EIEC PLIOCG, x=Nl ¡ ÀG.NÀG 
' 
À.NÀ, CSI2E.512K LSIzE-512X

//PLl.sYsIN DD i.'/, 
PÍ.ÀNÀR ET'BEDDTNG ^/,O/à----------- -----------'-* /

07* ¡x ¡xpr,gueNTATI oN oF THE ÀLGoR¡ THtt FRoM */
/T "EFFICIENT PLÀNÀR¡TY TESTINGN ¡N T¡{E ¡]ÀCM VOL.12 (I97¿), ,/
/T BY J. HOPCROFT ÀND R. TÀRJÀN. */,

O/*----------- -------'-----ù /
0PLÀNE !
O DECLÀRE( NU,

2
(ÀL

Àv
(

/* NUMBER OF I¡TXS
/* NUI.'BER OF EDGES
,/T t'ÀX DEGREE IN GRÀPH

PROC OPTIONS( t'ÀIN ) REORDER,

EPS ,
uÀxDEG ,
PÀTHLEN ,
BÀDPÀTH,
ROOT
ÀDJ ( r,r )

].(r)
2 NBR
2 DEG

I NUt't ( r )
27D
2 DEG

I ADJ LIST(
2 .JõTN

CTL )

CTL ,
FI TED,
FIIED,

INIT( 1 ),
,/* ÀDJÀCENCi l.tÀTRIt
FI AED,

/r sET Br iDFsi PRoc
/* il oF ÀDJ wts
,/i wl Í,TST BY ORDER OF DEPTHCTL ,

FI IED,
F¡ XED,

,/T ÀD.JÀCENCY STRUCIURE:
CTL, ,/' À LI S1 OF ÀDJ VTAS , FOR EÀCH vTX
BIT(1), /* SELECT DIRECTED EDGES

,/T ]DENTIFY ÀDJ VTXS
,/* ÀDJ LISTS IN ORDER OF VTA DEPTH
,/* DEPENDENCT GRÀPH
,/* LOWESÎ VTXS REÀCHED BY rROND
/* FROM DESCENDÀNTS OF vTX

DEP (

LOW0 (*), LOt{t(*)

CTL F I XED,
O ( SEGIOP, SEGEND ) PTR, /à L'SÎ OF SEGìTENÎS IN GRÀPH ./

1 SEG BÀSED,
2 NXT PTR, /' 9T 'TO NEÃT SEGMENT */
2 ( PTOP, PEND ) PTR; /. PT TO LIST OF PÀTHS IN SEG */.

o 1 ÞATH BÀSED, /r ¡ p¡tg rN À sEG */
2 NAT PTR, /* NEXÎ PÀTH IN SEG */
2 LEN FI¡ED, /* LENGTH OF CURR PÀTH T/
2 NoDE( PÀTHLEN REFER( LEN )}/T VTAS IN PÀTH */

F] ãED,( MoRE, /r FLÀc END oF sYsIN FILE t/
PLÀNÄR ) /' 'l IF.GRÀPH ¡S STILL EI'IBEDDÀBLE r,/

NULL 
Brr(l)N¡Nrr('1'B),

( sYsIN, SYSPRTNT ) rrr,e;
1 ON ENDFILE( STSIN ) I.IORE . IO'B'

OPEN FILE( SYSPRINT ) PRINT STREÀI'I OUTPUT,
FILE( STSIN ) STREÀT4 INPUT;

O/*----------- ------------'-* /.
O'/* r MÀINLINE * */.
'/t t /.
7* nssaxr¡¡l¡r rHIs ÀLGoR¡THlr Is mo DEPTH-F¡RS¡ sEÀRcHEs 3 */.
'/* */./* 

I. Îaø FIRST FINDS À SPÀNNING PÀr,M TREE, P(G). ./'/* 
USING SOME RESULTS FROM THTS SEÀRCH, THE VTXS ÀRE */,./* 
ónoeBEo ÀS REQUIRED BY THE ETÆEDDING PROCEDURE. */,

'/ù * /../, 
2, APPLY ÀNOTHER SEÀRCII TO P(G), TRÀVERSING IT{E VTXS IN À ,/,./. 

PÀRTICULÀR ORDER. TH¡S SEÀRCH FINDS PÀTHS IN G H.IICH '/,./. 
ÀRE THEN EYBEDDED Í{ITH PREVIOUSLY FOI,ND PÀTHS. i/,./' 
T¡TO¡XC THE PÀTHS IN THE CORRECT ORDER TS NECESSÀRY FOR I/
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650.
660.
670,
680.
690.
700.
710 ,
120,
730,
740,
750,
760 ,
770,
780,
?90.
800.
810 .
820 .
830.
8e 0,
850.
850.
870.
880,
890.
900.
910.
920 .
930.
9{0.

960.
970.
980.
990.

1000.
r010.
1020.
1030.
1040.
1050.

/. TI.IE EMBEDDI NG PRoCEDURE m ¡{oRK PRoPERLY ÀND EFT.ICIENTLY.

/. T¡{IS PROGRÀ}I ExEcuTEs IN À TIT,TE fl{ÀT Ts IINEÀRLY DEPENDENT
NI'MBER OF VERTICES tN G. G SIIOULD BE BICONNECîED

0 GET FILE( STSTN } LIST( NU )i
DO T{H I LE ( I'ORE ) 

'CÀLL ¡NITIÀLIZEt
cÀLL DFS( (Roor), 0, 0 )t
CÀLL ORDER-ÀDJ-LI STS,
CÀLL HÀLF¡{ÀY;
CÀLL EI'IBED ( ÀT,, NT'M.DEG, EPS, NU ) 

'CÀLL wRITE RESULTT
GET FILE( SYSIN ) LIST( NU }'

END;
HÀLFWÀY¡ PROC t

0/.r - - --------- -------------*/
O,/* - DISPLÀY ÀDJÀCENCT r.ßTRIx. *./
l* - rnnn srRucruREs No LoNGER NEEDED. */

o/t------- ---------- ---t'/O PUT F¡LE( SYSPRINT ) ED¡T( (1r0)'.",')( sKrp(3),À, sxrp(2),À )t
CÀLL IIRITE GRÀPH( ÀDJ, VX(*).N8R, NU,rcIvEN G-RÀPH¡ i )t
FREE VX, ÀDJ, ÀDJ_LI ST i

END HÀLFWÀT 
'1 ¡{RITE_RESULT: PROC tO DECLÀRE

0/*
0

( PÀTHCNT, SEGCNÎ ) FIXED,( P, S, Tt, T2 ) PTR'
DI SPLÀY L¡ST OF PÀTHS

PÀTHCNT, SEGCNÎ . O'
PUT FILE( SYSPRINT ) ED]T

( ' PÀTH' , ' r¡rjlrBER ' ) ( SKr p(2 ) , COL (2 ) , À, SKr p, À ) t
DO S . SEGToP nEPEÀT Tl I{I{ILE( S -= NULL )t

SEGCNT.SEGCNT+lt
PUT FILE( SYSPRINT ) EDIT(' (SEGIENT' ,sEGcNT,')' ,' ')( sKrp(2 ),col,(5 ),À,F ( 3 ),À,SKrp,À )t
DO P . S-> PTOP REPEÀT T2 WHILE( P .= NüLL );

PÀT'HCNT.PÀTHCNT+]t
PUT FILE( SÌSPRINT ) ED¡T( PÀTHCNT, ' .,..., ,P->NoDE )( sKrp,F({), À, ( p->pÀrH. LEN )F ( 3 ) )t
T2 . P-> PÀTH.N!T'
FREE P-> PÀÎHt

END t
T1 . S-> SEG.NXI'
FREE S-> SEG t

ENDt
IF PLÀNÀR THEN DISPLÀY DEPENDENCY GRÀPH

IF PLÀNÀR TH!ÌN
Dot

PUT FILE( SYSPR'NT ) EDIT('<< **r PLÀNÀR GRÀPH rr* >>')( SKI p ( 2 ) , COL ( 5 ) , À )t
ÀLLOCÀîE VX( PÀTHCNT }'
CÀLL WRITE_GRÀPH( DEP, V.¡(*).NBR, -PÀTHCNT,

I DEPENDENCY cRÀP¡t3 ' )t
END t

ELSE
IF8ÀDPÀTH<OTHEN

PUT F¡I.E( STSPR¡Nî ) EDIÍ('<< ??? NOT PI.ÀNÀR 3 TOO XÀNY EDGES ??? >>')( sKrP(2',coL(5),À ) t

080

120.
130.
140.
150.
150.
170.
¡80.
190.
200 .
210 .
220 .
230 .

260
270
280
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330
340

ELSE
PUT T¡LE( SYSPR¡NÎ ) EDIT

('<¿ ??? NOT PLÀNÀR: EüBEDDING STOPPED ÀT PATH,,
BÀDPÀTH, r ??? >>' )( sKrP(2),À,r(3).À ) t

FREE VX ' NUl.l ¡ Àt i
END WRI TE-RESULT 

'lINIT]ÀLI ZE: PROC;

^ 
t,.-----------

ö2i - 
^"ro.^tr 

srRucruREs BÀsED oN 'NU' :/,
/T - SET ÀDJÀCENCY LISTS .---i,,

O'/"-------'--- ------.-------------'--------^/
t4l 0 DECLÀRE( R, c,

rx )

I290.
1300.
1310.
1320.

350.
360.
370.
380,
390.

l¿20.
1¿30.
I{40,
1¿50.
1460.
1470,
I¿80.
1490.
1500 .
1510,
1520.
1530.
1540.
1550.
1560 .
1570.
1580.
1590.
1600.
1610 ,
1620,
1630.
16{0.
1650.
1660,
t670.

17
77

0 DOR=
vx
vx

NI

O,/"DEPTH-FIRST SEÀRCHi

,JOIN ='0'B;
> O THEN

,/T INDICES FOR 'ÀDJ'
/r rNDEx FoR iÀv"
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FI ¡ED 
'P POI NTER,

( SUT'Í , REPEÀT ) BUILTIN'
Þß!DEG, EPS . 0i
iîiãã¡óe-ir¡¡ r ñú, ¡¡u l, vr( NU ), Lowo( NU )' Lot¡l ( NU )t
GET FILE( SYSIN ) LIST( À!J )'

NUt
.NBR = 0;
.DEG = SI'M ( ÀDJ(R,*) )'
i .ópc r ¡ßxDec IHEN r'ßrDEG . vx (R ) ' DEG t

È EPS + VX(R).DEG;
END 

'EPS . EPs / 2t
rFEPS>3*(NU-2)

ÎHEN CÀLL NONPLÀNÀR( -1 )'
ELSE PLÀNÀR . rl'B;

ALLOCÀTE ÀDJ-LIST( NU, MÀXDEG )'
DOR.IToNUt

1T0(R)
(R)
vx (R

680

¡X. l;
ÀDJ-LIST( R,T
DOC.ITONU

¡F ÀDJ( R,C
DO;

Àv( R, It )= ct
Ix - Ix + li

END t
ENDi

TI ÀLI ZE'
PROC ( V, P , DEPTH ) REcuRstvE t ----------* /

END
END

1730.
1740,
1?50.
1?60.
1770.
1780.
r'tEtñ
1800.
t810,
1820.
1830.
1840,
1850.
1860,
1870.
1880.
r890.
1900.
1910.
1920 .

,/* 
TNIV¡NSE GRÀPH I{H¡LE STÀCKING I'TXS ÀS ÎHEY ÀRE.CROSSEÐ'

'z* nlìr{-Ñi¡¡ vrx rHpIc¡tEs À TREE ÀRct AN oLD wx (I{HIcH
'z* l'C-üoì-rHr - cuin rnrl s pÀRENT) INDIcÀTEs À FRoND. uPoN

7* ñerôHit¡o rHÈ eno, BÀcK DowN Tl{E srÀcK To rHE PREv vrt
7* ¡HeN CoNTINUE ÀLoNG ITs NExr EDGE.

,/' TI,('U i V¡.LI'ES. HHIC¡{ ÀRE REQUIRED TO ORDER THE VTXS

7* or-iHe sÞÁxN¡ñc PÀLU TREE FoR THE 'EMBED" PRoc, ÀRE./* 
COLLEC,IED DURING 'DFS. .

g'1* -----------
O DECT,ÀRE- (-v; l: ç!r¡! W!-¡N--SPÀNNTNG ÎREE BEING BUILr

p /* PÀRENT OF ivi
iåprx, 7* ¡.¡sr DEPTH * ÀSSIGNED To À rnx
rx, 7t to ¡xoP¡ rrIRU ADJ LIsT
i- i 7. wx ¡P¡ ro "v"



930
9{ 0
950
960
970
980

DO IX
Il
¡F

F¡ AED,
I,II N BUI LTIN'

DEPTI.I, NBR( V ) t DEPTH + T'
LonO( v ), LOwr ( v ). NBR( v );. I TO vx( v ).DEGI. Àv( v, Ix );

vx(l{).NBR.0THEN
Doi

ÀDJ LT ST
CÀLE DFS
IF LOWO (

Dot
¡,or{t
LOW0

ENDt
ELSE IF

LOÌr1
ELSE

r990.
2000.
2010.
2020 .
2030.
2040.
2050.
2060.
2070.
2080.
2090 .
2100.
2110 .
2120 ,
2130,
2740.
2ts0.
2t60 .
2110.
2180,
2t90.
2200.
22t0.
2220 .
2230 .
2240 ,
2250 ,
2260 .
2210 ,
2280 .
2290 ,
2300.
2310.
2320 .
2330.
2340.
2350.
2360 ,
2370.
2380,
2390 ,
2400,
2410 ,
2420 .
2430.
2440,
2450.
2460.
2410 ,
2480.
2490 .
2500.
2510.
2520 .
2530 .
2540 .
2550.
2550.

f{
I{

rx ).,torN .
V, DEPTH )
< LOf{o ( v

I'Bt
THEN

( v I . uln( Lowo(v), Lol¡l (v¡) );(v).¡6ç61 ç¡'
LOWo( w ). LOwo( v ) THEN( v ) . MrN( tol¡1(v), f.ot{t(I{) )t

LofiI( v ) . ¡rrN( Lorrt(v), Lowo(ri) )t
END t

ELSE IF NBR( 9I ) < NBR( V ) ¡, T¡ rr Þ ÎHEN
DO;

ÀDJ-LI ST ( V,IX },JOIN . 'I'B;IF NBR(W) < LOIIO(V) THEN
Dot

Lolll ( v ) - lowo( v );
Lol{o( v).NBR( w)t

ENDt
ELSE IF NBR( 14 } > LO}IO ( V ) THEN

Lowl( v ) . HIN( Lo¡rr(v), NBR(I.t)
ENDi

ENDt
END DFS t

IORDER ÀDJ LI STS: PROC:
O /r---=---=------ ----- --: -- --
O,/T THIS ROUTINE ORDSRS THE ÀDJ STRUCTURE ÀCCORDING TO THE *
/r DEprH oF THE wx IN p(c), THE Roor BEING THE FiRsr LIsr *
,/r rN "ÀL.. *

Ì{E ORDER THE wls IN EÀCH À!J LI ST ÀCCORDI NG TO THEiPHI-FCNi OF THE CORR EDGE. USING À RÀDIX SORT.

)t

O DECLÀRE
CELL( 2*NU+ 1
I EDGE

2(v0¡vl
2 NIT( Y,

z't

PTR,
BÀSED,
FI TED ¡
PTR,

CÀLL ÀDD_EDGE ( Y, Àv(Y, z) )¡

169

FI XED,( P, SÀvE ) PTRt
CELL(r).NULL;
ÀLLOCÀTE ÀL( NU, MÀXDEG ), Nm.t ( NU )tDOY.IIONUt

DoZ.lTOvx( Y ).DEc;
¡F JOIN( y, z ) THEN

ENDt
ENDt
NUì{( * ) .DEc . 0t
DO Z. I TO ( 2rNU+t )t

Do p: aELL( z-i - ñÉpe¡r s¡w r¡tHr LE ( p.. NULL )iNttl( P-> v0 ).DEG. Ntl'i( P-> vO ).DEG + 1r
ÀL( P->vO, Nlrl'l(P->vO),DEG ) . P-> vlt
SÀVE . P-> EDCE. NAT;



257
258
259
260
267
262
263
26¿0.
2650.

580
690

3120,
3130,
3140.
3150.
3160.
31?0,
3Ì80.
3190.
3200.

END t
END t
ÀDD EDGE

/. FOF lHE
1
0
0

FnEE P-> EDGET

I PROC( V,
RÀDI x SORTs

l,l )t
PI,ÀCE ÀN EDGE IN THE ÀPPROPRIÀTE CELL

2660

DECLÀRE( v, w,
cit )

NEf{
C#. PHI-PCN( v,
ÀLLOCÀTE EDGE

FI XED,
PTR ¡

w )t
SET( NEI'¡ )t

267 0 0

700
?10
120
?30
7to

2750.
2760.
2170.
2780,
2790.
2800.
2810.
2820 ,
2830,
2840,
2850.
2860.
2810 .
2880,
2890.
2900.
29t0 ,
2920 .
2930.
2940,
2950 .
2960.
297 0.
2980.
2990 ,
3000,
3010.
3020.
3030.
3040.
3050,
3060.
30? 0.
3080.
3090.
3100.
3110 .

NE9¡-> EDcE,vo ¡ NBR( v )t
NEr4-> EDGE.vl ¡ NBR( w )t
NE}I-> EDGE.NNT . CELL( CII )'
CELL( Cl) . NEw;

END ÀDD EDGE;
- PHr FCNî PROC( V, f¡ )t
o/*------------
O7* ron 2 EDGES vr ÀND vY wE ¡lÀNT x ÀHEÀD oF Y IN iÀL(v,a*)" I
7* ¡t Fnonos FRot{ r oR DESCENDÀNTs oF I REÀcH wxs LowER *
/T T1IÀN FRONDS FROM Y OR DESCENDÀNTS OF Y' t

o/r----------- --- -----------*
O DCL ( V, W, R ) FIAED'

R . 0¡
IF NBR(V} > NBR(II) THEN

R. NBR( t{ ) + NBR( l| )t
ELSE DO'

R.Lowo(w)+LoHo(Hli
rF Lo¡'11( ¡{ ) < NBR( v ) THEN R'R+li
ENDt

RETURN ( R )'

OF G BY ÀTTEIIPTING TO EMBED

/

PLÀNE

G-C IS DTSCONNECTED, CÀLL THE
THE FIRST PÀTH GENERÀTED IN 'PÀTHFINDERi IS À CYCLE, C

CONNECTED COMPONENTS OF G-ð
SEGMENTS. T}IE ÞÀTHS ÀRE GENERÀTED IN SUCH À I{ÀY THÀT ÀLL
THE PÀTHS IN ONE SEGMENT ÀRE FOI'ND BEFORE THE FTRST PÀTH OF

,/T THE NEXT SEGMENT
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FIND THE FIRST PÀTH, PT, OF À SEGMENT S.
tF PI+C+ÀLL PREV SEGMENTS IS PLÀNÀR' ÀND,
IF S+C ¡S PLÀNÀR THEN S+C+ÀLL PREV SEGI{ENTS IS PLÀNÀR'

À PÀTH ¡S EüBEDED EITI{ER ON THE LEFT (EXTERIOR) OR RIGHT
(INTERIOR) OF C. IF Pl ¡S EI.IBEDDED ON THE LEFT (RIGHT) THEN
ÀLL PÀTHS IN S MUST BE EMBEDDED ON T}IE LEFT (RIGHT).

NEEP À STàCK L OF PÀTHS EI¡IBEDDED ON THE ¡,EPT ÀND STÀCK R oF
PÀTHS E},T8EDDED ON THE NIGHT. ¡IE NEED STORE ONLY THg LÀST
vT¡ OF THE PÀTH ON L ÀND R FOR THE FOLLO}¡ING REÀSON:

T{E MÀY EI,ÍÊED À PÀTH STÀRTING ÀT Vl, ENDING ÀT V2' ON THE
LEFT (RIGHI) tF ÀND ONLY TF NO FROND' XY' PREVIOUSLY BI'f-
BEDDED ON THE LEFT (RIGHT) SÀTISFIES V2 < Y < VI.

THE PÀTHS ON L ÀND R CÀN 8E GROUPBD INTO BLOCKS SUCH THÀT THE

PLACEI,IENT OF ÀNY ONE PÀTH DETERüINES THE POSITION OF ÀLT'
PÀTHS IN fHE BLOCI(,



3210,
3220 ,
3230,
3240,
3250.
3260 .
327 0.
3280.
3290,
3300,
33t0,
3320.
3330.

340.

360.
370,
380,

400.
{10,

,/T THE ÀCTUÀL EI4BEDDI NG IS DONE THROUGH 'PÀTHF¡NDER" 
' 

ONLY i/
,/T THE INITIÀLIZÀTTON OF VB!,S ¡S DONE HERE. }/

0/t----------- ------------- -* /
I DECLÀRE( STÀCK( O ¡ EPS ),

NE¡T (-1. : EPS ),
L ÀND R STÀCXS
PTS TO
NEXT (-1
NEXT( O

PTS TO TOP OF R
PTS TO TOP OF L

NAT I'STÀCK' ENÎRY

F(I)=TERMINÀL \'TX OF PÀTH I
# OF IST PÀTH CONTÀINING l¡IX
I NVERSE OF iFi
L] ST OF VTXS IN CURR PÀTH
IST ÀVÀIL POSN IN iSlÀCK"
CURR PÀîH #
STÀRT OF CURR PÀTH

F ( I: EPS-NU+I
FPÀTH ( I3 NU ),
FIìÍV ( O ! NU ),
CURR ( NU+l ),
FREE ,
P,
s

ÀL( *,r ),
DEG ( T ),
IIPS, NU

BTOP
I B( 0 : NU ),

2 ( l, Y )

( LEFT
RIGHT

) FIXED S1ÀTI C,
ÀLLOCÀTION 8Ul LTI N t

NEXT'( RIGHT }, NEXT( LEFT ), STÀCR( O ).0'
0 B(o).¡, B(o),Y,

BTOP . 0t
FINV( * ) .0t

0 FREE, FPÀTH( nooT ) . I'
ALLOCÀTE DEP( EPS-NU+i, EPS-NU+I );
DEp( *,r ) t0,
SEGTOP, SEGEND . NULL;

O CÀLL PÀTHFINDER( (ROOT) )'
DUIIP: PROC t

DCL z FIxED; PUT EDIT('RTGHT:')(SKtP(3),À);
DO Z=NEXT ( RI cHT ) REPEÀT NExT( z ) ¡{HILE ( z-.0 ) t

PUr EDrr(STÀCK(Z )) (r( S) ); ENo;
PUT EDIT(,LEFT :. ) (COL(1),À) I
Do z.NElr(LEFT) REPEÀÎ NEXT(z) ltï¡LE(z'.0)t

PUT EDIT(STÀCK(z) ) (¡(3 ) ) ¡ END;
PUT EDrr ( , BLOCKS: ' ) (COL (1) ,À) t
DO Z.BTOP TO 1 BY -lt

prr¡ EDrr(, (,,srÀcK(B(z).r),srÀcK(B(z).Y),' )' )(À, (2)F(3),À);
END' END DlrMPt

1 PÀTHFTNDER: PROC( V ) RECURSIVE;
0/t,------- --------------*
O/T PROCESS THE ÀDJ ¡.IST OF EÀCH VTX. t
/'t IF \¡I IS ÀN ÀRC TI{EN ISSUE À RECURS IVE CÀLL TO CONTINUE *
,/* ÀLONG THE PÀTH. ÀFTER RETURING FROI.I PROCESSTNG ÀN ENTIRE *

FIAED,

FI XED,
FIXED,

34
34
34
3{
34
34
34

FIXED,
TNIT( O

]NIT( -1

350
351
3520.
3530.
3540.
3550,
3560,
3570.
3580.
3590.D
3500.D
3610,D
3520,D
3630.D
3640.D
3550.D
3560.D
3670.D
3680,D
3690.D
3700.
3?t0.
3120 ,
3?30,
3?40.
3750.
3?60.
3770.
3780.
3790.
3800,
3810 .
3820,
3830.
3840,

SEGMENT,
THEM INTO

ÀTTEMPT TO PUT ÀLL NEW BLOC¡(S ON L TI{EN GÀTI{ER
ONE 8LOCK.

IF VI.' IS À FROND THEN T{E I{ÀVE REÀCHED THE END OF À PÀTH.
THEREFORE T{E ÀTTBI.{PÎ TO EI.IBED THE PÀTH.

0/*
DECLÀRE(v.n,

IX,
T,P, RP.
sÀvE s

/* 't{i ¡s ÀDJ To ''v'
/* TO ¡NDEX THRU ÀDJ LTSÎ OF V
,/T LEFT t. RIGHT'STÀCK'PTRS
/. T.OCAT. VBL TO SÀVE G¡.OBÀL 'Si
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85
85
87
88

¿040
¿050

20"
394

396
397
398
I OO

400
401
402
¿03

) F¡AED;
SÀvE S . S;
Do IÍ.IroDEc( v),

w¡ÀL(v,¡¡),
IF S . 0 THEN CÀLL NEI{_pÀîH ( V, SÀ!¡E_S )t
PÀTHLEN . PÀTHLEN + It
CURR( PÀTHLEN ).wt
IFV<WTHEN

/r w Is À TREE ÀRC
Dot

FPÀTH( T{ ) . P;
CÀLL PÀTHFINDER( ÍI )'
¡F PLÀNÀR TIIEN

DO;
CÀLL REHOVE HI VTXS ( V ) 

'IF FPÀTI{ ( W-) ;= FPÀTH( V ) THEN
cÀLL ì|oVE_NEI{_BLOCKS ( LP, Rp, t{ )t

END t
ENDt

ELSE
/* vn Is À rRoND

0

{060,
4070,
4080,
¿090.
4t00.
4]t0.
4120.
4t30.
4t40.
4t50,
¿t50.
¿170.
4180.
4190.
4200,
42L0.

4230,
4240.
¿250,
4260,
4270 ,
{280.
4290.
¿300.
4310.
¿320.
¿330.
{340.
4350.
4360.
4370,
4380.
4390.
4400,
¿{10.
4420,
¿430.
4440.
4¿50.
¿¿60.
4470,
{{80,

0/*

0/1,
0
0

DO;
IF PLÀNÀR THEN

Dot
F( P ) . Wt
cÀLL S}¡rTCH_BLOCKS ( LP, RP, W )t
CÀLL PÀT!¡_EPI LOGUE ¡

END;
CÀLL STORE PÀTH'
S . 0t

END;
ENDt

I PÀTH EP¡LOGUE¡ PROC;o/*----=------ ----------- -- -*
O/* - 1? THE PÀTH IS NOT C THEN STÀCK THE PÀTH ON L. *
/I - ADD NE}I BLOCK THÀT CORRSSPONDS TO I,NION OF OLD BLOCI(S *
/* DELETED ]N iSWITCH BI,OCKS,i t
/* - F¡NÀLLY, IF CURR PÀ-TH IS NOT À STNGLE FROND, ADD AN *
/* END OF STÀCK MÀRKER TO R TO PREPÀRE FOR À RECURSIVE '/^ cÀLL, t

0/t-----------
O IF 14 > I THEN

Dot
CÀLL ÀDD STÀCK
rF T,P - 

'E¡T

( tEFT, W )t
ÎHEN LP . NEXT( LEFT );

ENDi
IF RP = RI GHT
IF(LP.-0)

CÀLL ÀDD B
ÎFv.=STHEN
FIw( n ). Pt

THEN RP . 0t
l(np-.0) l(v..s)THEN( LP, NP )'
CÀLL ÀDD-STÀCK ( RIGHT, O );

pRoc( v )t
ÀFTER ÀLL SEGMENTS STÀRTING ÀT vTT V(I+J.) HAVE BEEN EXPLORED
ÀND EMBEDED, SEGMENTS STILL TO BE EAPLORED STÀRT ÀT VTXS NO
GREÀTER THÀN V(I}. THEREFORE REMOVE ÀLL OCCURRENCES ON L
ÀND R (ÀND THE CORRESPONDING BLOCKS ) OF VTXS >. V(I }.

DCL V FI ¡ED 
'DO Wlr¡ LE( ( srÀcK( B(BToP).E ) >" V | 8(BToP).x.0 )

e ( sTÀcK( 8(BroP).Y ) >. v I B(BroP).Y = 0 )
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¿¿90
¿500

BTOP > 0 )t
CÀLL POP_B ( ¡ )i

{510.
{520,
4530,
4540.
¿550.
{560.
¿570.
4580.
¿590.
4600.
¿610.
4620,
¿630,
¿640.
¿650.
¿660.
4574 .
{680.
¿690,
4700.
{710.
4720,
4730,
4740.
4750.
¿760.
4770.
4780.
4790.
4800.
{810.
¿820.
¿830.
¿840,
¿850,
¿860,
¿870.
¿880.

/TSTÀCK( Y )>F( FPÀTH( W ))

LP, RIGHT )t
RIGHT, Ê(BTOP).Y );

&

END t
rF STÀCK ( B(BTOP).x ) >. v THEN B(BloP),1 . 0t
¡F SîÀCK ( B(BTOP).Y ) >. v THEN B(BToP).Y . 0t

O CÀLL POP STÀCK ( RIGHT, V, O )'
CÀLL POP-STÀCK ( LEFT, V, O }'

END RETTOVE:HI _\¡IrS tI IiIOVE NEI{ BEOCRS: PROC ( LP, RP, W } 
'O/*----=---=--- ------------t /

O/T ÀLL OF SEGI.TENT WITH lST EDGE 1'I{ ( FROI.I iPÀIHFINDERi) HÀS BEEN */
/T EMBEDDED, THEREFORE NEW BLOCKS MUST BE MOVED FROM R TO L ¡F */
,/* POSSIBLE, (TH]S IS BECÀUSE ÀtL NEW SEGMENTS ÀRE EMBEDDED ON */
/f THE LEFT, THEN ITOVED TO THE RIGHT LÀTER IF NECESSÀRY. \ ,/

O/*----------- -------------¿t /
0 DcL ( LP, RP, ï ) FTXEDt
0 LP . LEFT;

CÀLL DUMP t
LOOP
(

: DO HHI LE

STÀCK( B(BTOP).X ) > F( FPÀTH ( W )) )( STÀCK( B(BTOP).Y ) > F( FPÀTH( T{ ))( sTÀcK( NExr( R¡cHT )) .. 0 ) )

¡F STÀCK( B(BTOP).X ) > F( FPÀTH( W )) THEN
Dot

IF STÀCK( B(BtOP).Y ) > F( FPÀTH ( I{ )) THEN
DO,

CÀLL NONPLÀNÀR( P )t
LEÀVE LOOPT

END t
ELSE

LP . B ( BTOP ). x;

0
ENDt

ELSE
DO;

CÀLL
CÀLL
LP.

SWTTCH NÈXT(
SWI TCH-NgXT (

B( BTOPT. Y;

ol
q¿

496
497
{98

ET¡D;
CÀLL POP_B ( I )t

END t
IF8(BÎOP).x.0THEN

rF Lp -. 0 I B(BTop).r .= 0
THEN B(BTOÞ).X . LÞ'
ELSE CÀLL POP B( I )'

cÀLL POP_STÀCK( RÏGHT, 0, t )t
CÀLL D['MP;

END ttOVE NEw ELOCKS tr se¡rrcH BEocxS3 PRoc( !p, RP, 9l )t
O/t---'--=---- -:------------- ----------- --*
O/t ÀTTEMPT TO ET,IBED CURR PÀTH, P, ON lHE LEFT. IF P I,IUST CROSS *
,/* À PÀÎH Q ÀLREÀDY ON L, THEN I¡IOVE lHE BLOCK THÀT CONTÀINS Q TO *
/, R. T'¡II S T.{ÀY CÀUSE À BLOCK ON R TO IE I'OVED BÀCK TO L. *
/à IF PÀTHS ON BOÎH L ÀND R CONFLICT WITH P $IEN G IS *
/t NoN-PLÀNÀR. *

0/*___--_ ______ ______ _*
O DEC¡,ÀRE( LP, RP,

FIIED;
0

d990.
5000,
50r0,
5020.
5030.
5040.
5050.
5060.
5070.
5080.
5090.
5100.
5110.
5120.

TR
w,
TI,

f,EFl'
RICHT

)
LP
RP
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5t 30
51¿ 0
515 0
516 0
5170
518 0

0 LOOP] DO ¡lHf LE

5190. 0
5200.
52t0,
5220 ,
5230.
5240.
5250.
5260,
5210 .
5280.
5290, 0
5300.
5310.
5320.
5330.
53{0. 0
5350.
5360,
5370.
5380. 0
5390.
5400. 1
5410. 0
5420.
5430,
5¿40.
5450.
5460,

( NE!T( !P ).- o ¡ sTÀcK( NE¡Î( LP )) > w )

{ ¡r¡rr( np ) ..0 e srÀcK( NExr( RP }) > rl )

tF 8(BTOP).X..0 & B(810P).Y "0 THEN
IF STÀCK ( NEXT( LP )) > T¡ THEN

DO;
iF SÎÀCK( NETT( RP )) > II THEN

Doi
èÀLL NoNPLÀNÀR ( P )t
LEÀVE LOOP;

ENDt
ELSE

CÀLL EtCHÀNGE 
'ENDt

ELSE
DO,

LP . B(BTOP).x;
RP - B(BTOP).Yt

END;
EISE IF B(BToP).x -. 0 THEN

CÀLL I,IOVE TO RI GHT 
'ELSE IF B(BToF).1 '. 0 îHEN

nP . B(BToP).Yt
CÀLL POP-B ( I )'

ENDt
Ea,CHÀNGE: PROC t

EÍCHÀNGE BLOCKS
CÀLL SIIITCH NEXT( RP, LP );
CÀLL SWITCH-NE¡T( B(BTOP).X
LP . B ( BTOPT. Y,
RP = E(BTOP),li

ON TOP OF L ÀND R

, B(BÎOP).Y );

54?0.
5480,
5¿90.
5500.
5510.
5520.

5540,
5550.
5560.
5570.
5580.
5590.
5600,
5610.
5620.
5630.
56{0.
5650,
5660.
5670.
5680.
5690,
5700.
5710,
5720,
5730.
5740.
5750.
5750.

LTOR
,x, RP )t
)t

0/* WHBN À NEt{ PÀTH tS TOUND,
TIÀTES

INCR iPi ÀND RESET iCURRi

tF THE NEW PÀTH INT À NEW SEGMENT TI.IEN ÀLLOCÀTE
À NEW "SEG" STRUCTTIRE.

0/*--
DECI,ÀRE( v, ss )

NE}I
IFSS.0

FI XED,
PTR t

I SS . ROOT THEN
DOt

À¡,r,oc¡rn sec sET( NEr¡ )t
IF SEGTOP . NUIJL

Î¡lEN SEGTOP . NEWI
ELSE SEGEND-> SEG.NXT ' NEW;

NEW-> SEG. N¡T,
NEW-> SEG. PTOP,
NEw-> SEG.PEND ' NUL! t
SEGEND . NEwt

ENDt
P.P+
PÀTHLEN
CURR ( I
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970
980

57?0,
5780.
5790.
5800.
58r0,
5820.
5830,
5840.
58s0.
5860,
5870.
5880,
5890,

5920.
5930,

940.
950.
960,

5990.
5000.
60r0,
6020.
6030.
6040.
5050.
6060.
6070.
6080.
5090,
6t00.
6t10,
6t20,
6130.
6140.
6150.
5160,
6t70,
6¡80.
6190 ,
6200.
62r0.
6220 .
6230 .
5240 .
6250,
6250 .
627 0.
5280,

END NEW ÞÀTH I
I STORE-PÀTH; PROC !
0 /. - -- - -=- ------ - - - - -: - - - - - - -0/r À FRoND sIGNÀLs Ír.r' END oF À pÀTH, ÀDD THrs pÀTH ----;i
-/r To THE 'pÀTH' LIsr. t/0./r------
o DECLÀRE ---'--'---------* /

NEI{ pTR,
X FIãED;

ÀtLocÀTE PÀTH SET( NEri ),IF SEGEND-> SEc.pTOp. NULL
THEN SEGEND-> SEc.pTOp . NEwt
ELSE SEGEND-> SEc,PEND-> pÀTH.NXT. NEWI

SEGEND-> SEG.PEND . NE¡{;
NEw-> PÀTH.NXT . NULLT0 DOX-ITOPÀTHLEN;

NEt¡-> PÀTH.NODE( I ) =CURR( r),
ENDt

END STORE pÀTH t1 ÀDD B¡ Þnoc( xx. Ny ).
9/* 

- -'--' -'-'¡ö; 
úÉw sr,ocx ro iB' srÀcK * /O DCL ( NT, NY ) FI¡ED;

BTOP E BTOP + li
B(BTop).x . Nr;
B(BTOP).Y . NY'
IF Na -. 0 & Frt{v( sTÀcK( Nr } ) .. O THEN

DEP( P¡ FrNv( STÀCK( Nr )) i.
DEP( F¡w( sÎÀCK( Na )), p ) - trIF NY .. O & FINV( STÀCK( NY ) ) .i O ÎHEN
DEP( P, FINV( STÀCK( NY )) i,

_ DEP( FrNv( SÎÀCK( NY )), P ) - -l;
END ÀDD_B i- POP B! PROC ( CNT ):

9/. -: nÈúove "cNr" BLocKs FRoM 'B' srÀcK t/O DCL CNT FI ¡ED,
BTOP=81Op-CNT;

END POP B;
I N)D_STÀcK: PROC( S!DE, ENT ),0/ì,---=-------
l7:_gf_ry1-yf; (;;';;t-;. pÀrH ro isrDEi (= r oR R;-;;;;i.----------:l
O 9CL - 

(STDE, ENî) FTSED;
SÎÀCK( FREE ).ENTI
NExr ( rREE ) . NExT( SrDE ),
NEXT ( SIDE )- FREET
FREE .FREE+tt

END ÀDD_STÀCK i-,,poP_sTÀcK! PRoC( SIDE, V, CNT ),o/*----------- --------------,r /0/r REMOVE VTXS >- ivi FROI! iSIDEi STÀCK, ;i
,/* THEN RSI.{OVE 'CNT' VTXS FROM iHE_ i¡iId 'STÀCK. ;i0/*-----------

O DECLÀRE( SIDE,

CNT ,
Z '' FITED'

IF V -.0 THEN
DO WHILE( NEXT( SIDE ) l- 0 q STÀCK( NEAT( SIDE )) >= v ),NEIT( S¡DE ) . NEXT( NEXI( S¡DE }i,
END t0 DOZ.ITgCNT;

NEAT( STDE ) . NEXT( NEXT( SIDE )),
ENDt

6290
6300
63
53
63
63
63s
5360.
6370.
6380.
6390.
5400.
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6{10.
6420 ,
6430,
5440.

END POP STÀCK ?

lsïITcH_NEiTr Þnoc ( or¡8, orHER )t
9/* EXCHÀNGE Tt{O plRS TO 'STÀCKi ENTRIES, ./
O DCL ( ONE, OTHER, SÀVE ) F¡¡ED,

SÀvE . NEXT( ONE )t
NEXT( ONE ) ' NEXT( OTHER }'
NETI( OTHER ) . SÀvE;

END SWI TCH-NEAT;
HÀLT 

'END EMBED 

'I IIRITE_GRÀPH: PROC( ÀDJ, ¡D, NU, TITLE )t0/'------'----- -------------t /O,/* PRINT À GIVEN ÀDJ I.IÀTRI ¡ ÀLoNG I{ITH À TITLE ÀND THE wE NÀMES *'/
/r t{HrcH LÀBEL THE Rot¡s ÀND cols oF THE MÀTRIT, t'/

.,/T ÀSSIGN vTx NÀI'fEs, 'ID", IF NoNE ÀRE GTVEN, *,/
0/*------------ -------------*'/O DECLÀRE( ÀDJ( r,r ),

rD( r ),
NU,
R, C ) t INED,
TIÎLE CHÀR (* ) ,REPEÀT BUILîIN 

'0 IF NU < 0 THEN Doi
NU = -NU tDOR.ITONUt

ID( R ) . R'
ENDr ENDi

O PUl FTLE( SYSPRTNT ) EDIT( lTTLE) ( SKIP,À)( 'l', (ID(R) Do R-t ro NU), REPEÀT('---', Nu))( sKrp(2), col(7),À, (NU)F(3), COL(4),À )(( ID(R),' l',( l¡¡(n,c) Do C.l To NU ) Do R.l To NU ))( coL(3),F(3),À, (NU)F(3) )t
EÑD WRITE GRÀPH !

INONPLÀNÀR: - PROC( P )t
9/r RESET 'PLÀNÀR' swITcH, */
0 DCL P FI XED t

¡ÀDPÀTH . P;
PLÀNÀR . r0iBt

END NONPLÀNÀR'
END PLÀNE 

'//GO.SYSIN DD .i
5

6{ 50
6{60
6470,
6480.
6{90.D
6500.
6510 .
6520 .
5530.
6540.
6550.
6560,
657
658
659
660
661
662
563
564
665
666
667
668
669
570
5710.
5720,
5730.
6740.
5750,
5760.
6770.
6780.
5790.
6800,
68t0,
6820 ,
6830.
6840.
6850,
6860.
6870.
6880.
6890,
6900,
6910,
6920,
6930.
69{0.
6950.
6960.
6970.
6980.
6990.
7000.
7010.
7020 .
7030.
70¿0.

5

0tltlr0t1l
11011
11101
11110
01010110t0t0
010101
10r010
010101
t01010

r00101111001r000tr000l r 00011

I
0
0
0
I
I
I
0
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000t00r1
l6

I l0 0 0 00 010 000 0 00
10 r 10 0 0 010 00 0 0 0 0
0r 00 r r 0 0 0r 00 00 0 0
0 r 00 0 0r r 0r 00 00 0 0
0010 00 0 0l r r 0 000 0
0 0 r 0 000 0 0 0rr 0 0 00
00 0100 0 00 0 0l ll00
0 001000 00 0 0r 0 0t t
I l0 0r 00 0 0 0 0 010 0 0
0 0lr r 0 00 0 0 0010 0 0
0 0 0 0 r r 0 0 0 0 0 00 r 0 0
0 0 0 0 01r r 0 0 00 0100
0 0 0 0 0 0101100 0 010
0 0 0 00 010 0 01r 0 010
0 0 0 00 0010 0 0 01101
00 0 0 0 0010 0 0 0 0 0l I

16 t I0 0 0 0 0 0 0 0 00 0 0 0 0
1010 0 0 0 010 00 0 0 0 0
0t 0110 0 0 0 0 00 0 0 0 0
0 010 00100¡ 00 0 0 0 0
0 010 0t 0 0t 0 0 0 0 0 0 0
0 0 0 0t 0 0 0 0 010 0 0 0 0
0 00¡ 0 0 010 0 0010 0 0
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7050,
?060.
70?0.
7080.
7090.
7100,
7110 .
1L20.
7130.
7140.
7r50,
7160 .
7r70,
7180.
7190,
7200.
7210,
1220,
7230 ,
7240,
7250 ,
7264,
7270,
1280 .

7.300,
7310.
7320 ,
7330,
7340,
7350.
7360.
7370.
7380.
7390.
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Àppendix F

FURTHER DESIGN DETÀILS ON THE CÀSCÀDE LÀYOUT
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The purpose of this appendix is to present, in a terse

form, the design details behind the development of the

architecture presented in Figure 4.1.

TI}IIIC DIAGRAI' I{OTION

In Èhe tining dÍagrarn, illustrated on the next t\ro pages,

the operand conÈents of each FIFo and PRoCESSOR are

presented ín the following format:

FrFo tj FlFo
xxxx xx xxxx

r¡here each Pj internally consiats of a butterfly (i.e,,

one-step trellis component) whích for lhe binary case

v¡ould be Èraditionally represented asl
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The reårrenged, three baud lnterval tre1lís diagram

associated r¡ith Figure 4.1 is presented below'

o o'

It

zl

3'

1'
El

.l

'lt

z

t
4

,
6

7 t, 23

The correspondence bet!¡een the node numbers in this diagram

(r^rhat is referred !o es operands), and the actual staÈe

metrics Èhey represent is presented in the table beLow,

OPERAND STATE OPERAND STATE

0
I
2

3
4

5
6
7

0
1

2
3
4
5
6

7

I6
T7
18
I9
20
2I
22

0
4

1

5

2

6
3

7

OPERJND STATE

I
9

10
t1
L2
l3
T4
l5

0
2

4

6

1

3

5

7
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The clock rete is defined as follows:

/l stateg

Clock rate = /l processors
/l states

(il processors ) . (T)
baud interval

m

DerÍvaÈion of STitch Algorithss

Procedure S1 is e special case to handLe operands destined

for P1 which are fed back from processor P3' The intenlion

ls ro iniría1ly fí11 Èhe F1F0 first wirh rhe first half

of the natural ly ordered states , Èhen feed operands

directly into P1 with the last half of the naturâlly

ordered states.

Procedure S2 s3 s4

Each procedure is âssociated with a switch which in turn

is responsíble for the routíng of operands in one stage

of the trel1is.

The sL'ítches are controlled by an algorithm similår to

that developed in ref [1f8, p,1052].
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Procedure 55 feeds y¡ samples to the âppropriate path

metric generators so P¡ can compute sÈate metrics as

aoon as possíble,

In general, the switch setting is controlled byt

. -, v. v-IIt K Írod (m J = m

1 ,J_2If knod(rn") =m"+m
:
' rr \¡-1 \l-,lf k nod(m') = n'- + n" '+ m

then PaÈh MeÈric (yk) -+ P1

then Path Merrlc (yk) -' P2

+ rno Èhen Path Merï1c (]'k) -+ pv
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Àppendix G

A BRIEF TUTORIÀL ON THE SHUFFLE-EXCHANGE
CONSTRUCT
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The purpose of this appendix is to inforrnally provide

adilitional background material on the SE organization, for

the comrnunication engineer not especially well-versed in its
functíon. We pursue the developnent of the 2-SE organiza-

tion throughout, to illustrate concepts. In the following

pages we move towards getting a mathenatical description of

such a neth¡ork and ultimately to a VL,SI grid model represen-

tation. In conclusion, Figure G.1 demonslrates how the SE

construct can be used as a Viterbi receiver for coded

modulat ion.

There are two ways of boosting the efficiency of a

processing network: (i) pipelining and (ii) recircuLation.

The pípelining approach introduces a row of registers

between each set or rolt of processing celIs. À new problem

can be fed into the network as soon as the previous problen

inputs have emerged from the first roÌr of processors. In

the recirculation technique, one row of processing cells is

used nany tines during the solution of a single problem. In

our case, during each ståge of the computation this row

simulates the action of one of the stages in the lrellis
diagram. The state metrics needed by the ron as it

sinulates the (k+1)"t 
"tug" of the trellis are obtained from

the outputs of the kth stage of computation. If the

connectivity is not precisely right the state metrícs wilI

have to circulate more than once through the net\dork of

processors.
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A recirculaÈlon network of particular interest is the
shu f f le-exchange ne twork. Inittally, the shuffle-exchange
operation ftself 1s presented.

THE SHUFFLE OPERATION CAN BE VISUAIIZED BY CONS]DERING A DECK OF CARDS

(WttICH MATITEMATI CAI,IY COUID BE REPRESENTED AS A n-ELEMENT VECTOR).

THE DECK IS DMDED INîO TWO HAT,VES a AND b, HENCE I,¡E REFER T0 THIS AS

A 2-SHUFFLE. THE PERFECT SHUFFI,E OPERATION CONSISTS OF TNTERLEAV]NG

THESE CARDS T0 PRODUCE THE STACK OF CARDS c, AS SHOI^N BEÌ,OW:

---
^2

"3
t4

ù;

b2

b3 t--t

b2 
"4

cIb

a

2

t6

c.

c_t3

b3

o

b4

THE EXCHANGE OPERAT]ON CONSISTS OF SWAPPING OR EXCHANGING PAIRS OF

CARDS, IN oRÐER, THRoUGHoUT THE DE?TH OF THE STACK c'

NoI,I LET'S CONCATENATE THE SI{UFFLE AÌID EXCHANGE OPBRAT]ONS IN
OÌÌE DIAGRA]4, AS ILLUSTRATED BELOI.I.

SOMETI}1ES TTIE

EXCIIANGE COÌ'INECTI OI'IS

ARE COLLECTED
TOGETHER IN ?AIRS
AND PIACED INSIDE
THE PROCESS]NG I{ODE.
AS A CONSEQUENCE WE

HAVE ONE STAGE OF THE
TREI,LIS ÐIAGRAM

SHUFFLE EXCHANCE
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AN EXA.I4PLE 0F A SHUFFLE-EXCH,{NGE RECIRCULATION NETI^ÍORK FoR n=8

SHUFFLE DXCHANGE

RECIRCULÀTlOiI
OR

"FEEDBAcK"
CONNECT]ONS

7
,>(

(

FOLD BACK EXCHANGE CONNECTIONS
BY MAKTNG THE RECIRCULATION
EDGES OF ZERO LENGTH

I
\

¡.OLD THE BTPARTITE GRAPH
ABOUT A VERTICAI AXIS

-

ooo

oor

oro

oil

roo

tot

ilo

l

o

2

EACH NODE IS A
PROCESSOR

5 I
I
I

.J

THERE TS A
STRAIGHTFORI^JARD
MATHEMATICAL
DESCRTPTION OT'

SUCH A NETI\IORK
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MathenaÈica11y, the shuff le-exchange recirculatíon netr^¡ork rnay be

described as follows:

Suppose one has n processors numbered 0, I,2,... , n-1, where n

ís a power of two (i.e., n=Zk¡

AssociaËe each processor or node with a ,]nique k-bit bÍnaïy string

or label represented by rk_1, ... , ."0.

The Perfect Shuffle OperatLon (PS)

Two nodes w and wt are linked by a shuffle edge if wt is a left or

right cyclic shift of w,

rr w _ dk_1, , a0 then wt= ak_z, .,
wt= aO, aU_r,

*0' *k-1
.. , a1

or

Example: PS(001) = 100 or 010

The Exchange Operation (EX)

Two nodes q, and wt are 1ínked by an exchange edge if w and w' dÍffer

only 1n the last bit.

i.e.: If w = ak_', ... , a0 then wr= rk_l, .,, , ar, ãO

Example: Ex(oal) = ggg

Necklaces

The collection of al-l cyclic shifts of a node w Ís called a necklace

and is denoted by < w >.

Example: < 001 > = { 001, 010, 100 }

Now that one can descrlbe such networks maËhematica1ly, 1et us

illustrate the shuff 1e-exchange recirculaÈion network lrithin the

\T,S I gri.d urodel
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THE SHUFFLE-EXCHANGE GRAPH ^kn=z nodes, 3n edges
2

i. .,4-- tl 67 ì

SHU¡'FI,E-EXCHANGE

INTERCONNECTIONS FOR n=8

---- SHUFFLE

- 

EXCHANGE

0r0 011 NECKLACE

EACH NODE LABEL IS

REPLACED BY ITS BINARY

EQUIVALENT/

o-----.<'
oôo ool ': fl0 1

-ì 1..'

-'

roo 'lo1

EDGES ARE UNDIRECTED
FOR ILTUSTRATION

SELF-LOOPS ARE USUALI,Y
OMITTED

a-.---.--------- --- - - -.!-...-.------- - ------o 11 t? 13 16 7
THE SHUFFLE-EXCHANGE

LAYOUT ]N THE VLST

GRID MODEL

I

I

ì

I

t_

I
I

I

I

_t

A PRACTÍ CAI, I}PLEMENTATION

I^THERE THE NODES ARE

?ROCESSORS THAT OCCIJPY

FTNTTE O(1) AREA

I
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I x2 xl

oo--3
0r--l
r0 -+t
I r - +3

(o)

¡- t,+5
\i

+3

CHANNEL SYMBOLS+r
-1,
+-l
{-¡

\\+t\\
(þ srare

- 

I ¡U
--- I'I

-3

CHANNEL SYMBOL SUBSETS

]s *r| --1--
f -r +-3

(b) (c)

'-lj I
I

I
I
I
I
I
L

I
I
I
Its'

(d)

Figure G,l: IISING THE SE CoNSTRUCT FOR A CODED MODULATION RECEIVER
(a) The Transmitter: a convolutional encoder and mapper
(b) Mapplng ChanneL signals by Set Partitioning (see lf+Z] )
(c) Corresponding State Díagram for (a)
(d) VLSI Grid Model Layout of the Decoder (A SE graph for P(2) and v=2)
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Àppendix H

À BRIEF TUTORIAL ON. THE CCC CONSTRUCT

-192-



The purpose of this appendix 1s to provide addltional background

materlâL on lhe CCC organization, for the reader not especíal1y

lrell-versed in lts function. I,¡e pursue one lnstânce of the CCC, thât

iLlustrated in Flgure 4.16, and analyse ít in depth. Shown belov,¡ is

a processor organization whích corresponds to Figure 4,16(b).

Processor pr1 coíununicates, over what is known as a cube connection,

rhwlth processor Orj tt and only lf 1 and I differ in the r

the left in their binary representât ions .

bit from

P21

Cube
Connection
D +D'rr 'TJ

Cycle Conneclion
D -}D
^ 11 'r-I,1

"r' (,)
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P22

Pz5

ta\

P2L P3s P23

The Table on Ëhe followlng page defines Èhe sÈate metrics thaË each

processor evaluates,

Agaln, to emphasize the power of the CCC organizaLion, Figure H.1

demonstrâtes how Èhe CCC construct can be used as a Vlterbi receiver for

decoding punctured convolutional codea.
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Figure H.1: THE CCC CONSTRUCT FOR DECODING PIJNCTURED CONVOLUTIONAT.
CODES

(a) Trellís Structure for R=2/3, v=2 code.
(b) Trèllis Diagran for R=2/3, V=2 produced by periodically

deleting bits from R=2/3, v=2 code.
(c) CCC structure correspondlng to (b).
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