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 ABSTRACT

This thesis presents an operative architectural
experiment in interactive computer graphics and computer
aided building design. An interactive computer graphics
based method is described for the direct machine encoding
of building descriptions. The method is designed to
permit an architect, while creating a series of plan
section drawings of a building directly on the screen of
a computer graphics terminal, to automatically generate a
digital data base within a computer that describes the
geometry, topology, and attributes of that building’s
enclosures and enclosing surfaces. The method makes use
of a planar graph analogy, in which the drawings are
treated as planar graphs and the building as a three
dimensional network overlay of these graphs. The building
data base so generated by the method may be subsequently
used in conjunction with other programmed methods to
algorithmically examine aspects of that building’s
design. An interactive computer graphic system, known as
GRAPHIX, is experimentally implemented based on this
method and its operation illustrated in conjunction with
an existing thermal analysis program, as an architectural
design aid.

The . GRAPHIX program was written in PDP 11 assembler
code. The code was written expressly for execution in a
PDP 11/20 mini-computer equipped with 16K words of core
memory, terminal, floppy disk mass storage, Tektronix
4002A graphics display terminal, sonic pen (attached
about the 4002A screen), and a Tektronix 1610 hardcopy
unit.
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PREFACE

This thesis was initiated in order to address a situatiom
in the field of Computer Aided Building Design that has
remained relatively unchanged for the past ten years. This.

situation has three major aspects to it.

Firstly, there is an increasing demand that sophistocated
computer methods of numeric analysis, particularly

environmental design analysis methods, be applied within

the building design process.

Secondly, there are currently no effective methods for
“ entering into the computer the detailed three dimensional

building design descritioms which are required by these

analytic methods, other than the prototypical methods
which employ the interactive computer graphics technology.

And thirdly, while prototypical systems do exist, there is

no readily available or generally accepted interactive

ix
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computer graphics method for eéntering three dimensional

building descriptions into a computer.

The work contained in this thesis has attempted to address

each aspect of the foregoing situation. It describes an

interactive computer graphic method to enter building
descriptions into the computer. It describes the implementa-

tion of that method as an operational system. And it describes

the use of that system, in conjunction with an existing

thermal heat loss-gain program, to demonstrate its potential

-

as a Building Design Aid.

The method deve;oped for entering building descriptions
into ‘a computer permits the designer to ‘draft’ the descrip=-
tion directly on the screen of an interactive computer
gréphics terminal. The method permits the designer to ‘draft’

the building design as a series of plan section drawings, a

mode of graphic communication familiar to most designers. The

method arms the computer with the logic necessary for it to

automatically extract the information needed to represent the
building within the computer in its three dimensions.

Modifications to the design, and the internal digital

representation of the building design, are simply accomplished
by thé the designer making alterations to the plan sectiom
drawings. The building description held in the computer will

support any one of a variety of numerical analysis procedures
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and it is particularly amenable to most forms of environmental

design analysis.

The body of the thesis describes the fundamentals of>;he
method developed for building description. The specific ldgics
of the method are then presented in detail, supported by a
glossary of terms in the appendix. This algorithmic descrip~

tion will be of interest to anyone involved in the technics of

Computer Aided Building Design.

A description of an operational computer system for
building description, known as GRAPHIX, as implimented.on a
specific computer system is presented. This implementation and
the resulting ‘GRAPHIX’ system served two purposes. It
prbvided a vehicle for investigating some of the issﬁes that

surround the implimentation of any interactive computer

graphics method for building description. And, it provided a

vehicle to demonmstrate and investigate some issues surrounding
the actual use of interactive computer graphics based systems

for Computer Aided Building Design. A single storey dwelling

was ‘drafted” into the computer in order to facilitate the

demonstration and the building subsequently analysed for
thermal heat loss/gain using an existing building analysis

computer package.

xi
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The conclusions to the work are certainly not exhaustive,
nor are they intended to be so. However they do itemize some
of the difficulties and development opportunities in this work

that researchers active in the field might f£ind pertainent to

future studies.

It is hoped that the work will in some way add to the

literature of computure Aided Building Design, as well as

other féiéted fields. It is hoped that the work will indicate
to other C.A.B.D. researchers a way of emulating the current
work methods employed by architectural designers and planners.
And lastly, it is hoped that this work will stimulate other
researchers to approacﬁ Computer Aided Building Design from

the architectural designers viewpoint.

xii
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CHAPTER 1: INTRODUCTION

"Computer: [1] A data processor that can perform substantial
computation, including numerous arithmetic or logic operatioms,
without intervention by a human operator during the process. [2]
A device capable of solving problems by accepting data,
‘performing described operations on the data, and supplying the

results of these operations.'" (1)

History

The objective of Computer.Aided Building Design is to develop
procédures that will permit designers to apply more science and
technology,‘in a cost effective manner, to the design process for
the built enviroﬁment.

When architects fi:st began researching how they might
effectively employ the information processing facilities of the
digital computer , it was expected that once ‘state of the art’
building design analysis and evaluation procedurés were encoded in
computer programs, that both the minimal cost of executing these
programs and the detailed information supplied by these programs
would assure their‘ general application. However, as researchers
‘continued to gain practical experience with the technology, and as
the body of existing Computer Aided Building Design procedures

continued to grow, it became increasingly apparent that neither the

state of the computer technology , nor the cost of executing the

page 2
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design procedures, nor the information derived from the execution
of the procedures, could proviée sufficient economic incentive to
justify the general acceptance of Computer Aided Building Design.
For although the technology of the time provided the means
necessary to effectively program and run a wide range of poten-
tially ﬁseful design operations, it provided no economic means for
generating and entering those digital models of the building design
that were prerequisite to the use of those programmed proce-
'dures(2,3)f

Economically wviable computer systems for the comprehensive
design analysis of buildings did not begin to appear until the late
1960°s and early 1970"s when, just prior to the commencement of
this work, the critical building description encoding problem was
first broached. Equipped with the newly introduced interactive
combuter graphics technology(4), several architectural researchers
developed the first graphic methods(5,6,7,8 "for the direct

machine encoding of building descriptions”(9). These methods not

only permitted the architect to ‘draught’ the design drawiﬁgs for a

building directly and first hand on the screen of a graphics

terminal, but permitted the computer, using the information

communicated through the drawings, to automatically and economi-

cally construct a digital data base containing a three dimensional
catltly g g

description of the fabric of a building design.

page 3
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Intent

‘The development of interactive computer graphics based methods
for the direct machine encoding of building descriptions and the
subsequent implementation of such methods in comprehensive Computer
Aided Building Design systems, like ARK-2(10) and PACE1(1ll1l), has
demonstrated that computer technology can be economically employed
to apply more science and technology in the architectural design
process. If— further advances in the development of economic
Computer Aided Building Design systems are to be achieved,
‘knowledge of interactive computer graphic based methods for the
direct machiné encoding of building descriptions is important.

.This thesis presents an operative experiment in interactive
computer graphics and Computer Aided Building Design in which a
specific.interactive computer graphics based method for the direct
machine encoding of building descriptions is developed and
documented.

The method permits an architect, while creating a series of plan
section dréwings of a building directly on the screen of a computer
graphics terminal, to automatically generate a digital data base
within the computer that describes the geometry, topology, and
attributes of that building’s enclosures'énd enclosing surfaces.
The method makes use of a planar graph analogy in which the
drawings are treated as planar graphs and the building as a
three-dimensional network overlay of these graphs. The building
data base generated using this method may be subsequently used in

conjunction with other programmed computer analyses methods to

page 4
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algorithmically examine various aspects of that building design.

An interactive computer graphics system, known as GRAPHIX, is
subsequently implemented based on the previous method. The
operation of the system is then illustrated, in conjunction with an
existing thermal analysis program, to demonstrate the relevance of
the method as an architectural design aid in the building design

process.

The Method

Any three-dimensional real world oEject (eg. a nail) can be
represented as an “element’ of some homogeneous character (eg.
steel) that occupies a contiguous ‘region’ of three-dimensional
Euclidean space(l2) and any complex real world object, such as a
building, can be represented as a nesting sf;tem of such ‘elements”’
(eg. - 2 nail, embedded in a wood stud, embedded in a partition
wall, etc.)s 1In the most direct sense, any object or nesting
system of objects can be completely defined when the geometric
location and attribute characteristics are specified for each
element, whether explicitly in terms of the points of the region
that belong to the element or implicitly.in terms of the surface
boundaries that circumscribe and separate the elements. Once these
data are specified, any point, line, surface or element can be
identified and its intrinsic geometric, attribute and topologic

(both internal and external) properties determined.

Development of an interactive computer graphics based method for

page 5
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the direct machine encoding of building descriptions involves the

creation of some suitable procedures whereby:

1) the constituent material and spatial components of a building
can be represented as a finite nesting system of descrete

three-dimensional ‘elements’;

2) the description of the attribute and three~dimensional
geometry for each building ‘element’ can be graphically
entered into the computer, via the two-dimensional communica-

tion medium of an interactive computer graphics terminaly

and,

3) the two-dimensional graphic imagery used to describe the
individual building ‘elements’ can be algorithmically
inspected, the‘fundamental geometric, topologic and attribute
space defining information algorithmically extracted, and the
description of the building as é finite three-dimensional

system of descrete “elements’ constructed and stored.

The method for the direct machine encoding of building
descriptions developed in this thesis propoées that the above three
procedures be implemented in a manner analogous in convention to
that traditionally employed in the preparation of standard

architectural orthogonal drawings, such that:
1) The constituent materials and spatial components of a building

page 6
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Figure 1.1 A NESTING SYSTEM OF RECTANGULAR POLYHEDRA.

are represented as a nesting system of rectangular polyhedra,
called ‘containers’, possessing homogeneous physical attributes,

where (see Figure 1.2)

~a material ‘container” is used to represent a standard
building component assembly such as a door, window,
partition wall or floor/ceiling assembly, and

a spatial ‘container’ is used to represent a volumetric

page 7
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1

Figure 1.2 AN ALTERNATING SERIES OF PLAN SECTION DRAWINGS.

enclosure such as a room, corridor or the exterior

environment to a building.

2) The building is graphically described by a series of alternating

horizontal storey and floor/ceiling zones, where

page 8
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a)

b)

c)

ay

e)

£)

INTRODUCTION

each storey and floor/ceiling zome 1is graphically

input to the computer as a plan section drawing (see

Figure 1.2),
the vertical surfaces enclosing each ‘container’ are

mapped as straight line segments in the plan section

drawing,

the contents of each ‘container’ are mapped as line

symbol patterns or as textual labels,

each zone occupies a uniform vertical dimension,

each “container’ is considered to extend vertically

and continuously through the complete zone height, and

the vertical extremes of each zone map the horizontal

surfaces enclosing the ‘containers’ of that plan

section.

3) The fundamental geometric, topologic and attribute information

is extracted from the plan section drawings and the final

nesting system of ‘containers’ constructed and stored by

treating each plan section drawing as a planar graph (see Figure

1.3(a)) in which;

each

region of . the graph will identify a specific

‘container’,

each edge of the graph will identify a vertical surface

boundary separating two juxtaposed “containers’, and

each yvertex will identify the juncture of two vertical

page 9
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THE GRAPH REPRESENTATIONS FOR A BUILDING.

surface’bouﬁdaries (see Figure 1.3(b)); and,

treating the nesting system of

‘containers”’

sional dual graph network in which;

as a three-dimen-

each vertex of the dual graph network will identify a
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‘container’, and

each horizontal edge will identify a wvertical surface

boundary separating two horizontally juxtaposed ‘containers’

and

each vertical edge will identify a horizontal surface

boundary separating two vertically juxtaposed ‘containers’

(see Figure 1.3(b,c)).

| The remainder of this thesis expands further upon the method
proposed above. Chapter 2 will document in detail the explicit
procedures and data structures that were devised to realize the
method. Chapter 3 will present a description of an interactive
compﬁter graphics system for the direct machine encoding of
building description, known as = GRAPHIX, that operationally
implements the method.. And, finally, Chapter 4 will present some

observations and conclusions resulting from this work.
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CHAPTER 2: EXPLICIT METHODS OF REPRESENTATION

Introduction

Following the selection of a b;sic building description method,
+ @ series of data structures and algorithms were developed. There
were two functions to be fulfilled by these. They should support
the interactive designer-computer communication of the information
describing the plan sectioﬁ drawings of building. And, once in the
computer, they should support the transformation of the information
‘into the planar graph and three dimensional dual graph network
representations of the building. These data structures and
algorithms provided 'the information. input, output, storage and
processing framework that was a prerequisite to the subsequent
experimental implementation of the method on and as an interactive
computer graphics system.

This chapter documents those algorithmsvand data structures. It
is organized into three sections. Each describes a discrete stage -
in'the assembly of thé three dimensional ne;work description of the
building. Seétion 2.1 sets out those proce&ures developed to input,
store and display the plén section drawings describing a building.
Section 2.2 describes how each of the plan section drawings for a
building is first converted into a two dimensional planar graph
represéntation and subsequeﬁtly enumerated to establish the

horizontal spatial relationships required to describe the building.
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Finally, in Section 2.3, procedures are described for overlaying
vertically adjacent plan section drawings and enumerating the
vertical spatial relationships needed to conclude the assembly of
the three dimensional network description of the building.

It should be noted that the work reported on within this chapter
was carried out under the direction of Prof. J.M.Comeau, School of
Architecture at Carleton University. Prof. Comeau mnot only

assisted in the general and detailed formulation of the planar

graph reprééentation method for building description, but he also

arranged for the timely assistance of Prof. R.C. Read, Department
of Mathematics, University of Waterloo, in our effort to implement
a circumscribing circuit threading routine (Algorithm 2.2) which
proved to be the central problem of this work. It is intended that
this chapter might, indirectly, serve to document the invaluable

assistance provided to the author by Prof. Comeau.
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Section 2.1 Drawing Input, Storage, and Retrieval

This section describes the GRAPHIX Graphical Data Structure
developed to input, store and display the plan section drawings
for a building. The data structure, together with two ancillary
list structures, provides a capture mechanism for the geometric and

attribute information used by procedures described in subsequent
sections tév assemble,x first, the two~dimensional and, then, the
three-dimensional graph representations of the building.

There are two subsections to this section. A brief description
of a typical Graphical Data Structure is presented in the first
sub-section to illustrate the general representation stratagem

which characterizes the structure. This is then followed by a

- description of the GRAPHIX Graphical Data Structure in the second.

sub~section.

The Graphical Data Structure

The term Graphical Data Structure, used by Newman and Sproull in

Principles of Interactive Computer Graphiés(l), defines a specific
ﬁethod of graphic repfesentation(Z) characterized by the use of
sub-picture display subroutines. In this method, the graphic
display (ie. picture) is treated as an assembly of discrete drawing
symbols or sub-pictures. The display commands for each unique
sub-picture are defined in separate display subroutines. In these

subroutines all the graphic display commands are defined relative
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to some arbitrarily selected local origin. Each sub-picture
occurring in the drawing display is, in turn, defined using a list
of instance transforms. Each instance transform element contains
both a pointer referencing the appropriate display subroutine and a
set of geometric data used by the display subroutine to position
the drawing symbol in the display.

A typical Graphical Data Structure representing a simple modular
building plan section drawing is illustrated in Figure 2.1. As can
be seen ffoﬁ Figure 2.1(a), the building storey section is
constructed of five separate components: two window units, two
wall units, and one door unit. Figure 2.1(b) shows a conceptual
dissaggregation of the plan section drawing and it’s representation
as a series of sub-picture instances, with each sub-picture
instance defined according to its type and gedmetric locationm.
:Figure 2.1(c) shows an equivalent Graphical Data Structure with
each sub-picture instance represented by a co-ordinate pair and
scale value, and by a call to the subroutine that draws that part-

icular component symbol.

The GRAPHIX Graphical Data Structure

The organization and sub-element composition of each element in
the instance transform list of the GRAPHIX Graphical Data Structure
is illustrated in Figure 2.2. The information in each element is
divided into two functional sub-sets (Graphical Display and

Non-Graphical Display) which are sub-divided in turn into various
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Figﬁre 2.1 THE GRAPHICAL DATA STRUCTURE.

Adapted from a diagram by, Newman, W.M., and Sproull, R.F.,
Principles of Interactive Computer Graphics, 1973. p. 107.
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‘Figure 2.2 THE

sub-element components. The remainder of this section illustrates*

and describes the functions served by each of these two subsets
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GRAPHIX GRAPHICAL DATA STRUCTURE.

and their constituents.'

* Any illustrations depicting the logical organization of a data
structure do not represent the actual physical arrangement of the
data nor show all the information stored for use by the processing

routines.
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The Graphical Display Sub=-set

The GRAPHICAL DISPLAY sub-set is used to store information
describing a symbol instance in the plan section drawing display.
The information contained in the coordinate and scale data items is
passed by the picture display processor to the sub-picture display,
subréutine which generates the symbol display. As illustrated in
Figure 2.3,_the.display code mayvalso be used to reference specific
list entries in the Building Component Library. Entries in the
Building Component Library store materjal and functional descrip-
tions pérticular to an individual Euilding component (thermal
conductivity, reflectance, absorbance, cost) which may subsequently
be used in the computerized analysis of a building.

Certain érbitrary conventions have been adopted for the purposes
of simplicity in sub-picture positioning and sub-picture type.
Essentially these conventions require that the building described
be modular and that the plan section drawing of the building be
defined using three separate classes of sub-picture. Table 2.1
contains a brief summary of the conventions established to deal
with sub-picture placement. The followiﬁg paragraphs describe the

three classes of sub-picture type.

Three classes of sub-picture are defined for use in the plan
section drawing and building description process. Each of these
classes communicates a specific unit of geometric or geometric and

attribute information describing building containers. The three

page 21




October 1979 EXPLICIT METHODS
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Figure 2.3 THE SUB-PICTURE DISPLAY CODE.

classes are:

LINEAR

LABEL

The LINEAR class of sub-picture (simple straight line segments)
geometrically locate individual surface boundaries separating
adjacent containers. It may be used to define any n-sided

container (n >.3) -see Figure 2.4(b)= or to subdivide existing e
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1) All containers shall be situated accor-

ding to a uniform rectangular grid.

2) All surface boundaries shall be located

along this grid.

3) All symbols depicting surface boundaries
shall be permitted to be coincident and
intersect any other surface boundary,

3

but shall NOT be permitted to cross any

other surface boundary. -

Table 2.1 GRAPHIC CONVENTIONS.

spatial containers -see Figure 2.4(a). However, as no attribute
information identifying the contents of the containers bounding the
surface is implied by this class of sub-picture, it must be used in
conjunction with the LABEL class of sub-picture which is provided
for ihat purposeo.

The LABEL class of sub-picture (eg. room names) geometrically
locate attribute labels identifying -the. contents of a single
container. This class of symbol is considefed to be composed of two
elements; a point element and an alphanumeric string element (see
Figure 2.5). The point element defines a location in the plane
which lies within the container being identified. The alphanumeric
string categorizes the physical characteristics of the .container.

This class of sub-picture must be used to define the contents of

page 23




EXPLICIT METHODS

October 1979

DINING

DECK

!
!
H
! DINING /
/- f\\
, FLOOR

STAIR

LIVING

- \' DECK

~ENTRY
1 (b)

(a)
i LINEAR CLASS
AREAL CLASS

fabe! LABEL CLASS

DRAWING SYMBOLS: LINEAR CLASS.
page 24

Figure 2



October 1979

EXPLICIT METHODS
4
7/
7/
7/

/I
/
\ /
v ; l \KITCHEN/

AN
~

DINING

STAIR
LIVING

FLOOR

T

T

DECK

LINEAL CLASS

AREAL CLASS
jabel

LABEL CLASS

Figure 2.5 DRAWING SYMBOLS: LABEL CLASS..

any n-sided spatial or material container that has been geometri-

cally defined in whole or in part with LINEAR class sub=-pictures.
The AREAL class of sub-picture (eg. wall or window component

symbol) - defines both the surface boundaries and the attribute
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information necessary to identify a complete ‘material container”’.
As depicted in Figure 2.6(b), each sub-picture is deemed to be
composed of a set of four straight 1line segments, forming a
rectangle representing the surface boundaries of the container and
-a set of n straight line segments, patterned within the container,

representing the contents of the container.

The Secondary Component Sub-set

The SECONDARY COMPONENT sub-set (see Figure 2.2) is used to
store information describing the vertical sub~division of
containers depicted in a building plan section drawing. Using the
data items of this sub-set it is poésible td locate and identify
building components within a container other than the primary
building component depicted in the drawing display. For study
purposes, these secondafy components are permitted to be defined
either above and/or below the primary building component (Figure
2.7). By definition, this sub-set may only be used in conjunction
with AREAL and LABEL sub-picture and not' the LINEAR class of
sub-pictures.

Each Secondary Component is identified and geometrically
located by a sub-picture code and a height value. The sub-picture
code identifies the type of building component. The height value

identifies' the difference in wvertical elevation between the
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Figure 2.7 THE SECONDARY COMPONENT SUB-SET.

uppermost extreme of each component and the base height established

for the plan section.

The LIBRARY Sub-set

The LIBRARY éub—set is designed to overcome some of the
descriptive rigidity imposed by the Building Component Library. It

should be used in conjunction with a £file known as the Instance

page 28




October 1979 ' EXPLICIT METHODS

[ BUILDING 7 [ sUB-PICTURE ) [ INSTANCE
COMPONENT INSTANCE SPECIFIC
LIBRARY LIST ATTRIBUTE

L 4 . J | LIBRARY A

specitic
é-/—- DISPLAY CODE
aneric S )
generi . -
S Ldower ]
& | _primary .. _
g upper . Specitic

Figure 2.8 THE LIBRARY SUB-SET.

Specific Attribute Library. Using both this sub-set and the
Instance Specific Attribute Library, it is possible to assign
‘attributes to a spec‘ific container instance that supercede those
defined for the parent component in the Building Component Library
(Figure 2.8). The data items of this sub-set (one for each of the
three possible components permitted to bg} located in a container)
are uéed to point to wuser defined entries in the Imstance Specific
Attribute Library, should such entties be made. Like the Secondvary
Component sub=-element, this sub-set can only be employed in
conjunction with the AREAL and LABEL classes of sub-picture. |
A GRAPHIX Graphical Data Structure is presented in Figure 2.9 to

conclude this séction. Although the plan section drawing is
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simple, its’ representation does illustrate the use of the data

structures
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Section 2.2 Assembling and Enumerating the Planar Graph

Introduction

Once the plan section drawings are input, each drawing must be
converted from its GRAPHIX Graphical Data Structure representation
into the Planar Graph Representation before the construction of the
three dimensional description for the building can be completed.
This section documents both the algorithms developed to assemble
the PlanarAGraéh Representation for each plan section drawing and
the extended PDV(4)* data structure developed to store the
description of the drawings.

Five algorithms are used to perform the GRAPHIX Graphical Data
Structufe to Planar Graph Representation conversion. The function

of each is summarized below. Detailed operational descriptions for

the algorithms follow later. The descriptien for the extended PDV

data structure used to store the Planar Graph Representation of
each plan section drawing is incorporated within the description of

the algorithms generating the information base.

Procedural Summary

The two dimensional Planar Graph Representation of each plan
section drawing is constructed wusing the following algorithm

sequence?

* This acronym is derived from the terms Point, Degree and Vector.
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Algorithm 2.1 4 constructs a planar graph description for a plan
section drawing. The GRAPHIX Graphical Data Structure describing
thé plan -section drawing is dinspected and a planar graph G is
constructed in which: the wvertices are isomorphic to the end
points of the vertical surface boundaries described in the drawing;
the edges are isomorphic to the wvertical surface boundaries
described im the drawing; the regions are isomorphic to the
containers described in the drawing; and, the circuits circumscrib-
ing each region of the graph are isomorphic to the vertical surface

boundaries of each container described in the drawing.

Algorithm 2.2 identifies each region (container) of the graph G

and enumerates the circuits éircumscribing each region of the
graph. The basic PDV description of the graph G (constructed in
Algorithm 2.1) is inspected and the circuits circumscribing the
exterior region and all circuits circumscribing the dinterior

regions of each Part of the graph G are enumerated.

Algorithm 2.3 identifies the surface boundaries (the circuit or

circuits) that vertically circumscribe each container (region).

The Part and circumscribing circuit information generated in the

previous algorithm is inspected and the circuit(s) circumscribing

each region of the graph are labelled as belonging to that regiom.

Algorithm 2.4 Having assembled a topological and geometric

description of the surface boundaries of each container, this
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algorithm proceeds to attach the attribute information identifying
the contents of each container to each region and its constituent
graph elemenfs (its circumscribing circuits and edges). This is
accomplished by inspecting each sub-picture instance contained in
the GRAPHIX Graphical ﬁata Structure and attaching to each region
(and its circumscribing circuits and edges) of the graph G, a

pointer to the AREAL or LABEL sub-picture instance which identifies

the contents of that region (container).

Algorithm 2.5 assembles a description of the graph G in which all
the containers adjacent to each aﬁd every containef depicted in the
plan section drawing are identified. The circumscribing circuits
of each region are traversed in turn and a list of all adjacent
regions is coﬁstructed. This description is stored as a dual graph
representation in whiéh vthe vertices of the dual graph G(d)
represent the regions of the graph G, and the edges of G(d)

répresent the adjacency of the regions of the graph G.

The Algorithms:

Algorithm 2.1 Construct ;he planar graph G
TO COﬁSTRUCT A PLANAR GRAPH DESCRIPTION REPRESENTING THE SURFACE
BOUNDARIES DEPICTED IN A PLAN SECTION DRAWING AND DESCRIBED IN
THE GRAPHIX GRAPHICAL DATA STRUCTURE.

GIVEN: 1) A planar graph G consisting of a finite edge éet E of ¢q

edge elements, each element e of E being defined by an
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2)

unordered pair of vertices v(a), v(b) such that

a) each pair of vertices for e defines a distinct
position in a cartesian plane, and

b) éhe geometric realization of each edge element e
delineates a straight line segment joining its
vertices.

A surface boundary input list S is defined, where each

element s of S is defined by an unordered pair of

cartesian coordinates c(a), c(b), such that

a) each pair of cartesian coordinates for s defines a
straight line segment contiguous to a surface
boundary described in the GRAPHIX Graphical Data
Structure, and

b) each and every surface boundary defined for each
sub-picture is defined once and only once in the

surface boundary input list S.

and ASSUMING a labeling convention for the entry of. discrete

boundary edges from S into E, such that each edge e(i) is

labeled with a successive odd positive integer value greater

than or equal to 1, but such that i at no time exceeds 2q.

STEP 1:

ASSEMBLE EDGE DESCRIPTION FOR THE PLANAR GRAPH.

1.1) Add, in turn, surface boundary elements from S to the edge

list E

describing the planar graph G, examining each edge before

it”s addition to the list to ensure that the current edge:

A) does not define a loop: the two vertices for the current
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edge do not occupy the same position in the plane;

B) does not cross over (to be distinguished from overlap) any

other edge in the edge set;
and, that any other edge element in S partially or fully
overlapping the current edge is;

C) in the case of>complete overlap (Figure 2.10(a)) deleted
from the surface boundary list S;

D) in the case of partial overlap (Figure 2.10(b5), pérsed in
such a manner as to remove the overlapping portion of the
line segment (excluding the junction termini) from the list
S; and,

E) in the case of intersection (Figure 2.10(c)) are parsed into
two separate line segments about the loci of intersection.

Once all edges have been examined and parsed where necessary,

the graph G caﬁ be embedded in the plane such tﬁat G is isomorphic

to the geometric realization of G in the drawing.

STE? 2:  ASSEMBLE PDV DESCRIPTiON FOR THE PLANAR GRAPH.

2.0) Before the gréph can be subjected to a maze-threading
procedure to enumerate the surface bounéaries and the regions of
the graph, the information in the edge set E must be restruc-
tured. The description of the graph is to be stated in terms
of;

a) a set of labeled and unique vertices, and
b) é set of directed edges describing adjacency between pairs

of labeled vertices.
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Figure 2.10 SURFACE BOUNDARY PARSING.

Re~organize the  information in the edge set E, specific
properties of the graph G and its geometric realization G°, and
restructure that information into five lists, P, P, D, V, and B,

where:
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1) P defines, for each distinct'vertex in the graph, the
origin of it’s vertex adjacency list in 'K

2) B’ defines the coordinate position for each vertex
labelled in P;

3) D defines the degree of each vertex in P, the degree of
a vertex reflecting the number of elements occupie@ by

its vertex adjacency list in V;

4) V defines the adjacency of vertices in the graph (the
-edges); <for each vertex in P, V provides a list of all
vertices adjacent to that vertex;

5) B defines the bearing angle for each edge described from
P to V, where the angle measured is that of the edge
entrant to the vertex referenced in V;

A working list TAG and a counter L are used in the execution of
the algorithm: :

6) TAG, of length 2(q), provides work space for the

identification of distinct vertices in the edge list E,

and is empty; and,

7) L, a counter, is used to label distinct vertices.

2.1) To construct the TAG vector: select successive elements

from the edge vector E for examination, naming the current edge
the SUBJECT EDGE, e(s), and creating a subset of E called the
OBJECT VECTOR, E(o), such that E(OS =E = e(s8).

A) Examine each of the two vertices defining the subject edge;

vertices occupying a common position in the plane are to be

page 38



October 1979

EXPLICIT METHODS

pl p \" 8

v

o
—_

01
11
1,0
0.0

90
135
180
180
270
270
315
360
360

-—
®w »n w O
NOWw oW
0O L O N N

AN - BN Y - . T R RSy
o

Figure 2.11 THE BASIC P,D,V NOTATION SYSTEM.

assignéd an identical vertex label (see Figure 2.12), and;

1) if the current subject vertex has no been assigned a

label in TAG;

A)

B)

assign ﬁhe next sequential value for label L to ﬁhe
vertex and enter the co-ordinate values for the
vertex in P’ at the position;indicated by the label;
and

examine each vertex in the object vector and label,
as above with L, vertices occupying a position in the
plane identical to that of the Currgnt subject

vertex.

2) if the current vertex has been assigned a label in TAG:

page 39




October 1979 EXPLICIT METHODS

then proceed to examine another subject vertex, until
all elements of E have been exhausted.
2.2) Construct the P, D, V, and B vectors: upon completion of

the TAG labelling routine, L shows the number of distinct

]

vertices in the graph and TAG associates each vertex in E with
one of the L distinct vertices. Using TAG to identify all

instances of a given vertex in E, and the paired vertices of E

to identify all vertices adjacent to a given vertex, scan

successively through TAG in ascending order from 1 to L for each
of the L distinct vertices of the graph as follows:

A) Enter in P(i) the address of the next available storage
location in V; this location in V is the start of the
adjacency list for vertex i.

B) Count the number of occurrences of'vertex i in TAG, (the
degree of vertex i) and for each occurrence:

1) Enter into the next available location in V, the label

of the vertex adjacent to the vertex i; compute the

Bearing Angle of the edge from the vertex i to its

adjacent vertex and enter it into the next available
location of B.
C) Upon conclusion of the search for vertex i, the degree of -

' vertex i is entered into the next available element of D and

the search procedure is dinitiated for the next search
vertex.
The PDV data structure describing the surface boundaries

depicted in building plan section is illustrated in Figure 2.12.
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Figuré 2.12 A BASIC PDV DESCRIPTION OF A
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0 30 160 2 1 90
1 40 160 3 7 180
2 230 160 3 2 90
3 240 160 2 8 130
& 240 20 2 0 270
5 230 20 3 3 90
] 40 20 3 9 180
7 30 20 2 1 270
8 40 130 3 4 180
9 230 150 3 2 270
10 230 30 3 5 270
11 40 30 3 3 380
12 77.5 67.5 2 6 270
13 77.5 122.5 2 10 380
14 82.5 122.5 3 [ 90
15 147.5 122.5 3 7 270
16 152.5 122.5 2 11 360
17 152.5 67.5 2 5 S0
18 147.5 67.5 3 s} 360
19 122.5 67.53 6 90
20 82.5 67.5 3 9 90
21 82.5 72.5 3 11 10
22 82.5 117.5 3 1 360
23 147.5 117.5 3 a 270
24 147.5 72.5 3 2 360
25 122.5 72.5 3 10 180
26 9 360
27 5 180
28 11 270
29 10 90
30 6 180
31 8 3680
32 13 360
33 20 80
34 12 180
35 14 90
36 13 270
37 15 S0
38 22 180
39 14 270
40 16 90
41 23 180
42 15 270
43 17 180
44 16 360
%45 18 270
46 17 90
47 19 270
48 246 360
49 18 90
50 20 370
51 25 360
52 19 90
53 12 270
54 21 380
55 20 180
56 22 360
57 25 90"
538 21 180
59 14 360
60 23 90
61 22 270
62 15 380
63 24 180
64 23 360
65 18 180
66 25 270
67 24 30
638 19 180
6% 21 270
DRAWING.
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Algorithm 2.2 Enumerate the surface boundaries of the graph

TO ENUMERATE FOR EACH PART OF A PLANAR GRAPH THOSE CIRCUITS
AND THEIR CONSTITUENT EDGE ELEMENTS THAT CIRCUMSCRIBE

FIRSTLY THE EXTERIOR REGION AND, SUBSEQUENTLY, ALL INTERIOR

REGIONS OF THAT GRAPH.

GIVEN: 1) a planar graph G, the edges of which represent the

vertical surface boundaries depicted in a plan section

drawing, which is described by the lists;

p D v B a
N
pi | n 7 d 225 b
e 180
§ 135
Pc
g 920 L St N 9
a o » 7
b 315 :
¢ 270
d f
h' g
Q

Figure 2.13 COUNTER-CLOCKWISE ORDER OF VERTICES.

whose elements label each vertex;

Iro
-

, whose elements describe the degree for each wvertex

|o

labelled in P;

I

whose elements identify those vertices adjacent to
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each vertex labelled in P; and

B, whose elements describe the bearing angle for each
element in V, where for the list V, for each
vertex of the graph the vertices adjacent to that
vertex are listed in counter-clockwise order (see
Figure 2.13).

BEARING ANGLE BEARING' ANGLE
°=° G'=18°
N AN
b=270 & O >d=90 b'=90& O >d'=270
Y Vv

O SOURCE VERTEX

H TO EXIT VERTEX
{EXIT EDGE)

Figure 2.14 SOURCE BEARING” ANGLE.

and ASSUMING the following terminology:

1) SOURCE VERTEX refers to a vertex of the graph that

is to be.or is being exited;

-2) EXIT VERTEX refers to a vertex of the graph that
is to be or is being entered along an edge
extending from the SOURCE VERTEX;

3) SOURCE BEARING’ ANGLE refers to the inverse of the
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Bearing Angle (as depicted in Figure 2.14) for the
edge that was traversed in order to enter the
current SOURCE VERTEX;

START VERTEX refers to the first vertex of a

circuit circumscribing a region of the graph.

THE FIRST AVATLABLE RIGHT HAND TURN refers to that

edge emanating from the current SOURCE VERTEX (all

the edges emanating from the SOURCE VERTEX are

identified via their vertex label in the list V)

which;

a) has not been previously traversed, and

b) lies immediately adjacent, in a counter-clock-
wise direction, to that edge (see Figure 2.15)
which was used to enter the current SOURCE

VERTEX.

The FIRST AVAILABLE RIGHT HAND TURN is identified
from the set of available ‘exit vertices® (ie.
available exit edges) for the current SOURCE
VERTEX by inspecting the Bearing Angle for each
available exit vertex and,éelecting,

if the SOURCE BEARING’ ANGLE > 0°, that vertex

with the largest Bearing Angle which is less than
the current SOURCE BEARING® ANGLE or, if no such
vertex can be identified or,

if the SOURCE BEARING’ ANGLE =_0°, that vertex

which has the largest Bearing Angle.
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S

é~—=~ ~ —~~ ENTRANT EDGE
€= EXIT EDGE NOT TRAVERSED
&~——p*~——— EXIT EDGE TRAVERSED

O SOURCE VERTEX

@ EXIT VERTEX

Figure 2.15 THE FIRST AVAILABLE RIGHT HAND. TURN.

6) BOUNDARY CIRCUIT refers to a circuit of the graph

that circumscribes a region of the graph; and,

7) EXTERIOR BOUNDARY CIRCUIT and INTERIOR BOUNDARY
CIRCUITS geometrically identify that circumscrib-
ing circuit which circumscribes the region outside
a Part of the graph aﬁd those circuits (or
circuit) .which circumscribe the regions inside a
Part of the graph, respectively.
and DEFINING the lists VTAG, VTRAV, VCLR, PPL, CL
and PL, such that:

1 VTAG‘ definés, for each corresponding EXIT VERTEX in v,
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~
N

=== R
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} |; : O VERTEX

1 Iy " &~ ' EXTERIOR BOUNDARY CIRCUIT
i N | {==mm== INTERIOR BOUNDARY CIRCUIT
! h !

I f !

H I !

i - h I
N

B=zzczo g R

Figure 2.16 THE CIRCUMSCRIBING CIRCUITS OF A GRAPH.

2)

3)

4)

3)

the SOURCE VERTEX in P for that EXIT VERTEX;

EIBAZ defines, for each corresponding EXIT VERTEX in V
and the entrant edge implied by that vertex entry in V,
whether or not that entrant edge has been marked as
being traversed in the enumeration process;

VCLR defines, for each corresponding EXIT VERTEX in V
and the entrant edge implied by fhat vertex entry in V,
the boundary circuit to which that edge belongs;

PPL defines, for each vertex of the graph, the Part of
the graph to which that vertex belongs;

CL indicates which circuit labels have been assigned and
for those that have been assigned, to identify,éh EXIT

VERTEX in the 1list V and, by implication, the entrant
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edge to that vertex that lies along and partially
comprises that boundary circuit; and,

6) PL indicates which Part labels have been assigned and,
for those that have been assigned, to identify the
.circuit labels assigned to the first boundary circuit

(exterior circuit) of that Part of the graph.

STEP 1: LOCATE A START VERTEX LYING ALONG THE EXTERIOR BOUNDARY .
CIRCUIT OF A PART OF THE GRAPH.
1.1) Search the elements in the coordinate list P’ associated
with each vertex of the graph, examining the x coordinate for
those vertices that have not been assigned a Part Label (as
indicated in the PL list), and attempt to nominate that vertex
with the largest x coordinate value as the START VERTEX.
A) If no such START VERTEX is identified then either all the

circuits of all Parts of the graph have been enumerated or

the graph is empty. In either case the enumeration procedure

has been completed and this algorithm should be exited.

B) If such a START VERTEX is identified, that START VERTEX
lying along the rightmost portion of the exterior boundary
circuit of an as yet non-enumerated Part of the graph, then

proceed to Step 2.0.

STEP 2: ENTER A PART OF THE GRAPH AND INITIATE A TRAVERSE OF ITS

EXTERIOR BOUNDARY CIRCUIT.

2.1) Select the next available Part Label j from the Part Label

page 47



October 1979 EXPLICIT METHODS

list PL, nominating this label as the current PART LABEL; mark
that Part Label in PL as being assigned, entering the vertex

label i, identifying the START VERTEX in P, into the jth element

of PL; and, enter the Part Label j, that will be used to label
all vertices of this Part, into that element of the Vertex Part

list PPL that is associated with the START VERTEX.

2.2) Define a psuedo edge, having a Bearing Angle of 2700,
entrant to the START VERTEX. This psuedd edge will be used to
enter tﬂis Part of the graph but does not fofﬁally belong to the
graph (see Figure 2.17); record the START VERTEX label as the
current SOURCE VERTEX; enter the START VERTEX traversing along
the psuedo edge and record the SOURCE BEARING’ ANGLE for the
psuedo gdge used to enter the START VERTEX (ie.. B=270° and
8°=90%).

~

2.3) Set the CIRCUIT LABEL REQUEST FLAG, which will cause the

next Circuit Label to be fetched from the Circuit Label list in

Step 3.

STEP 3: TRAVERSE AND ENUMERATE THE EXTERIOR AND THEN THE INTERIOR

BOUNDARY CIRCUITS OF THIS PART OF THE GRAPH.

3.1) Examine the exit vertices in V, for the current SOURCE
VERTEX, that are marked as not having been previously traversed.
Attempt to identify THE FIRST AVAILABLE RIGHT HAND TURN,
recording its vertéx label b (in the b th element of V) as the

EXIT VERTEX and;
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B=270

o cn wa— a— - ———

B'=90

O START VERTEX AND SOURCE VERTEX
€~ — = ——= PSUEDO EDGE
é——————— EXIT EDGES FROM SOURCE

Figure 2.17 BEGIN TRAVERSE OF EXTERIOR BOUNDARY.CIRCUIT.

A) If such a RIGHT HAND TURN is identified:

1) Determine if the CIRCUIT LABEL REQUEST FLAG is set, and;

a) If not set, then proceed to A.2 of this step.

b) If set, then proceed to select the next available

Circuit Label m from the Circuit Label list CL,
nominating this label as the current CIRCUIT LABEL;

'mark this Circuit Label in CL as being assigned,

entering the element address k for the EXIT VERTEX b
into the m th element of CL: and, clear the CIRCUIT
REQUEST FLAG.

2) Enter the current CIRCUIT LABEL into the m th element of

VCLR, so as to identify the boundary circuit to which
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3

4)

5)

6)

B) If

this edge belongs and mark this edge as having been
traversed. |

Set the m th element in VTRAV, marking this edge as
having beeq traversed.

Assign the current PART LABEL to the b th element in
PPL, associating this vertex with the current Part.
Nominate the EXIT VERTEX as the current SOURCE VERTEX
and determine the SOURCE BEARING” ANGLE for the new
SOURCE VERTEX.

Compare the .START VERTEX for the boundary circuit
currently being traversed with the current SOURCE
VERTEX, and;

a) if not equal, return to 3.1 of this step in order to
continue the traverse of this boundary -circuit.

b) if the START VERTEX and SOURCE VERTEX are one in the
same (see Figure 2.18), then the traverse of the
current boundary circuit has been completed; set the
CIRCUIT LABEL REQUEST'FLAG; and, return to 3.1 of
this step in order to seek out another boundary

circuit, if it exists, in this Part of the graph.

such a RIGHT HAND TURN is not identified: Examine

successive vertices in P until that list is exhausted and,

for every vertex in PPL that is labelled as belonging to the

current Part of the graph (ie. PPL label and PART LABEL are

one in the samé) perform the following;

D

Defiﬁe the vertex selected above as the SOURCE VERTEX
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START VERTEX
SOURCE VERTEX

Figure 2.18 COMPLETION OF BOUNDARY CIRCUIT TRAVERSE.

and attempt to identify an available (ie. non-traversed)

exit vertex in V for the current SOURCE VERTEX and;

a)

b)

If such an exit vertex is identified, define this
vertex as 'the current EXIT VERTEX; nominate the
curreﬁt SOURCE VERTEX as the START VERTEX; set the
CIRCUIT LABEL REQUEST FLAG; and return ‘to A.l1 of
this step in order to traverse this edge and the
boundaéy‘circuit to which it belongs.

If no such exit vertex is identified, then all the
edges in this Part of the gféph have been traversed
and all the boundary circuits énumerated (see Figure
2.19). As there may be other Parts of the graph yet
to be located and traversed, return to l.l of step 1
to continue the traverse and enumeration process for

this graph.
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N4 v

¢ P 51l e P oij v 8 i ¢
G il &

il o 30 160 2 1 90 4 5

) 1 il 1 40 160 3 7 180 18 |
8 7 Il 2 23 160 3 2 g0 7 3
23 tl 3 240 160 2 8 180 22 5
25 1 & 240 20 2 0 270 g 1
21 s 230 200 3 3 90 g 2
16 1l & 40 20 3 9 180 324 3
42 i 7 30 20 2 1 270 3 1
43 1|l 8 40 150 3 4 -180 1y 2
41 il 9 23 150 3 2 270 5 1
63 {0 23 30 3 s 270 14 2
58 1{] 11 40 30 3 3 360 g 1
54 2i{12 77.5  67.52 6 270 17 §
51 2{f13 77.5  122.52 10 360 37 2
2i{14 82.5 122.53 4 99 19 1

2115 147.5 122,53 7 279 13 5

2il 16 152.5 122.52 11 380 39 . §

2]117 152.5  67.52 5 99 12 1

2[118 147.5  67.53 0 1380 1S

21419 122.5  67.53 6 90 35 1

2}{ 20 82.5 67.53 9 90 33 4

2{{21 82.5 72.53 11 180 31 3

2{{22 82.5 117.53 1 360 3 3

21123 - 147.5 117.53 8 270. 20 3

2126 147.5  72.53 2 360 g 2

2| 25 122.5  72.53 10 180 26 &

26 9 360 25 2

27 S 180 13 6

23 11 270 29 4

29 10 90 28 6

30 6 180 16 5

31 8 360 21 4

32 13 360 3 11

33 20 90 s3 7

34 12 180 32 7

35 14 90 35 11

36 13 270 35 7

37 1S 90 35 9

38 22 180 59 11

39 14 270 37 7

40 16 90 42 8

4 23 180 6% 9

42 1S 270 40 7

43 17 180 44 8

44 16 380 43 7

45 18 270 45 8

46 17 90 45 7

47 19 270 49 13

48 26 360 65 8

49 18 90 47 7

® verTix 50 20 270 52 12
> circury . _ 51 25 360 68 13
52 19 90 50 7

53 12 270 33 11

54 21 360 55 12

. 4 55 20 180 54 11
56 22 360 s§ 10

57 25 90 89 12

3 s3 21 180 sé 11
5% 14 360 138 9

60 23 90 61 10

61 22 270 60 9

62 15 380 41 8

B 63 26 180 64 10
64 23 360 63 8

65 18 180 48 13

66 25 270 67 10

67 2% 90 g6 13

Ul 68 19 186 51 12
L 69 21 270 57 10

Figure 2.19 THE BOUNDARY CIRCUITS OF THE GRAPH.
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Algorithm 2.3 Enumerate the regions of the graph

TO ENUMERATE THE BOUNDARY CIRCUITS CIRCUMSCRIBING EACH REGION OF

THE GRAPH.

GIVEN: 1) The extended PDV description for the planar graph, as

developed in the previous algorithm, in which each edge
vis assigned a Part and Circuit label,

and, ASSUMING the following termé and enumerative conventions, such
that:

1) The term PARENT is used to refer to that Part of the
graph within which another Part of the graph is directly
embedded. (eg. see Figure 2.20, where Part 1 is the
PARENT Part of Part 2 and Part 2 is the PARENT Part of

Part 3 but Part 1 is not the PARENT Part of Part 3);

2) The task of determining whether or not a point lies
within any simple ;egion of the graph can be performed
by summing the angles (as depicted in Figure 2.21)
subtended between a point (referred to as the TARGET)
and successive vertices lying aléng the boundary circuit
of the regiom in question. If the point lies within the
region (Figure 2.21(a)) the sum of these angles will
equal 360 degrees. On the other hand, if the point lies
outside the region ianuestion (Figure 2.21(b)), the sum
of these angles will equal 0 degrees.b

and, DEFINING the lists PTAG, NP, R, RC, CR and VR, such that:
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? -O- ! -0
2
gizézfg
1 PART #1
2  PART #2
O- O Io) 3  PART #3

Figure 2.20 PARENT PARTS OF THE GRAPH.

1) PTAG defines, for each Part of the graph, whether the

Partv i is available (PTAG(1)=0) or not available
_ (PTAG(i)=l) for éxamination/seleétion;

2) NP defines, for éach Part of the graph, whether that
Part has a PARENT Part, and if so, the Part Label used
vto reference that PARENT Part;

3) R defines, for each region label; whether that label has
begn or has not been assigned and if assigned, the
number of boundary circuits circumscribing that region;

4) RC defines, for each region of the graph, the circuit

label(s) used to identify the boundary circuit(s) of

that region. If the region is simple (ie. circumscribed
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Figure 2.21 POINT LYING IN A REGION OF THE GRAPH.

by only one boundary circuit) the region will have only
one entry in this list. However, if the region is

complex (ie. circumscribed by more than one boundary

circuit) the first entry in the list for that region

"will identify the exterior boundary circuit for the
regiong

5) CR defines, for each circuit label, the region to which

that boundary circuit belongs; and,
>6) YR defines, for each edge of the graph, the region to

which that edge belongs.
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cL
g €3 7\?
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(3
z

o< £3 ?b
R__RC

region A (1
region 8 C3,C2

Figure 2.22 THE BOUNDARY CIRCUIT(S) OF A REGION.

STEP 1: IDENTIFY ALL NESTINGS OF PARTS OF THE GRAPH.

1.1) Select in turn each Part of the graph, as identified in PL

~and nominate the selected Part as the current SOURCE Part. If

.all the Parts of the graph have been previously selected,

proceed to step 2.
1.2) Obtain the x and y coordinates for a vertex lying along the

exterior boundary circuit of the SOURCE Part and define the

- coordinates of this vertex as the current TARGET.

1.3) Successively select Parts from those remaining in PL (all
Parts of the graph except for the current SOURCE Part) and,
nominating the Part selected as the current OBJECT part,

determine " if the TARGET lies within the exterior boundary
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circuit for the current OBJECT Part.

A) if the TARGET does not lie within the exterior boundary
circuit of the current OBJECT Part (ie. ANGLE=0) then the
SOURCE Part is not nested within the current OBJECT Part.
Return to 1.3 in order to examine the next Part of the
graph.

B) If the TARGET does lie within the exterior boundary ecircuit
of the current OBJECT Part (ie. ANGLE=360), then the current
SOURCE Part is nested within the current OBJECT Part. Enter
the Part label identifying the SOURCE Part into that element
of NP, associated with the current OBJECT Part, and then
return to 1.3 in order to select another Part of the graph

for examination.

STEP 2: - HIERARCHIALLY RELATE THE NESTED PARTS OF THE GRAPH.

2.1) Examine the entries for each Part element in NP in turn and
PTAG that element as being not available (ie. for Part i
PTAG(i)=1), if there is no PARENT identified in NP for that Part
element.
2.2) Examine in turn the entries for each Part element in NP and
if the PARENT list for each Part is either
empty, indicating that this Part element is embedded in
the extérior region of the graph, or

contains only one PARENT entry, indicating that this

part is nested directly within an interior region of the

PARENT Part,-
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then proceed to step 3; all the parts of the graph have been
hierarchically related. Otherwise, continue processing in this
step, proceeding to 2.3.

2.3) Examine the entries in NP £for each Part element in
succession and for each part that is marked in the PTAG list as
being available {(ie. PTAG=0) and that has only one PARENT
perforn the following;

A) Nominate the single PARENT Part selected as the current

OBJECT.

B) Nomiﬁéte the PARENT of the current OBJECT as the TARGET.

C) Examine in succession the entries in NP for each Part
element that has more than one PARENT and remove any
occurrences of the TARGET from that Parts NP list.

D) PTAG the current OBJECT aé being not available.

Upon completion retufn to 2.2 in order to determine whether or
not all Parts of the graph has been directly related to a single

Parent or the exterior region of the graph.

STEP 3: ENUMERATE THE BOUNDARY CiRCUITS CIRCUMSCRIBING EACH

_REGION_OF THE GRAPH.
3.1) Enumerate thé boundéry circuit(?) circumscribing the
exterior region of the graph: initialize the PTAG and R lists as
being ‘available’; seléct the next available region label (eg.
the first region label being 1) from R and nominate this label
as the current REGION NAME; search NP, identifying and counting

each Parentless Part of graph; enter the number of Parentless '
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Parts into the R for the current REGION NAME, marking that label
as being assigned; enter the circuit labels, identifying the
exterior boundary circuit for each Parentless part into the

element (s) of RC associated with the current REGION NAME: enter

the REGION NAME into the elements of the CR and VR associated
with the exterior boundary circuit for the Parentless Parts of
the graph; and, PTAG the Parentless parts of the graph as being

‘not available’ (ie. PTAG (i)=l).

- 3.2) Enumerate the boundary circuits circumscribing those

regions,'éther than the exterior region, within which the Parts
of the graph are embedded: select in turn any_available nested
Part from NP (ie. PTAG=0), and nominate the Part selécted as the
current OBJECT Paft.and;

A) Identify the boundary circuit of the Parent Part (using the
angle suﬁmation algorithm) in which the éurrent OBJECT Part
is embedded: enter the circuit label, identifying this
circuit of the PARENT -Part, into that element of NPC
associated with the current OBJECT Part; select the next

available region label from R and nominate this label as the

current REGION NAME; initialize the circuit counter and
count the boundary circuits belonging to the current REGION

NAME, as they are identified; enter the circuit labels, for

both the boundary circuit of the PARENT Part and then the
exterior boundary circuit of the current OBJECT Part into RC
for the current REGION Name; enter the current REGION NAME

into the CR and VR elements associated with the boundary
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circuit of the PARENT Part and the exterior boundary circuit

of the current OBJECT Part; PTAG the OBJECT Part as being

‘not available’; and,

B) Examine NP and determine if any other available Parts of the

graph are embedded within the current PARENT Part;

1)

2)

If another Part or Parts is embedded within the current
PARENT PART, then nominate each such Part in turn as the
current OBJECT Part and perform the following: enter the
circuit label identifying the exterior boundary circuit
fof the current OBJECT Part into the RC element
associated with that Part of the graph; increment the
circuit counter; enter the current REGION NAME into the
CR aqd VR elements associated with the exterior boundary
circuit of the current OBJECT Part; PTAG the current
OBJECT Pért as being ‘not available’; and, proceed to 1
to examine the next available nested Part of the graph,
if it exists; otherwise proceed to 2.

If no other Part of the graph is embedded within the
current PARENT Part, then perform the following; enter
the circuit counter into R for the current REGION NAME ;
and, return to 3.2 in order to enumerate another complex
region of the graph, if it exisgs. ‘Otherwise, proceed

to 3.3 of this step.

3.3) Enumerate the boundary circuits circumscribing all

remaining simple regions of the graph: examine VCLR and for each

circuit not as yet assigned a region label in VR, perform the
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following; initialize and increment the circuit counter; select
the next available region label from R and nominate this label
as the current REGION NAME; enter the circuit counter into R for
the current REGION NAME; and, enter the REGION NAME into the CR

and VR elements associated with the current unassigned boundary

circuit.
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Figure 2.23 THE ENUMERATED REGIONS OF A GRAPH.
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Algorithm 2.4 Attach attribute labels to the regions

TO ATITACH THE ATTRIBUTE LABELS* CONTAINED IN THE GRAPHIX
GRAPHICAL DATA STRUCTURE TO THE REGIONS OF THE GRAPH G.

GIVEN: 1) The extended PDV description for the planar graph as
developed in the previous algorithm,.in which all‘the
boundary circuits, regions and Parts of the graph have
been identified and,

2) the AREAL and NAME class of sub-pictures contained in

the GRAPHIX Graphical Data Structure for the plan
section drawing currently under assembly.
and, DEFINING the lists RCOL, CCOL, and VCOL, such that:
1) RCOL defines the attribute identity of each region of
. the graph;

2) CCOL defines the battribute identity of each boundary
circuit of.the graph; and

3) VCOL defines the attribute identity of each edge of the

graph.

l.1) Attach the ‘exterior interface’®** label to the exterior

region (ie. region 0 in the lists R, RC, and RV) of the graph:
enter the exterior interface code into those elements of RCOL,
CCOL, and VCOL that are labelled in R, CR, and VR, respectively,

as belonging to region 0.(Region 0 is identified by a ‘E® in all

-

Figures.)

* The attribute 1labels assigned to identify regions are
identical to the sub-picture drawing codes used to describe the
region in the GRAPHIX Graphical Data Structure.

** The ‘interior interface’ code labels those graph elements
that are associated with the exterior of a building.
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1.2) Identify and attach the ‘attribute labels’ to all remaining
regions of the graph: examine each sub-picture instance in the
GRAPHIX Graphical Data Structure (GGDS) for the plan section

drawing currently under assembly and, for each instance, perform

the following;
A) Acquire the attribute information from the GGDS;
1) if the sub-picture instance is of the LINEAR class,
return to examine the next instance as no attribute

information is conveyed by this class of sub-picture.

Figure 2.24 THE TARGET FOR AN AREAL CLASS SUB-PICTURE.

2) if the sub-picture instance is of the AREAL class; using

the information defining the instance in the GGDS,
calculate the coordinates for a TARGET point lying
within (the centroid of the surface boundary rectangle -
see Figure 2.24) the confines of that sub-picture

surface boundaries; nominate the address of this AREAL.
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instance in the GGDS as the current COLOUR; and, proceed
to ‘B’.

3) if the sub-picture instance is of the NAME classg
nominate the first coordinate for the NAME instance as
the TARGET and the sub-picture display code for this

instance as the current COLOUR; and proceed to ‘B’.

Figure 2.25 A TARGET WITHIN A COMPLEX REGION.

B) Identify the region of the graph within which the current

TARGET lies:
1) search in turn all the complex regions, if present, of

the graph that are identified in NP and NPC (ie. those
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2)

regions defined by more than one boundary circuit), and
determine if the current TARGET lies inside the region
(ie. inside the exterior boundary circuit of the region
labelled in NPC for this region, and exterior to the
remaining boundary circuits circumscribing this region -
see Figure 2.25). If the TARGET does not lie within this
or any other complex region of the graph, proceed to

“2°. If the TARGET does lie within this complex regionm,

-perform the following; enter the current COLOUR into the

elements of RCOL, CCOL, and VCOL that are labelled in
the R,‘CR, and VR lists, respectively, as belvonging to
this region of the graph.

Otherwise, >search in turn all simple regions of the
graph identified in R (ie. those regions for which only
one boundary circuit is defined), and determine which
region the current TARGET lies within; enter the current
COLOUR into the elements of RCOL, CCOL, and VCOL that
are labelled in R, CR, and VR, respectively, .as

belonging to this region of the graph.
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Algorithm 2.5 Construct the dual graph G(d)
TO CONSTRUCT A DUAL GRAPH REPRESENTATION G(d) OF THE PLANAR
GRAPH G, where

each vertex of the dual graph G(d) represents a region

(container) of the graph, and each edge of the dual graph G(d)
represents the adjacency of two regions (a shared surface

boundary) of the graph G.

DUAL GRAPH
— EDGE
O VERTEX

GRAPH
—=— EDGE

_ _‘ @ VERTEX

!
|
1
I
|
i
I
!
l
I
!
1
|
!
I
I
!
I

Figure 2.27 THE DUAL GRAPH G(d) OF THE PLANAR GRAPH G.

GIVEN 1) The extended PDV description for the planar graph G, as

developed to this juncture; where
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a) all the regions of the graph G are defined in R; and
b) the identity of the adjacent boundary circuit,
region, and colour for each edge exiting each vertex
of the graph is identified (see Figure 2.28) in the
elements of VC, VR, and VCOL that are associated with
the exit edge immediately counterclockwise to the
edge in V (as noted in algorithm 2.2, the exit edges
for each vertex of the graph are listed in clockwise

- order in V).

[}
<N

ClRwui#
REGion
COLour

Figure 2.28 ADJACENT BOUNDARY CIRCUITS, REGIONS AND COLOURS.

and DEFINING the lists RAN and RDUAL to be used, in conjunctiom
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with the previously defined 1list R, to store the
description of the dual graph G(d), such that;
1) R, previously used to define the regions of the graph G,

will identify the vertices of the dual graph G(d);

2) RAN defines, for each vertex in the dual graph G(d) (ie.
each region of the graph G), the number of adjacent
vertices (ie. regions); and,

3) RDUAL defines, for each vertex of the dual graph G(d),

‘the identity (ie. region 1labels) of all adjacent

vertices (ie. regions).

STEP 1: CONSTRUCT A DUAL GﬁAPH G(d) OF THE PLANAR GRAPH G.
l.1) Select in turn each region of the graph G identified in the
list R, nomiﬁating the region selected as the current OBJECT
region and,selécting the boundary eircuit(s) from RC that are
contiguous to the current OBJECT region, perform the following;
. A) Obtain the address in V for an exit edge lying along ;he
boundary circuit contiguous to the current OBJECT region,

and

B) Traverse the exit edges of the boundary circuit, counting
and identifying each region that is adjacent to the current

OBJECT; enter the count for the number of adjacent regions

into that element of RAN that is associated with the current

OBJECT region; and, successively enter each of the region
labels identifying the regions adjacent to the current

OBJECT regiomn into the next available elements of RDUAL.
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Section 2.3 Assembling and Enumerating the overlay graph GO

Introduction

Once the Planar Graph Representation of each plan section
drawing has been assembled, the construction process for the three
dimensional network representation of the building can be
initiated. This process requires that the Planar Graph Representa-
tion of vertically adjacent building sections be pairwise overlayed
and the planar graphs resulting from that union procedﬁre be
inspected. This section documents the algorithms and the
extensions to the PDV data structure that are used to perform the
graph overlay and dinspection procedures which result in the
generation of the network representation for a building.

A series of five algorithms is used in the comstruction process
for the three dimensional network representation of a building.
Threé of the algorithms in this series were developed specifically
for the task at hand. Two of the algorithms use& in this process
are also used in the assembly process for the two dimensional
Planar Graph Representation. A functional description for each of.
the five algorithms is presented below in order to summarize the
sequence of events followed in the constfuction precess for the
three dimensional network representation. Detailed operational
descriptions for each of the three algorithms specifically
developed for the mnetwork representation construction process
follow later. As in the previous section, descriptions of the

extensions to the PDV data structure are incorporated within the
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description for the algorithms generating the information base.

Procedural Summary

The overlay and inspection procedure applied to the Planar Graph
Representation of each pair of vertically adjacent building

sections is executed in the following manner:

Algorithm 2.6 conmstructs an overlay planar graph GO that

déscribes the union of the Planar Graph Representations ofv two
vertically adjacent building sections. The regions of the overlay
graph GO resulting from this union map the vertical juxtaposition
of individual containers delineated in the adjacent building

sections.

Algorithm 2.2 enumerates the individual circuits of the graph GO

that are coinéident to each vertically adjacent region of the
graph. The basic PDV description of the graph GO (consﬁructed in
Algorithm 2.6) is inspected and the circuits circumscribing the
exterior fegion and all circuits circumscribing the interior

regions of each Part of the graph GO are enumerated.

Algorithm 2.3 identifies the surface boundaries (ie. boundary

circuits) that map each region of the graph GO. The Part and
boundary <circuit information generated in the previous algorithm
is inspected and the boundary circuit(s) circumscribing each region

are labelled as belonging to that region of the graph.
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Algorithm 2.7 Each region in the graph GO maps the juxtaposition

of two vertically adjacent building components. Each of these
building components is identified by a unique.region label in their
respective horizontal planar graph representations (G(u) and G@y).
This algorithm attaches two data items to each region in the
overlay graph GO; one identifies the region label for the building
component juxtaposed immediately below (in G(1)) and the other
identifies the region label for the building component juxtaposed
'immediateiyAabove (in.G(u)). Each of these data items describes a

vertical (directed) edge in the building NETWORK representation.

Algorithm 2.8 inspects the vertical adjacency linkage lists
previously established for the regions éf the graph GO and creates
two similar and reciprocal vertical adjacency linkage lists for the
regions of both the lower and upper graphs, G(1) and G(u),
respectively. Once this procedure has been executed for each of the
plan section drawings, each mode (container) and each edge (shared
container surface boundary) of the building network will have been
described and the construction process for the NETWORK representa-

_ tion of the building completed.
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The Algorithms

Algorithm 2.6 Construct the overlay graph GO

TO OVERLAY TWO VERTICALLY ADJACENT PLANAR GRAPHS OF THE SERIES
DESCRIBING A BUILDING AND TO CONSTRUCT AN EXTENDED PDV

DESCRIPTION OF THE PLANAR GRAPH RESULTING FROM THAT UNION.
GIVEN: 1) The extended PDV description (as developed in section 2
of this chapter) of vtwo vertically adjacent planar

"graphs, referred to as the upper graph G(u) and the

lower graph G(1), that describe vertically adjacent
building sections.

and DEFINING the following graphs;

1) two temporary graphs GT(u) and GT(1l) describing the
parent graphs G(u) and G(1l) respectively, where

A) the vertices of the temporary graphs map: the
vertices of its parent graph; the intersection of
edges of the parent graph with the edges of the
adjacent parent graph; and, the coincidence of edges
of the parent graph with vertices of the adjacent
parent graph; and,

B) the edges of the temporary'éraphs map the adjacency
of the'veftices of a temporary graph as defined in
its parent graph.

2) the overlay planar graph GO describing the union of the

graphs G(u) and G(1)

and, DEFINING the following for use in the inspection, construction

page 76




EXPLICIT METHODS

October 1979

sl L O
oc(Z
e UQ -

o)

HNMTONSNOMNNO
o~

-

O M

- oot

R K R

e O N Yt O
[ B O o B

SI- W

L S-S M 'a )

e et -t

refer to elemenes

A,8,C,0,E,F
in GGDS.

AHMPMHMEAEHNENEANHWANA QA LA KD

» -~ g - - L - L) VCOL
SUD~ CWMAIUMKOMUIIGMOE < mp < n s
b >oe MO ONAMONODNOMMNON O M el ) ot (Nt Y
>oe MONMNMOTNO~O~“ON—ONNOMO
e SUAK N ST N S O 0 N O VY A W 0 N g
DU T AT I T D e O ) O ad ) e gt ’
s | seqo MHPOPRNgEYn~Sonnnggsnuagay
TUNDOONNNAN L OMNOO0 N N - : e ©
>+—-<0 - e L e = B I i | by
Q0000000000000 OOCOOOOOD
o . SEERERERNERRERIZLAZRIZRITEER
00000000V OOOOd o o~ o
o NV DSNNONOINSONONN OO
-t ~ o~ AN NN ~N 0 «)
MO NOMAN A I NNVIOWLTNENNON 00O
e > . -8 - - -
> HERNOVOMWVI NI NNTO NG =N O W e
o NENMENNMNNNN NN
o MM NNMOM e
WVWWOUWNOOMONNINCNN
vt =t -t e et et
VOOV ONOOO0O -
Ll e ] . .
a
~
OV NOONOO OMMNOOSSZSS
L I S
. O NMINONOARC NG L INO 00 o OO FNOVUNDOONMNFIVNIORDNO-INMIN
. At et el et od v ettt Pt e et e e e A S NN NN
[ (e R R N N B ] . [l e B B e e B B I
= ® e _ @
o i "
Z @ 4.N - Za ' "4 b/ q
-u - AN o -t A
wuo 10 O M« @ (10 le 12 [P N=-N NN @ @
—— © -1
Vo O=aom b Uoe O~ ~™M
- O 00\ N . ©“ o~ - O
v @ v 2w 8
. o ~ 0.
2 -
® Svaky
I
£39 £ ol
£ 05 EPoe
lm& !l" .
>0 u > v = )
.DO o k? .DO © b/

Figure 2.30 THE UPPER AND LOWER GRAPHS G(u) AND G(1).
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G(u):

{a)

GT{u):

(b)

Figure 2.31 THE PARENT, TEMPORARY, AND OVERLAY GRAPHS.

and storage of the Parent, Temporary and Overlay graphs:
3) the lists TAG, VPI, VPD, and VP are used to enumerate

the points of interséctionand junction of the temporary

page 78




October 1979

EXPLICIT METHODS

graphs, where;

A) TAG defines, for each exit edge in V of the parent

TAG LIST

f = FIRST OCCURRENCE
NUMERIC =SECOND OCCURRENCE

{ADDRESS)

graph, whether that exit edge is the ‘first
occurrence’ in V of the description of that edge ér
the ‘second occurrence’, and if the ‘second
occurrence’, the address in V of the ‘first

occurrence’ (see Figure 2.32);

3 P D V TAG

0o 2 1 f. 0
2 3 7 4 1
5 3 2 f 2
8 2 [ f 3
10 2 0 0 4
12 3 3 f S
5 3 5 § 6
18 2 1 2 7
4 4 f 8
2 5 9

5 f 10

3 8 N

-] f 12

2 6 13

4 10 14

7 f 15

1 3 16

5 12 17

¢} 1 18

6 15 19

Figure 2.32 FIRST AND SECOND OCCURRENCES IN THE TAG LIST.

B)

c)

VPI defines, for each exit edge of the parent graph,

the point(s) of intersection and/or .coincidence

between the adjacent Parent and that exit edge;

VPD defines, for each exit edge of the parent graph,
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4)

the number of points of intersection and/or
coincidence between the adjacent Parent graph and
that exit edge; and,

D) VP defines, for each exit edge of the parent graph,
the start address in VPI of those points of
intersection/coincidence for that exit edge;

the lists GTP, GIP’, GTD, GIV, GTB, and GIR are used to

store an extended PDV description for each Temporary

- -graph (the prefix GT" referencing the list that.is used

3)

for the Temporary graph and the suffix referencing the
standard list elements of the extended PDV description,
as defined in Algorithm 2.1);

the lists GOP, GOP’, GOD, GOV, GOB and the lists GORU,

GORL and ALIAS are used to store an extended PDV

description of the overlay graph resulting from the

union of the Parent graphs G(u) and G(l) (via their

Temporary grapﬁs GT(u) and GT(1)) whereé

A) GORU defines, for each exit bedge of the overlay
graph, the region of the upper parent graph G(u)
lying immediately to the right of that exit edge (see
Figure 2.33); |

B) GORL defines, for each exit edge of the overlay

graph, the region of the lower parent graph G(1)
lying immediately to the right of that exit edge (see

Figure 2.33);

C) ALIAS defines, for each vertex of the Temporary graph
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GT(1l), the vertex label that will be assigned to that

vertex in the overlay graph GO; and,

0 1 2 3 P VvV GORU GORL
o > 4
’? 13 14 T 10->1 B E
N->1 B not assigned
11212 not assigned E
n 12
*——*——‘4
16 15
9 10

Figure 2.33 THE GORU AND GORL LISTS OF THE OVERLAY GRAPH.

D) GOP, GOP’,  GOD, GOV, and GOB define the vertices,
'position, degree, exit edges, and beéring angle of

the exit edges for the overlay graph GO.

STEP 1: IDENTIFY ALL “SECOND OCCURRENCES’ IN THE V LIST.
1.1) Identify and tag the “second occurrence’ of the two exit
edges that are listed in V of the graph G(u) for each surface
boundary (see Figurg 2.32): initialize all the elements of

TAG(u) as being the ‘first occurrence’; select ‘first occur-
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rence’ exit edges in turn from V of the upper graph G(u),
nominating the selected exit edge as the current SUBJECT EDGE,
and perform the following for each SUBJECT EDGE;

A) Identify both the SOURCE VERTEX being exited by the current

SUBJECT EDGE and the OBJECT VERTEX being entered by éhe
current SUBJECT EDGE.

B) Enter P of the graph G(u) at the OBJECT VERTEX and,
examining the list of exit edges for that vertex, locate the

exit edge entrant to the current SOURCE VERTEX and nominate

that edge as the current OBJECT EDGE; enter the address in V
of the current SUBJECT EDGE into that element of TAG(u) that
is associated with the current OBJECT EDGE (marking this
OBJECT EDGE as the “second occurrence’ of the SUBJECT EDGE) .
1.2) Identify and tag the ‘second occurrence’ of the two exit
edges that ére listed in V of the graph G(l) for each surface;
perform those operations described in 1.1 above, substituting .

TAG(1) and G(1) for the terms TAG(u) and G(u), respectively. ~

STEP 2: IDENTIFY ALL THE VERTICES OF THE TEMPORARY GRAPH GT(U)
THAT WILL RESULT FROM THE UNION .OF THE GRAPHS G(u) and
G(1).

2.1) Identify all the vertices of the graph GT(u): select in

turn each vertex of the upper graph G(u), nominating the
selected vertex as the current SUBJECT VERTEX; for each SUBJECT
VERTEX, select in turn ‘first occurrence’ exit edges of the

current SUBJECT VERTEX, nominating the selected exit as the

page 82



October 1979

EXPLICIT METHODS

SUBJECT EDGE, and perform the following;

A) Enter the address of the next available element in VPI into

B)

that element in VP that is associated with the current

SUBJECT EDGE and initialize the intersect counter.

Examine in turn the ‘first occurrence’ (TAG(1)=0) exit edges

of the lower graph G(1), nominating the selected exit edge

as the current OBJECT EDGE, and perform the following for

each OBJECT EDGE;

1) Determine if the current OBJECT EDGE (including its

incident vertices) is coincident to the current SUBJECT

EDGE and

a)

b)

if the two edges do not intersectj return to B if
there are exit edges of the lower graph G(1l) yet to
be examined; otherwise proceed to B.3.

if the two edges do intersect; enter the coordinate
pair locating the point of intersection in;o the

next available element of the VPI 1list; increment

the intersect counter and return to B if there are

“exit edges of the lower graph G(1) yet to be

examined; otherwise, proceed to B.3.

2) Enter the intersect counter (identifying the number of

points of intersection occurring along the current

SUBJECT EDGE) into that element of VPD that is

associated with the current SUBJECT EDGE.

3) Examine the intersection coordinates in VPI for the

current  SUBJECT - EDGE .and re-sequence the coordinate
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pairs in this portion of the list such that the elements
map, from top to bottom, the order of intersection along
the current SUBJECT EDGE from its SOURCE VERTEX to its
OBJECT VERTEX (see Figure 2.34); return to B if there
-are exit edges of G(u) that have yet to be examined for
the current SU]SJECT VERTEX or if there are yet to be

examined vertices in G(u); otherwise, proceed to Step 3.

3 P_D V_VP VPD  VPi
itm 4
m | 2 0 0
3 n 2
4 0 0 | nl| XaYa
5 0 0 XpYh
1 e 3
o O
a b
S @ VERTEX
) O INTERSECT

Figure 2.34 THE RESEQUENCING OF EDGE INTERSECTS IN VPI.

STEP 3: CONSTRUCT AN EXTENDED PDV DESCRIPTION OF THE TEMPORARY
GRAPH GT(U)

3.1) Enumerate the exit edges of the nom-intersect vertices of
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the temporary graph GT(u): count the number of vertices in the
graph G(u) and assign the graph vertex counter this value; set
the vertex counter equal to the graph vertex vertex and

increment the vertex counter; select in turn each vertex of the

graph G(u), nominating the selected vertex as the current
SUBJECT VERTEX, and perform the following for each SUBJECT

VERTEX;

A) Enter the address of the next available element in GTV(u)

into: the next available element of GIP(u); obtain the

coordinate and degree of the current SUBJECT VERTEX from P’
and D of the graph'G(u) and enter the values into the next
available element of GTP’(u) and GTD(u), respectively.
B)vExamine in turn the exit edges of the current SUBJECT
VERTEX, nominating the selected exit edge as the current
SUBJECT EDGE and the vertex being entered as the current
OBJECT VERTEX, and perform the following for each SUBJECT

EDGE;

1) Obtain the bearing angle for the current SUBJECT EDGE

from B(u) and enter this angle into the next available
element of GTB(u).
2) Examine the TAG(u) list element (indicating whether or

not this edge is the first or second occurrence of this

edge in V(u)) associated with the current SUBJECT EDGE

and;
a) if . the SUBJECT EDGE is the “‘first occurrence’

(TAG=0); .obtain, from VPD(u), the number of
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intersect points occurring along the SUBJECT EDGE,

and;

i)

11)

if there are no edge intersects (VPD=0), enter
the current OBJECT VERTEX into the next
available element of GTV(u).

if there is one or more edge intersects (VPD(u)
GT 0); obtain the first (uppermost) intersect
coordinate pair from VPI(u) that is associated
with the current SUBJECT EDGE and enter that
coordinate pair into that element of GTP’ (u)
that is addressed by the vertex counter; enter

the vertex counter (ie. the vertex label for

the coincident point in the graph G(u)) dinto

the first element of VPI(ﬁ) for‘ the current
SUBJECT EDGE (replacing the coordinate of the
intersect vertex with the vertex label to be
used to refer to that intersect vertex); enter
the vertex counter into the next available
element of GTV(u); and, add the number of
intersect edges associated with the current

SUBJECT EDGE to the vertex counter (see Figure

2.35).

b) if the SUBJECT EDGE is the ‘second occurrence’ (ie.

TAG= address in V(u) of the first edge occurrence) ;

obtain from the VPD(u) element associated with the

'first_ogcurrence' of the SUBJECT EDGE, the number
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8 Ist  n+l 3

xy 39

sacond occurrorice

Figure 2.35 INTERSECTS ON SECOND OCCURRENCE EDGES.

of edge intersects occurring along the current
SUBJECT EDGE and;

i) if there are no edge intersects; enter the
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current OBJECT VERTEX into the next available
element of GTIV(u).

if there is only one edge intersect; obtain the
vertex label resident in the first (uppermost)
element of VPI(u) that"is associated with the
“first occurrence’ of the current SUBJECT EDGE
and enter it into the next available element of
GTV(u).

if there 1is more than one edge intersect;
obtain both the vertex 1label (from VPI(u))
assigned to the first edge intersect and the
number of edge intersects (from VPD(u)) for the
‘first occurrence’ of the current SUBJECT EDGE
and, decrementing the number of intersects by
one, add the two values and nominate the result
as the current intersect vertex label; obtain
'the.coordinates of the last (lowermost) edge
intersect lying along thé ‘first occurrence’ of
the current SUBJECT EDGE and enter 1its
coor&inates into that element of GTP’(u) that
is addreésed by the intersect vertex value;
and, enter the interséct vertex 1abei into the
last element of VPI(u) that is associated with
the “first occurrence’ of the current SUBJECT

EDGE.

3.2) Enumerate the exit edges of the intersect vertices of the
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temporary graph GT(u) ($ee Figure 2.36): set the vertex counter
equal to the graph vertex counter and increment the vertex
counter; select inm turn each vertex of the graph G(u),
nominating the selected vertex as the current SUBJECT VERTEX,
and perform the following for each SUBJECT VERTEX;

A) Examine in turn the ‘first occurrence’ exit edges of the
current SUBJECT VERTEX, nominating the selected exit edge as
the current SUBJECT EDGE; nominate the vertex being entered

by the current SUBJECT EDGE as the current OBJECT VERTEX;
obtain from R the region label identifying the region lying
~to ﬁhe right of the current SUBJECI EDGE, nominating this
region label as the current RIGHT LABEL; obtain from k the
region lying immediately to the left of tﬁe current SUBJECT
EDGE (the region 1label affixed to that edge listed
immediately counter-clockwise in V to the current SUBJECT
EDGE), nominatipg this region label as the current LEFT
LABEL; obtain the bearing angle for the current SUBJECT EDGE
from B and nominate this angle as the current RIGHT ANGLE;
compute the inverse bearing angle for the current SUBJECT
EDGE and nominate it as the curreﬁt LEFT ANGLE; and, obtain
the number of intersect points for the current SUBJECT EDGE
from that element of VPD(u) that: is éssociated with the
current SUBJECT'EDGE and;
1) If there are no edge coincident points (VPD=0), return
to 3.2 to examine the next exit edge.

2) If there is only ome intersect (VPD=1); enter the
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3)

address of the next available element in GTV(u) into
that element of GTP(u) addressed by the vertex counter;
enter a degree of two (2) into that element of GTD(u)
addressed by the vertex counter; enter the OBJECT VERTEX
into the next available element of GTV(u) and enter the
current RIGHT LABEL into the next available element of
GTR(u); enter the current RIGHT ANGLE into the next
available element of GTB(u)§ enter the’ SUBJECT VERTEX
into the ne#t available element of GTV(u) and enter the
éurrent LEFT LABEL into the next available element of
GTR(u); enter the LEFT ANGLE into the next available
element of GTIB(u); and increment the vertex counter.

If there are two or more edge intersects (VPD(u) GT 1);
perform the following for each edge intersect in order
of occurrence (ie. from the SUBJECT VERTEtho the OBJECT
VERTEX) along the current SUBJECT EDGE;

a) enter the address of the next available element in
GTIV(u) into that element of GTP(u) addressed by the
vertex counter; enter a degree of two (2) into that
element of GTD(u) addressed by the vertex counter;
and, depending on the positién of the current edge
intersect in the sequence occurring along the
current SUBJECT EDGE, perform one of the following;

i) if the current edge intersect is the first in
the sequence; enter the current SUBJECT VERTEX

into the next available element of GTV(u);
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enter the current LEFT LABEL into the next
available element of GTR(u); enter the LEFT
ANGLE into the next available element of
GTB(u); enter the vertex counter Plus one into
the next available element of GTV(u); enter the
current RIGHT LABEL into the next available
element of GTR(u); enter the RIGHT ANGLE into
the next available element of GTB(u); and,
increment the vertex counter.

if the current edge intersect is the last in
the sequence; enter the vertex counter minus
one into the next available element of GTV(u);
enter the current LEFT LABEL into the next
available element of GTR(u); enter the LEFT
ANGLE into the mnext available element of
GTB(u); enter the currentIOBJECT VERTEX into
the ﬁext available element of GTIV(u); enter the
current RIGHT LABEL into the next available
element of GTR(u); enter the RIGHT ANGLE into
the next available element of GTB(u); and,
increment the vertex céunter.

if the current edge intersect is neither the
first nor the last in the sequence; enter the
vertex -counter minus one into the next
available element of GTV(u); enter the LEFT

LABEL into the next available element of
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GTR(u); enter the vertex counter plus ome into
the next available element of GIV(u); enter the
RIGHT LABEL into the next available element of
GTR(u); enter the RIGHT ANGLE into the next
available element of GTB(u); and, increment the

vertex counter.

etP. &TP'  GrD! |. GTV
"F before afier
3 xy 4
L 6
7 36
8 37
1 32
3 2
1 3 32 7 xy g
¢ © © % a2 2 3
: -—1-—9m
. 3
1
@ VERTEX
- O INTERSECT

Figure 2.36 ENUMERATE THE INTERSECT VERTICES OF GRAPH GT.

STEP 4:  CONSTRUCT AN EXTENDED P,D,V DESCRIPTION OF THE TEMPORARY
GRAPH GT(1).
4.1) Perform those operations described in steps 2 and 3 above,

reversing and substituting those terms referring to the graphs
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G(u) and G(l), and construct the description for the temporary

graph GT(1l).

STEP 5: CONSTRUCT A DESCRIPTION OF THE OVERLAY GRAPH GO RESULTING
FROM THE UNION OF THE GRAPHS G(u) AND G(1l).

5.1) Construct the ALIAS vertex label list for the vertices of
the graph GT(l), assigning to each vertex of GT(l) a label which
will identify that vertex in the graph GO: count the vertices of
the graph GT(u) and assign the vertex counter that value; select
in turn each vertex of the graph GT(1), nominating the selected
vertex as the current SUBJECT VERTEX, and perform fhe following
for each SUBJECT VERTEX;

A) Obtain the coordinate value for the current SUBJECT VERTEX
from GTP’ of the graph GT(1l) and nominate that coordinate as
the current TARGET.

B) Select in turn each vertex of the .graph GT(u) and noﬁinate
the vertex selected as the current OBJECT VERTEX; assign

FOUND the value ‘not found’; obtain the coordinate for the

current OBJECT VERTEX and compare this coordinate with the
. current TARGET coordinate, and;
1) If the coordinates are not equal; return to B to select

the next vertex of the graph GT(u).

2) If the coordinates are equal; enter the OBJECT VERTEX
into that element of ALIAS that is associated with the
current SUBJECT VERTEX; assign FOUND the value ‘found’;

and, proceed to C immediately below.
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C)

Examine the value of FOUND and if a coordinate equal to the
TARGET was ‘not found’ in B above; increment the vertex
counter and enter that value into that element of ALIAS that

is associated with the current SUBJECT VERTEX.

5.2) Enter the vertices of the graph GT(u) and all the exit

edges of these vertices (as listed in GT(u) and, through the

ALTAS 1list, in GT(l)) into the description of the graph GO:

initialize the elements of TAG as being 'avéilable'; select in

turn each vertex of the graph GT(u), nominating the selected

vertex as the current SUBJECT VERTEX, and perform the following

for each SUBJECT VERTEX;

A)

B)

Obtain the coordinate location for the current SUBJECT
VERTEX from GTP’ and enter that coordinate into the next

available element of GOP’; enter the address of the next

available element of GOV into the next available element of

GOP; selecting in turn each exit edge of the current SUBJECT
VERTEX and obtaining the label identifying the vertex being

entered, the bearing angle of that exit edge, and the label

‘identifying the region lying to the right of that exit edge

(from GTV(u), GTB(u) and GIR(u) respectively), enter each
value into the next available elemeﬁ£ of GOV, GOB, and GORU,
respectively; and, obtain the degree of the current SUBJECT
VERTEX from GTD(u), and assign that value to the degree
counter.

Examine the ALIAS vertex label assigned to each vertex of

the graph GT(l) and if the "ALIAS label equals the current
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SUBJECT VERTEX, nominate this vertex as the current OBJECT

VERTEX and perform the following;

1) TAG the

current OBJECT VERTEX of the graph GT(l) as

being “not available’.

2) Examine in turn each exit edge of the current OBJECT

VERTEX, nominating the exit edge selected as the current

OBJECT EDGE, and perform the following for each OBJECT

EDGE;

" a) examine in turn each exit edge of the current

SUBJECT VERTEX and;

i)

ii)

if the OBJECT EDGE is coincident to the SUBJECT
EDGE (ie. the coordinate values for the
vertices béing entered by each edge are
identical); enter the region label for the

current OBJECT EDGE into that element of the

.GORL 1list that is associated with the current

SUBJECT EDGE.

if the OBJECT EDGE is not coincident to the
SUBJECT EDGE; enter the bearing angle and'the
region label of the QBJECI EDGE of the graph
GT(1) into the next avéilable element in their
respective lists GOB and GORL; obtain the ALIAS
vertex label for the vertex being entered along
tﬁe current OBJECT EDGE and enter that ALIAS
into thé next available element of GOV; and,

increment the degree counter.
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C) Enter the degree counter into the next available element of
GOD.

5.3) Enter the remaining ‘available’ vertices of the graph GT(1)
into the description of the graph GO: select in turn each

‘available’ vertex of the graph GT(l), nominating the selected

vertex as the current SUBJECT VERTEX, and perform the following
for each SUBJECT VERTEX;

A) Enter the address of the mext available element of GOV into
the- mnext evailable element of GOP (ief that element
addressed by the current SUBJECT VERTEX); obtain and enter
the degree of the SUBJECT VERTEX into the next available
element of GOD; select in turn each exit edge of the current
SUBJECT VERTEX and obtaining the ALIAS vertex label
identifying the Qertex being entered along the selected exit
edge, the bearing angie of the selected exit edge, and the
label identifying the region lying to the right of the
selected exit edge, enter each value into the next available
element in GOV, GOB, and GORL, respectively..

5.4) Re-organize the exit edge, bearing, and region lists for
each vertex of the graph GO such that the sequence of exit edges
in the.V list maps the clockwise occurrence of the exit edges

about the vertex.
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Algorithm 2.7 Attach adjacent region labels to graph GO.

TO ASSIGN UPPER AND LOWER GRAPH REGION LABELS TO ALL NON COL-
OURED EDGES AND ALL REGIONS OF THE OVERLAY GRAPH GO.

GIVEN: 1) The extended PDV description of two vertically adjacent

planar graphs, referred to as the upper graph G(u) and
the lower graph G(1), that describe vertically adjacent

building sections, and

2) an extended PDV description (including those 1lists

‘describing the graphs”’ boundary circuits, regions and
Parts, as well as those lists déscribed in the previous
algorithm) of the graph GO, describing the union of the
graphs G(u) and G(1), where, those elements of the
colour 1list GORU (identifying the region of the upper
graph G(u) that lies immediately to the right of an exit
edge of the graph GO) QB those elements of the colour
list GORL (identifying the region of the lower graph
G(1) that lies immediately tq the right of an exit edge

of the graph GO), which are associated with the set of

exit edges of the boundary circuit(s) of each region of
the graph GO, WILL on input to this algorithm be eithers

FULLY COLOURED every exit edge of the regions”’ boundary

circuit(s) is assigned a colour label (the list elements

of GORL of the exit edges of region A in Figure 2.38);

PARTTALLY COLOURED at least one but not every exit edge

of the regions’ boundary circuit(s) is assigned a colour

label (the elements of GORU and GORL of the edges of
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Figure 2.38 COLOURING THE OVERLAY GRAPH GO.

regions B and C, respectively, in Figure 2.38); or,

NOT COLOURED no exit edge of the regions”’ boundary

circuit(s) is assigned a colour label (the elements of
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GORU of the edges of region A in Figure 2.38);
and, upon completion of this algorithm, will all be

FULLY COLOURED.

and DEFINING the lists RULINK and RLLINK, where;

1) the lists RULINK and RLLINK define the region of the
upper and lower parent graphs G(u) and G(1), respec-
tively, that is c6ntiguous vertically to each region of
the graph GO.

NOTE. THESE TWO LISTS DESCRIBE THE VERTICAL EDGES IN THE
NETWORK REPRESENTATIO&' THAT IS USED TO DESCRIBE THE

BUILDING (see Figure 2.39).

Glu): Region

GO: " Region ‘RULINK RLLINK

Figure 2.39 VERTICAL NETWORK LINKAGE LISTS: GRAPH GO.

STEP 1: ENUMERATE THE UPPER COLOUR OF THE REGIONS OF THE GRAPH
. GO.

l1.1) Select in turn each region from R of the graph GO,
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nominating the region selected as the current REGION, and

~ perform the following for the current REGION;

A)

B)

Determine whether the current REGION is FULLY, PARTIALLY or
NOT COLOURED: initialize the values COUNT and STATUS to 0
and COLOUR to ‘not assigned’; traverse in turn each exit
edge of each boundary circuit of the current REGION,
nominating the selected edge as the current SUBJECT EDGE,
and perform the following fqr each SUBJECT EDGE;

1) Examine GORU element associated with the current SUBJECT
EDGE and, |

a) if thg exit edge is coloured; increment COUNT and

STATUS; and, if COLOUR is ‘not assigned’, assign to
COLOUR the colour of the current SUBJECT EDGE.

b) if the exit edge is not coloured; increment COUNT.
Determine the colour of the current REGION if that region is
NOT COLOURED: examine the value STATUS, and if STATUS is
equal to zero (ie. none of thé exit edges of the current
REGION are assigned a colour in their GORU list), perform
the following;

1) Arbitrarily select one vertex of the current REGION and
nominate the selected vertex fas the current TARGET;
examine in turn each region of the graph G(u),
nominatiné the region selected as the current OBJECT
REGION, and determine whether or not the current TARGET
lies wholly within the current OBJECT REGION; and,

a) if the TARGET does not reside wholly within the
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current OBJECT REGION; return to B.l to examine the
next region of the graph G(u).
b) if the TARGET does reside wholly within the current

OBJECT REGION; assign COLOUR the region 1label

identifying the current OBJECT REGION of the graph
G(u); and, proceed to C.

C) Assign the current COLOUR to the current REGION; enter the

current COLOUR into that element of RULINK that is

associated with the current REGION; compare the values COUNT

and STATUS and,

1) if the vaiues of COUNT and STATUS are equal (ie. the
current REGION is FULLY COLOURED), return to 1.1 to
examine the next region of the graph GO.

2) if the values of COUNT and STATUS are not equal (ie. the
current REGION is either PARTIALLY or NOT COLOURED),
traverse each exit edge of each boundary circuit of the
current REGION and, while traversing each edge, enter

the current COLOUR into that element of RULINK that is

associated with the exit edge; and, return to 1.1 to

examine the next region of the graph GO.

STEP 2: - ENUMERATE THE LOWER COLOUR OF THE REGIONS OF THE GRAPH
co. |

2.1) Perform the operations specified in step 1 substituting the

terms G(l), GORL, and RLLINK for the terms G(u), GORU, and

RULINK, respectively.
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Figure 2.40 THE COLOURED OVERLAY GRAPH GO.
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Algorithm 2.8 Enumerate all vertically contiguous regions

TO ENUMERATE THOSE REGIONS OF THE OVERLAY GRAPH GO THAT ARE
CONTIGUOUS VERTICALLY TO EACH REGION OF THE UPPER AND LOWER
GRAPHS G(u) and G(l), RESPECTIVELY.

GIVEN: 1) The extended PDV description of the overlay graph GO,
describing the union of two vertically adjacent building
plan sections, and

2) the.extended PDV graph description (as develped to this

| “juncture) for thbse two vertically adjacent building
sections, referred to as the upper graph G(u) and the
lower graph G(1).

and DEFINING the following lists, where;

| 1) RULINK and RLLINK define the region(s) of the overlay
graph GO that are contiguous vertically to each region
of the adjacent plan section graphs G(u) and G(1).

2) RUN and RLN define the number ofiregions of the overlay
graph GO that are contiguous vertically to each region
of the graphs G(u) and G(1), respectively. (see Figure
2.42)

‘1;1),Enumerate those regions of the overlay graph GO that are
contiguous vértically to each region of the graph G(u): select
in turn each region from R of the graph G(u) and nominate the
regions as selected as the current SUBJECT REGION; set COUNT
equal to zero and;

A) Select in turn each region from R of the overlay graph GO,

until all elements of that list are exhausted, and nominate
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Glu): EzRéghn RUN RULINK RUN RLLINK
- —
Go: RLLINK
-
-t
G(1): ° LY Region RUN RULINK RUN RLLINK

Figure 2.41 VERTICAL NETWORK LINKAGE LISTS: G(U) AND G(L).

the regions as selected as the current OBJECT REGION; obtain
the region label from the element of RULINK of the graph GO
 that identifies the- region of the graph G that is directly

above the current OBJECT REGION and nominate that region

label as the current COLOUR; compare the current COLOUR and

the current SUBJECT REGION and;

1) if COLOUR and SUBJECT REGION lére not equal (ie. the
current SUBJECf REGION and OBJECT REGION are not
vertically contiguous); return to select the next regiom
of the graph_GO(u).

25 if COLOUR and SUBJECT REGION are equal (ie. the current
SUBJECT REGION and OBJECT REGION are vertically

contiguous); enter the OBJECT REGION into the next
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Figure 2.42 VERTICALLY CONTIGUOUS REGIONS OF THE GRAPH GC.
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available element of RLLINK of the graph G(u); increment
the value COUNT; and, return fo select the next region
of the graph GO.

B) Enter the value COUNT into the next available element of RUN
of the graph G and return to select the next region of the
graph G.

1.2) Enumerate those regions of the lower graph G(1l) that are

vertically contiguous to each region of the overlay graph GO:
perform those operations specified in 1.1 substituting the terms

G(1), RULINK, and RUN for the terms G(u), RULINK, and RLN,

respectively, wherever they may occur.
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Summary

The construction of the NETWORK representation for a building
may be executed by inputting a series of plan section drawings

depicting the Storey and Floor/Ceiling sections of a building

and a2 plan section drawing depicting the immediate physical
- environs of thag build design. This is accomplished, by
converting each of these plan section drawings into a coloured
planar graph representation, and by recursively applying the

above described planar graph and pPlanar graph overlay enumera-

tion procedures, as depicted below in Figure 2.43.

GRAPHIC REPRESENTATION BUILDING NETWORK REPRESENTATION

>PLANAR GRAPH\ ) .
PLANAR GRAPH OVERLAY

~—>PLAN SECTION DRAWING >PLANAR GRAPH

PLANAR GRAPH OVERLAY

~—3PLAN SECTION DRAWING > PLANAR GRAPH

PLANAR GRAPH OVERLAY

NN

~—3PLAN SECTION DRAWING SPLANAR GRAPH

PLANAR GRAPH OVERLAY

~.

EXTERIOR ENVIRONMENT SPLANAR GRAPH

Figure 2.43 THE BUILDING NETWORK‘CONSTRUCTION PROCESS.
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CHAPTER 3: THE GRAPHIX SYSTEM

Introduction

In the previous chapter explicit methods were developed to
assemble gnd store the network representation of a building in the
computer. -This chapter describes the GRAPHIX interactive computer
graphics system for building description that experimentally
implemented those explicit methods and, in conclusion, briefly
illustrates the subsequent thermal amalysis of a specific building

design that was digitally described using the GRAPHIX system.

vThe GRAPHIX System for Building Description

The GRAPHIX system for building description provides a single
_ designer, Wbrking directly on the screen of a suitably configured
interactive computer graphics workstation,vwith the tools necessary
to construct a series of plan section ‘drawings describing the
design of a building and its immediate phyéical sﬁrroundings.
Using the informatioﬁ supplied to it directly and indirectly
through these plan section drawings, the system will automatically
generate a three—dimensioqal network model of the building design.
This netwofk model of the building may be subsequently used by

various other computer aided design procedures to dinspect or
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otherwise evaluate that buildings design.

FLOPPY . HARDCOPY
DISK
PDP 11/20 GRAPHICS
T A :
PAPER TAPE ERMINAL MINICOMPUTER TERMINAL g!ED:‘"C

Figure 3.1 INTERACTIVE COMPUTER GRAPHICS WORKSTATION.

‘The GRAPHIX program was written”entirely in PDP 11 assembler
code. The code was written expressly for éxecution on an interac-
tive computer graphics = workstation fhat was configured from
equipment - made available by the Computer Ser&ices Centre,
University of Manitoba. This interactive computer graphics
workstation was configured (Figure 3.1) wusing a ©PDP 11/20
mini-computer with 16K words of core memory, a single floppy disk

mass storage unit, a Tektronix 4002A graphics display terminal, a
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sonic pen (affixed about the 4002A screen* ) and a Tektronix 1610

hardecopy unit.

The GRAPHIX Sub-systems

The GRAPHIX system is composed of four (4) distinct sub~systems ;
the GRAPHIX MONITOR Sub-system, the BUILDING COMPONENT Sub-systen,
the PLAN SECTION DRAWING Sub-system (composed of three drawing
sub-systems, the Storey, the Horizontal, and the Exterior
Obstruction sub-systems), and the BUILDING MODEL GENERATOR
Sub-system. Each of these sub—syétems is desigﬁed to serve a
specific information acquisition task and to operate on one or more
of the three major data béses used to store the description for the
building design (Figure 3.2). Descriptions for each of these

Sub-systems are presented below.

The GRAPHIX MONITOR Suﬁ—system

The GRAPHIX MONITOR Sub-system provides basic data management
éer&ices to the GRAPHIX system. These serVices include initializa-
tion of all building data bases during syétem start-up, management
of all sub-system _state changes, and basic file management

facilities for operating on the GRAPHIX Graphical Data Base. Entry

* The microphones of the sonic pen were affixed about the 4002A
screen to simulate the operation of a ‘light pen’. This arrangement
allows the designer to point directly at specific elements in the
display and to communicate information to the GRAPHIX system.
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STOP START
BUILDING GRAPHIX :
MODEL MONITOR K rL
ceNerATOR _ K ]
|
Z | BUILDING PLAN
| COMPONENT SECTION
| LIBRARY DRAWING
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I\ |
—— — 2 HOR
~ | > 1ZONTAL
4 .
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OBSTRUCTI
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~
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|

DRAWING
DATA BASE

BUILDING
COMPONENT

LIBRARY
DATA BASE

BUILDING
NETWORK
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DATA BASE

OPERATIONAL PATH >
DATA PATH = e >

Figure 3.2 THE GRAPHIX SYSTEM.

to the MONITOR is achieved automatically upon system start-up, and
upon exit from the Building Component and Plan Section Drawing

Sub~systems. Residence in the MONITOR is signified by the display
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depicted in Figure 3.3*. When the MONITOR sub-system is exited the
designer will be asked if the Building Model Generator sub-system
is to be invoked. Should the respomse to this query be affirmative,
the network model for the building design will first be assembled
and the GRAPHIX system then shut down. Should the response be
negative, the exiting of the MONITOR sub-system will lead to the

immediate shut down of the GRAPHIX system.

Operation

Once start-up procedures for the system have been executed, the

MONITOR will begin the initialization process, interrogating both

the floppy disk and designer regarding the job name, job number,
and status of the current description task (ie. whether the
residenﬁ floppy disk has or has not been used previously to store a
description of the current bﬁilding design). Should the information
resident on the disk differ from that received from the designer,
the MONITOR will request that the designer reload vthe disk
cartridge with the appropriate diskette. Otherwise, the MONITOR
will proceed to initialize all building data bases, if the
description is. ‘new”, and await further instructions from- the
designer.

Following the above dgscribed initialization process, either of

the remaining two management services provided by the MONITOR may

* It should be noted that all the GRAPHIX System display figures
presented in this chapter are derived directly from photographs
taken while the Graphix System was in operation. For presentation
purposes the polarity of the black and white fields of the screen
display have been reversed.
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be invoked as required by the designer.

PESCRIPTION
3 A P “FLOOR/CEILING™ AND "STORCY” “EXTERIOR ODSTRUCTION”

R
A
formormares T
apendoN [ i storgy 3
i |

EXTERIOR

- Goey — storgY 2 GBSTRUCTION
CERZa2]
DROP i sesenent |
PROCESS i pa:

LENENT

EXLT

Figure 3.3  THE GRAPHIX SUB-SYSTEM DISPLAY.

Should the designer choose to change the sub-system state in
order to proceed with the building description process, three (3)
options present themselves.

OPTION 1: Should the designer wish to enter, modify, or imspect

the - Building Component Data - Base, the Building
Component Sub-system should be accessed. Entry to this
sub-system is gained simply by pointing to the ELEMENT

and then the PROCESS command of the menu list located
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at the left of the MONITOR display (see Figure 3.3).
The MONITOR will mark all commands with an X as they
are input and then initiate the requested change in
system statee. |
OPTION 2: Should the designer wish to creaté a new, or modify or
inspect an existing, plan section drawing of the
building design*, then one of the drawing sub-systems
of the Plan Section Drawing sub-system should be
- accessed. Entry to either the Stofey, Horizontal, or
Exterior Obstruction drawing modules of this‘sub—system
is simply gained by again pointing at the appropriate
module box (six boxes representing the six available
drawing files for the Horizontal module, five boxes
representing the five available files for the Storey
module, and a single box representing the only file
. available for the Exterior Obstruction module) and then

the DEFINE and PROCESS commands. Should the particular

drawing file being accessed not contain any drawing

information, the MONITOR will query the designer

fegarding the vertical dimensions of the section being
entered, by displaying a request for section height at

the bottom of the screen. Once the designer has typed

* The lines forming the boxes representing each drawing
file will be solid if the file has been previously
entered and it contains drawing information, or the box
will be formed by dashed lines indicating that no
drawing information has yet been entered into that file
of the GRAPHIX Graphical Data Base. ' :
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in and verified the vertical dimension for the section,
the MONITOR will initiate the requested change in
sub-system state. |
OPTION 3: Should the designer wish to discontinue the descrip-
tion process for the current building design, he or she
need only point at the EXIT command at the bottom of
the menu list. At this juncture the MONITOR will query
the designer to ascertain whether or not the Building
- Model Generator is to be invoked. Should the designer
not wish to construct the network model of the building
- the building description may not be complete - a NO
response will result in the immediate shut-down of the
GRAPHIX system. If a YES response is typed on the
graphics terminal in respomse to the query, then the
MONITOR will proceed to initiate the Model Generator
Sub-system. Once the three-dimensional digital
description of the bﬁilding is assembled the GRAPHIX

system will terminate operationm.

‘Finally, should the designer choose to abandon (delete) a
particular drawing file from the Drawing Data Base, or copy omne
drawing file into another emp ty dfawing file,vthen the designer
should invoke one bf the two basic file management commands
provided at the top of the Monitor’s menu list. To invoke the
ABANDON command the designer must point at that command, the
appropriate drawing file, the PROCESS command, and then respond

affirmatively to a MONITOR request to verify the command action. To

page 118



October 1979 ' GRAPHIX SYSTEM

invoke the COPY command, the designer must first i:oint at the file
to be copied from, then the file into which the first file will be
copied (this file must be empty), and the PROCESS command. Again,
upon receipt of an affirmative response to a verification request,
the appropriate copy will be executed by the MONITOR. Non~affirma-
tive responses to the verification request will, in both of the

above cases, cause the command to be ignored.

BUILDING DRAWING

COMPONENT DRAWING SYMBOL
ATTRIBUTE. SYMBOL " WORKING PLAN SECTION
LIST FILES LIBRARY POOL" DRAWING

A
I
DECK

BUILDING COMPONENT LIBRARY DATA BASE

Figure 3.4 THE BUILDING COMPONENT DATA BASE.
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The BUILDING COMPONENT Sub-system

Instances of standard‘building components (ie. door, windows,
wall constructions, etc.) are often repeatedly used at different
locations in a building design. Because it would be redundant and
clearly wuneconomical to store attribute information for each
standard component with every sub—pictufe instance,. it is
preferable to group the att;ibute information for each component in
‘one location (databbase) and to provide cross-references to that
information from each sub-picture instance.

In the GRAPHIX system for building description (see Figure 3.4),
the attribute information for each building component is stored in
the BUILDING COMPONENT LIBRARY data base under separate file and
the attribute information contained in each of these files 1is
cross-referenced to each instance in the building design through
the plan section drawing> symbols .provided to delineate and
reprééent those building components.

The BUILDING COMPONENT Sub-system is used 1) to delete drawing

symbols from and, to re-instate drawing symbols into, the working

pool of drawiﬁgs symbols available to the Plan Section. Drawing
sub—system and, 2) to edit the attribuge files, describing the
physical properties of. each building component, that are stored in
the Building Component Library data base for each of the drawing
symbols. Entry to this sub-system is executed via the Monitor
sub-system and resideﬁcy' in the sub-system is signified by the

display depicted in Figure 3.5. The exiting of this sub-system will
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Figure 3.5 THE BUILDING SUB~SYSTEM DISPLAY.

cause program  control to revert back to the GRAPHIX Monitor

sub~system.

"Operation

When the description process for a building description is

initiated, the GRAPHIX . system will automatically: assign all
drawing symbols available in the Plan Section Drawing sub~system to
the ‘working pool” of drawing symbols (the twenty-seven material
component graphic 'symbols depicted in the COMPONENT sub-system
display, twelve»matefial com@onent textual symbqls such as ROOF,

EXTERIOR DECK and CONIFEROUS TREE, and twenty-three spatial
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component textual symbols such as KITCHEN, PANTRY and BEDROOM) ;
and, enter into the Building Component Library data base a
predefinea set of attribute values (ie. thermal conductivity,
reflectance and absorbancy for the material component symbols) for
each of the symbols in that ‘working pool” (Figure 3.5). To modify
either the drawing elements contained in the working pool, and in
so doing modify the drawing symbols available to the Plan Section
’;Drawing ‘sqb—system, or to modify the values contained in any
attribute 1ist, one or more of the following command sequences must
be performed.

COMMAND SEQUENCE 1: To abandon a drawing element from the

current Plan Section Drawing symbol ‘working pool’.

1) Point at the ABANDON command of the menu list, point at the
appropriate drawing symbol on the screen if the symbol to be
deieted is not textual, and then point at the PROCESS command.
2) If the symbol td be abandoned is textual, the system will
display a request at the bottom of the screen, asking that the
designer type in the textual néme of the symbol.

3) The system will now check the Building Component Library data
base to ensure that the selected drawing symbol is not currently
being used in any plan section drawing'for the building. If the
symbol has been located in a plap section drawing the symbol‘
will not be abandoned by the system.

4) The system will‘finally request that the designer verify that
this ABANDON command is to be executed. Once verification is

received, the system will perform the requested deletion and
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exit this command sequence.

COMMAND SEQUENCE 2: To re-instate a drawing symbol into the Plan

Section Drawing sub-systems ‘working pool’ of symbols, and/or to
define attribute values for any of the building components.
1) Point at the DEFINE command of the menu list, at the
appropriate drawing symbol on the screen if the symbol to be
defined is not textual, and then at the PROCESS command.
2) The system will request that the user type in the name of the
symbol to be defined. If a graphic symbol is being defined and
the designer types in a name rather than a null response, then
that name will be displayed in conjunction with the symbol in
the Plan Section Drawing menu list.
- 3) At this juncture the system will ask the designer if a
listing of the existing attribute values for the selected
~ drawing symbol is required. If such a fequest is made, the
system will display this list at.the terminal.
4) The system will now query the designer in order to determine
if new attribute values are to be entered. s
5) If the designer chooses to edit any of the existing values,
the system wili query the designer regarding the sequence number
of the data item to be changed and the:value to be substituted
in its place. Otherwise the command sequence is exited.
6) Once the data item number and substitute value have been
entered on the terminal keyboard and the system has executed the

edit, the designer will be asked if any other attribute value

changes are to be made.
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7) The system will iterate through this editing sequence until
the designer indicates that no further changes are to be made.
At this juncture the command sequence will be exited.

COMMAND SEQUENCE 3: To copy the attribute file for one building

component into the attribute file of another building component.
1) Point at the CoOPY command of the menu list, and if the

building component is depicted on the display, at the building

component to be copied from and then at the building component

to be copied into, and finally at the PROCESS command.

2) 1If no graphic symbols were selected prior to entry of the
PROCESS command, the system willvrequest that the designer type
in the name of the textual symbol to be copied from and the name
of the textual symbol to be copied into. |

3) The system will finally.request that the designer verify that
this copy is to be executed. Once verification is received, the
system will perform the requested copy and exit this command

sequence.

‘The PLAN SECTION DRAWING Sub-system

The PLAN SECTION DRAWING Sub-system i__s used to ‘draught’ an
alternating series of 'Storey and Ceiling/Floor plan section
drawings depicting the building design itself and an Exterior
Obstruction plan section drawing depicting the immediate physical
environs surroundiﬁg the building design. These plan section
drawings are subSeéuently used by the Building Model Generator

sub-system to construct the network representation of the building
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Figure 3.6 THE PLAN SECTION DRAWING SUB-SYSTEM.

As depicted in Figure 3.6, this Sub-system is comprised of three

. separate drawing sub-systems (the STOREY, the HORIZONTAL and the

EXTERIOR OBSTRUCTION drawing sub-systems), and each of these
drawing sub-systems is in turn sub-divided into a draw and a name
module. Each of these module pairs is used to draught either the

graphic (draw) or textual (name) symbols,tﬁat are both appropriate
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to the type of plan section drawing and are assigned by the
designer to the ‘working pool’ of elements in the Building
Coﬁponent Library.

Entry into any one of the three available PLAN SECTION DRAWING
sub-systems is achieved directly through the GRAPHIX Monitor, when
the designer explicitly defines the drawing file to be worked omn
(STOREY 1). Entry will always be made into the draw module of the
selected sub-system, from which the name module may be subsequently
entered. Exiting‘from any of this sub-systems’ draw or name modules
will cause program control to revert back to the GRAPHIX Monitor

sub~system.

Operation
Once residency in any one of the PLAN SECTION DRAWING sub-sys~

tems draw or name modules is established, the designer will be
presented with an appropriate display similar in structure to that
of either the STOREY DRAW module or the STOREY NAME module, as
depicted in Figure 3.7. This display will sub-divide the working
area of the graphics terminel into two functiona; regions, a menu
list area to the left and a draughting area to the right. The menu
list provides the designer with a symbqi list of some of the
building components available for the current drawing type and a
simple set of draughting commands to assist in the manipulation and
placement of those symbols in the draughting area.

The representation of a building plan section drawing is
achieved by systematically entering drawing symbols vinte the

draughting area of the display (Figure 3.8 (a)) and erasing
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Figure 3.7 THE STOREY DRAW AND NAME MODULE DISPLAYS.

existing symbols from the display (Figure 3.8 (b)), until the
desired plan section drawing is finally produced. The “draughting”’

environment provides for the further sub-division of overall height
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Figure 3.8

. for building components such as doors and windows (sill and head

heights) and the definition of the components s

ituated below and/or

above those elements.
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Figure 3.9 through to 3.11 illustrate both the general sequence
followed in the preparation of the plan section drawings describing
a two-storey residence and some of- the display options offered in

the PLAN SECTION DRAWING sub-system modules.
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Figure 3.9 PLAN SECTION DRAWING ILLUSTRATIONS (1 of 3).
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Figure 3.10 PLAN SECTION DRAWING ILLUSTRATIONS (2 of 3).
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The Building MODEL GENERATOR Sub~system

The Building MODEL GENERATOR Sub-system is used to invoke a
batch program that will construct the three dimensional netwﬁrk
representation for the building design as developed in Chapter 2.
Entry into this sub-system is executed via the Monitor sub-system.
Once the batch network assembly program has ceased executing a
message will be displayed at the terminal indicating the success
or, alas, the failure.of the asseﬁbly task. Upon the display of

this task status message, the GRAPHIX system will cease operations.

Conclusion

Once the GRAPHIX system for building description had been
implemented as described above, a simple* building design was
entered into the computer wusing the GRAPHIX system and that
buiiding design analysed using an existing building thermal heat
loss/gain computer program writteﬁ by Mr. Alan Dakin (M. Arch.
Thesis, University of Manitoba, 1973(1)). The building design used
in this analysis and> some of the results (see Appendix B for
completé result listings) derived from this analysis are depicted

together in Figure 3.12.

*This building heat loss/gain analysis program requires that the
building be of a convex, rectangular, polyhedral form and that the
polyhedral form possess but one interior ‘zone’.
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CHAPTER 4: CONCLUSION

Introduction

“

The objective of Computer Aided Building Design is to develop
computerized procedures that will permit designers to apply more
science and technology in a cost effective manner in the building
design process. Once an initial design for a building is input
within the computer a designer can quickly analyse and evaluate a
variety of alternatives and thus make better design decisions. The
primary justificétion for interactive computer graphics development
is to provide a direct and economic means to input that building
data which is required to operate computer aided building analysis
and evaluation procedures.

The Explicit Methods and the GRAPHIX interactive computer
graphics system presented in the previous chapters of this thesis
describe one means thét can be used to generate three dimensional
digital models of building designs which can in turn be used to
support the application of computer aideq building analysis and
evaluation procedures. This chapter pfesents some critical
qbservations and conclusions regarding that means of building

description.
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Observations

The development of the Explicit Methods and the GRAPHIX System
provided the author with an invaluable opportunity to acquire and
exercise some of the theoretic knowledge and some of the technical
skills requisite to the development of an useful interactive
computer graphics based syétem for the direct machine encoding of
building descriptions. Based upon the experience gained through
the execution of this work; there are a number éf points that can

be made regarding both the Explicit Methods and the GRAPHIX System.

1.0) The Explicit Methods.

1.1) The planar graph, planar  graph overlay, and dual graph
network methods provide a very flexible and powerful system
of representation for buildings composed of rectangular
polyhedra. The system can be used not onlybto describe both
the physicél (material componént)» elements of a building
such as window, wall, door and ceiling/flopr cdnstructioné
and the spatial (spatial component) elements such as rooms
and the exterior environment but, most importantly, it will

derive the geometric description for the latter from that

of the former.

1.2) Because the system of representation closely parallels that
traditionally employed in the preparation of standard
architectural orthographic projection drawings, translation

~of the representation into familiar architectonic graphic
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1.3)

1.4)

1.5)

displays can be readily accomplished.

The system of representation is applicable to any scale of
description and may be employed £for any purpose which
requires a complete and accurate geometric model of
rectangular polyhedra. |

The "system of representation is restricted to the
description of rectangular polyhedra located in continuous
horizontal building sections and it cannot, at least as
presently developed, be used to generate desriptions for
important, inon—rectangular, planar forms such as sloped or
pitched roofs. Although this limitation ©poses few
restrictions to the description of most commercial and
industrial building types, it does restrict the system’s
application to the description of most types of residential
building.

If this system of representation were to be further
developed, serious consideration should be given to the
developmeﬁt .of special dinput, planar graph, planar graph
oyerlay, and dual graph network methods which would
accommodate the description of such building forms.

The system of representajion was déveloped to operate as a
‘batch’ procedure. While this -strategm facilitated the
execution of this work, it ensured that no information
describing the spatial elements nor any topological
information describing the relationship between physical

elements of a building design would be available to the
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1.6)

1.7)

designer until the description input process was completed.
This restriction is neither desireable nor theoretically
inherent to the method. Methods for the interactive

construction and editing of the network representation were

-examined and the development of an ‘interactive’ version

of the ‘batch’ construction methods was found to be
feasible. As detailed development of this approach was not
considered to lie within the scope of this work, formal
development of an ‘interactive’ method has been left to
future study.

The extended PDV data structure provides a clear and
seemingly efficient framework for storing and operating on
the planar and dual graph representations employed to
describe a building.

The algorithms used to comstruct the network representation
described make use of "moderately complex mathmatical
concepts drawn'from the field of Graph Theory. Information
retrieval from the building network representation data
base.requireé the appliéation of concepts drawn from .the
séme field of mathmatical theory and the development of
data base interrogation ,methods';which are similar in
complexity to those used in the data base construction

process.
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2.1)

2.2)

2.3)

2-0) The GRAPHIX Systemc R

The GRAPHIX System provides a crude but operative mechanism
for the communication of building dinformation and the
construction of the final dual graph network representation
of a building design.

The Tektronix 4002A interactive computer graphics terminal
used in the implementation of the GRAPHIX System 1is a
storage tube display -device. To delete imagery from the
display, the>display screen must first be erased and the
edited image completely re-displayed. Although image
erasure and re-display wusing the GRAPHIX System was
normally executed in from two to five (2-5) seconds, it was
found that even this short time interval could be extremely
Ifrustrating to the designer if multiple deletion operatiomns
were executed in quick successiomn.

The GRAPHIX System made too much use of screeﬁ erasure
and re—-display. If the System were to be further developed,
the occurrence of this type of screen manipulation should
be reduced significantly.

The screen of an interactive compufer graphics terminal is
an extremely valuable resource. This resource was not well
utilized in the Plan Section Drawing Sub-system of the
GRAPHIX System. Too much screen display area (approximately
one-fifth (1/5) of the active display area) was dedicated

to support menu list functions and, conversely, too little
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2-5)

was dedicated to support the primary plan section drawing
‘drafting’ functiomn.

The screen display area might have been better allocated

had the author chosen to invoke all the drawing commands
via the graphics terminal keyboard rather than via the
sonic pen and display menu list, and if he had chosen to
display more abbreviated versions of the drawing symbols
used in the ‘drafting’ process. These measures would have
permitted the designer to communicate with both hands and
provided more effective use of the graphics display
screene.
The Tektronix 4002A uséd in the implementation of the
GRAPHIX System was not equipped with a croés—hair screen
co~ordinate input device. In order to circumvent this
shortcoming, the author affixed the microphones of a sonic
pen tablet input device about the screen of the Tektronix
display écreen and programmed an input interpolation
rbutiﬁe that‘ interrelated the location of a sonic pen
strike omn the display screens’ outer surface with a screen
address on the graphics display.

This data input arrangement proVided an acceptable means
for communicating display screen coordinate information to
the GRAPHIX System, although some diminution in accuracy
was apparent when pointing at locations at the screen’s
periphery.

The Plan Section Drawing Sub-system of the GRAPHIX System
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did not display any information on the display identifying
or describing the height of any secondary component, such
as the wall element above the head of a door. The display
processor of the GRAPHIX System should have compiled
textﬁal listings describing each such secondary component
and output this information in conjunction with the
appropriate primary building component symbol in the plan_
‘Ssection drawing display.

2.6) The “PLAN’ drawing aid provided in the Plan Section Drawing
Sub-system permitted the designer to display the plan
section drawing lying immediately below the building plan
section currently being ‘drafted’. Such a facility is
essential to interactive computer graphics applications,
such as that considered within this work. 1Ideally, this
drawing aid should have permitted the designer to
superimpose any of the other plan section drawings used to

depict the building design.

Conclusions

This thesis h#s involved architecture, mathmatics and
information processing, and dealt with one interactive computer
graphics based method for inputting and representing geometric
models of building designs in a digital computer. Working within
the conceptual framewofk of an existing building description

method, the thesis has explored how that concept might be
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algorithmically realized, operationally implemented and practically

employed in the building design process.

The following conclusions have been drawn as a result of this

study;

9]

2)

3)

The planar graph, planar graph overlay, and dual graph
network methods described in this work provide a sound
theoretic and operative basis to the development of useful
interactive computer graphics based systems for the direct
machine encoding of building descriptions.

The GRAPHIX System,vas implemented, is useful only as a
Computer Aided Building Design research and teaching tool.

However, if further developed as observed above, the

GRAPHIX System could provide a useable and practical

~graphical tool for directly inputting three~dimensicnal

digital models of a building into the computer.

If the GRAPHIX System were to be further developed, every
attempt should be made to acquire working versions of the
special purpose GRAPPLE* and GLIDE(l) program language
compilers.

The GRAPPLE language has been successfully employed by
Public Works Canéda to impleméﬁt their comprehensive
building drawing system, DRAWL(2), and is pa;ticularly
suited to the representation of building floor plans such

as those created in the GRAPHIX system.

*GRAPPLE was developed by  Bell-Northern Research 1td.,
Ottawa.
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4)

5)

The GLIDE language, developed by Eastman and Henrion,
provides facilities to perform geometric and topological
operations upon polvhedra.

A working knowledge of Planar Graph Theory is not only
essential to the study of interactive computer based
methods for the direct machine encoding of building
descriptions but an increasing number of computer aided
design and analysis methods employed in the architec-
ture(3), interior design(4), landscape architecture(5,6),
and cify planning professions(7,8).

The development of useful interactive computer graphics
systems for the direct machine encoding of building
description is neither ' a trivial nor a simple task.
Intensive reseach has been conducted in this area for at
least 10 years and, while some very powerful systems are
now operationél, there still remain numerous problems
without satisfactory solution. Until a recognized solution
to this problem is found, the proﬁlem area will remain an
active and viable field ofbendeavor for architectural and

other Compﬁter Aided Building Design researchers.
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APPENDIX A: AN INTRODUCTION TO GRAPH THEORY

Introduction

In order to familiarize the reader with the graph terminology
- and symbolism employed in this thesis, some general remarks and
definitions pertaining to graph theory and graphs per se are
presented -in this section. As there currently is no vocabulary
universally accepted in the field of graph theory, the reader is
urged to study the conventions set out in this section before

proceeding to examine the contents of Chapter 2.

'What is a Graph

A gfaph can be visually depicted as a collectioﬁ, or set, of

very simple objeéts: a set of pointé, or vertices, joined by a
prescribed set of line segments, or edges(l). These sets of edges
and vertices are‘the fundamental objects of concern in the graph
and pbssess no properties other than their wvisual objectivity.
Neither the position bf the vertices and edges, nor the curvature,
nor the length of the edges bear any significance in graph theory.
Rather, it is the‘study'of the manner in which these edges and
vertices can be intér—related which constitutes graph theory. For
example, the graphs Gl and G2 of Figure A.l have the same vertex
and edge content and therefore are the same graphs(2).

Definition VERTEX: A vertex is the only significant joining of line
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Figure A.1 DIFFERENT MAPPINGS OF A GRAPH.

segments(3).
In Figure A.l the vertex v0 of graph Gl does join the edges
labelled el and e2, whereas there is no significant joining of the

edges e0 and el in that graph.

Definition EDGE: An edge denotes the joining of two vertices as

shown by el and e2 of graph Gl(4).

Definition GRAPH: A'graph G consists of a ?inite non empty set V of
n.vertices together.withAa preécribed set E of q unofdered pairs of
distinct vertices of V. Each pair e=(vl,v2) of vertices in E is an
edge of G, and e is said to join vl and v2(5). However, an edge may
not join a vertex to itself (a loop). In a multigraph, a pair of
_vertices may be joined by more fhan one gdge (multiple or parallel

edges), but in a simple graph a pair of vertices may be joined by
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at most one edge(6). In this thesis I shall use the term graph to
refer only to finite simple graphs without loops.

Developing a vocabulary to describe and identify properties for
distinct vertices and edges of a graph, the following definitions

are presented with examples illustrated in Figure A.2.

Definition INCIDENCE: An edge is incident to a vertex, and a vertex

is incident to an edge, if the vertex is a vertex of the edge(7).
-The vertex v0 is incident to edges e0, el, and e2. The edge el

is incident to vertices v0 and v5.

Definition ADJACENT EDGES: Two edges are adjacent if the edges are

incident to the same vertex(8).
The edges e0 and e5 are adjacent, beiﬁg incident to the common

vertex v5.

Definition ADJACENT VERTICES: Two vertices are adjacent if the

vertices are incident to the same edge(9).
The vertices v0 and v4 are adjacent, being incident to the

common edge e2.

Definition DEGREE: The degree of a vertex:is the number of edges

incident to the vertex(10).
Tﬁe vertices v6, v7, and v8 are of degree one, the vertex v5 of
degree two, and the remaining vertices of the graph, namely v0, vl,

v2, v3, and v4, of degree three.

Definition END EDGE: An end edge is an edgevincident to at least -
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one vertex of degree one(ll).

The edges e3 and e9 are end edges.

Definition END VERTEX: An end vertex is a vertex of degree one(12).

The vertices v6, v7, and v8 are end vertices.

Figure A.2 A SUBGRAPH.

Definition SUBGRAPH: A subgraph G(s) of a graph is a graph having

all of its vertices and edges in G(13). The subgraphbG(s) is a
subset of the eiements of Ge.

Because a subgraph is a graph and af'graph is a subgraph of
ifself, it mai seem that the two words ‘graph’ and ‘subgraph’ are
SYNONYymMOUSe. Althoﬁgh this 1is true in some respects, the word
" ‘graph’ is used to denote the complete set of elements upon which
attention is focused. The term ‘subgraph” is used to focus

attention on a particular subset of the complete set(l4).
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To assist in the designation and discussion of subgraphs of a
graph, the elements of the subgraph are visually enhanced in the
diagrams, illustrating subgraph edges with heavy 1lines, and
subgraph vertices with solid dots. The subgraphs G(é) of graph G in
Figure A.2 contains the edge subset E(s)=(e4,e5,e6,e7,e8) and the

vertex subset V(s)=(vl,v2,v3,v4).

Three topics, namely CONNECTEDNESS, WALKS, and PLANARITY, are
now introduced which describe specific graph concepts pertinent to

this thesis.

Connectedness

A graph may be said to be either disconnected or connected. A

graph G, or subgraph G(s), is disconnected if it is possible to
divide its set of vertices V, or V(s), into two distinct subsets,
Vi and V2, such that there are no edges joining any vertex in V1 to
any vertex in V23 otherwise,‘the graph is said to be comnected(15).

The following algorithm may be used to determine a graphs’ or
subgraphs’® state of connectedness.

Select any vertex v0 of a non-null graph G (or non-null subgraph
G(s). Label all vertices adjacent to vO0 és vl. Except for those
vertices previously labelled, 1label all vertices adjacent to
vertices labelled vl as v2. Continue this vertex labelling process
until it terminates, as it will for a finite graph. If, when the
labelling process terminates, all the vertices have not been

labelled, G(G(s)) is disconnected(16).
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Figure A.3 A DISCONNECTED GRAPH.

Because all the verticeéA of graph G in Fiéure A3 are mnot
labelled at the conclusion of the labelling process, the Graph G is
disconnected.

Very closely related yet significantly different from the
concept of connectedness is the concept of.a PART. The word “Part”’
is used to describe a ‘whole piece’ of a graph or of a subgraph.
For example, the above graph G has two Parts. A Part is a
particular kind of subgraph of a graph (or of a subgraph) and can

be algorithmically defined as;

Definition PART: Select any vertex v0 of a non-null graph G (or a

non-null subgraph G(s)). Apply the same vertex labelling process to
the graph as is described above. The set of all edges of G (G(s))

incident to all vertices‘which have been labelled constitutes a
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subgraph of G (G(s)) called a Part P of G (G(s))(17).

As the term Part can be used to imply properties possessed by
either a subgraph or graph, its use is always relative to the
universe of objects under consideration. When a reference is made
to a particular Part P, the graph or subgra;h of which P is a Part
must then always be made explicit, i.es P of G or P of G(s)-

AHowever, in order to reduce the constant definition of Part in this
thesis, the Part P should always be interpreted to refer to the

graph G undér comnsideration at the time unless stipulated to the

contrary.

Definition CUT-VERTEX: A vertex belonging to a connected graph G

the removal of which, together with the edges incident to it,

produces a disconnected graph is referred to as a cut-vertexe.

Definition BRIDGE: An edge belonging to a connected graph G, the
removal of which produces a disconnected graph, is feferred to as a
bridge.

In Figure A.4, vertex v3 of the graph Gl is a cut-vertex, and
the edge e4 of the graph G2 1is a bridge. Thus; if v3 is a
cut-&erfexvof the connected graph Gl, then Gl-v3 is a disconnected

_graph. Likewise, 1if e4 is a bridge of the{connected graph G2, then
GZ-e4 is a disconnected graph. It should be noted that the removal
of either v3 from Gl or e4 from G2 will increase the number éf
Parts in each graph.

Walks

Definition WALK: A walk of a graph G is an alternating sequénde of
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Figure A.4  CUT-VERTICES AND BRIDGES.

vertices and edges v0,e0,vl,el,v2,...,v(n=1),e(n),v(n), beginning
and ending at vertices immediately proceeding and following it. A
walk joining'VO and v(n) may be denoted by a sequence of vertex
lablés, vO,vl,vZ,Q..,v(n), where any vertex in the series infers
vertex adjacency in the graph. A walk is considered to be closed if
v0=v(n) and is open otherwise(18).

‘Placing restrictions on the sequence of vértices and edges
coﬁtained in any walk éequence, the following terms are used to

define specific walk subsets:

Definition TRAIL: A trail is a walk where all the edges are

distinct.

Definiﬁion PATH: A path is a walk where all the vertices (and thus.

necessarily all the edges) are distinct.

Definition CYCLE: A cycle is a closed walk in which its n vertices
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are distinct and n is greater tham 3.

Yo-¥1¥arVyiiaig ey

WALK (open)

T

YoY1'YarV3 Ve Ya
TRAIL

Yor'1Yar Y3 s
PATH

ViV Ve
CYCLE :

Figure A.5 WALKS, TRAILS, PATHS AND CYCLES.

Planarity

The discussion so far has been entirely in terms of the abstract
graph where its geometric diagram has served only for illustrative
purpose. At this juncture the planmar graph is introduced and unlike

the abstract graph, is defined in terms of its geometric diagram.

Definition PLANAR GRAPH: Note that é planar graph is a non-null
graph which can be drawn on a plane so that it has no edges
intersecting or crossing (ie. no two edges share a common poiﬁt in
the plane which is not a vertex).

In topology, the plane and the sphere are classified as surfaces
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~of genus zero. The genus of a surface is the largest number of
closed polygons that can be drawn on the surface without separating
ite A closed @olygon drawn onm either a plame or a sphere separates

the surface into distinct areas(19).

Figure A.6 A PLANAR GRAPH.

Definition REGION: The separate areas of a plane identified by a

planar graph are referred to as its regions. The unbounded region
£0 is called the exterior region, and the bounded areas f1, £2, and

£3 will be referred to as the interior regiomns of the graph.
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APPENDIX B: THE RESULTS OF A BUILDING THERMAL ANALYSIS

This appendix documents the output produced by Mr. A. Dakins’
thermal heat loss/gain buildiné analysis computer program. The
output describes some of the calculations that were performed by
this program for a single storey house design which was digitally
described using the GRAPHIX interactive system. These results were

used to generate the data presented in Figure 3.12.
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