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Abstract
Whole-genome sequencing (WGS) has increasingly become a routine part of mon-

itoring infectious diseases. The genomes of bacteria, viruses, or other infectious

agents are sequenced and used to identify nucleotide variants or other genetic

differences—providing a wealth of detailed information. This has particularly be-

come relevant with the COVID-19 pandemic, where sequencing of millions of viral

genomes over the course of the pandemic has been essential in early identification

of new viral lineages. The continuous generation of WGS data at this scale has

introduced a number of challenges for efficiently generating timely reports and

searching for epidemiologically significant patterns.

I have designed and implemented a framework to address these problems—the Ge-

nomics Data Index (https://github.com/apetkau/genomics-data-index)—

which uses ideas from the field of information retrieval to transform WGS data into

a collection of genomics features (nucleotide variants, kmers, and genes) and index

these features for rapid querying. I provide a command-line interface and Python

API for incrementally adding new data and querying the index. The query API in-

tegrates with existing methods for working with tabular and phylogenetic data to
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provide a common interface for clustering, visualization, and statistical analysis of

microbial genomes.

I evaluated this framework using three datasets containing assembled genomes and

sequence reads. Indexing assemblies was more sensitive for nucleotide variant de-

tection when there were fewer variants (sensitivity = 0.948 for 6.77% divergence

compared to reads sensitivity = 0.663), but sensitivity when indexing with reads

surpassed assemblies as variants increased. The software was able to scale to tens

of thousands of SARS-CoV-2 genomes (2.17 hours for loading 20,000 genomes) and

construct phylogenies consistent with the existing Pangolin lineage system. Con-

structing phylogenies using nucleotide variants derived from bacterial WGS reads

was found to consistently group outbreak-related bacteria into monophyletic clades

(4/4 correct clades), while kmer clustering was able to group bacteria only at the

species level.

I have already applied this software to aid in investigating new lineages of SARS-

CoV-2, and I believe this software will be of great benefit for future research and

genomic surveillance of other infectious diseases.
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Chapter 1

Introduction

Infectious disease investigations are increasingly relying on whole-genome sequenc-

ing (WGS)—where the genome of the infectious agent is read by a machine and

stored within a file—to aid in tracking the spread of the disease and identifying the

contaminated source [1]. WGS provides a significantly greater amount of informa-

tion over former methods, down to capturing single nucleotide variants (SNVs) in

the genetic code. These variants can be used to reconstruct the genealogy of mi-

crobes and classify them into different subtypes—helping to track the origin and

spread of an infectious disease. WGS is routinely used by many countries around

the world to help track foodborne [2; 1] or human-transmitted [3] diseases and has

experienced a significant uptake during the course of the COVD-19 pandemic [4].

While WGS is extremely useful, the process of translating the WGS data from large

numbers of bacteria or viruses into a human-interpretable form can be difficult and

time-consuming [1]. This requires the identification of genetic features, whether

SNVs or entire genes, and comparing large collections of these features to cluster

1
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microbial genomes and assign human-readable identifiers to these clusters—defining

a subtype (or sequence type) [5; 6]. This has become all the more important dur-

ing the progress of the COVID-19 pandemic, where worldwide genomic sequencing

has significantly contributed to our understanding of the evolution of the SARS-

CoV-2 virus. The pandemic has lead to the extensive investigation into variation

of the viral genome, novel typing methods [6], and has brought terms like "variant

of concern"—variants of SARS-CoV-2 which are shown to have increased trans-

missiblity, virulence, or decrease the effectiveness of public health measures—into

mainstream usage [7].

Identifying features within microbial genomes and clustering or classifying these

genomes is part of the much broader topic of information retrieval [8]. Informa-

tion retrieval studies the different methods used for processing large collections of

data—from files on a personal computer to web pages on the internet—and pro-

vides mechanisms to quickly search through this data to find relevant information.

Information retrieval methods are used by people every day, such as searching for

information using search engines like Google or categorizing books found within a

library. This field provides a rich background of information to draw upon for solu-

tions to the management of large collections of genomics data.

1.1 Motivation

The primary motivation for this work is to aid the process of applying microbial

WGS to infectious disease investigations and surveillance and ultimately to improve

public health. The COVID-19 pandemic has brought microbial (in particular viral)
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genomics into the mainstream, which has greatly contributed to our understand-

ing of the SARS-CoV-2 virus throughout the pandemic. Genomics has provided

real-time information on the global evolution of this virus, which has provided op-

portunities for early intervention and response to emerging variants or mutations

of concern [9]. However, prior to the COVID-19 pandemic, microbial genomics was

already routinely applied for monitoring a variety of other infectious or foodborne

illnesses. Organizations such as PulseNet [2] have adopted WGS for routine mon-

itoring of a variety of foodborne pathogens—from Salmonella enterica to Listeria

monocytogenes. The diversity of pathogens being monitored, desire for near real-

time results, and increasing amount of data being stored and analyzed worldwide

has led to unique challenges, which must be faced as the world continues to adapt

to the routine use of genomics for infectious disease monitoring.

1.2 Challenges

1.2.1 Large-scale comparisons

Comparison of genetic features and assigning subtypes using whole-genome se-

quence data introduces a number of challenges, with one major challenge being

scalability. Public archives contain petabytes of genomic sequence data and are

growing daily [10]. The COVID-19 pandemic has further expanded the amount

of data generated as part of the worldwide effort to sequence and archive SARS-

CoV-2 genomes. The largest archive—GISAID—holds on the order of ten million

genomes and is continually growing [11; 4]. Processing data at this scale requires
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complicated systems [2] or innovative indexing and searching techniques [12].

Dynamic data analysis

A related challenge arises due to the dynamic nature of data for genomic surveil-

lance or outbreak investigations. Rather than being static and analyzed and pub-

lished as a single unit, microbial WGS in these situations is dynamic, with a contin-

ual stream of new data being delivered, requiring up-to-date reports. This leads to

situations where data analysis needs to be performed once for an earlier collection

of genomes, and then new data needs to be integrated into the existing results on

an on-going basis. However, some software used for genomic epidemiology [13] can-

not integrate new data into an existing set of results—leading to a situation where

analysis needs to be repeated from the beginning whenever new data is added. This

is inefficient as computational resources are wasted repeating the same work over

and over again.

1.2.2 Variety of analysis methods

Additionally, different types of use cases may benefit from different analysis

methods—using different genomic features such as genes or SNVs [2; 3]—to mon-

itor genetic changes over time and classify microbial samples into subtypes. For

example, monitoring SARS-CoV-2 samples makes use of nucleotide-level variation,

which is used to define different viral lineages [6]. However, monitoring Salmonella

enterica may benefit more from gene-level information [14] to classify genomes into

different subtypes in addition to nucleotide-level variation.
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Likewise, clustering genomes using a variety of analysis methods and feature reso-

lutions is challenging due to the frequent use of different specialized software suited

to each unique feature (e.g., gene-level [15] vs. nucleotide-level [13] features). Some

clustering methods may be most appropriate for large-scale data collections due to

their lower computational resource requirements but may offer poor separation of

very closely related genomes [5]. It can be difficult to switch between these different

resolution levels in one single system and may require ad-hoc methods to load the

data (e.g., nucleotide-level features into a system designed for gene-level features).

1.2.3 Missing data

Missing or unknown data refers to portions of the genome where there is uncer-

tainty as to the exact nucleotide sequence. This could either be due to poor-quality

sequencing in a particular region, strict filtering thresholds for removing potential

false positive features, or could be related to the inherent limitations of different

sequencing platforms (e.g., short read lengths leading to gaps in the sequenced

genome at repetitive regions [16]). Missing regions can lead to ambiguities in phylo-

genetic analysis [17; 18] (i.e., collections of identically scoring trees, called a ter-

race) or can easily be misinterpreted as a region with no variation compared to

some other genome.

1.2.4 Data integration

Genomic feature data is not the only type of information that is useful for

infectious-disease data analysis. Epidemiological metadata (or contextual data)



6 Chapter 1: Introduction

is also extremely important for the proper interpretation of genomics data [19].

This can include information such as the collection date of a genomic sample, the

geographic region, or a variety of additional information. Additionally, genomics-

derived results such as phylogenetic trees are a useful aid in interpreting the

metadata [20].

Integration of genomic-derived data (genetic features) and these other types of data

can be a multi-step process. For metadata, one method is to export genetic infor-

mation into a tabular data structure and then load it within existing statistical

data analysis packages for further processing (such as Python or R). For phyloge-

netic trees, packages such as the ETEToolkit [21] can be used to load and manip-

ulate the tree. Once additional data is loaded, both R and Python provide pro-

grammatic APIs [22] to manipulate data to produce summaries or visualizations.

Likewise, software such as Jupyter (https://jupyter.org/) [23] provide interactive

web-based environments for writing and executing code for data analysis. However,

the initial step of loading all the information into a common platform can be chal-

lenging as it requires defining and structuring multiple sources of data.

1.3 Solution

In this work, I focus on addressing the challenges of using WGS for infectious

disease surveillance and investigations. I have designed and developed software

which breaks WGS data up into individual genomic features, indexes the microbial

genomes using a variety of feature types, and provides mechanisms to cluster and

query indexed genomes. I have implemented a method to handle missing data by

https://jupyter.org/
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extending the standard boolean operations (true, false) to include a third truth

value (unknown), which can be used for querying. I have implemented the ability to

index based not just on a single type of feature, but on all of the common feature

types used for microbial genomics (nucleotide variants, kmers, and genes). I also

provide both a command-line interface and a Python-based API, which allows

the integration and analysis of genomic and external data in a single system. An

overview of the components of the software is provided in Figure 1.1 and listed

below.

1. WGS data analysis. This component translates raw WGS data into collec-

tions of individual genomic features to be used for indexing.

2. Genomics index. This component loads the genomic features into a data

structure that enables easy comparison across many genomes.

3. Querying. This component provides a mechanism to query the index of ge-

nomic features to ask questions such as “which genomes are closest to genome

X” or “which genomes contain a particular feature”?

4. Clustering. This component clusters genomes using a variety of methods

from the identified genomic features.

5. Visualization. This component provides summary statistics and visualiza-

tion capabilities of the data stored in the index.

The software is called the Genomics Data Index (GDI) and is available

on GitHub (https://github.com/apetkau/genomics-data-index). I have

https://github.com/apetkau/genomics-data-index
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also included tutorials on the usage of this software with example data (https:

//github.com/apetkau/genomics-data-index-examples). This system should

help as the world continues to adopt WGS as a routine technique for infectious

disease investigations.

Genomic 
features

A. Data analysis B. Indexing

D. Clustering

Genomes that have a SNV?
Genomes closest to genome X?

C. Querying E. Visualization

Figure 1.1: An overview of the Genomics Data Index software components. (A)
Data Analysis. Whole-genome sequencing is performed on nucleic acids (DNA
and RNA) derived from microbes and the sequence data is processed to produce
sets of genomic features. (B) Indexing. The genomic features are used to con-
struct an index for fast querying. (C) Querying. The index can be queried to
find subsets of genomes which match specific criteria. (D) Clustering. Genomes
loaded into the index can also be clustered to find closely related genomes. (E) Vi-
sualization. Data stored in the index can be visualized using the provided API.

https://github.com/apetkau/genomics-data-index-examples
https://github.com/apetkau/genomics-data-index-examples


Chapter 2

Background & Literature Review

In order to design the Genomics Data Index, I used a combination of existing work

that intersects with both the Information Retrieval and Microbial Genomics

fields of study. I introduce both of these topics and review existing methods. Fi-

nally, I end with an introduction to different Workflow Management software,

which are useful when combining together many existing software components into

a single data analysis pipeline.

2.1 Information retrieval

Information retrieval consists of the collection and searching through documents

to find information of interest [8]. Information retrieval systems are found across a

wide variety of use cases, from large-scale, like web search engines, to smaller and

more specific cases, like searching through files on a personal computer. I provide a

brief overview of topics and common terminology in this field.

9
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2.1.1 Documents and terms

One key concept in information retrieval is a document, which is a unit of infor-

mation that is of interest for a particular use case [8]. A document could refer to a

book, a web page, a file on a desktop computer, a movie, or a song. Documents can

be broken up into a smaller unit of information referred to as a token [8; 24]. For

example, a particular book (document) consists of paragraphs, sentences, phrases,

and words—each of which could be considered a token. Alternatively, a particular

page within a book could be considered a document, while the words within a page

could be considered tokens. The particular scale used to define a document (book,

page, etc.) or a token (sentence, word, etc.) can vary depending on the use case.

One of the goals of an information retrieval system is to retrieve documents rel-

evant for a particular purpose. This can be accomplished through the use of a

query, which can consist of one or more search terms. A term can be distin-

guished from a token in that a term refers to the common name we give to the

same class of token across many documents (e.g., the same word across many docu-

ments). A token is a particular instance of a term (e.g., a word within a particular

document) [8]. The set of all terms is referred to as a vocabulary.

2.1.2 Indexing

A common method of returning results related to a particular query is to first pre-

process the documents to construct a data structure—an index—and use this index

to aid in executing the query. A common index type used for information retrieval

is referred to as an inverted index.
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An inverted index is a data structure which matches terms found within collec-

tions of documents to information about the documents, such as a document iden-

tifier or the respective locations of the terms within each document [8]. Documents

are first split into the individual tokens, a process called tokenization, and these

tokens are organized into a dictionary of terms and information about the terms

in the documents—the postings list.

A postings list can be schema-dependent, where the division of tokens into sep-

arate documents (the schema) is defined at the index time [8]. If the postings list

matches terms to only the document identifiers containing these terms, then the in-

dex is called a docid index. If the frequency of the term is included alongside the

document identifier, then the index is a frequency index. If the positions of the

term within a document are included, then the index is a positional index. Fi-

nally, a schema-independent index is one where there is no division of terms into

their respective documents defined at index time and thus instead must be defined

at query time. This provides a mechanism to change the definition of a document

for a particular query.

An index can also be static, that is the set of documents and terms does not

change following the indexing process. By contrast, in a dynamic index, the doc-

uments and terms may change over time (e.g., new documents may be added, or

documents may be modified or removed).

In contrast to an inverted index, a forward index matches documents to the set of

terms contained within that document. This can be used to produce summaries of

terms within a particular document or set of documents.
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Query ¬ “dog” 
(NOT)

“dog” ∧ “cat” 
(AND) “dog” ∨ “cat” (OR)

Result

R

C.

R = D ∩ C

  = {2, 3}

R = D ∪ C

   = {1, 2, 3, 4}

A.
AND t f

t t f

f f f

OR t f

t t t

f t f

NOT t f

f t
Term Documents

dog D = {1, 2, 3}

cat C = {2, 3, 4}

All documents U = {1, 2, 3, 4, 5}

D ∩ C

2 3 41

R = U - D
   = {4, 5}

U54

1-3 D

D ∪ C

2 3 41

B.

D. Document 1 2 3 4

Score 0.9 0.2 0.5 0.7

Ranked results 1, 4, 3, 2

Complement Intersection Union

Figure 2.1: Basic information retrieval querying methods. (A-C) Boolean re-
trieval. (D) Ranked retrieval. (A) Boolean truth tables used for boolean re-
trieval. (B) An example set of terms which act as identifiers for sets of documents
in boolean retrieval. Documents are numbered 1 to 5 and the letter U represents
the universe of documents (i.e., the collection of all documents in the index). (C)
A set of example queries using boolean operators (NOT, AND, OR). These are im-
plemented as operations on the sets of documents matching each term (complement,
intersection, union), which are visually depicted using Venn diagrams with green
representing the set of matching documents to a query. (D) In Ranked retrieval,
scores are assigned to documents for a particular query which are used to order
query results to return the most relevant results first.

2.1.3 Querying

Querying is the process where we search for the occurrence of particular terms

within the inverted index and return a list of results. There are a number of dif-

ferent methods for query processing, with two basic categories being boolean re-

trieval and ranked retrieval (Figure 2.1).
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Boolean retrieval

In boolean retrieval, terms are interpreted as referring to sets of matching docu-

ments and combinations of terms can be specified using boolean operations (AND,

OR, NOT). These are converted to operations on the sets of associated documents

(union, intersection, inversion/complement) to produce the final results [8]. As an

example, let the term "dog" refer to the set of document identifiers D = {1, 2, 3}

and "cat" refer to the documents C = {2, 3, 4} (Figure 2.1.B). In boolean retrieval,

the query "dog AND cat" can then be converted to the set operation D ∩ C =

{1, 2, 3} ∩ {2, 3, 4} = {2, 3}. The query "dog OR cat" can be converted to D ∪ C =

{1, 2, 3} ∪ {2, 3, 4} = {1, 2, 3, 4} (Figure 2.1.C).

Ranked retrieval

Ranked retrieval is used to rank the results of a query and return only the most-

relevant (best-ranked) results. This can be applied all on its own to respond to a

query or can be applied following boolean retrieval to further refine the set of re-

sults, which may be unreasonably large. Ranking can be performed using a va-

riety of information, such as the proximity of query terms in a document. As an

example, consider the query "dog OR cat" shown above, which results in the doc-

uments D ∪ C = {1, 2, 3, 4}. These could be further refined to assign a score to

each document based on some measure of how well it matches the query. For exam-

ple {(1, 0.9), (2, 0.2), (3, 0.5), (4, 0.7)} (given as (docid, score)). These ranked results

can then be sorted to return only the most relevant results first [(1, 0.9), (4, 0.7),

(3, 0.5), (2, 0.2)] (Figure 2.1.D).
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2.1.4 Categorization, classification, and clustering

Categorization is the process of assigning labels to documents to group them into

particular categories [8]. The categories to use are provided ahead of time and de-

pend on the particular use case. When categorization is performed automatically

by first learning to distinguish between patterns in a set of example data, it can be

termed classification, which is a machine-learning approach to automatically as-

sign items (e.g., documents) to a particular class [8; 25].

Classification can be both supervised, where the learning dataset includes the

class labels, or unsupervised, where the learning dataset does not include the

class labels. An alternative term for unsupervised classification is clustering [25].

As there is no prior knowledge of the categories to assign to an item, the categories

could be termed clusters, and the goal is to learn from only the information con-

tained in the dataset which clusters an item should be assigned to.

Classification and clustering may make use of features—properties about a doc-

ument that could be useful for clustering—which can be organized into a vector.

Features may consist of tokens in a document, frequencies of tokens, or other infor-

mation. There are a number different types of clustering techniques [25], with two

of these types being hierarchical clustering and partitioning.

Hierarchical clustering

In hierarchical clustering, clusters are built iteratively from the data, making use

of some distance measure between pairs of data elements [25]. Building clusters

from the bottom-up, where each data element is initially considered its own clus-
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ter and these clusters are joined based on some distance criteria, is called agglom-

erative clustering. Conversely, divisive clustering is a top-down approach where

all the data is considered initially in the same cluster and then iteratively split into

separate clusters based on some distance measure. The hierarchical structure of

these clusters leads to a representation of these clusters within a tree, which can be

drawn as a dendrogram. Leaf nodes in the tree represent individual data elements

while internal nodes represent clusters of more than one element.

The iterative process of merging or splitting clusters requires some definition of dis-

tances between clusters in addition to distances between data elements—a linkage

distance. These linkage distances can be one of three varieties: single-linkage,

complete-linkage, and average-linkage. In single-linkage clustering, the dis-

tance between two clusters is defined as the minimum (i.e., closest) distance be-

tween any pair of points, where one point is in each cluster. Complete-linkage,

by contrast, defines the distance between clusters as the maximum (i.e., furthest)

distance between any pair of points, one point in each cluster. Average-linkage

clustering defines the distance between clusters as the average distance between all

pairs of points, one point per cluster. If similarity scores are used instead of dis-

tances, then these linkage categories still apply but would have to be slightly ad-

justed (e.g., by using the maximum similarity for single-linkage as opposed to the

minimum distance).

Due to the hierarchical nature of this approach, a single data item can be contained

in multiple clusters of increasing size (from a cluster containing only the item itself

to a cluster containing all items in the dataset). To convert this cluster hierarchy
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into a flat partition—a partition of the dataset where each item is contained only

in a single cluster—we can choose different portions of the cluster hierarchy to di-

vide our dataset [26]. This can be illustrated using a dendrogram where construct-

ing a flat partition could be considered as equivalent to cutting the dendrogram at

some particular distance threshold (or multiple distance thresholds).

Partition clustering

In contrast to the multiple levels of nested clusters generated from hierarchical clus-

tering, in partition clustering, data elements are assigned to one of a number of

clusters without any hierarchical structure [25]. One method is k-means cluster-

ing, which iteratively partitions the data items into k different clusters. This can

be visualized by imagining that each data element exists as a point in some multi-

dimensional space with distances between data elements corresponding to distances

between points. The number of clusters, k, is chosen ahead of time and k random

data points are chosen initially to represent the centers of each cluster (the cen-

troids). The distance between every item in the dataset and the centroids is com-

puted (using a distance metric, often Euclidean [27]) and each item is assigned to

the cluster with the closest centroid. New centroids are computed for each of the

k clusters based on the data points within each cluster. Every item in the dataset

can then be re-assigned to clusters based on these new centroids. This process is

iteratively repeated until the centroids converge to some stable position. The data

elements assigned to each of the k centroids forms the k different clusters.
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2.2 Microbial genomics

2.2.1 Microbial whole-genome sequencing

Whole-genome sequencing (WGS) is the process of converting the entire genome of

an organism from its genetic material into a form that can be used for further anal-

ysis [28]. The genome of an organism consists of the nucleic acid, typically DNA

but sometimes RNA, that encodes the instructions for the molecular machinery

used to perform different functions within the organism. This code consists of long

chains of linked units in a polymer—the nucleotides—consisting of four different

types: Adenine (A), Thymine (T), Guanine (G), and Cytosine (C) [29]. In RNA,

Thymine (T) is replaced with Uracil (U). The order of the nucleotides defines the

genetic code and can be represented as a string (e.g., ATCGG). Hence, the output

of whole-genome sequencing consists of strings from the alphabet {A, T, C, G} (or

{A, U, C, G} for RNA)—often broken into small fragments called reads that are

hundreds to tens of thousands of characters long, depending on the underlying tech-

nology used to generate the sequence [30]. Microbial WGS focuses specifically on

the genomes of microbes (bacteria, viruses, etc.).

There are a number of different instruments and methods for performing whole-

genome sequencing. One common method is sequencing by synthesis using the

Illumina-based sequencing instruments (https://www.illumina.com), which

produce shorter reads (few hundred base pairs), but the reads often have fewer

errors than other sequencing technologies [30]. Two common methods to sequence

genomes using Illumina instruments are single-end sequencing or paired-end

https://www.illumina.com
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sequencing. Single-end sequencing starts from only one of the two ends of a

DNA/RNA fragment to produce a single read. Paired-end sequencing will read a

DNA/RNA fragment once from both ends, producing a pair of reads from opposite

ends of the fragment. This pair of reads provides more information than a single

read, and this additional information can be used downstream to improve data

analysis [31]. Another sequencing technology is Oxford Nanopore [30], which pro-

duces much longer reads than Illumina (thousands of base pairs) but suffers from a

larger number of errors.

Translating these genomic sequence reads into useful results requires careful data

analysis, which can be broken up into a number of broad stages: primary analy-

sis, secondary analysis, and tertiary analysis [16].

2.2.2 Primary analysis

This first stage involves assessing the quality of the sequence reads and possibly

removing poor-quality reads from downstream analysis. During the sequencing pro-

cess, it is possible that errors are introduced, which means that sequence reads will

not necessarily match the nucleotides in the DNA/RNA molecule (e.g., the reads

could have an A in a particular location when the underlying DNA molecule actu-

ally has a T in this location).

To account for these errors, reads are often combined with an additional set of

quality scores, which represents the probability of a particular nucleotide being in-

correct. These scores are represented using a logarithmic scale called the phred

scale [32], which relates the probability of an error in a nucleotide, P , to a qual-
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ity score, Q, according to the formula Q = −10 log10(P ). These scores are dis-

tributed together with the sequence reads using a file format—called FASTQ [32]—

which uses an ASCII encoding to represent both the nucleotides (e.g., A, C, T, G

for DNA) and quality scores (which are converted to an integer and stored starting

with ASCII 33 or ! representing a score of 0).

A second method to account for errors in the nucleotides of individual reads is to

increase the redundancy of the reads. That is, to generate an entire collection of

overlapping reads with the idea that even if one nucleotide character in a single

read is incorrect it can be accounted for by other overlapping reads to generate a

consensus sequence that is, ideally, error-free. This redundancy is referred to as the

depth of coverage (or sometimes just coverage), which refers to the amount of

redundancy from overlapping reads for any given nucleotide in a genome [16]. For

example, a coverage value of 10X for a particular nucleotide on a genome means

that there are 10 reads overlapping this particular nucleotide (so if a single read has

an error in this position it can be detected and accounted for by the other 9 reads).

If there are N reads that are the same length, L, then the mean coverage, C, across

an entire genome of length G can be estimated as C = LN/G [33; 16]. If the reads

do not all have identical lengths, then the sum of lengths of all reads can be used in

place of LN [13] (i.e., C =
∑

r∈Rlength(r)/G, for the set of reads R).

2.2.3 Secondary analysis

Once the primary analysis is complete and the sequence reads are validated to be of

a high-enough quality, data processing can proceed to the secondary analysis. This
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includes two separate, but sometimes complementary, data analysis paths, referred

to as genome assembly and reference alignment.

Genome assembly

Genome assembly is the processes where the small sequence fragments (reads) are

fit together to attempt to re-construct a string of characters representing the full

genome [16]. The output of the genome assembly process is long contiguous se-

quences of characters—called contigs—which represent, as closely as possible, the

biochemical organization of the original DNA or RNA molecule. It is not always

possible to reconstruct the order of nucleotides for the entire molecule in one single

contiguous sequence due to repetitive regions, which create ambiguities on how the

reads derived from the DNA/RNA molecule fit together [34].

Genome assembly can be further categorized as de novo assembly or as refer-

ence guided assembly. In de novo assembly there is no reference genome used

as an aid during the assembly process [16] and instead the final set of contigs are

constructed using only the sequence reads. Common de novo assembly software of-

ten makes use of a graph, with two broad categories being overlap-layout-consensus

(OLC) and de Bruijn approaches [34]. In OLC, a graph is constructed which en-

codes overlaps between reads as edges between nodes (overlap). This graph is then

used to determine the order of the reads within the original genome (layout) and fi-

nally produce a collection of contigs representing the genome (consensus). Alterna-

tively, de Bruijn approaches first break reads up into smaller fragments of size k—

called a kmer—and construct a special graph (a de Bruijn graph) which joins se-
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quential kmers together with an edge. Paths through the de Bruijn graph can then

be followed to reconstruct the original genome (as a set of contigs). Many modern

de novo genome assembly software follow the de Bruijn graph approach, with some

examples being SPAdes [35] and SKESA [31].

Reference alignment

As an alternative (or complementary) approach to genome assembly, reference

alignment can be used when a reference genome is available that is closely related

to the sequenced genome [16]. The reference genome provides a guide for the lo-

cations where individual sequence reads (or read pairs) should be best positioned.

The choice of reference genome for this analysis can have a large impact on the

results, with the ideal reference genome being as closely related to the sequenced

genome in question. More distantly related reference genomes can lead to issues

with aligning reads to the reference or can result in reads that do not align to any

region on the reference genome as the particular region of the genome they are

derived from does not exist in the reference genome.

There is a varied collection of software for read alignment to a reference genome,

which often relies on breaking up reads into short fragments (e.g., kmers) to aid in

finding the best position to place a read. Examples include BWA [36] for aligning

short reads, BWA-MEM [37] or Bowtie2 [38] for longer reads and Minimap2 [39].

One of the advantages of Minimap2 is the ability to also align full-length genomes

against a reference genome. This can be useful if reads are not available and you

wish to treat a genome assembly the same as other read datasets.
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2.2.4 Tertiary analysis

Tertiary analysis refers to any analysis that completes the final step from processing

WGS reads into some human-interpretable result [16]. This can include a variety of

applications, such as identifying genes within an assembled genome or comparisons

of large collections of genomes. When these genomes are derived from microbes re-

lated to an an infectious-disease outbreak, the genetic content can be used to infer

epidemiological relatedness of the pathogens (i.e., the transmission network of the

disease) [30].

Worldwide organizations—such as PulseNet International [1; 5] or GenomeTrakr

[40]—have been increasingly using WGS for infectious-disease investigations, and

the ongoing COVID-19 pandemic has accelerated the application of WGS for

infectious-disease tracking [6]. Two major methods are often applied for infectious

disease investigations or monitoring [20; 5]: microbial sequence typing and phy-

logenetics. Microbial sequence typing is where genomes are categorized into

separate groups based on shared genetic content [20]. This is a form of categoriza-

tion and classification (Section 2.1.4) applied to microbial whole-genome sequencing

data. Assigning a sequence type can be useful during an infectious-disease outbreak

investigation, as it provides a simple identifier to aid in communication [5]. This

method can be applied both to bacterial genomes (such as identifying subtypes of

Salmonella enterica [14]) as well as to viral genomes (such as the Pangolin system

[6] for typing SARS-CoV-2, the virus causing COVID-19). Alternatively, phyloge-

netics is the process of constructing a hypothetical model of the geneaology of a

collection of genomes—represented as a phylogenetic tree. This could be considered
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a form of hierarchical clustering applied to whole-genome sequence data (Sec-

tion 2.2.5). Phylogenetics—like other clustering methods—does not require specific

labels (sequence types) to be defined ahead of time. This means phylogenetics can

be used to aid in identifying and naming novel clusters [41], which can then be used

to help build a classifier to automatically assign sequence types to genomes [6].

Both phylogenetic and microbial sequence typing methods are specific applications

of classification and clustering that are part of machine learning. As such, they

both require as input sets of features [25]—properties derived from the genomics

data. A variety of features and algorithms that make use of these features have

been developed. These can be divided into three different approaches: nucleotide

variant, kmer-based, and gene-based methods [5]. Each feature type may be

used for both microbial sequence typing or for phylogenetic analysis (Figure 2.2).

Nucleotide variant approaches

A nucleotide variant is some variation at the nucleotide-level between genomes [42].

This could include single-nucleotide variants (SNVs)—where a single nucleotide in

the genome is substituted for another nucleotide (e.g., an A is substituted for a

T)—or insertions/deletions of nucleotides (indels). These methods commonly focus

on SNVs and so could also be called SNV-based approaches. SNVs can be referred

to as a Single Nucleotide Polymorphisms (SNP) if the substitution occurs above

some threshold frequency in a population [43], but sometimes SNV and SNP are

used interchangeably [13]. Nucleotide variant approaches use WGS data to identify

SNVs (or other variants) between organisms and use the SNVs to infer their evolu-
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Nucleotide variants
(e.g., SNVs)

A A A
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Phylogenetics (clustering)
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Figure 2.2: Microbial comparison and typing methods. Three different types of
features can be used for comparing genomes at differing levels of resolution: nu-
cleotide variants, kmers, and genes. Each feature can be used either for phylo-
genetic analysis (clustering of genomes), or for microbial sequence typing (classify-
ing genomes into existing categories).

tionary relationship, represented as a phylogenetic tree [20].

Software implementing the nucleotide variant approach include the CFSAN SNP

Pipeline [44], Lyve-SET [45], SNVPhyl [13], and snippy [46]. These software pro-

grams operate by comparing the WGS data to a reference genome to identify nu-

cleotide variants (using the reference alignment approach). Often, one of the main

outputs is a phylogenetic tree that, when combined with epidemiological metadata,

can be used to help understand the transmission of a particular disease [20].

To facilitate the storage and querying of identified nucleotide variants, the Snap-

perDB system [47] provides a database for indexing and searching through collec-

tions of identified SNVs, along with a method to assign hierarchical codes to differ-

ent SNV (SNP) combinations—called a SNP address. While SnapperDB was pri-
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marily designed for microbial genomes, it is capable of handling a wide variety of

organisms through user-provided reference genomes used to identify SNVs. There

also exists organism-specific databases as well, such as NextStrain [3], CovidCG

[48] and outbreak.info [49] for the storage and investigation of SNVs derived from

SARS-CoV-2 (or other viral) genomes.

Storing nucleotide variant-level data has an advantage beyond sequence typing,

where individual variants can be monitored to see if they are increasing in fre-

quency, which could potentially be an indication of a variant associated with a

higher transmissiblity or immune escape [9].

Kmer-based approaches

Whereas nucleotide variant approaches operate on single nucleotide differences be-

tween genomes (or other small variants), kmer-based approaches break up genomes

into fragments of length k, a kmer, and compare these kmers to help classify or

cluster bacteria. While many traditional data analysis methods, such as genome

assembly or reference alignment , may rely on breaking up sequences into kmers or

small fragments, they often have additional steps which transform the kmers into

some final result (e.g., a de novo assembly). The advantage of kmer approaches

for clustering or classification of microbial genomes is that they operate directly

on kmers to produce their final result, with few intermediate steps. Thus, they can

skip some of the secondary analysis methods to save on time or memory.

Mash [50] is one such kmer-based approach, based on the MinHash [51] algorithm

originally developed to detect similarities in documents. In Mash, genomes are
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broken up into kmers and MinHashing is applied to select a subset of kmers and

store the associated hash codes in a reduced dataset called a sketch. Sketches

have the advantage of greatly reducing the number of kmers to record for each

genome, while still retaining the ability to approximate the similarity between two

genomes (defined as the Jaccard index [52] or the proportion of shared kmers be-

tween genomes). The similarity scores procured from the sketches can be used to

hierarchically cluster genomes into related groups [53]. More recent software us-

ing the MinHashing approach includes sourmash [54], which includes the ability to

construct and save a sketch using multiple kmer sizes, which can be useful to help

balance speed vs. accuracy when performing MinHash comparisons.

A second method, which focuses on indexing large amounts of genomics data, is

BIGSI [12]. BIGSI indexes kmers using a bit-sliced signature index—previously

used by web search engines such as Bing [55]—to develop a system for rapidly

searching for genes or other small sequences of interest within hundreds of thou-

sands of bacterial genomes. COBS [56]—an extension of BIGSI—attempts to

reduce the storage space required for generating these large indexes through

variable-sized (as opposed to fixed-sized) Bloom filters used by the bit-sliced

signature indexes.

Another interesting method—that intersects with kmer based and nucleotide

variant-based approaches—is BioHansel [57]. BioHansel identifies SNVs which

differentiate bacterial subtypes and organizes the SNVs into a SNV scheme, which

associates sets of SNVs with particular subtypes. Next, kmers which contain the

SNVs are used to rapidly screen and classify new WGS data, assigning each dataset
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a subtype derived from the pre-defined SNV scheme.

Gene-based methods

Gene-based methods operate at the level of genes—a fundamental unit of a genome

consisting of a sequence of nucleotides that encodes some particular component

of the machinery used by the organism [29]. Genes are of variable length and are

much larger than the typical value of k chosen for kmers. Gene-based approaches

include multi-locus sequence typing (MLST)—used to classify bacteria based on dif-

ferences within particular genes [58]. In MLST, each gene represents a particular

locus (location on the genome) to examine for variation, and the set of loci (genes)

together define a scheme. Every unique variant of a gene (called an allele) is as-

signed a number (e.g., allele 1). The set of allele numbers for all loci together are

assigned a specific multi-locus sequence type. Different sequence types can be used

to delineate different lineages of an organism.

While originally proposed to operate on small numbers of loci, MLST has since

been extended to include many more loci—up to all the genes in a particular or-

ganism [59]. These extended MLST schemes are referred to as core-genome MLST

or whole-genome MLST. In core-genome MLST only those genes shared among a

group of organisms (the core genes) are used. Whole-genome MLST includes both

the core genes of a group of organisms (such as a species) as well as genes that may

only be found in a subset of this group of organisms (the accessory genes) [20].

There is a diverse set of software packages for identifying the MLST types of a col-

lection of bacteria. One of the earlier programs is SRST2 [15], which identifies se-
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quence types by comparing WGS reads to a curated set of reference loci (using ref-

erence alignment). More recent software—such as MentaLiST [60] and STing [61]—

avoid the complexity of reference alignment used by SRST2 by directly working

with kmers. Finally, there exists species-specific software, such as SISTR [14] for

Salmonella, which uses core-genome MLST alongside additional classification meth-

ods. Comparison of MLST-based methods to SNV-based methods suggests that

they tend to produce fairly concordant results when classifying closely related or-

ganisms [45]. For more distantly related organisms, SNV-based methods may detect

a greater variation since they can account for multiple nucleotide differences within

a single gene.

Central data repositories are used to to compare and track large numbers of MLST

schemes and data. One popular repository is PubMLST.org, which hosts MLST

schemes for a large collection of bacteria and other organisms [62]. Originally

designed to work with basic 7-gene MLST, PubMLST—backed by the software

BIGSdb [63]—has grown to encompass both core-genome and whole-genome

MLST schemes. A similar repository is Enterobase [64], which focuses on main-

taining whole-genome and core-genome MLST schemes and classifications of

enteric bacteria—for example containing classifications for over 100,000 Salmonella

genomes. One interesting feature of Enterobase is the hierarchical division of bac-

teria into clusters (called HierCC) based on similarities in their identified MLST

alleles at differing thresholds [65].
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2.2.5 Phylogenetics

Phylogenetic trees are a model of the genealogy of some particular biological entity

as a tree [66; 67]. One example is the relationship of all living organisms on earth,

which can be modeled with a tree where leaf nodes correspond to specific named

species and internal nodes in the tree corresponding to known or hypothetical an-

cestors. Such a tree would be considered a species tree—as it models the genealogy

of different species—with internal nodes corresponding to speciation events. An al-

ternative type of phylogeny would be a gene tree, where the tree is a model of the

genealogy of a collection of genes. Phylogenetic trees can either be rooted—where

one node is a parent of all other nodes—or unrooted. A clade (or monophyletic

group/clade) is a collection of organisms which all share the same ancestor, repre-

sented on a tree as a node and all of its descendants [68] (i.e., a sub-tree rooted at

a chosen node). There have been a number of different approaches for constructing

a phylogeny, but two large categories are distance-based and character-based.

Distance-based methods

In distance-based methods, only the pairwise distances between different genomes

are considered for constructing a phylogenetic tree. These distances can be calcu-

lated using a number of methods and evolutionary models. When pairwise dis-

tances are all defined, then constructing a tree can proceed through a variety of

methods, which include the hierarchical clustering algorithms already discussed. In

particular, the UPGMA method (unweighted pair group method with arithmetic

averages) is a type of agglomerative hierarchical clustering for constructing a phy-
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logenetic tree that uses average-linkage distances [67; 26] and produces a rooted

tree. The cluster-tree can be interpreted as a phylogeny, where leaf-nodes corre-

spond to individual sampled genomes, while internal nodes correspond to hypothet-

ical ancestors. UPGMA, due to its use of average-linkage distances, also produces

an ultrametric tree, which can be interpreted to represent a scenario of a constant

molecular clock (i.e., all genomes evolve at the same rate with respect to time)

[67]. This assumption may or may not be realistic. An alternative algorithm, which

does not require this molecular clock assumption, is neighbor-joining [67; 66].

Unlike UPGMA, neighbor-joining is a form of divisive hierarchical clustering ,

which does not produce a rooted tree, and so a root would have to be identified us-

ing some other method (such as including an outgroup in the tree). Both UPGMA

and neighbor-joining still require the assumption of distances being additive, which

means that the distance between genomes should be equal to the sum of distances

along the path in the tree connecting them [67]. The additive property may or may

not hold depending on the distance measure between genomes.

Character-based methods

In contrast to distance-based methods, character-based methods make use of the

actual character data (either nucleotide or amino acid) [66]. This character data is

provided in the form of a multiple sequence alignment, where the individual char-

acters are organized into columns (a site in the alignment) containing homologous

characters. Ideally these homologous characters should all have some shared an-

cestry (a common ancestor), which is what lets us use the sites of the alignment to
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infer a phylogeny reflecting the shared ancestry of the sequences as a whole. For

microbial whole-genome sequence data, these multiple sequence alignments can be

constructed either using the assembled genome or through a reference-alignment

approach.

Three common character-based methods include: maximum parsimony, maxi-

mum likelihood, and Bayesian. Maximum parsimony takes the approach of as-

signing characters to internal nodes of a tree (representing hypothetical ancestors)

to minimize the number of character changes required to explain the observed se-

quences in the leaves of the tree. The tree requiring the fewest character changes

(and hence maximal parsimony) is chosen as the tree that best represents the ge-

nealogy of the sequences [66].

In contrast to maximum parsimony, both maximum-likelihood and Bayesian meth-

ods are probabilistic methods [67]. If we let T represent a tree (i.e., a model of

the shared ancestry of sequences) and let D represent our input data (the align-

ment), then P (D|T ) represents the probability of our data given a particular tree.

In maximum-likelihood, we are treating P (D|T ) as a function of T (we are search-

ing for a particular tree T where we already have the data D), hence P (D|T ) is

referred to as a likelihood (instead of a probability), and our goal is to find the tree

that maximizes this likelihood. Conversely, for Bayesian methods, we are interested

in P (T |D), which we can related to P (D|T ) through Bayes’ theorem. Additional

details on these methods can be found in [66; 67].
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Evolutionary models

For the probabilistic character-based methods (as well as for distance methods) we

can make use of different models of evolution to define distances between sequences

(genomes) [66; 67] and make corrections to better reflect the true evolutionary dis-

tance. For nucleotide data, these models attempt to account for real-world differ-

ences in rates between nucleotide substitutions (e.g., possible differences between

an A → T vs. A → G substitution). The simplest model is JC69 [69], which as-

sumes an equal rate for all possible substitutions from one nucleotide to another.

More complicated models such as K80 [70] (different rates between transitions and

transversions) or HKY85 [71] (extends K80 to include differences in equilibrium

frequencies of nucleotides) introduce additional parameters to capture differences

in substitution rates. The GTR [72] model (General Time Reversible) is the most

complicated model that is also time-reversible (i.e., the rate of any substitution

like A → T is the same as its reverse T → A [66]). GTR includes the previous de-

scribed models within it by assuming certain parameters are fixed (e.g., equal rates

for all substitutions and equilibrium frequencies for the JC69 model).

Phylogenetics and clustering

As described in Section 2.1.4, clustering is an unsupervised machine-learning ap-

proach to partition data into different categories (called clusters). Of the different

methods for clustering, hierarchical clustering will group data into separated clus-

ters by organizing these clusters into a larger tree, which can be drawn as a den-

drogram. Both UPGMA and neighbor-joining are forms of hierarchical clustering
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where the constructed clustering tree can be interpreted as a phylogeny. Addition-

ally, we can construct flat clusters/partitions (as opposed to hierarchical clusters)

from either of these trees (or any hierarchically clustered tree) by cutting this tree

at different distance thresholds [26]. This method works the best when the tree is

ultrametric (all path lengths from the root to the leaves are the same), which is the

situation for UPGMA-produced trees but not neccessarily for other types of phylo-

genies (like neighbor-joining or maximum-likelihood) [73].

There has been a number of other methods developed to attempt to group genomes

into flat clusters by making use of a phylogenetic tree and which do not need the

tree to satisfy the ultrametric property. One such method is Cluster Picker [74],

which identifies flat clusters from a rooted phylogenetic tree by searching for mono-

phyletic clades (sub-trees) that match user-defined thresholds. Cluster Picker starts

from the root of a phylogeny and examines each node through a depth-first search,

pruning the clades rooted at each node that fail either branch support or pairwise-

distance thresholds. The nodes (and corresponding clades) that pass these thresh-

olds are returned as separate clusters, with leaves of each clade corresponding to

the members of each cluster. An alternative method is TreeCluster [73], which at-

tempts to cut a phylogenetic tree (either rooted or unrooted) into the minimal

number of sub-trees such that each sub-tree satisfies some defined constraint (such

as a maximum pairwise-distance threshold). With a rooted tree, TreeCluster can

use the additional constraint of restricting each cluster to a monophyletic clade.
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2.3 Feature identification and storage

To identify, store, and operate on features from the three identified levels—

nucleotide variants, kmers, and genes—there is a need for standard data

models and file formats. A number of these have been previously identified and

described, particularly for nucleotide variant data.

2.3.1 Nucleotide variant models

A nucleotide-level variant describes some variation in the underlying nucleotide se-

quence that make up either the DNA or RNA molecules found within an organism

[75; 76]. Often, these are described as a change from a reference sequence to some

sequence of interest (the alternative sequence) at some particular location. For ex-

ample, A → T at position 10 describes a substitution where the reference nu-

cleotide, A , changes to a nucleotide T at position 10 of the reference genome.

For microbial WGS-based analysis, the reference sequence could be a previously

sequenced genome that is stored on public archives (e.g., RefSeq [77]), or could be

some particular chosen organism within a collection that has undergone de novo

assembly (Section 2.2.3) but is not otherwise available in public archives. A number

of common data models and file formats for describing nucleotide-level variation are

shown in Figure 2.3 and are described below.

VCF

One common storage format for nucleotide-level variants is the Variant Call For-

mat (VCF) [75] (Figure 2.3.B), which is a text-based format for storing nucleotide



Chapter 2: Background & Literature Review 35

A. Coordinates
Base 

(residue)
coordinates

Interbase 
(inter-residue)
coordinates

1 2 3 4 5 6 7 8

0 1 2 3 4 5 6 7

0 1 2 3 4 5 6 7

T T G G C - AA

T T A G C G AAreference

genome X

0-indexed

0-indexed

1-indexed

B. VCF

1-indexed base coordinates

##...
#CHROM ID POS REF ALT ...
reference . 4 A G
reference . 6 CG C

C. SPDI

0-indexed interbase coordinates

reference:3:1:G
(reference:3:A:G)

reference:5:2:C
(reference:5:CG:C)

sequence:position:deletion:insertion

D. HGVS

1-indexed base coordinates

reference:g.4A>G
reference:g.6del

g. = genome reference
c. = coding region
p. = first amino acid

F. BED*

0-indexed base coordinates

reference 3 4
reference 6 7

Chrom Start (≤) End (<)

E. VRS

0-indexed interbase coordinates

{ "type": "Allele",
  "state": {"sequence": "G", "type": "LiteralSequenceExpression"},
  "location": {
    "sequence_id": "refseq:reference", "type": "SequenceLocation",
    "interval": {"type": "SequenceInterval",
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Figure 2.3: An overview of different nucleotide-level variation representation mod-
els, with an emphasis on the coordinate systems used (labeled at the bottom of
each box). (A) The different classes of coordinate systems used by each model.
These are either base (or residue) coordinates, which count each nucleotide in a
sequence, and interbase (or inter-residue) coordinates, which count the spaces
in between each nucleotide in a sequence. These classes can then either be 0-
indexed (starts counting from 0) or 1-indexed (starts counting from 1). Two ex-
ample nucleotide-level variants are represented, labelled by a red circle (a substi-
tution) and a blue square (a deletion). (B) The VCF [75] model and file format.
Each nucleotide-level variant is represented as a separate row in a tab-delimited
file, which records the sequence identifier (CHROM ), position (POS ), reference
nucleotides (REF ) and alternative nucleotides (ALT ). (C) The SPDI [42] model.
Each variant is represented by four attributes (sequence, position, deletion, inser-
tion) concatenated by a : that describes how to transform a reference sequence
into the sequence with the variant. The deletion string can have two different repre-
sentations, either as the number of nucleotides to delete from the reference (the top
identifier) or the nucleotide-string to delete (the bottom identifier). (D) The HGVS
[78] model. This represents each variant by a sequence identifier ( reference ) fol-
lowed by the type of sequence ( g. for a genomic reference) and the position and
type of variation. (E) The VRS [76] model. Each variant is represented by a hier-
archical data structure written as JSON that stores the type of variation and the
location. Only the red-circle substitution variant is shown. (F) The BED [79] for-
mat. This stores intervals on a genome given as a sequence identifier (Chrom) a
Start and an End in a tab-delimited file format. The intervals are inclusive of the
start, but exclude the end (i.e. the half-open interval: start ≤ p < end for all in-
tegers p). *BED differs from the other models in that it is primarily used to store
intervals on a genome and not variants.
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feature records—one record per line. Each record is divided up into a number of

columns separated by tab characters. The columns include a name for the chromo-

some ( CHROM ), the position of the variant ( POS ), the reference genome sequence

( REF ), and a list of alternative alleles that replace the reference sequence ( ALT ).

VCF files can also be used to store a lot of additional statistical or other informa-

tion related to a variant. They can even be used to store a list of samples that have

a particular variant (and so could be used as an inverted index that matches vari-

ants to sets of samples).

SPDI

A second, but related, model for storing nucleotide features is the Sequence Po-

sition Deletion Insertion (SPDI) model [42] (Figure 2.3.C). The SPDI model

identifies each nucleotide variant with four different attributes that define

how a reference sequence is transformed to contain the named nucleotide

variant. Each attribute is concatenated by the : character to form a single

string that identifies a variant. Specifically, a single identifier would look like:

[sequence]:[position]:[deletion]:[insertion] (e.g., seq1:5:G:T or

seq1:5:1:T ). The attributes consist of: (1) the name of the sequence (e.g.,

seq1 ), (2) the position of the variant (e.g., 5 ), (3) the nucleotides deleted from

the reference sequence or the length of deletion (e.g., G or 1 to represented a

deletion of 1 nucleotide), and (4) the inserted nucleotides that replace the deleted

portion (e.g,. G ).
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HGVS

A third model is the Human Genome Variation Society (HGVS) model [78] (Fig-

ure 2.3.D), which describes a method of identifying variants in a human-readable

string. These aren’t necessarily restricted to nucleotide-level variants, but can be

applied to other types of variation as well, such as amino-acid variants, or RNA

variants. An example of an HGVS-identified variant is seq1:g.5G>T . This vari-

ant identifier consists of (1) a sequence identifier ( seq1 ), (2) the type of sequence

identified ( g. for a genomic reference), (3) the position on the sequence ( 5 for

position 5), and (4) the variation at this position ( G>T for a substitution of G →

T). There are many different modifications to this basic HGVS identifier that pro-

vide more details on the variant. For example p. can be used in place of g. to

describe an amino-acid level variant, or 5_10del can be used to describe a deletion

from positions 5 to 10.

VRS

A fourth model is the Variant Representation Specification (VRS) [76] (Fig-

ure 2.3.E), which is developed as part of the Global Alliance for Genomics and

Health (GA4GH, https://www.ga4gh.org). This model is also more general

than just a representation of nucleotide variation, such as substitutions or inser-

tions/deletions (all part of what is termed "molecular variation"), but can also

include copy-number or genotype variation (part of "systemic variation"). These

different variation types are represented using a number of abstract components

that are structured according to a JSON schema. The top-level component is

https://www.ga4gh.org


38 Chapter 2: Background & Literature Review

"Variation", which can be further divided into "MolecularVariation" and then

"Allele". An Allele is used to represent a particular nucleotide-level variant, which

is described by a "SequenceLocation" on a sequence and a "SequenceExpression"

describing the substitution/insertion/deletion. One issue that can arise is that

it is possible to represent the same variant using different JSON data structures

(e.g., if you use different sequence identifiers for the same genome). To combat

this issue, the VRS system also includes a method to condense the variant iden-

tifier into URI (called a CURIE), which will be identical for identical variants

regardless of their JSON representation. The CURIE for a variant is structured like

[namespace]:[type][base64 encoded hash] (e.g., ga4gh:VA.2X6ThYd... ).

This also has a benefit of reducing the verbosity of the full JSON definition of a

variant, though at the expense of losing human-readability.

BED

Finally, a related format which is commonly used to describe blocks of contiguous

regions on a genomic sequence is the Browser Extensible Data (BED) format (Fig-

ure 2.3.F). While originally developed to define regions to display in the Human

Genome Browser at UCSC [79], the development of suites of software such as BED-

Tools [80] and pybedtools [81] for working with this format makes it useful for op-

erations on intervals of genomic data (e.g., unions, intersections, subtractions). The

format stores a sequence identifier along with a start and end position for an inter-

val (as the half-open interval start ≤ p < end for all integers p) in a tab-delimited

file, one interval per line. This format is not used to store nucleotide-level variation



Chapter 2: Background & Literature Review 39

like the other formats.

Coordinate systems

One complexity of all these different variation models and file formats is the dif-

ferent coordinate systems used to number nucleotides (Figure 2.3). These can be

divided into two broad categories: base (or residue) coordinates, where it is the nu-

cleotides that are numbered, and interbase (or inter-residue) coordinates, where it

is the spaces in-between nucleotides that are numbered. The numbering can also

further be sub-divided to be 0-indexed (counting starting from 0) and 1-indexed

(counting starting from 1). Both VCF and HGVS used a 1-indexed base coordi-

nate system (so they count the nucleotide bases and start counting with a 1). Both

SPDI and VRS use a 0-indexed inter-base coordinate system (so they count the

spaces in between nucleotides and start counting with 0 prior to the first nucleotide

in the sequence). The BED format uses 0-indexed base coordinates (counts the nu-

cleotides and starts with a 0). No variation system reviewed here uses a 1-indexed

interbase coordinate system. Care should be taken to account for these coordinate

system differences to avoid off-by-one errors when mixing and matching these varia-

tion models.

Storage models and other data

So far, I have only described how to name and store nucleotide variants—that is

some transformation that changes a reference nucleotide sequence to an alterna-

tive nucleotide sequence (e.g., an A → T substitution). However, there is other

information that may be of importance that could be stored alongside nucleotide
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variants. In general, there are four different classes of information that could be de-

scribed:

1. Variants. These are any variation in the nucleotide sequence of a reference

genome that transforms it into an alternative genome (e.g., an A → T sub-

stitution).

2. Reference. These are regions on the reference genome that are identical to

regions on the alternative genome.

3. Missing/unknown. These are regions on the reference genome where there

is missing data on the alternative genome. Thus, these regions cannot be de-

scribed as either variants or reference.

4. Novel. These are regions on the alternative genome that are missing on the

reference genome (i.e., novel regions).

In order to account for these additional regions, a number of different variant

storage models have been proposed [82]. The simplest model would be to store

only variant nucleotides—the Variant Only Storage Model. This minimizes

the amount of information stored, but may lead to misinterpretations of data

in non-variant positions (where it cannot be determined if the nucleotide is the

reference nucleotide, or is of poor quality/missing). Alternatively, every posi-

tion on the reference genome could be assigned either as variant, reference, or

missing and stored all together—the Full Storage Model. This provides a

way to differentiate between reference and missing data, but at the expense of

increased storage space (in the models described in [82] novel regions are not
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considered). A more compact form could be termed the Block Storage Model,

where contiguous blocks of reference or missing regions are stored as a single en-

try with a range of positions (e.g., 100-200 ) instead of separate entries per each

nucleotide. This model is very similar to the Genomic VCF (gVCF) format [83]

(https://github.com/sequencing/gvcftools)—an extension of the VCF format

to include blocks of contiguous reference or missing nucleotides in a single VCF

record. Finally, the Negative Storage Model stores variant nucleotides and

contiguous blocks of missing data, while leaving reference genome blocks unstored.

This is because they can be inferred as those positions on the reference that are

neither variant nor missing (assuming the full reference genome sequence is stored

elsewhere).

2.4 Workflow management

Microbial genomics data analysis can often involve running a collection of different

software—feeding the output of one component to the input of another—as data

progresses through the different analysis stages (i.e., primary → secondary → ter-

tiary). The variety of methods and software choices available for analysis can lead

to complexity in defining and maintaining a full analysis pipeline. Further compli-

cations arise when attempting to install and execute all this software in a portable

manner across different execution environments (e.g., on a single machine or in a

cloud computing environment).

Workflow management software is one solution to this problem. These software are

designed to simplify the overhead of common tasks when designing a data analy-

https://github.com/sequencing/gvcftools
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sis pipeline and provide a mechanism for executing the software through a com-

mon interface [84]. Additional benefits of workflow managers are the support for

installation of individual software components and dependencies through the use of

package managers, such as Conda [85] and Bioconda [86], or container technologies,

such as Docker [87] or Singularity [88].

A comparison of some different workflow systems can be found in Table 2.1, which

is derived from existing literature [84; 89] and the documentation provided by each

workflow manager. The table is divided into two main categories of comparison cri-

teria: development and execution.

2.4.1 Development

The design and development of a workflow is one major way to compare different

workflow managers (Table 2.1). Each evaluated workflow manager is able to exe-

cute workflows defined in some text-based language (e.g., YAML for Snakemake

and Pegasus or Groovy for Nextflow). These languages provide the capability to

join together the inputs and outputs of multiple existing software to define the

flow of data across multiple stages from input to a final output. Most workflow

managers provide the capability to easily write these stages as small collections of

command-line tools (e.g., grep "string" input.txt | sort ), which provides

an easy transition for developers familiar with working in a command-line environ-

ment to begin writing a workflow using these languages. One exception is Galaxy

[92], which operates at the more abstract level of a tool wrapper that must be pre-

defined in Galaxy prior to incorporating it into a workflow (though the Galaxy
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Category Criteria Snakemake

[90]

Nextflow

[91]

Galaxy

[92]

Pegasus

[93]

Cromwell

[94]

Development Language YAML/

Python

Groovy JSON YAML/

XML /

API

WDL/

CWL

Supports CWL

[95] or WDL [96] a

CWLf CWLf CWLf CWLf CWL/

WDL

Flow-controlb ! ! ! !

Designc T T TGC T T

Execution Environmentd LHC LHC LHC LHC LHC

Dependenciese CDS CDS CDS DS DS

Interface CLI/ API CLI GUI/ API

/ CLI

CLI CLI/ API

Resuming ! ! ! ! !

Table 2.1: Comparison of different workflow languages and implementations.

a CWL = Common Workflow Language (https://www.commonwl.org),

WDL = Workflow Description Language (https://openwdl.org)

b Flow-control is the ability to enable or disable parts of the workflow to control data flow.

c T = text-based workflow design, G = graphical workflow design, C = command-line software for aiding design

d L = local, H = high performance computational cluster, C = cloud

e C = conda (https://conda.io), D = docker (https://docker.io), S = singularity (https://sylabs.io)

f Partial implementation or conversion scripts for CWL

community provides an enormous variety of tool wrappers contributed by bioin-

formaticans).

In addition to software-specific languages, two other languages for defining work-

flows include both the Common Workflow Language (CWL) [95] and the Workflow

Description Language (WDL) [96]. These are intended to be software-independent

https://www.commonwl.org
https://openwdl.org
https://conda.io
https://docker.io
https://sylabs.io
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standards which can be executed within a variety of workflow engines. Most work-

flow engines support CWL to some extent, though often only a partial implementa-

tion or by providing scripts to convert their custom language to a CWL workflow.

WDL is supported by fewer workflow managers, with one notable exception being

Cromwell [94], where it is the primary language used to define workflows.

Some workflow managers are able to directly incorporate code from existing pro-

gramming languages. In particular, Snakemake [90] can incorporate Python code

within a workflow while Nextflow [91] uses an existing programming language—

Groovy—which is derived from Java. These provide greater flexibility to fine-tune

the operation of the workflow when there does not exist command-line tools for the

particular task at hand. This also ties into the capability to include advanced flow-

control logic (such as if-else statements) for controlling the execution of different

branches of a workflow. Most workflow managers support these flow-control struc-

tures except for Galaxy, which is limited in how different branches of a workflow

can be executed.

One criteria of designing workflows where Galaxy excels is the large vari-

ety of tools and resources for designing workflows. Workflows are primar-

ily designed using a graphical user interface (the Galaxy web application),

but there is also experimental support for a text-based design of workflows

(https://github.com/galaxyproject/gxformat2). In addition, there are a

collection of command-line tools (the Planemo suite [97]) to assist in developing,

testing, and sharing workflows or individual tools. Most other workflow managers

primarily rely on writing workflow files in text editors which can then be executed

https://github.com/galaxyproject/gxformat2
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by the workflow manager.

2.4.2 Execution

The second major category for comparing workflow managers is in how workflows

are executed (Table 2.1). Every workflow manager is capable of executing the same

workflow on either a local computer, a high-performance computational cluster,

or in a cloud-based environment. This is one of the advantages of using workflow

managers—the capability of executing the same code in a variety of environments.

Additionally, nearly every workflow manager provides multiple ways to automat-

ically install and manage software dependencies required by a workflow. Both

Docker [87] and Singularity [88] are container solutions that are supported by

every workflow manager. Containers provide the capability to encapsulate a piece

of software and all its dependencies and isolate it from the main host machine,

which makes it portable across a wide variety of computational environments. An

additional method of software dependency management is via conda and the bio-

conda project [86], which is a package manager and repository of software packages,

respectively, that are popular with bioinformaticians. All workflow managers except

Pegasus and Cromwell support dependency management using conda.

All workflow managers provide a command-line interface for the execution of a

workflow. A few (Snakemake, Galaxy, and Cromwell) also provide programmatic

APIs for the execution of workflows. Galaxy alone provides a full web-based and

graphical interface for the execution of workflows and management of data. In any

method of executing workflows, all management software also provides the capa-
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bility to resume workflows that have either failed or paused for some reason or an-

other.



Chapter 3

Software design

I have chosen to implement an indexing, querying, clustering, and visualization

framework for microbial genomics using Python, which includes both a Python-

based API as well as a command-line interface. The software is named Genomics

Data Index (GDI) (https://github.com/apetkau/genomics-data-index, ver-

sion 0.6.0, doi: 10.5281/zenodo.6485506). It is available for installation as a Python

package using pip ( pip install genomics-data-index ). It requires some addi-

tional non-Python dependencies as described in the installation guide (it is recom-

mended to use conda to install these). Example code and tutorials are available

on GitHub (https://github.com/apetkau/genomics-data-index-examples)

and provide a walkthrough of some of the features of the software using example

datasets.

The overall design of this software falls into five separate components (Figure 3.1).

These can be divided up into the mandatory components and optional com-

ponents. The mandatory components consists of indexing genomic features that

47

https://github.com/apetkau/genomics-data-index
https://github.com/apetkau/genomics-data-index-examples
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have been identified elsewhere and then querying this index for features or other in-

formation of interest. The optional components include a data analysis pipeline for

identifying genomic features prior to indexing as well as clustering and visualiza-

tion. These are described in more detail below:

1. Data analysis pipelines. This takes the microbial genomes (either as as-

sembled genomes or as WGS reads) and processes them to identify the un-

derlying genomic features to be indexed. These features consist of one of:

nucleotide variants, genes, or kmers. Identifying these genomic features

requires specialized software organized into a data analysis pipeline to move

from genomics data to genomics features.

2. Indexing genomics features. This stage indexes the identified features

to help speed up the querying stage. That is, the features are loaded, trans-

formed, and stored within a special data structure (an inverted index stored

in a relational database). This stage can either process files identified from

the previous Data analysis pipelines stage or from External data analy-

sis (where genomic features are generated and saved independently).

3. Querying. This stage provides support for searching for genomes with par-

ticular features. Optionally, querying for closely related genomes can be per-

formed using data from the Clustering stage.

4. Clustering. This stage groups together genomes stored in the index into

clusters based on shared features.
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5. Visualization. This stage implements methods to visualize genomes, fea-

tures, or clusters of genomes.

1. Data analysis
(gdi analysis )

3. Querying
(gdi query)

5. Visualization
(API)

Mandatory data flow

Optional processing steps

2. Indexing
(gdi load)

4. Clustering/
phylogenetics

(gdi rebuild tree )

Genomes
(reads/ 

assemblies)

Genomic 
features

External 
data 

analysis

Figure 3.1: An overview of the indexing software and data flow. There are two cat-
egories of analysis stages: the mandatory stages (in green), which go from ge-
nomic features to a query-able index, and optional stages (in blue), which either
help to identify features in genomics data or cluster the data for additional query-
ing options. Names of the commands in the command-line interface used to per-
form each stage are given in brackets below the stages. Each command can addi-
tionally be initiated from the Python API. The visualization stage can only be
performed from the Python API. External data analysis refers to the ability to
generate genomic features from external software before indexing.

3.1 Data analysis pipelines

The first step in the overall software design is transforming raw WGS data into col-

lections of genomic features that can be indexed. The main input format for GDI
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is microbial genome sequence reads in the FASTQ [32] format (either compressed

or uncompressed), or assembled genomes. Additionally, for performing sequence

read alignment to a reference genome, a reference genome is needed as input (as a

FASTA or Genbank file).

Once the input files are provided, the next step is running all the necessary under-

lying bioinformatics software needed to identify the genomic features. I chose to

make use of Snakemake [90], which is a Python-based workflow language that pro-

vides a mechanism to write a workflow and schedule the individual tools for execu-

tion in a variety of environments (described in detail in Section 2.4).

3.1.1 Pipeline design

The overall data analysis pipeline is designed as a single workflow, written using

Snakemake, which will either enable or disable certain stages depending on the type

of input data and parameters (Figure 3.2). For example, if sequence reads or as-

sembled genomes are given as input, then the respective portions of the analysis

pipeline will be executed (Figure 3.2.A for reads and Figure 3.2.B for assemblies).

Regardless of whether input data was reads or assemblies, kmer-based sketching

(using sourmash [54]) can also be performed. These sourmash sketches are saved as

gzipped JSON files for every input genome and combined with the additional out-

put described in details below.
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Nucleotide 
variants

(VCF)

Alignment
(minimap2)

Variants/
invariants
(bcftools)

Variant effects
(snpEff)

Assembled 
genome

(Genbank, 
FASTA)

Masked 
regions
(BED)

Complement of 
variants/invariants

(bedtools)

Reference 
genome

(Genbank, 
FASTA)

Genes
(mlst)

Genes/
MLST 

results
(TSV)

Variants only
(bcftools)

A

snippy

Nucleotide 
variants

(VCF)

Variant effects
(snpEff)

Sequence 
reads

(single/pair 
FASTQ)

Masked 
regions
(BED)

Reference 
genome

(Genbank, 
FASTA)

Alignment
(bwa)

Variants
(freebayes/bcftools)

aligned.fa
(samtools/bcftools)

Create genome mask
(bedtools)

B

Sketch
(gzipped 
JSON)

Reads or 
assembly
(FASTQ, 
FASTA)

MinHash Sketch
(sourmash)

C
Input

Processing stage

Output

Optional processing

Optional output

Figure 3.2: An overview of the data analysis pipelines for transforming ge-
nomics data into genomics features. Each section is combined together within a
single Snakemake [90] workflow, but are shown separately for clarity. Text shown in
braces underneath each stage name shows the software or file format being used.
(A) The genome assembly pipeline which processes assembled genomes to pro-
duce files containing nucleotide and gene (MLST) features. (B) The sequence reads
analysis pipeline, which processes WGS reads to produce nucleotide features (this
process excludes gene features). (C) The pipeline stages for constructing MinHash
sketches (kmer features).
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Genome assembly input

When genome assemblies are given as input (Figure 3.2.A), the pipeline uses min-

imap2 [39] to perform a pairwise alignment for every input genome assembly to a

chosen reference genome. Minimap2 was chosen as it can align both reads as well as

assembled genomes, and produce as output a BAM file [98], which is a file format

used to store alignments. The aligned genomes are next passed to a combination

of SAMtools and BCFtools [99] with specific filtering criteria to identify nucleotide

variants and reference genome entries in the VCF format. The nucleotide variants

are next passed—assuming the reference genome is in Genbank format and con-

tains gene annotations—to SnpEff [100] to identify nucleotide variant effects (such

as amino acid changes). This will produce a new VCF file with these effects en-

coded inside. If the reference genome does not include gene annotations, then the

SnpEff stage is skipped (and so no variant effects, like amino acid changes, will be

associated with the nucleotide variants).

To handle missing data, I produce as part of this pipeline a BED file which con-

tains the coordinates of missing regions in the alignment or those regions with am-

biguous bases on the input genome (e.g., N ). This is constructed using the output

of BCFTools (a VCF file) that contains records for both nucleotide variants and

positions identical to the reference genome, but excludes missing regions. Thus, co-

ordinates in the the complement of this VCF file are the missing regions, which are

processed using bedtools [80] to produce the BED file.

An optional step in this portion of the pipeline is to also include gene-level features.

This is accomplished using the mlst software [101], which makes use of databases
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from PubMLST [63; 62]. This only produces traditional MLST results and core-

genome (or whole-genome) MLST is not included.

The final output of this portion of the pipeline is a tab-delimited file which lists the

VCF and BED files for each genome (the nucleotide-level variants) along with a

tab-delimited MLST file.

Sequence reads input

When input is given as sequence reads (Figure 3.2.B), then the main analysis

method for nucleotide variants is snippy [46]. Snippy internally makes use of the

software bwa [98; 102; 37] for read alignment and freebayes [103], bcftools, and sam-

tools [99] for variant identification. As output, snippy provides a VCF file for each

genome, recording the high-quality nucleotide variants (e.g., those that passed the

quality thresholds defined by snippy). I use this VCF file as input to SnpEff [100]

to annotate the VCF file with variant effects. Snippy also includes a stage where

SnpEff is used, but I disable this and run SnpEff myself so that I have greater

control over the parameters being used.

To handle missing data, I make use of the snps.aligned.fa file produced by

snippy that contains gaps - and ambiguous bases N aligned to the reference

genome for missing or low-quality data. I convert the positions of these gaps and

ambiguous bases to a BED file containing coordinates of missing regions. I then

subtract off any variants found in the VCF file produced by snippy (to include

deletions as part of the nucleotide variants and not as part of missing data).

The final output of this portion of the pipeline is a tab-delimited file which lists the
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VCF and BED files for each genome. There is no gene-level (MLST) analysis of any

kind performed in this stage.

3.1.2 Parallelization of the Analysis stage

The use of the Snakemake [90] workflow language provides automatic support for

parallel processing of genomes. Snakemake makes use of the provided list of input

genomes alongside the defined workflow to construct a Directed Acyclic Graph

(DAG) showing dependencies among all the individual stages of the workflow.

Figure 3.2 shows a descriptive overview of a DAG for the GDI workflow and Fig-

ure A.1 shows an automatically-constructed DAG from Snakemake for three input

genomes.

The constructed DAG is used to schedule and execute jobs for each stage. A sin-

gle path through the DAG defines a set of jobs that must be executed sequentially,

while parallel paths define jobs that can be executed in parallel. Snakemake exe-

cutes individual jobs according to the DAG, which will involve a combination of

sequentially-executed and parallel-executed jobs. The maximum number of jobs

that can be executed in parallel is controlled by a parameter passed to Snakemake

(the --jobs parameter), which is ultimately derived from the maximum number

of cores provided to the GDI command-line interface.

Analysis sample batching

When running large numbers of samples (e.g., tens of thousands) within a single

Snakemake workflow, a significant amount of time may be spent inferring the very
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large DAG prior to executing jobs. To speed up processing, Snakemake provides a

mechanism to process input files in batches (using the --batch argument) to split

the analysis into smaller collections of files. I make use of Snakemake’s mechanism

of sample batching for processing large datasets, which is ultimately controlled by

the --batch-size argument passed to the GDI command-line interface.

3.2 Indexing

Once the data analysis pipeline (or an external source) has broken up genomes into

individual features, the next step is to index these features. Indexing is the pro-

cess of constructing a data structure which can make it more efficient to search for

particular items of interest (Section 2.1.2). Two large challenges to be addressed

by GDI are to provide a mechanism to 1) search through and 2) compare large col-

lections of genomes using a variety of different genomic features commonly used

within microbial genomics (Section 1.2). To support these operations, I make use of

a data structure often used within the field of information retrieval—an inverted

index (Section 2.1.2).

An inverted index is a data structure which provides a way to match a particular

term to a set of documents containing that term. For my use case, the documents

correspond to genomic samples while terms correspond to genomic features. Hence,

I need to implement a way to associate a feature identifier with a set of genomes.

This requires a method to uniquely identify a specific genomic feature to be used as

a key in the index. This is handled for each type of feature separately.
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3.2.1 Feature identifiers

I define a feature as some particular region of a genome of interest. There are three

broad classes of features that are to be stored within GDI: nucleotide variants,

kmers, and genes (described in Section 2.2.4). In order to work with these types

of features, I need a consistent way of naming and talking about them.

Nucleotide variants

To identify nucleotide variants, I chose a concatenated version of the four at-

tributes of a VCF variant identifier ( CHROM:POS:REF:ALT ). This corresponds

nearly identically to the the Sequence Position Deletion Insertion (SPDI ) model

[42], but instead uses a 1-indexed base coordinate system instead of the 0-indexed

interbase coordinate system used by SPDI (Figure 2.3). However, I adopt the ter-

minology of the SPDI model (sequence, position, deletion, insertion), since it uses

more generic terminology (not every sequence in a reference genome is a chromo-

some). Additionally, I borrow the aspect of the SPDI model where a deletion string

can be represented either as a string of nucleotides to delete or as the length of the

deletion (which is useful for long deletion strings to make them more compact).

Some examples are given below:

• A substitution seq1:100:A:T . This represents a transformation on the se-

quence with the name seq1 by moving to nucleotide 100 , deleting the nu-

cleotide A and inserting the nucleotide T in its place. That is, it identifies

an A→T substitution at position 100 of seq1.

• An insertion seq1:20:A:AT . This represents a transformation on the se-
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quence with the name seq1 by moving to nucleotide 20 , deleting the nu-

cleotide A and inserting the nucleotides AT in its place. Since A is both

deleted and inserted, the net effect is no change in this nucleotide, which

leaves only an insertion of T immediately following position 20.

• A deletion seq1:40:GC:G . This represents a transformation on the se-

quence with the name seq1 by moving to nucleotide 40 , deleting the

nucleotides GC and inserting the nucleotides G in its place. Since G is both

deleted and inserted, the net effect is no change in this nucleotide, which

leaves only a deletion of C immediately following position 40. An acceptable

alternative representation of this nucleotide variant would be seq1:40:2:G ,

where the nucleotides to delete GC is replaced with the length to delete 2 .

This representation is used internally by GDI as part of the primary key in

the table of variants where it is more efficient to store the number of nu-

cleotides to delete (e.g., storing only the number 500 rather than a string of

all 500 nucleotides). Using an identifier with the string of characters to delete

is used elsewhere where human-readability is of greater importance.

I purposely chose to differ from the SPDI standard due to the expectation that

these variant identification strings will be used by humans (e.g., during querying).

If I was to strictly use the SPDI model, I would have to remind users (and myself),

who copy/paste variant identification strings into a query in the Python API (Sec-

tion 3.3.1), to always convert any VCF coordinates (or HGVS coordinates) to SPDI

coordinates. This would likely lead to many off-by-one issues. Hence, to avoid this

issue, I chose to modify the SPDI standard slightly.
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Genes and alleles

In order to name features consisting of alleles of genes (as defined by the

gene/MLST method) I developed a model, inspired by SPDI [42], that I call

the Scheme Locus Allele (SLA) model. The SLA model requires three different

values to uniquely define a particular gene-allele (the Scheme, Locus, and Allele),

and these are joined together into a single string separated by the character : .

For example, ecoli:adk:100 would be a name for allele 100 of gene adk on the

ecoli scheme.

Kmers

With the current version of GDI, identifying and searching for specific kmers is

not supported, hence I have no specific identifier for a kmer. However, I store sour-

mash [54] sketches within my index. These are stored as gzipped JSON files which

contain a list of the hash values derived from a subset of all kmers within a par-

ticular genome for some given value k. These are stored as a list of integers (e.g.,

[10, 45, 200, ...] in JSON) and would be the closest values that correspond

to kmer identifiers stored in my index. However, these are not loaded into the in-

verted index like the other features as I store only a subset of all hashes from all

kmers (a selection of the minimum hash values as specified in the MinHash/Mash

[51; 50] algorithm).
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Unknown/missing data

In some situations, it’s possible to encounter genomic features which are unknown

or missing. For example, with nucleotide variants it is possible for certain regions

of a genome to be missing or ambiguous (represented by an N , meaning it could

be any one of {A, T, C,G}). Or, for gene/MLST results, missing data may be rep-

resented by the number 0 as an allele identifier (or possibly an empty string or an

NA value).

In order to account for this, I define an explicit mechanism to name these un-

known/missing data. I choose the character ? to represent unknown/missing data

for both nucleotide variants and gene-allele variants. I decided against the character

N as this represents any one of {A, T, C,G} (for nucleotide variants), but I also

want to represent a case of a gap - . The missing data character ? would be used

by my defined feature identifiers as follows:

1. Nucleotide variants: Here, a nucleotide feature which is unknown/missing

is named like CHROM:POS:REF:? , where ? is used for the ALT value of

the identifier to indicate that this position on a reference sequence is miss-

ing/unknown. As an example, seq1:10:A:? , which means that position 10

on sequence seq1 consists of an A to ? change (that is, it is unknown what

is on position 10).

2. Gene alleles: Here, the identifier would look like Scheme:Locus:? , which

indicates that there is missing data for the locus in a particular MLST

scheme. For example, ecoli:adk:? , which can be read as an unknown allele

? for gene adk on scheme ecoli .
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This method of storing both variant features and missing features within an in-

verted index is similar to a Negative Storage Model [82] (Section 2.3.1). Since

I store the reference genome sequence elsewhere (Section 3.2.3), the unstored se-

quence for a particular variant/sample can be inferred from the reference as those

which are not missing and non-variant. One difference between this model and the

original negative storage model [82] is that the authors are not using an inverted

index for this model.

3.2.2 Storing sets of genomic samples

In an inverted index, each key/identifier (a term) is associated with a set of ge-

nomic samples (the documents). Genomic samples often have a name associated

with them (e.g., SampleA). However, it’s often more efficient to work with inte-

gers rather than arbitrary strings, so each of these sample names are first associ-

ated with a numerical identifier. Once I have numerical identifiers, I can reduce the

problem down to storing sets of integers rather than sets of strings.

In order to efficiently store sets of integers I made use of Roaring bitmaps [104],

which are designed as an efficient data structure and collection of operations to

work with sets of (unsigned) integers. While Roaring bitmaps are called bitmaps,

they are specifically a mixed data structure for storing sets of 32-bit integers to

address some of the issues with bitmaps (primarily the storage space). Roaring

bitmaps divide the storage of integers into three separate classes:

1. Lists of integers (e.g., [1, 5, 9, ...] )

2. Lists of Runs of integers. A run consists of a starting integer and the length
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of the run (e.g., 8,3 is used to store the integers 8, 9, 10 )

3. Bitmaps of integers (e.g., 0110 , which has the second and third bit set to 1

and so stores the integers 1, 2 )

To make use of these different classes, Roaring divides up the space of all 32-bit in-

tegers into blocks of 16-bits each (capable of storing 65,536 integers) and chooses

one of the above three classes (lists, runs, or bitmaps) to store each 16-bit block.

Heuristics are used to choose which type of method to use for storing integers based

on the distribution of integers in each block. Separate implementations are used

for set operations on integers stored in each block type (e.g., intersections of a run

of integers with a list of integers). Roaring also provides a mechanism to serial-

ize/deserialize a set of integers into a string of bytes.

In order to use Roaring bitmaps, I first map a sample name (as a string, like

SampleA ) to a sample identifier (as a number, like 1 ) through a table in relational

database software (e.g., SQLite or MariaDB). In other words, I define a table

with a sample identifier as the primary key. These identifiers are then added to

a Roaring bitmap and serialized into a string of bytes. I store this string of bytes

in a relational table with the primary key of the table consisting of the feature

identifiers described above (Figure 3.3, Figure A.2). To lookup the set of samples

that contain a particular genomic feature, I use this feature as a key and lookup the

Roaring bitmap corresponding to this key.



62 Chapter 3: Software design

Alternative method (foreign keys)

An alternative method for associating sets of sample identifiers to a genomic feature

would have been to explicitly include these identifiers as a foreign key in a table

that maps feature identifiers to samples containing those features (in other words

a table with two columns: feature identifier, the primary key, and sample identi-

fier, the foreign key referencing the samples table). However, I chose to not use this

method as it would have greatly increased the number of rows in my inverted index

table in a relational database. In particular, this method of storage means that the

rows grow as rows = samples ∗ features (the two columns in the table).

A rough estimate of the number of rows required if I wished to store the global

SARS-CoV-2 genome dataset would be 10 million genomes (from GISAID [4] as

of April 2022) multiplied by 30,000 different features (30,000 is the approximate

length of the SARS-CoV-2 genome and I assume I store one feature per nucleotide

to account for unknown/missing data). This gives me ≈ 3 ∗ 1010 or on the order of

tens of billions of rows.

However, if I instead used Roaring bitmaps as described above, then the number of

rows grows with respect to only the number of features (rows = features). A rough

estimate of the number of rows for storing the same set of SARS-CoV-2 genomes

in this case would be ≈ 30, 000 rows (one row per feature identifier). This is on

the order of tens of thousands of rows (as opposed to tens of billions). Additionally,

the number of rows no longer grows with respect to the number of samples in my

database (as each sample identifier is encapsulated within a Roaring bitmap instead

of explicitly represented as a row in the database).



Chapter 3: Software design 63

Feature Name Sample IDs 
(Roaring-encoded)

reference:1:A:G {1, 2}

reference:5:G:GT {1, 2, 3}

reference:1:A:? {3}

Sample ID Name

1 SampleA

2 SampleB

3 SampleC

Samples

Nucleotide features

Feature Name Sample IDs 
(Roaring-encoded)

ecoli:adk:50 {1, 3}

ecoli:adk:100 {1, 2}

ecoli:fumC:? {1}

Gene features

Unknown/missing 
features

Figure 3.3: An overview of how feature names are associated with sample identifiers
in the database. The Sample table stores sample names associated with a unique,
incremental identifier in a relational database. Additional feature tables (for Nu-
cleotide and Gene features) store a Feature Name per row, with each name
associated with a set of Sample identifiers, encoded as a Roaring bitmap. Un-
known/missing features are stored in their respective tables, but using the symbol
"?" to identify them.

Given these rough estimates for the number of rows, I ended up choosing to use

Roaring bitmaps to store sets of sample identifiers. However, this has the disad-

vantage of shifting the logic for associating an integer in the Roaring bitmap to a

sample from the database/SQL to my Python code (i.e., I must implement joins

between sample identifiers and sample names in Python rather than using SQL).

Some of these disadvantages are discussed in the limitations section (Section 5.3.4).
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3.2.3 Index storage

The inverted index and associated information is stored within a mixture of a re-

lational database as well as files on a file system (Figure 3.4). This information is

all grouped together within a common directory, which is referred to as a project

in GDI. An empty project directory can be created using the gdi init command

and stores a configuration file containing connection information for a relational

database, as well as the location of directories containing additional files on the file

system. Within a project directory there are three main categories of data stored:

Relational database, Reference genome storage, and files on a File system.

One advantage of storing all data within a single project directory is that the entire

index can be copied and distributed to separate machines.

Relational database

The main database is constructed and queried using the Python package

SQLAlchemy [106], which provides a common API for interacting with a vari-

ety of relational database management software. The default relational database

software used is SQLite (https://www.sqlite.org/), which stores data in a self-

contained file that does not need external database management software to be

installed. SQLite was chosen to minimize dependencies for using GDI and provide

the capability to copy an index to other machines with minimal overhead. How-

ever, support for MariaDB (https://mariadb.org/) or other relational database

software is also provided.

https://www.sqlite.org/
https://mariadb.org/
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project/

gdi-config.yaml
(Project config)

.gdi-data/
(Project data)

gdi-db.sqlite

Main database
(SQLite)

reference/ variation/mlst/kmer/

Variation files
(VCF, BED)

Reference 
genomes

(SeqRepo)
MLST (gene) 

files

Sourmash 
signatures

Figure 3.4: The directory structure and files used by GDI to store data. The main
directory is a project , which contains a configuration file ( gdi-config.yaml )
and a sub-directory of additional files ( .gdi-data ). Underneath this directory is
the main SQLite database file ( gdi-db.sqlite ), a directory containing the refer-
ence genome storage ( reference containing SeqRepo [105] data). Additionally,
there are sub-directories ( kmer , mlst , and variation ) containing additional ge-
nomic feature files stored by GDI.

Reference genome storage

Indexing genomes using nucleotide variants requires the use of a reference genome

to provide a common genomic sequence to compare to other genomes. In order

to store and access reference genome sequence data, I make use of SeqRepo [105],

which is a Python library for storage and access of large collections of genomic se-

quence data. SeqRepo uses a combination of a SQLite database as well as files (se-
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quence files in FASTA format) stored on the file system. SeqRepo is itself accessed

with the help of the GA4GH Variation Representation System (VRS) [76], which

provides Python libraries for working with data from SeqRepo in addition to nu-

cleotide variants. The entire SeqRepo database files are stored within a reference

directory (Figure 3.4).

File system

The final category of data stored is additional files on the file system. These are

divided into separate directories: kmer , mlst , and variation . The kmer direc-

tory contains sourmash [54] signature files, one file per genome, stored as gzipped

JSON. The mlst directory is available for additional MLST (gene-level) data. The

variation directory stores nucleotide features—stored as a pair of gzipped VCF

(nucleotide variants) and BED (missing/unknown regions) files for each genome.

3.2.4 Parallelization of the indexing stage

The indexing stage supports parallel processing through the Python multiprocessing

package. This is used during two stages of indexing: saving features and con-

structing a feature DataFrame.

Saving features

Saving features involves pre-processing feature data (e.g., nucleotide variant files)

to convert to a standardized form and saving these files into the GDI-managed

directory. This involves executing external software, such as BCFTools [99] and
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BEDTools [80], for every sample to be loaded into the index. I use Python’s

multiprocessing package to spawn a number of sub-processes to handle a

collection of genomes in parallel during this stage.

Constructing a feature DataFrame

Constructing a feature DataFrame involves loading features for each sample (e.g.,

a VCF file) into a pandas [22] DataFrame prior to constructing the inverted index.

I make use of the Python multiprocessing package to split this task up among

a collection of sub-processes for every sample to be loaded (e.g., every VCF file to

convert to a DataFrame). Once a new DataFrame is constructed for every sample,

these DataFrames are concatenated together to construct a single DataFrame con-

taining every sample to index. The combined DataFrame is used to construct the

inverted index that matches a particular feature to a set of samples containing that

feature.

Index sample batching

The two multiprocessing stages of GDI are further sub-divided to process batches of

samples (e.g., 2000 samples in a batch). This is to avoid large memory usage that

would occur if a very large number of samples were loaded at once (e.g., loading

tens of thousands of samples into a nucleotide variants DataFrame). This is con-

trolled by the --sample-batch-size argument to the GDI command-line inter-

face.
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3.3 Querying

Two major challenges for applying microbial WGS to infectious disease investiga-

tions are to perform large-scale comparisons and to integrate multiple types of data

(e.g., epidemiological metadata or phylogenetic trees) to aid in the analysis and vi-

sualization of this data (Section 1.2). To address these challenges, I have devised

a query language which provides the capability to search through the constructed

index to select subsets of genomic samples that match particular criteria. Query-

ing is exposed through two separate user interfaces: the Python API and the

command-line interface (CLI).

3.3.1 Query API

The GDI Python API provides the capability to select subsets of genomic sam-

ples by using Python code. This API was inspired by both pandas [22] and

SQLAlchemy [106], which provide their own API to query for data. In particular,

the GDI Python API is intended to be used alongside pandas and Python-based

visualization packages such as matplotlib [107] and the ETEToolkit [21] for easy

analysis and visualization of genomics data and phylogenetic trees. This ad-

dresses one of the challenges of working with large amounts of genomics data and

metadata—mainly integration into a common system (Section 1.2).

Query objects

A query in the GDI Python API is initiated from a connection to the genomics in-

dex database (Section 3.2.3). The query is encapsulated in an instance of a Python
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SamplesQuery class I have defined. An instance of this class is referred to as a

query object, and stores sets of matching genomic samples alongside additional in-

formation used to further refine the query (Figure 3.5.A). There are three types of

additional information that can be attached (or joined) to a query:

1. Genomics index: This is the default object attached to a query and pro-

vides a connection to the inverted index used to further refine a query.

2. Tree: This consists of a phylogenetic (or hierarchical clustering) tree loaded

using the ETEToolkit [21]. The tree can be used to further refine a query us-

ing the distances or topology of the tree between genomic samples.

3. Metadata: This consists of additional metadata associated with genomic

samples stored as a pandas DataFrame [22]. Adding metadata to a query re-

quires a join-column in the metadata table used to match up samples in the

index with rows in the metadata table (e.g., a column of sample names in the

metadata table).

Each query can be refined using one of three different operations (Figure 3.5.B).

Each operation uses the attached additional data from a query to select a subset of

the samples in the query and returns a new SamplesQuery instance encapsulating

this subset. The operations consist of:

1. q.hasa("[FEATURE]") : This can be read as “select all samples in query q

that have a (has a) feature named [FEATURE] ” (e.g., a nucleotide variant

or gene-allele). This makes use of the attached inverted index (Section 3.2).

As an example, q.hasa("seq1:10:A:T") would return a query object that
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has selected all genomes that have an A→T substitution at position 10 on

sequence seq1 (uses the feature identifiers from Section 3.2.1).

2. q.isa([EXPRESSION]) : This can be read as “select all samples in query q

that are a (is a) result of [EXPRESSION] ”. The [EXPRESSION] can either

be a sample name (e.g., SampleA ) or, if metadata is attached to the query,

a particular value in a column of the metadata (e.g., if a column is called

lineage then one could use q.isa("X", isa_column="lineage") to se-

lect all samples belonging to lineage X ).

3. q.isin([EXPRESSION]) : This can be read as “select all samples that are

in (is in) the result of [EXPRESSION] ”. The [EXPRESSION] could ei-

ther be a list of sample names or a query involving a phylogenetic tree.

The expressions involving a phylogenetic tree can either be based on dis-

tance (in units of substitutions/site or substitutions) or selections based

on the most recent common ancestor of a group of samples. For example

q.isin(["Sample A", "Sample B"], kind="mrca") would select all sam-

ples in the query q that are found in the clade rooted at the most recent

common ancestor to samples Sample A and Sample B .

Missing/unknown features

One challenge that arises, in particular with querying for genomic features (us-

ing the hasa() operation), is how to handle missing or unknown features (Sec-

tion 3.2.1). This can result in cases where it is unknown if a particular genomic
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Query 
objectA.

Query 
operationsB.

Selection Additional data

Query q Query r

1 2

3

q.hasa()
q.isa()
q.isin()

2

3
Select using

additional data

Genomic 
sample set

1 2
3

Genomic 
index MetadataTree

Figure 3.5: An overview of the Query API. (A) A query starts with a query ob-
ject in Python (an instance of the SamplesQuery class). The object consists of
sets of selected genomic sample identifiers (as integers) along with connections to
additional data structures to assist in querying. These additional data structures
include: the Genomics index itself, an optional Phylogenetic tree, and an optional
metadata table storing additional data associated with the genomic samples. (B)
Different operations ( isa() , hasa() , and isin() ) can be performed on a query
object, q , to select subsets of samples using the additional data joined to query
q . The operations return a new query object, r , which consists of a subset of the
samples from the original query q .

sample has a particular feature (e.g., if a genome has an "N" on position 10 then

it cannot be determined if the A→T variant exists at position 10).

As an example, consider a genomic sample SampleA which has missing data at po-

sition 10 on the sequence seq. Also consider a query r = q.hasa("seq:10:A:T")

that is used to select samples that have an A→T variant at position 10 of sequence

seq. A problem arises if we try to determine whether or not SampleA should be se-
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lected by this query. This is equivalent to asking the question “is it True or False

that SampleA has variant seq:10:A:T ” (by the definition of q.hasa() above). It

would not make sense to say that this statement is True, nor would it make sense

to say that this is False since both of these are saying more than what is known.

All that is known is that it is unknown if SampleA has mutation seq:10:A:T . It

would be useful to have a third truth-value, Unknown, in addition to True and

False to better capture these situations. This is described more formally below

alongside the introduction of logical operations between queries.

Logical operations

Querying an index can be implemented using a variety of methods—two cate-

gories of which are Boolean retrieval and Ranked retrieval (Section 2.1.3).

In Boolean retrieval, a query can be broken down into logical operations on

different terms (e.g., “dog OR cat”), which can be implemented by searching for

matching sets of documents to each term in the inverted index and combining these

terms using set operations (union, intersection, complement) to return the final set

of documents (Figure 2.1).

To provide a similar method of searching for genomic samples using queries, I

have implemented an extension of Boolean retrieval which operates on the features

stored in GDI. A feature is analogous to search term and a genomic sample

is analogous to a document. Hence, Boolean retrieval is implemented by con-

verting logical operations (i.e., NOT, AND, OR) on a query combining genomic

features to sets of matching genomes. However, as introduced in Section 3.3.1,
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I am not using two-valued logic, {True, False}, but I instead add a third truth

value, {True, False, Unknown}, to account for missing or unknown genomic

information. I extend the ordinary two-valued Boolean logic truth tables to in-

corporate a third truth value by using Kleene’s strong logic of indeterminacy

[108; 109]. This provides a way to extend the methods used for regular Boolean

retrieval (Figure 2.1) to incorporate a third truth value. This requires the addi-

tion of a third set of genomic samples (to represent the set of Unknown samples

in addition to True and False). Using a third truth value (Unknown) to account

for missing data has also been used by the pandas [22] library by defining a Nul-

lable Boolean data type to handle missing values (indicated with NA) in a table

(https://pandas.pydata.org/docs/user_guide/boolean.html). Below, I formally

define the structure of a query to satisfy three-valued logical operations.

I define a query, Q = (T,N, U), as a tuple of three different sets of integers (Fig-

ure 3.6.A). Each integer corresponds to a unique identifier for a sample in the index

(in my implementation, these identifiers are assigned by a relational database and

stored as Roaring bitmaps [104]). These three sets can be used to derive a fourth

set, F , all of which are defined as follows:

1. T : The set of samples for which the query Q is True.

2. N : The set of samples for which the query Q is Unknown.

3. U : The Universe set of all samples for a query Q.

4. F : The set of samples for which the query Q is False. This is not needed as

part of the definition of a query but can be derived from the other sets from

https://pandas.pydata.org/docs/user_guide/boolean.html
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the relations below.

Given the above definitions, the following relations hold on a query Q:

1. T ⊆ U : That is, the set of samples for which a query is True, T , is part of

the universe of samples U .

2. N ⊆ U : That is, the set of samples for which a query is Unknown, N , is

part of the universe of samples U .

3. T ∩ N = ∅: That is, the sets of True and Unknown samples are mutually

exclusive (a sample cannot be both True and Unknown).

4. F = U − T − N : That is, the set of samples in universe U for query Q that

are not True and not Unknown must be False.

From these definitions of a query, I can define logical operations—NOT, AND, and

OR—on queries. Let Q = (TQ, NQ, UQ) and R = (TR, NR, UR) be two separate

queries. Let S = Q|R be a new query which is the result of some logical operation

| on Q and R. The defined logical operations are | ∈ {¬,∧,∨} (NOT, OR, AND),

which correspond to Kleene’s truth tables [108] (shown in Figure 3.6.B). Table 3.1

contains the formulas for logical combinations of the queries Q and R using set op-

erations on the underlying sample identifiers. Figure 3.6 shows a detailed view of

these formulas with example queries.

From the formulas in Table 3.1 it can be seen that the universe of a combined

query S = Q|R is given by US = UQ ∪ UR. That is the universe of the combined

query is the union of the universes of the two original queries Q and R. One as-

sumption required for this to be true is that if a sample x is in the universe of Q
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S = ¬Q (NOT) Q ∧ R (AND) Q ∨ R (OR)

TS
(True)

NS
(Unknown)

US
(Universe)

A.

Query: Q = (T, N, U)
False (absent): F = U - T - N

C.

UQ ∪ UR

1–5 6
US = UQ ∪ UR 

     = {1–6}

NS = {3, 4}

(NQ ∪ NR) (TQ ∪ TR)-

34
2

1

TS = TQ ∩ TR

     = {1}TQ ∩ TR

1 2

NS = union of cases = {2, 3}

NQ ∩ NR NQ ∩ TR TQ ∩ NR

32
4 2 13

4 ∅1 3

1–5

US = UQ = {1–5}

UQ

NQ

NS = NQ = {2–4}

2 3
4

FQ

TS = FQ = {5}

5

TQ ∪ TR

1 2
TS = TQ ∪ TR

     = {1, 2}

UQ ∪ UR

1–5 6
US = UQ ∪ UR 

     = {1–6}

B.
AND t n f

t t n f

n n n f

f f f f

OR t n f

t t t t

n t n n

f t n f

NOT t n f

f n t

First query Q = TQ = {1} NQ = {2, 3, 4} UQ = {1, 2, 3, 4, 5}

Second query R = TR = {1, 2} NR = {3} UR = {1, 2, 3, 4, 5, 6}

Result query S = TS (True) NS (Unknown) US (Universe)

Universe U

True 
(present)

T

False
(absent)

F

Unknown 
N

Figure 3.6: An overview of the definition of a query and logical operations on
queries (green is True, red is False, light gray is Unknown, dark gray is Uni-
verse). (A) The samples operated on by a query, Q, can be defined as an ordered
tuple of three sets: Q = (T,N, U). These correspond to sets of sample identifiers for
those samples where the query holds true, T , where the query has an unknown sta-
tus, N , and the universe U of all samples that are a part of the query. The samples
where a query is false, F , can be derived from F = U − T − N . (B) Some of the
extended truth tables from Kleene’s strong logic of indeterminacy [108; 109]. Here,
t is True, n is Unknown, and f is False. (C) Two example queries, Q and R,
along with the logical operations used to create a new query S = operation(Q,R).
The queries, Q and R, consist of sets of sample identifiers (integers). The table
showing the resulting query, S, consists of columns correspond to different logical
operators—NOT, AND, OR—and rows correspond to the underlying sets of sample
identifiers for S = (TS, NS, US). Each cell in the table shows the set operations used
to define the sample identifier sets for query S.



76 Chapter 3: Software design

Result

S =

¬Q (NOT) Q ∧R (AND) Q ∨R (OR)

TS = FQ = UQ−TQ−NQ TQ ∩ TR TQ ∪ TR

NS = NQ (NQ ∩ NR) ∪ (NQ ∩ TR) ∪

(TQ ∩NR)

(NQ ∪ NR) −

(TQ ∪ TR)

US = UQ UQ ∪ UR UQ ∪ UR

Table 3.1: Logical operations between two queries Q and R.

but not R (x ∈ UQ and x /∈ UR) then it is assumed that sample x has a status of

False for query R (since x /∈ UR so x /∈ TR and x /∈ NR).

The above definitions of a query Q and logical operations on combinations of

queries are implemented as three different sets of genomic sample identifiers and

logical operations on instances of a SamplesQuery class. The logical operations

overload the behaviour of the & (AND), | (OR), and ˜ (NOT) operators in

Python. This provides a concise syntax to write queries in the Python API (List-

ing 3.1).
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Listing 3.1 Example code for logical operations on queries q and r

1 import genomics_data_index.api as gdi
2

3 # Load database/index from directory "db1"
4 db = gdi.GenomicsDataIndex.connect("db1")
5

6 # q is an instance of SamplesQuery
7 # consisting of genomes with a (hasa) particular nucleotide feature
8 q = db.samples_query().hasa("ref:20:A:T")
9

10 # r is an instance of SamplesQuery
11 # consisting of genomes with a (hasa) particular gene (MLST) feature
12 r = db.samples_query().hasa("mlst:ecoli:adk:100")
13

14 # s is a query selecting samples in q AND r
15 s = q & r
16

17 # s is a query selecting samples in q OR r
18 s = q | r
19

20 # s is a query selecting samples in the complement of q
21 s = ~q
22

23 # Returns the selected (True) samples from query s
24 # stored in-memory as a Roaring bitmap
25 s.sample_set
26

27 # Returns the unknown/missing samples from query s
28 # stored in-memory as a Roaring bitmap
29 s.unknown_set
30

31 # Returns the universe set from query s
32 # stored in-memory as a Roaring bitmap
33 s.universe_set
34

35 # Returns the unselected (False) samples from query s
36 # derived from the other sets and returned as a Roaring bitmap
37 s.absent_set
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3.3.2 Query CLI

In addition to the Python API, I also provide a command-line interface (CLI) for

managing genomics indexes. The command-line interface is initiated by the main

command gdi and consists of a number of sub-commands. Four large categories of

sub-commands include the following:

1. Managing genomic indexes: This consists of gdi init which can be

used to create a new index (SQLite database and directories on a file sys-

tem) within a directory (e.g., gdi init index to create an index in direc-

tory index/ ). This directory is also referred to as a project in the GDI inter-

face. Subsequent commands can refer to this index/project directory (e.g.,

gdi --project-dir index ... ). Additionally, gdi db can be used to re-

port information about the data stored in an index (e.g., size on disk).

2. Analysis: This consists of gdi analysis , which will run the data analy-

sis pipeline on a set of input data to identify genomic features. Additionally,

gdi input or gdi input-split-file can be used for preparing the input

data files for analysis.

3. Loading data: This includes gdi load for loading genomic features from a

variety of files and gdi rebuild for constructing and saving a new phyloge-

netic tree from indexed data.

4. Querying: These commands include gdi list for listing sample names or

reference file names, and gdi query for querying the index.
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The gdi query command is implemented using the GDI Python API (Sec-

tion 3.3.1) and provides a mechanism for using a simplified set of operations to

query for particular genomes or summarize results. Table 3.2 shows a set of API

and CLI equivalent commands.

3.4 Phylogenetics and clustering

Once genomes are indexed, the data stored within GDI can be used to cluster

genomes or to construct a phylogenetic tree (Figure 3.1). As described in Section

2.2.5, both phylogenetic analysis and hierarchical clustering methods share a lot of

similarities. Primarily they will group genomes into a hierarchical structure (a tree)

which can be depicted as a dendrogram. One major difference is that phylogenetic

analysis is explicitly attempting to infer the ancestry of genomes, where internal

nodes of a tree represent hypothetical ancestors, and will often correct distances

on branches of the tree to better reflect realistic models of evolution. Clustering

algorithms, in general, do not have this requirement, though some phylogenetic

analysis methods are also hierarchical clustering methods (e.g., UPGMA).

Given this overlap between these two topics, I will at times refer to a phylogenetic

tree as a clustering of genomes, with the intended meaning being that a phyloge-

netic tree (when rooted) could be viewed as a hierarchical clustering of genomes,

which could be converted to a flat clustering through methods described in Section

2.2.5. This allows me to use a common codebase for both phylogenetic trees and

hierarchically clustered genomes.

When the features indexed are nucleotide-level features (i.e., SNVs or inser-
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API command CLI command Description

q.hasa(feature) gdi query "hasa:feature"

Finds all genomic samples in the

index that have a particular fea-

ture.

q.isa(sample) gdi query "isa:sample"

Finds the specific named sample.

q.isin("sample", kind="distance",

unit="substitutions", distance=5)↪→

gdi query

"isin_5_substitutions:

sample"

↪→

↪→

Searches for all genomes that are

within 5 substitutions of the sam-

ple "sample".

q.hasa(feature1) & q.hasa(feature2) gdi query "hasa:feature1"

"hasa:feature2"↪→

Searches for genomes that have

both "feature1" and "feature2".

q.hasa(feature1) | q.hasa(feature2)

Not defined Searches for genomes that have

either "feature1" or "feature2".

~q.hasa(feature1)

Not defined Searches for genomes that do not

have "feature1".

q.summary() gdi query --summary

Summarizes the number of Present,

Unknown, and Absent samples in

query.

q.features_summary(kind="mutations") gdi query

--features-summary

mutations

↪→

↪→

Summarizes counts of all features

found among all samples in the

query (replace "mutations" with

"mlst" for gene/MLST features).

q.features_comparison(

sample_categories="variable",

categories_kind="dataframe",

kind="mutations", unit="percent")

↪→

↪→

↪→

Not defined Groups samples into categories

as defined in a column named

"variable" in a dataframe and

summarizes the percent of sam-

ples that have a particular feature

(kind="mutations" in this case).

Table 3.2: Equivalent Python API and CLI commands for GDI.

In this table, q is a query initiated in the Python API.
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tions/deletions) I make use of the maximum-likelihood phylogenetic method to

construct a phylogenetic tree to cluster genomes. In other scenarios (in particular,

for kmer-based features), I make use of hierarchical clustering methods to cluster

genomes and return the cluster-tree, which can be visualized as a dendrogram

similar to a phylogenetic tree.

In both cases, clustering can be initiated by the Python API, which makes use of

a query object (described in Section 3.3) to select the set of genomes for cluster-

ing. Clustering geomes through phylogenetic analysis can also be initiated via the

CLI. In the Python API, running query.build_tree() will return a new query

that has been associated with the cluster tree. This new query can now be used to

access the cluster-tree or for additional querying commands that make use of this

cluster-tree (such as querying by distance). Listing 3.2 shows a snippet of code for

clustering using the Python API.
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Listing 3.2 Code for constructing a phylogenetic tree or hierarchical cluster tree

1 import genomics_data_index.api as gdi
2

3 # Load database/index from directory "db1"
4 db = gdi.GenomicsDataIndex.connect("db1")
5

6 # Select a set of samples to cluster from the database
7 query = db.samples_query().isa(["SampleA", "SampleB", "SampleC"])
8

9 # Build a kmer tree from the selected samples
10 cluster_query = query.build_tree(kind="kmer", kmer_size=31)
11

12 # Build a maximum-likelihood tree from the selected samples
13 # Using the selected reference genome named "reference"
14 cluster_query = query.build_tree(kind="mutation", scope="reference")
15

16 # The tree object is associated with the new query object
17 cluster_query.tree
18

19 # The "cluster_query" object can now be used to query
20 # based on distances in the tree
21 cluster_query.isin("genome", kind="distance",
22 distance=1e-7, units="substitutions/site")

3.4.1 Building phylogenies from nucleotides

The maximum likelihood approach to phylogenetic analysis provides a way to con-

struct a hypothetical evolutionary tree using the genomic sequencing data. This

approach is used when there are nucleotide features available for all genomes in

question and where each genome is already aligned to the same reference genome.

These conditions provide a mechanism to construct a multiple sequence alignment,

one of the key inputs to the maximum-likelihood approach for constructing a phy-
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logeny.

Constructing a multiple sequence alignment

In order to construct a multiple sequence alignment, I first make use of the

VCF [75] and BED [79] file formats as well as the SAMtools and BCFtools

suite of software [99]. I use the bcftools consensus command (https:

//samtools.github.io/bcftools/bcftools.html#consensus) to create a con-

sensus sequence for each genome by applying substitutions and deletions (I exclude

insertions) stored in a VCF file to the corresponding reference genome. BCFtools

includes an additional parameter to mask out regions stored in a BED file with an

N character, which is also applied to the consensus sequence to indicate regions on

a genome where data is missing/unknown.

To construct a multiple sequence alignment from each individual consensus se-

quence, I could use alignment software such as MAFFT [110]. However, as a short-

cut to avoid running this software (which would require additional time and re-

sources), I instead concatenate each consensus sequence together into a single file,

which should be equivalent to a multiple sequence alignment. This works under the

condition that each nucleotide in every consensus sequence is homologous (and so

concatenating each consensus sequence constructs an alignment where every site in

the alignment is homologous). I am (mostly) able to satisfy this condition due to

the following constraints imposed when constructing each consensus sequence with

bcftools consensus :

1. Every consensus sequence is constructed from the same reference genome.

https://samtools.github.io/bcftools/bcftools.html#consensus
https://samtools.github.io/bcftools/bcftools.html#consensus
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This means that any substitutions introduced are in the same position on the

reference genome (and so are homologous).

2. I do not include insertions. Insertions would change the coordinates of down-

stream substitutions (and so substitutions would no longer remain homolo-

gous).

3. I replace deletions with a - (gap) character. If I had instead removed the

actual sequence in the place of a deletion, I would change downstream coor-

dinates of substitutions and so consensus sequences would no longer remain

homologous.

Given that these conditions hold due to my parameter choices for bcftools consensus ,

the concatenated alignment should align different homologous sites with each other.

One possible exception is in regions with many substitutions or other criteria which

could lead to a sub-optimal alignment. This is discussed in more detail in the

limitations section (Section 5.3.3).

Constructing the phylogenetic tree

Once a multiple sequence alignment is constructed, I use the software iqtree [17] to

generate a phylogenetic tree using the maximum likelihood method. This phylo-

genetic tree can either be saved to a separate file on the file system (as a Newick

formatted file [111]), or stored in the relational database. In my CLI, the com-

mand to build a maximum-likelihood tree is gdi build tree [OPTIONS] . Al-

ternatively, the command gdi rebuild tree [OPTIONS] [REFERENCE]... can
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be used to build a maximum-likelihood tree and save the corresponding tree to the

relational database associated with the selected reference genome. Alternatively,

in the Python-based API the command to build a tree is query.build_tree() ,

where query is a query that selects a set of samples to be used for building a tree.

3.4.2 Hierarchical clustering

When nucleotide sequence data is not available (e.g., when examining genomes us-

ing kmers or genes), character-based methods for constructing phylogenetic trees to

cluster genomes will not work. In these cases, I instead rely on algorithms derived

from distance-based methods of phylogenetic analysis (hierarchical clustering algo-

rithms in particular). I have implemented this for clustering genomes using kmers

as identified using sourmash [54].

Clustering with kmer distances

Clustering by kmers can be initiated using the query.build_tree() command

in the Python API (where query is a query object which has selected the set of

genomes to cluster). Unlike the maximum-likelihood method, there is currently

no facility in GDI to save the kmer-based hierarchical cluster. However, gener-

ating these clusters is much quicker when compared to constructing a maximum-

likelihood phylogenetic tree.

The first step to clustering genomes by their kmer content is to calculate and

record all pairwise distances between different genomes into a distance matrix. I

use the sourmash compare command to construct a pairwise distance matrix
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of Mash distances (which are approximations of the Jaccard distances between

genomes using kmer content). This pairwise distance matrix is then clustered using

the scipy.cluster.hierarchy module from scipy [112] to construct a single-

linkage hierarchical cluster of the kmer distances. This is further refined by the

scikit-bio [113] Python package to convert the cluster to a tree in Newick format.

The tree can then be passed to the ETEToolkit [21] to visualize as a dendrogram or

saved as a newick file.

3.4.3 Parallelization of the clustering stage

To support parallel processing of the clustering stage, I make use of the built-in

mechanisms for parallel processing provided by some of the software used for clus-

tering. For constructing a maximum-likelihood phylogeny using iqtree [17], I

make use of the --threads-max and -T AUTO command-line arguments, which

will specify the maximum number of threads to use when constructing a tree and

auto-detect an appropriate number of threads respectively. The auto-detected num-

ber of threads may be less than the maximum and is measured internally by iqtree.

When constructing a distance-based kmer tree, I make use of the --processes

argument, which is passed to sourmash compare during construction of the pair-

wise similarity matrix (which is then converted to a distance matrix).

The number of processes (or threads) to use when clustering genomes is provided

by the number of processes passed to the GDI command-line interface. Or, alter-

natively, when using the GDI Python API, each clustering method provides an

ncores parameter which can be used to set the number of processing cores.
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3.4.4 Flat clusters to tree comparison

To (partly) facilitate the evaluation of how well a hierarchical cluster or phyloge-

netic tree corresponds to a flat cluster of genomes, I have developed and imple-

mented a mechanism to compare a flat cluster to a rooted tree. There exists op-

tions to evaluate how well two different flat clusters correspond to each other (such

as Silhouette scores [114]), but a hierarchical cluster could be converted to many

different flat clusters depending on how the tree is cut ([73] and Section 2.2.5). In

order to avoid the issue of how to best cut a tree into clusters prior to comparing

different flat partitions to each other, I developed a scoring system to directly com-

pare a flat partition to a phylogenetic (or hierarchical clustering) tree.

In order to construct a scoring system, I first define a way to map a single set of

leaves from a tree T to a score represented by a number from 0 to 1. This score

reflects how well the set of leaves match the structure of the tree (i.e., are the cho-

sen leaves scattered across the entire tree or do they group together under a single

branch). Next, I define a way to examine collections of sets of leaves from a tree

(representing different clusters of genomes) by either examining the distribution of

the corresponding scores or defining a single numerical score (e.g., mean or median)

from a list of scores. An example of this scoring system is shown in Figure 3.7.

Defining the score for a single set of genomes to a tree

Let T be some arbitrary rooted tree and let L be a chosen set of leaves from this

tree. To define a mechanism to assign a score to the leaves L for tree T , I first de-

fine the following requirements:
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1. Given a rooted cluster/phylogenetic tree, T , and a set of genomes (leaves) on

the tree L, I wish to define a function, S, which maps this set of genomes to

some number between 0 and 1. That is S(T, L) is a function which returns

some number in the interval [0, 1].

2. The highest possible score, S(T, L) = 1, is achieved if and only if all genomes

L are the leaves of a monophyletic clade on the tree T .

3. The value S(T, L) = 0 represents the lowest possible score for genomes L.

From these requirements, I define this cluster scoring according to Algorithm 3.1.

This algorithm will satisfy these three requirements (proof in Appendix E), with

the caveat that the minimum score S(T, L) = 0 is only achieved in the limit as

the size of the tree T increases (specifically the minimum score is 2/N where N is

the number of leaves in the tree T and is achieved when a pair of leaves has a most

recent common ancestor of the root of the tree, see Appendix E).

Defining the score of a collection of sets of genomes to a tree

To extend Algorithm 3.1 to a scoring system for a collection of genomes compared

to a tree let us first make a few definitions. Let T be some tree containing a col-

lection of genomes (represented as leaves L of the tree). Let G = (g1, g2, ..., gn) be

some tuple of n subsets of genomes such that gm ∈ G is some subset of leaves of

the tree T (i.e., gm = {l1, l2, ...} where lx is a leaf on tree T ). I define a cluster scor-

ing function, R, to be a function that maps this n-tuple of genomes to an n-tuple of

scores. In other words, R(T,G) returns some n-tuple of scores for the G clusters on

tree T .
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Algorithm 3.1 Cluster score for a set of leaves from a tree
Require: A non-empty set of leaves L from a rooted tree T .

1: if |L| = 1 then

2: Lm ← L

3: else

4: m← the most recent common ancestor of L in T .

5: Lm ← the set of descendant leaves of node m.

6: end if

7: S ← |L ∩ Lm|/|L ∪ Lm| . S is the Jaccard index of Lm and L

8: return The score S.

Algorithm 3.2 Cluster scores for a tuple of sets of leaves from a tree
Require: An n-tuple of sets of non-empty leaves G = (g1, g2, ..., gn) from a rooted

tree T .

1: A← empty list

2: for each g ∈ G do

3: Append S(g, T ) to A . S is from Algorithm 3.1

4: end for

5: return A

The scoring function in Algorithm 3.2 implements this function R and will return

an n-tuple of numbers from 0 to 1. To assign an overall score to a tree T , I can ei-

ther calculate statistical summaries of this list of numbers (e.g., mean or median)

or I can examine the distribution of these numbers as a whole (Figure 3.7.D).
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Figure 3.7: An example of calculating different cluster scores for the same tree ac-
cording to Algorithms 3.1 and 3.2. (A) A rooted tree T which has three leaves
L = {1, 2, 3}. (B) Two clusters Gb = (b1, b2) consisting of sets of leaves are shown
on the tree T . The most recent common ancestor to b1 (mrca(b1)) is labeled on
the tree. The leaves that are descendants of mrca(b1) are used to define the set
Lmb1, which is used in Algorithm 3.1 for calculating a score for this cluster. The
value Lmb2 is equal to the set b2 since it consists of a single leaf. (C) Two clus-
ters Gc = (c1, c2) consisting of sets of leaves are shown on the tree T . The most
recent common ancestor to c2 (mrca(c2)) is labeled on the tree. The leaves that
are descendants of mrca(c2) are used to define the set Lmc2, which is used in Algo-
rithm 3.1 for calculating a score for this cluster. The value Lmc1 is equal to the set
c1 since it consists of a single leaf. (D) The rest of the calculations for the scores
for clusters Gb and Gc. The label jaccard(b1, Lmb1) is shorthand for the Jaccard
index of sets b1 and Lmb1. These result in two ordered pairs of numbers (labeled
Scores Gb and Scores Gc), which can be compared against each other to show
that the clusters Gb match the tree better than Gc (the minimum score of 1.0 in
the ordered pairs is greater than 0.67). This is indicated with a green check-mark
next to Scores Gb and a red x next to Scores Gc.
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Implementation of the cluster scoring system

These two algorithms (Algorithms 3.1 and 3.2) are implemented in my indexing

software through a class ClusterScorer . This takes as input a query that must

select some set of genomes and must have an attached tree (whether a phylogenetic

or hierarchical cluster tree). This version of ClusterScorer will return a single

score for the selected genomes from the query for the tree using Algorithm 3.1. Al-

ternatively, ClusterScorer can also take as input a collection of queries which

select sets of genomes. In this case, ClusterScorer will return a list of scores for

each query using Algorithm 3.2. Example code is given in Listing 3.3.

3.5 Visualization

A visualization component is included in the Python API to visualize phyloge-

netic trees and highlight arbitrary queries on these trees. This is implemented by

using the ETEToolkit [21], but includes functionality to more easily construct a

visualization using queries. The phylogenetic tree to visualize can be loaded di-

rectly from a tree saved in the index, or a tree can be attached to a query using

the join_tree() method—providing support for visualizing samples on trees gen-

erated from external methods.

Figure 3.8 shows the two main methods used to display the output of a query on a

tree: highlight and annotate . The highlight method will colour the back-

ground of leaves of a tree (corresponding to samples from a query). The annotate

method will add a track next to the leaves of a tree and colour this track based on
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q_mut = q.hasa(
 "NC_011083.1:4482211:C:A")

ts = q.tree_styler(...)
ts = ts.annotate(q_mut, ...)
ts.render()

q_mrca = q.isin(
 ["SH14-014", "SH12-010"],
 kind="mrca")

ts = q.tree_styler(...)
ts = ts.highlight(q_mrca, ...)
ts.render()

q_mlst = q.hasa(
"mlst:sistr_330:NZ_AOXE01000034
.1_103:1944731850")

ts = q.tree_styler(...)
ts = ts.annotate(q_mut, ...)
ts = ts.highlight(q_mrca, ...)
ts = ts.annotate(q_mlst, ...)
ts.render()

Visualization functionQuery Query Operation

A. B. C.

Code

Figure 3.8: An overview of the Python API used to visualize queries on a phy-
logenetic tree. The lower portion shows the code while the upper portion shows
the visual produced by the code. A visualization is initiated by running the
q.join_tree(tree).tree_styler() method on a query q. (A) The annotate()
method is used to construct a heatmap showing the status of samples in the query
aligned with the tree (status is one of presence, absence, or unknown). (B) The
highlight() method colours the background of the leaves of a tree based on the
status of samples in the query. (C) The highlight() and annotate() methods
can be combined together to visualize arbitrary sets of samples.

the status of a query (effectively letting you display a heatmap next to the dendro-

gram). The visualization component will colour samples in a query using the three

different states: True (present), Unknown, and False (absent). Colours and other

display options can be modified using the Python API.
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Listing 3.3 Example code for scoring clusters in the Python API

1 import genomics_data_index.api as gdi
2 import ete3
3

4 # Load database/index from directory "db1"
5 db = gdi.GenomicsDataIndex.connect("db1")
6

7 # Load a phylogenetic tree from a newick file using the ete3 package
8 # I assume this tree is rooted
9 tree = ete3.Tree("tree.nwk")
10

11 # Initiate a query containing all samples in the index
12 query = db.samples_query()
13

14 # The query must have a joined phylogenetic/cluster tree
15 # Which can be achieved using "join_tree" on a query
16 query = query.join_tree(tree)
17

18 # Create a ClusterScorer from the query
19 scorer = ClusterScorer(query)
20

21 # Select some subset of genomes on the tree
22 # That have a (hasa) particular feature
23 q1 = query.hasa(...)
24

25 # Score this subset of genomes based on
26 # how well it corresponds to a monophyletic group in the tree
27 scorer.score(q1)
28 # Returns a single number (e.g., 0.5)
29

30 # Define a list of subsets of genomes on the tree
31 # as a list of queries
32 q1 = query.hasa(...)
33 q2 = query.isa(...)
34 queries_list = [q1, q2]
35

36 # Score the list of queries (by passing a list to score())
37 scorer.score([q1, q2])
38 # Returns a table of scores, one row for each query.



Chapter 4

Evaluation

In order to evaluate GDI, I used three separate scenarios consisting of different

data. I included an additional fourth evaluation consisting of a qualitative com-

parison of GDI to other, similar-functioning, software.

1. Data simulation. Here, I evaluated the software using simulated nucleotide

variants. I processed this simulated data using the Data analysis pipeline, In-

dexing, Clustering, and Querying stages, and examined the sensitivity and

precision of GDI at detecting nucleotide variants and constructing phyloge-

netic trees.

2. Real-world genome assemblies. I evaluated GDI by measuring computa-

tional resource usage for processing real-world SARS-CoV-2 genome assembly

data.

3. Real-world genome sequence reads. I evaluated GDI by measuring com-

putational resource usage for processing real-world WGS reads from a variety

94
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of different microbial organisms.

4. Comparison to existing software. I qualitatively compare GDI to existing

software.

The code for the evaluations is available as a set of Bash, Python, and Jupyter

notebooks (https://github.com/apetkau/genomics-data-index-evaluation,

version 1.0.1, doi: 10.5281/zenodo.7021387). All of these evaluations were run us-

ing GDI version 0.6.0 (doi: 10.5281/zenodo.6485506). Recording resource usage

(run time and peak memory) was performed using the CMDBench [115] software

package. The evaluations were run using a computer with 62 GB of memory, a 1

TB solid state drive (Samsung SSD 860 ), and 2 physical processors (2 x Intel(R)

Xeon(R) Gold 5120 CPU @ 2.20 GHz ) with 14 cores each (hyper-threaded to 28)

for a total of 2 ∗ 28 = 56 processing units.

Unless otherwise stated, I ran all of the data analysis and indexing using GDI with

32 processing cores. These processing cores are used for parallel processing of each

of the different stages of GDI (Figure 3.1). The Data analysis stage performs

parallel processing through Snakemake’s construction of a DAG and scheduling of

jobs (Section 3.1.2). The Indexing stage performs parallel processing by spawn-

ing sub-processes to handle saving data for individual samples and constructing a

large DataFrame prior to creating an inverted index (Section 3.2.4). The Cluster-

ing/phylogenetics stage performs parallel processing by using the built-in argu-

ments to the underlying software for tree construction (Section 3.4.3). The Query-

ing and Visualization stages do not have any parallel processing implemented,

but they also tend to execute much quicker than any of the other stages.

https://github.com/apetkau/genomics-data-index-evaluation
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4.1 Data simulation

In order to test out how well the software is able to read nucleotide variants and

reconstruct a phylogenetic tree, I evaluated the software using a simulated dataset.

The simulations were performed using Jackalope [116], which provides a mechanism

to simulate genomes and sequence reads corresponding to a provided phylogenetic

tree. The leaves of the provided tree correspond to genomes to simulate, while the

branch lengths and topology of the tree are used to control the generation of sub-

stitutions, insertions, and deletions. As output, Jackalope produces a set of WGS

reads corresponding to simulated genomes represented by leaves of the provided

tree.

4.1.1 Methods

I constructed the simulated dataset by first using an input phylogenetic tree con-

sisting of 59 genomes plus a reference genome which was constructed from already

published WGS data derived from multiple outbreaks of Salmonella enterica [117].

This phylogenetic tree was used as a template to simulate substitutions and inser-

tions/deletions that scale with the branches of the tree. The particular tree was

chosen as it contained multiple clades derived from different outbreaks of the same

organism and is representative of a tree that would be constructed during a real-

world outbreak investigation (the particular organism here does not matter as I am

simulating genomes from this tree). I constructed a random reference genome using

Jackalope [116] with length 19,699 bp (composed of two sequences of lengths 10,834

bp and 8,865 bp, respectively) to be used as the starting point for simulating nu-
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cleotide variants. I chose a random reference genome so I could adjust the length of

the genome to speed up the data simulations and I chose to simulate two sequences

to represent a scenario a bit more complicated than just a single sequence.

To simulate data I used the input phylogenetic tree, reference genome, and the

HKY85 [118; 71] evolutionary model to simulate 59 different sets of substitutions

(and insertions/deletions) using the reference genome as a template and following

the topology and branch lengths of the input phylogenetic tree. I saved each sim-

ulated genome to a consensus sequence file (in FASTA format). As these consen-

sus sequence files are derived directly from the Jackalope simulations (as opposed

to being assembled from reads), they represent an idealized assembly that is unaf-

fected by any artifacts introduced by de novo assembly of reads. However, for ad-

ditional validation, I also simulated Illumina paired-end reads from these consensus

sequences (2 X 250 bp read length, mean fragment length 550 bp, standard devia-

tion fragment length 100 bp). Nucleotide variant and sequence read simulation was

repeated for two separate sets of scenarios: 1) I simulated a single collection of 59

genomes with a fixed transition rate of 0.2 in the HKY85 model and adjusted the

coverage of the simulated sequence reads to be: 5X, 10X, 20X, 30X, 40X, 50X; 2) I

simulated multiple collections of 59 genomes with a fixed coverage of 30X and ad-

justed the transition rate in the HKY85 model to be: 0.05, 0.1, 0.2, 0.5, 1.0, 2.0,

5.0. In each case the transversion rate was set to be half the transition rate.

I next indexed each set of simulated data using my software and the default

pipeline ( gdi analysis ... ). This was repeated in each of the above scenarios

for both the saved consensus sequences (the assemblies scenario, which represents
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a case of an idealized, perfect assembly) as well as the sequence reads (the reads

scenario). As part of the indexing process, I also constructed a maximum-likelihood

phylogenetic tree of the 59 genomes plus the reference genome by exporting a

whole-genome alignment of nucleotide data from the index and using this alignment

as input to the software iqtree [17] with the --fast option and the GTR+F+R4

evolutionary model (see Section 3.4.1 for details).

To compare the nucleotide features detected by my analysis pipeline and in-

dexing process, I used the index to construct a table of all detected nucleotide

features following indexing. I then defined a (sample, feature) pair by concate-

nating the sample identifier with the feature name (e.g., SampleA:Feature1 ,

SampleA:Feature2 , ..., SampleB:Feature1 , ...). Each of these (sample, feature)

pairs was used to determine True Positives (TP), False Positives (FP), and False

Negatives (FN) (where the Truth set is defined by the (sample, feature) pairs sim-

ulated by Jackalope). As most positions on the reference genome are not associated

with features, there is a large imbalance between the relatively few true positives

and the much larger number of true negatives. In such a scenario, it is recom-

mended to make use of sensitivity (i.e., recall) and precision instead of specificity to

evaluate performance [119]. Sensitivity (SN) is defined as SN = TP/(TP + FN),

while precision (PR) is defined as PR = TP/(TP +FP ). A third measure is the F1

score, which combines sensitivity and precision into a single value and is defined as

F1 = 2 ∗ PR ∗ SN/(PR + SN). As none of these measures require True Negatives

(TN), I do not record TN.

In order to compare the constructed phylogenetic trees, I used the APE [120] pack-
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age in the R programming language to load up and manipulate the phylogenetic

trees. I computed a pairwise distance between each tree and the initial reference

tree (taken to represent the True tree). I computed two different distance measures:

the normalized Robinson-Foulds distance [121] as implemented in phangorn [122]

and the Kendall-Colijn metric [123] as implemented in treespace [124].

4.1.2 Comparison across coverages

Figure 4.1 shows the counts of TP, FP, and FN (sample, feature) pairs across a

range of depth of coverage values, and Figure 4.2 shows the sensitivity, precision,

and F1 scores. From these figures it can be seen that for lower depth of cover-

age values, the number of TP and FP is also low for reads [415 TP and 19 FP

(sample, feature) pairs for a coverage of 5X, a sensitivity of 0.025]. At this same

coverage value, the number of FN is very high (16,517 FN for a coverage of 5X).

However, as the coverage increases above the minimum depth of coverage value of

10X, the TP, FP, and FN’s quickly plateau at a depth of coverage of 20X (twice

that of the minimum coverage of 10X). These values reach 14,401 TP, 666 FP,

and 2,531 FN for a depth of coverage of 20X—resulting in a sensitivity of 0.851

and precision of 0.956. Further increase in coverage does not appear to impact the

sensitivity or precision as dramatically, with a sensitivity of 0.886 and precision of

0.957 for 50X. The assemblies are unaffected by the depth of coverage and hence

appear as a horizontal line across all possible coverage values. These consistently

perform better than the read dataset—16,762 TP, 0 FP, and 170 FN—which shows

that detecting nucleotide variants using reads is less effective than using the ide-
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Figure 4.1: A comparison of the counts of true positive/false positive/false nega-
tive (sample, feature) pairs across different simulated read coverages. These are
divided up into two different data types: reads and (idealized or perfect) assem-
blies. As read coverage does not apply to assemblies, the values appear as a hori-
zontal line (with each data point a replication of constructing the same index). The
gray dotted line corresponds to a coverage value of 10X, which is the default mini-
mum depth of coverage used to detect a nucleotide variant in GDI. True Negatives
are not shown due to the reason described in the Methods (section 4.1.1).

alized assembled genomes simulated by Jackalope. These results are mirrored in

the scores from Figure 4.2, which also plateau at a depth of coverage of 20X, but

where the reads are consistently worse than the assemblies (sensitivity of 0.851 and

precision of 0.956 for reads at 20X compared to a sensitivity of 0.990 and precision

of 1.00 for assemblies).

Figure 4.3 shows the impact that adjusting the read coverage depth has on a phy-

logenetic tree constructed from the detected nucleotide variants. The phylogenetic

tree was compared to the initial phylogenetic tree used to simulated data to deter-

mine a distance using two different measures: Normalized Robinson-Foulds (NRF)

[121] and the Kendall-Colijn (KC) metric [123] (with λ = 0.5, meaning that both

branch lengths and topology of the tree contribute equally to the computed dis-

tance). Similar to the case of detected variants, the tree distances are higher for

a lower coverage value for the reads scenario (NRF = 0.948 and KC = 135 for a

read coverage of 5X). However, these distances drop as the coverage increases (NRF
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Figure 4.2: A comparison of the sensitivity/precision/F1 scores for detected
(sample, feature) pairs across different simulated read coverages. These are divided
into two different data types: reads and (idealized or perfect) assemblies. As read
coverage does not apply to assemblies, the values appear as a horizontal line (with
each data point a replication of constructing the same index). The gray dotted line
corresponds to a coverage value of 10X, which is the default minimum depth of cov-
erage used to detect a nucleotide variant in GDI.

= 0.724 and KC = 79.3 for a read coverage depth of 20X), indicating that as the

depth of coverage increases, the constructed phylogenetic tree more closely resem-

bles the original simulated phylogenetic tree. For the (idealized or perfect) assem-

blies scenario, the constructed phylogenetic tree is unaffected by the read depth of

coverage, similar to Figure 4.1. However, construction of a phylogenetic tree may

vary depending on initial conditions for the maximum-likelihood approach, leading

to variability in the distance scores. Hence, for the assemblies scenario, I chose to

repeat the construction of the tree 6 times and selected the tree with the maximum

NRF score (and thus the worst-performing tree, shown on Figure 4.3 as an orange

dotted line). The scores for the worst-performing assemblies tree is NRF = 0.707

and KC = 70.2, which is lower than all the trees constructed from the reads sce-

nario (Figure 4.3). Since this is the worst-performing (most distant) tree of 6 tri-

als for the (idealized or perfect) assemblies scenario, this suggests that building a

tree from nucleotide variants identified from an assembled genome (even the worst-
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Figure 4.3: A comparison of the distances between the initial input tree and the
constructed phylogenetic trees over different read depth of coverages. The results
are divided up into two different data types: reads, and (idealized or perfect) as-
semblies. Two different distance measures are employed: Normalized Robinson-
Foulds (NRF) and Kendall-Colijn (KC). As read coverage does not apply to
assemblies, the values appear as an orange horizontal line corresponding to a tree
with a maximum NRF score out of 6 replicates. The gray dotted line corresponds
to a coverage value of 10X, which is the minimum depth of coverage used to detect
a nucleotide variant in GDI for the reads scenario.

performing tree) outperforms directly using reads to identify nucleotide variants re-

gardless of the read coverage. Supplemental figures Figure B.3 and Figure B.4 show

a comparison of the initial phylogenetic tree and the best constructed phylogenetic

tree for reads (at coverage 20X) and assemblies (max NRF score out of 6 replicates,

hence worst tree) respectively. Figure B.5 shows a comparison of the worst phyloge-

netic tree for reads (a coverage of 5X) to the initial reference genome.

4.1.3 Comparison across substitution divergences

To examine how well GDI performs across a range of substitution divergences

among genomes, I also simulated data where I kept the read coverage depth con-

stant at 30X and varied the rate of substitutions. To vary the rate of substitutions,

I adjusted the transition rate parameter as part of the HKY85 model using the
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values {0.05, 0.1, 0.2, 0.5, 1.0, 2.0, 5.0}. The transversion rate was set to be half the

transition rate in all cases. I converted the transition rate values to an observed

substitution divergence value in order to make the data interpretation easier. To do

this, I pre-selected the genome in the initial input phylogenetic tree which had the

longest path to the reference genome (SH14-012, see Figure B.1). I then counted

the number of substitutions inserted into SH14-012 across different transition

rates. I normalized the number of substitutions to be a percentage of the reference

genome length, which I use as the substitution divergence values (i.e., 0% repre-

sents 0 observed substitutions between the reference and SH14-012, while 100%

represents 19,699 observed substitutions, the same length as the reference genome).

Table 4.1 shows the transition rate and corresponding substitution divergence

values. Figure B.2 shows a plot of these values. Due to time constrains I only

simulated one collection of genomes for every transition rate.

Figure 4.4 shows the counts of TP, FP, and FN (sample, feature) pairs across a

range of substitution divergence values. From this figure it can be seen that the

number of TP increases with larger substitution divergences (which is expected as

a larger divergence means a larger number of TP). However, this hits a peak and

then drops off again. This is especially apparent for the (idealized or perfect) as-

semblies, where a peak TP value (49,552) is found for a divergence of 6.77% but

then drops off to 1,395 for a divergence of 10.4%. This is reflected in the sensitiv-

ity value of 0.948 for 6.77% divergence, but then dropping to 0.0164 for 10.4% di-

vergence (Figure 4.5). An explanation for this is provided at the end of this sec-

tion (Section 4.1.3) and involves parameters passed to the Minimap2 [39] software
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Transition rate Number of substitutions Substitution

divergence

0.05 310 1.57%

0.1 371 1.88%

0.2 473 2.40%

0.5 827 4.20%

1.0 1,333 6.77%

2.0 2,049 10.4%

5.0 3,481 17.7%

Table 4.1: Transition rates, number of substitutions, and divergence between ref-
erence and SH14-012. Reference genome length is 19,699 bp. I only performed a
single simulation for every transition rate.

used for aligning assemblies. This same trend is not observed for reads, where a di-

vergence of 6.77% has a sensitivity of 0.663 and falls to 0.519 for a divergence of

10.4%. However, looking at the FP counts, for assemblies, these remain constant

at 0 FP for all divergence values (hence precision is constant at 1.0). For reads, the

FP increase for larger divergence values and the precision decreases for higher di-

vergence values (with the lowest precision of 0.590 for a divergence of 17.7%). Ex-

amining the F1 score (Figure 4.5) we can observe that the (idealized or perfect)

assemblies outperform reads for lower divergence values (at 6.77% there is an F1

score of 0.973 for assemblies to 0.736 for reads). However the F1 score for assem-

blies drops to a score of near 0.0 beyond a substitution divergence of 6.77% (at

10.4% an F1 score of 0.0323 for assemblies compared to 0.608 for reads).
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Figure 4.4: A comparison of the counts of true positive/false positive/false negative
(sample, feature) pairs across different simulated substitution divergences between
SH14-012 and the reference genome. Substitution divergences were controlled by
adjusting the transition rate from 0.05 to 5.0 (see Table 4.1). The results are di-
vided up into two different data types: reads, and (idealized or perfect) assem-
blies. True negatives are not shown due to the reason described in the methods
(section 4.1.1).
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Figure 4.5: A comparison of the scores of (sample, feature) pairs across different
simulated substitution divergences between SH14-012 and the reference genome.
Substitution divergences were controlled by adjusting the transition rate from 0.05
to 5.0 (see Figure B.2). The results are divided up into two different data types:
reads, and (idealized or perfect) assemblies.

Figure 4.6 shows the impact that adjusting the substitution divergence has on a

phylogenetic tree constructed from the detected nucleotide variants. This figure

shows the distance between the initial phylogenetic tree and the tree constructed

by GDI after detecting and loading all the nucleotide variants. For lower substitu-

tion divergence values, the (idealized or perfect) assembly trees appear to have a

lower distance (and so are a closer match to the original tree) than the reads trees.
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The best performing assembly tree (measured by the NRF score) occurs with a di-

vergence value of 1.88% (NRF = 0.672, KC = 78.4). This can be contrasted with

the reads tree, which is the worst performing for this divergence value (divergence

= 1.88%, NRF = 0.759, KC = 87.6). Supplemental figures Figure B.6 (assembly)

and Figure B.7 (reads) show a comparison of the initial phylogenetic tree and the

constructed phylogenetic trees for each of these cases respectively.

For a divergence of 6.77% and beyond the (idealized or perfect) assemblies trees

failed to be constructed by GDI and hence are missing from Figure 4.6. The assem-

bly tree that gets successfully built with the highest divergence occurs with diver-

gence 4.20% and has NRF=0.741 and KC=70.3. By contrast, the reads tree at this

divergence actually has a lower NRF distance but a higher KC distance (divergence

= 4.20%, NRF = 0.724, KC = 93.0). Supplemental figures Figure B.8 (assembly)

and Figure B.9 (reads) show a comparison of the initial phylogenetic tree and the

constructed phylogenetic trees for each of these cases respectively.

Investigation of poor performance for assemblies at high divergences

To examine a bit more closely what is going on with (idealized or perfect) assem-

blies at a divergence greater than 4.20%, I inspected the nucleotide variants listed

in the VCF file for SH14-012 (the file stored in my index which lists all the iden-

tified nucleotide variants) and the proportion of unknown/missing sites listed in

the corresponding BED file for this sample (the file in my index that lists ranges of

positions that are unknown/missing for the nucleotide-level features). For a diver-

gence of 4.20% I find that there are 712 records in the VCF file, and the BED file
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Figure 4.6: A comparison of the distance to constructed phylogenetic trees over
different substitution divergences between SH14-012 and the reference genome.
Substitution divergences were controlled by adjusting the transition rate from 0.05
to 5.0 (see Figure B.2). The results are divided up into two different data types:
reads, and (idealized or perfect) assemblies. Two different distance measures are
employed: Normalized Robinson-Foulds and Kendall-Colijn. Data points for
divergence values ≥ 4.20% for the assembly case are missing as iqtree [17] was
unable to construct phylogenetic trees for these divergence values.

lists 0.02% of the reference genome as being missing/unknown (4/19,699 bp). How-

ever, for a divergence of 6.77% I find 0 records in the VCF file and 100% of the ref-

erence genome is missing/unknown from the BED file (19,699/19,699 bp). Hence,

when exporting a multiple sequence alignment used for constructing a phylogenetic

tree, genome SH14-012 is marked as consisting entirely of missing/unknown nu-

cleotides (indicated with an N character in the alignment). When I run iqtree [17]

on this multiple sequence alignment to construct a maximum-likelihood tree I see

the message "Sequence SH14-012 contains only gaps or missing data". Hence, I

conclude that this is the reason why I cannot construct phylogenetic trees for as-

semblies for divergences greater than 4.20%. This is also reflected by the large

drop in F1 score for higher divergences for assemblies (Figure 4.5).

To investigate why I got 0 records in the VCF file for a divergence of 6.77%, I
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examined the output of minimap2 [39], which is used for alignment prior to identi-

fying nucleotide variants. I ran minimap2 for genomic sample SH14-012 (using the

command minimap2 -t 1 -a -x asm5 reference.fasta.mmi SH14-012.fasta.gz ),

which produces a SAM file [98] storing the genome alignment. Part of the SAM

file format is an encoding of matches/mismatches/insertions/deletions between

genomes encoded in a string using the CIGAR format [98]. For SH14-012 and the

above parameters for minimap2, the output SAM file has no data in the CIGAR

string field. However, if I adjust the minimap2 parameter -x asm5 to -x asm10 ,

I do find a valid CIGAR string entry. The parameter asm10 impacts the sequence

divergence for mapping (from the minimap2 usage statement: "asm5/asm10/asm20

- asm-to-ref mapping, for 0.1/1/5% sequence divergence"). Hence, I conclude that

the parameter -x asm5 in minimap2, used by default in my analysis pipeline, is

the cause of failure for higher-divergence datasets.

4.2 SARS-CoV-2 data analysis

4.2.1 Methods

Data preparation

In order to test out the applicability of this software to real-world data, I evalu-

ated indexing and querying a collection of SARS-CoV-2 genomes. SARS-CoV-2 is

an RNA virus with a genome length of ∼ 30 kbp. I downloaded a set of 1,095,217

publicly available genomes from GenBank (and processed by Nextstrain [3]) as of

August 12, 2021 (https://docs.nextstrain.org/projects/ncov/en/latest/

https://docs.nextstrain.org/projects/ncov/en/latest/reference/remote_inputs.html#summary-of-available-genbank-open-files
https://docs.nextstrain.org/projects/ncov/en/latest/reference/remote_inputs.html#summary-of-available-genbank-open-files
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reference/remote_inputs.html#summary-of-available-genbank-open-files).

I first removed any genomes where the number of ambiguous or undetermined bases

was ≥ 50% of the length of the reference genome (NC_045512 with length 29,903

bp). I then selected a subset of 100,000 random genomes from this collection to act

as a pool of genomes from which I draw subsets for testing.

Data analysis and indexing

In order to evaluate the run time and performance of indexing and querying on in-

creasing numbers of genomes, I divided the 100,000 test genomes into cases of 10,

20, 50, 100, 200, 500, 1,000, 2,000, 5,000, 10,000, and 20,000 genomes. These were

divided up such that each larger collection of genomes contains all the previous

smaller collections (e.g., the case of 20 genomes contains the same genomes from

the case of 10 plus 10 additional genomes). I ran GDI to process and load these

sets of genomes into an index. The processing by GDI can be divided up into three

different stages: Data analysis, Indexing, and Clustering (Figure 1.1 and Fig-

ure 3.1). These are referred to in the evaluation results as Analysis, Index, and

Tree, respectively.

The Analysis stage consists of alignment and identification of small variants

(single-nucleotide variants and indels) of the SARS-CoV-2 genomes with respect to

the reference genome (NC_045512). This also includes steps to construct sourmash

sketches using kmer sizes of k ∈ {31, 51, 71}. This stage uses parallel processing

provided by Snakemake during the execution of the DAG (defining portions of the

data analysis workflow that can be executed in parallel, see Section 3.1.2). The

https://docs.nextstrain.org/projects/ncov/en/latest/reference/remote_inputs.html#summary-of-available-genbank-open-files
https://docs.nextstrain.org/projects/ncov/en/latest/reference/remote_inputs.html#summary-of-available-genbank-open-files
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Index stage consists of constructing an inverted index of the individual nucleotide

features. This stage uses parallel processing while pre-processing VCF and BED

files and loading the data into a DataFrame prior to constructing an inverted in-

dex (Section 3.2.4). The Tree stage consists of constructing a multiple sequence

alignment of the identified variants followed by building a phylogenetic tree using

iqtree [17] using the --fast option and the GTR+F+R4 evolutionary model.

This stage uses parallel processing by passing appropriate arguments to iqtree

( --threads-max and -T AUTO , see Section 3.4.3). Due to the time it takes to

build a phylogenetic tree, I only ran the Tree stage for up to 500 genomes and

skipped this stage for the cases with more than 500 genomes. I used 32 processing

cores to run each of the Analysis, Index, and Tree stages and I recorded the run

time, peak memory, and disk usage (repeated 3 times). I also calculated the Total

time, which is the sum of the previous three stages.

Querying

To evaluate querying performance, for each of these indexes I recorded the run time

(using the Python timeit function) for a number of different query operations in

the Python API (repeated 10 times). These query operations include: q.isa() ,

q AND r , q.summary() , q.join() , q.features_summary() , q.hasa() ,

q.toframe() , q.features_comparison() (see Table 3.2 for a description of

these operations). I did not record memory usage in this case as it was difficult to

determine how to separate out the memory usage of my query operation from the

memory usage of the rest of the application (i.e., it is difficult to measure the mem-
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ory usage of calling a single Python function). To evaluate querying performance

using the command-line interface, I recorded the run time and memory usage

of a number of operations. These operations include query hasa , query isa ,

query --summary , query --features-summary , and list samples (see Ta-

ble 3.2 for a description of these operations). Here, I could record the memory

usage, which is defined as the peak memory used by the entire Python applica-

tion. In all cases, query operations use only a single processing core (they are not

multi-process or multi-threaded).

Clustering and phylogenetic analysis

To evaluate how well a phylogenetic tree (or hierarchical cluster tree) constructed

using the nucleotide variants indexed by my software groups related genomes into

clades, I compared these clades to independently defined Pangolin lineages [41],

which themselves are defined using phylogenetics and machine learning models

[6]. The phylogenetic tree was constructed using 500 samples and a maximum

likelihood approach where the whole-genome alignment of the samples is exported

and used to construct a phylogenetic tree with iqtree [17] (details in Section 3.4.1).

The hierarchical cluster was defined using a kmer-based MinHash method for

k ∈ {31, 51, 71} [50; 54] (details in Section 3.4.2). Pangolin lineages were identified

using the pangolin software [41] (version 3.1.20, pangoLEARN 2022-02-28, pango-

designation v1.2.127 ), which was run on the SARS-CoV-2 genome assemblies. I

also included a comparison to a phylogenetic tree constructed from the Augur

pipeline—a phylogenetic pipeline that is part of Nextstrain [3] and which oper-
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ates independently of GDI by constructing a multiple sequence alignment (using

MAFFT [110]) and a maximum-likelihood tree (using iqtree [17]). The tree con-

structed using Augur is used to provide an independently constructed phylogenetic

tree for comparison to GDI.

The hierarchical structure of Pangolin lineages are recorded in the lineage names

using a dotted-decimal notation [41] (e.g,. lineage B.1.1 is part of B.1, which is

part of lineage B). I split these lineages based on their hierarchical levels (the al-

phanumeric portion in between the period . ) and assign genomes to every level.

That is, if genome X is part of lineage B.1 I split this into two clusters—B.1 and

B—and I assign genome X to be a part of both clusters. Consequently, the clusters

I define using these lineages are not mutually exclusive (a genome can and likely

does belong to more than one cluster). An additional complexity in this process

is that some lineages are aliases of others (e.g., AY.1 is an alias of B.1.617.2.1 ). I

solve this by first replacing each alias with the expanded version of a lineage code

prior to splitting lineages (e.g., I substitute AY.1 with B.1.617.2.1 ). The pangolin

lineage aliases are derived from the table located at https://cov-lineages.org/

lineage_list.html.

In order to quantify how well a lineage-level (cluster) is accurately grouped together

by a phylogenetic or hierarchical clustering tree, I assign scores to every lineage

based on how well it forms a monophyletic group in the tree. The scores range

from 0 to 1, with a score of 1 meaning that all samples form a monophyletic group.

Scores of < 1 mean that samples in a cluster do not form a monophyletic group,

with scores closer to 0 being interpreted as mixing more samples from other clusters

https://cov-lineages.org/lineage_list.html
https://cov-lineages.org/lineage_list.html


Chapter 4: Evaluation 113

within the cluster-in-question. This scoring system is described in more detail in

Section 3.4.4.

I evaluated each tree (whether a phylogenetic tree or hierarchical cluster tree)

through this scoring system by scoring each lineage-level to produce a distribu-

tion of scores for each tree, one per lineage-level. I removed scores derived from

lineage-levels consisting of only a single genome, as these will always be assigned

the maximum score of 1 for every tree, thus I did not consider them informative for

comparing different tree-building methods. Considering only lineage-levels with 2

or more genomes results in 41 lineage-levels and thus 41 different scores (numbers

from 0 to 1) for each tree. I compared the distribution of these scores for each tree

(Figure 4.17).

4.2.2 Data analysis and indexing

To evaluate the performance for data analysis and indexing, I constructed genomics

indexes for batches of genomes up to 20,000 and measured the run time, peak

memory, and disk usage when using 32 processing cores. The run time of indexing

genomes is dominated by the run time used to build a phylogenetic tree (Fig-

ure 4.7, Type = Include Tree). With 500 genomes, this took 5.26 ± 0.41 hours out

of the total run time of 5.35 ± 0.41 hours or 97% of the time (mean ± standard de-

viation over 3 trials). When ignoring building a phylogenetic tree (Figure 4.7, Type

= Exclude Tree), the major contributor to the total run time was the Analysis

stage, which for 20,000 genomes took 2.17 ± 0.00 hours out of a total of 2.55 ± 0.01

hours or 85% of the total (mean ± standard deviation over 3 trials).
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Figure 4.7: Time to index different numbers of SARS-CoV-2 genomes (using 32
processing cores). The time is divided into three different stages: Analysis, In-
dex, and Tree. The left plot shows the time spent including building a phyloge-
netic tree. The right plot shows the time spent when building of a tree is skipped.
The mean over 3 different trials is shown, with confidence intervals corresponding
to ± one standard deviation from the mean (most are too small to see).

Unlike run time, the peak memory usage (Figure 4.8) is primarily driven by the

peak memory of the Index stage. For 500 genomes, the peak memory usage oc-

curred in the Index stage with 5.63 ± 0.01 GB and the next highest peak was in

the Analysis stage with 1.90± 0.46 GB.

Interestingly, between 2,000 genomes and 5,000 genomes there was a large jump

in the peak memory usage in the Index stage from 6.15 ± 0.01 GB to 23.6 ± 0.23

GB (Figure 4.8). One hypothesis for this jump is that I process genomes in batches

during the Index stage to avoid constructing very large data structures (Sec-

tion 3.2.4). The default batch size is 2,000 genomes, so moving from 2,000 genomes

to 5,000 genomes would mean the Index stage goes from processing all genomes in

one batch to requiring three batches. In order to confirm this hypothesis I re-ran

the entire indexing process (starting from 2,000 genomes) with a batch size of
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Figure 4.8: The peak memory used to index different numbers of SARS-CoV-2
genomes. The memory is divided into three different stages: Analysis (identify-
ing nucleotide variants), Index (loading nucleotide variants into a database), and
Tree (building a maximum-likelihood phylogenetic tree). The left plot shows the
peak memory when including building a phylogenetic tree. The right plot shows the
peak memory when building of a tree is skipped. The mean over 3 different trials
is shown, with confidence intervals corresponding to ± one standard deviation from
the mean.

10,000 (instead of 2,000) and compared the memory usage between both scenarios

(Figure 4.9). As can be seen, moving from a batch size of 2,000 to 10,000 shifts the

large jump in memory to between 10,000 and 20,000 genomes. Hence, I conclude

that the batch size is the likely cause of this jump in memory.

The disk usage of indexing is primarily driven by the Analysis stage (Figure 4.10).

For 500 genomes, the Analysis disk usage is 3.52 ± 0.00 GB out of a total of

3.53 ± 0.00 GB or 99.7% of the total. For 20,000 genomes, the Analysis disk usage

is 7.10 ± 0.00 GB out of a total of 7.45 ± 0.00 GB, or 95% of the total. The Index

disk usage for 20,000 genomes is only 0.34 ± 0.00 GB, or only 4.6% of the total.

Hence, the vast majority of the disk space used for indexing is only temporary, as

the files used by the Analysis stage are cleaned up after the full index has been
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Figure 4.9: The peak memory used for the Indexing stage across sample batch
sizes of 2,000 and 10,000. For the case of a batch size of 2,000, the large increase
in memory occurs when indexing 5,000 samples (more than 2,000). For the case of
a batch size of 10,000, the large increase in memory occurs when indexing 20,000
samples (more than 10,000 samples). The mean over 3 different trials is shown,
with confidence intervals corresponding to ± one standard deviation from the
mean.

constructed. Additionally, unlike for the peak memory, there are no obvious jumps

or irregularities as the number of genomes increase.

4.2.3 Querying

In order to evaluate the performance when querying an index or summarizing

information from the index, I chose a set of 7 different operations in the GDI

Python API and used the Python timeit module to evaluate the run time over

10 different iterations. I also evaluate a subset of these 7 operations using the GDI

command-line interface. All query operations use only a single processing core for

execution.
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Figure 4.10: The disk space used to index different numbers of SARS-CoV-2
genomes. The disk space is divided into two different stages: Analysis (identifying
nucleotide variants) and Index (loading nucleotide variants into the database). The
mean over 3 different trials is shown, with confidence intervals corresponding to ±
one standard deviation from the mean (these are too small to see on this figure).

Python API

Figure 4.11 shows the relationship between the number of genomic samples in the

index and the run time. This is divided up into three different time scales: Short,

Medium, and Long. In the Short time-scale the q AND r and q.summary()

operations appear fairly constant across a large range of samples—taking only

0.024 ± 0.000 ms and 0.35 ± 0.01 ms respectively (mean ± standard deviation).

Both of these operations depend primarily on set operations using Roaring bitmaps

[104] and thus should be expected to be fairly fast. In particular, the sample iden-

tifiers are stored in a Roaring bitmap, which stores sets of 32-bit integers organized

into blocks of 16-bits (the first 16-bits of an integer is used as a key to identify the

block) [104]. Given that I am storing up to 20,000 samples where the identifiers are

defined sequentially (from 1 to 20,000) then I am only ever manipulating a single

roaring-bitmap block with all sample identifiers in it (16-bit blocks can store a
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Figure 4.11: The time spent during different operations of the query API compared
to the number of samples. The three plots compare query API calls, which use dif-
ferent lengths of time: Short, Medium, and Long. The mean over 10 different
trials is shown, with confidence intervals corresponding to ± one standard deviation
from the mean (confidence intervals are too small to see in these figures).

maximum of 216 = 65, 536 unsigned integers). Hence, even with 20,000 samples I

would not expect the time taken to perform set operations for Roaring bitmaps to

change much, and it should only change as I get closer to 65,536 samples stored in

an index. By contrast, the q.isa() operation requires connecting to the SQLite

database and this is reflected in the increased time as the number of samples in-

crease, reaching 1.38 ± 0.00 milliseconds for 20,000 samples (mean ± standard

deviation).

For the Medium time-scale query operations, the largest-increasing operation is

q.features_summary() , which takes 1, 310 ± 3.4 ms for 20,000 samples. For the

Long time-scale operations there is only one operation q.features_comparison() ,

which takes 36, 500 ± 1, 700 ms for 20,000 samples. Both q.features_summary()

and q.features_comparison() involve summarizing information for all features

found in all samples, and hence take much longer to execute.
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In order to get a better idea on the query run time, I also compared the time to

the number of genomic features. Genomic nucleotide features can be divided up

into two classes: nucleotide variants (referred to as known features and shown on

Figure 4.12) and missing/unknown features (referred to as unknown features and

shown on Figure 4.13). Nucleotide variants consist of features corresponding to sin-

gle or multiple nucleotide variants (e.g., an A to G mutation at position 100) or

insertions/deletions. The unknown/missing features consist of entries in my index

representing samples where it is unknown what the nucleotide is on a particular re-

gion. The figures are divided into the same three time-scale of query operations:

Short, Medium, and Long.

For the nucleotide variants (known features shown on Figure 4.12), we can see that

most operations increase with increasing number of features except for q AND r

and q.summary() . The operation q AND r consists of a logical operation on

sets of samples (samples in query q and samples in query r ), and so are not

directly related to the number of features. The operation q.summary() prints

summary statistics for a particular query and so is also unrelated to the num-

ber of features. Every other query increases with the number of features, with

the greatest increases for each of the three time scales consisting of: q.isa() ,

q.features_comparison() , and q.features_summary() .

For the unknown/missing features (unknown features shown on Figure 4.13), we

see that most operations appear fairly constant except for q.features_summary()

and q.hasa() , which increase slightly with respect to the number of un-

known/missing features. Neither of these operations depend on the number
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Figure 4.12: The time spent during different operations of the query API com-
pared to the number of nucleotide variant features (excluding unknown features).
The three plots compare query API calls using different lengths of time: Short,
Medium, and Long. The mean over 10 different trials is shown, with confidence
intervals corresponding to ± one standard deviation from the mean (confidence in-
tervals are too small to see in these figures).

of unknown/missing features by default, but the increase could potentially be

explained by a correlation between the number of nucleotide variants and un-

known/missing features (that is increasing the number of samples increases both

types of features, see Figure 4.14). Another interesting aspect is the large spike in

run time at around 30,000 unknown/missing features (Figure 4.13). The number

of unknown/missing features stored in my index is limited by the length of the

reference genome (one unknown/missing feature entry per position on the reference

genome), which for the NC_045512 reference genome is 29,903 bp. This means

that the number of unknown/missing features becomes saturated at the reference

genome length, which occurs at around 500 samples for this dataset (Figure 4.14).

Any further increase in the number of genomic samples leads to an increase in

the number of indexed nucleotide variants but no increase in the number of un-

known/missing features. Since increases in the number of nucleotide variants lead
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Figure 4.13: The time spent during different operations of the query API compared
to the number of unknown/missing nucleotide features. The three plots compare
query API calls using different lengths of time: Short, Medium, and Long. The
mean over 10 different trials is shown, with confidence intervals corresponding to ±
one standard deviation from the mean (confidence intervals are too small to see in
these figures).
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Figure 4.14: The number of features stored in the index compared to the number
of samples for the SARS-CoV-2 dataset. Features are divided into two classes:
the Known type, which includes single/multiple nucleotide variants and indels,
as well as the Unknown features type, which corresponds to missing or unknown
positions on the reference genome. The All features type includes the count of
both unknown and known features. The number of unknown features is limited by
the length of the reference genome (29,903 bp) since there can only exist one un-
known/missing feature per position on the genome. For this dataset, the number of
unknown features reaches nearly the genome length when indexing 500 samples.

to an increase in run time, this provides an explanation for why there is a large

spike near 30,000 features for the unknown/missing features figure (Figure 4.13).
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Figure 4.15: The run time of selected operations in the command-line interface
(CLI) as the number of samples in the index increases. The mean over 10 different
trials is shown, with confidence intervals corresponding to ± one standard deviation
from the mean.

Command-line interface

In addition to examining the run time of the API, I also evaluated the run time

of the command-line interface (CLI) (Figure 4.15). Not all operations available in

the API are also available in the CLI (Table 3.2), so only a subset of equivalent

operations are shown. The overall trend in increasing run time as the number of

samples increases also holds for the CLI, but the plot starts with 2,500 milliseconds

instead of 0 milliseconds. This reflects the overhead introduced by using the CLI to

start up the application. For example, for two equivalent operations ( q.hasa() )

with 20,000 samples the API takes 184 ± 0.69 milliseconds, while the CLI takes

3, 750 ± 180 milliseconds (mean ± standard deviation over 10 trials). This means

the CLI is ∼ 20X slower than the API in this particular case due to the overhead of

starting up the application.

In addition to the run time, I also evaluated the memory usage for the CLI (Fig-

ure 4.16). In general, there is an increasing memory usage for querying using the
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Figure 4.16: The peak memory usage of selected operations in the command-line
interface (CLI) as the number of samples in the index increases. The mean over
10 different trials is shown, with confidence intervals corresponding to ± one stan-
dard deviation from the mean (confidence intervals are too small to be seen in this
figure).

CLI as the number of samples increases. For a case of 20,000 samples, the highest

memory used is by the query --features-summary command with 296± 0.33 MB

(mean ± standard deviation over 10 trials). Measuring the memory of the individ-

ual GDI Python API commands is more difficult and thus was not performed for

these evaluations.

4.2.4 Phylogenetics and clustering

As a final set of evaluations of the SARS-CoV-2 dataset, I examined how well dif-

ferent tree-building methods group genomes into clades corresponding to indepen-

dently defined clusters. These clusters are defined as the different Pangolin lineages

[41]. For 500 samples, I had a total of 41 different lineages (or lineage-levels), each

of which was assigned a numerical score from 0 to 1. Figure 4.17 shows the distri-

bution of these scores. Here, it can be seen that the maximum-likelihood trees (con-

structed both from Augur as well as GDI) both have the majority of the lineages
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lying within monophyletic or near-monophyletic clades (scores all are equal to or

close to 1.0). The median score for both my internal maximum-likelihood approach

as well as the Augur pipeline is 1.0. This is in contrast to the kmer trees, which all

tend to have scores closer to 0 (the highest median is for k = 51 with a median

score of 0.058). Hence, the topology of the tree for both maximum-likelihood ap-

proaches are a much better match to the externally defined (Pangolin) clusters than

for any kmer-based clustering (with k ∈ {31, 51, 71}). Figures C.1, C.2, C.3, C.4,

and C.5 show the dendrograms alongside a heatmap of genomes and lineages for

the Augur pipeline, GDI-constructed maximum-likelihood tree, and the three kmer

trees respectively.

4.3 Read data

4.3.1 Methods

To evaluate the analysis and indexing of features derived directly from sequence

reads, I made use of a standard benchmarking dataset [125] consisting of four col-

lections of WGS reads derived from different bacterial organisms involved in real-

world infectious disease outbreaks. These consist of 22 Campylobacter jejuni, 9

Escherichia coli, 31 Listeria monocytogenes, and 23 Salmonella enterica genomes.

Each of the four different datasets from the different organisms can be further sub-

divided into a collection of genomes derived from bacteria that were confirmed to

be epidemiologically related to a single outbreak (and so should be expected to be

similar to each other) as well as genomes derived from bacteria that are more dis-



Chapter 4: Evaluation 125

0.0 0.2 0.4 0.6 0.8 1.0
Score

Score (Augur pipeline)

Score (ML)

Score (kmer = 31)

Score (kmer = 51)

Score (kmer = 71)

M
et

ho
d

Constructed in GDI
No
Yes

Figure 4.17: A comparison of the distribution of cluster scores from different meth-
ods of clustering genomes. Each of the 5 categories shows the distribution of all 41
lineages with assigned scores as a violin plot scaled to have identical areas. Each
violin plot has an internal box-and-whisker plot. Scores range from 0 to 1, with 1
representing a situation where all genomes form a monophyletic clade. The Au-
gur pipeline category shows the distribution of scores generated from construct-
ing a multiple sequence alignment and a maximum-likelihood tree using the Augur
pipeline [3] instead of GDI. The other 4 methods show the scores for a phylogenetic
tree or hierarchical clusters constructed using GDI.

tantly related (the outgroup). For each organism, an additional reference genome is

provided or recommended. I chose this dataset as one of the goals of this evaluation

is to examine the differences in clustering genomes between a maximum-likelihood

approach and a kmer approach as implemented in GDI. Specifically, I will show

that clustering by both kmers and nucleotide variants are necessary, depending on

the resolution desired for clustering data. Table 4.2 summarizes the dataset infor-

mation.

In order to compare clustering of the genomes using kmers vs. a maximum-

likelihood phylogenetic approach, I also processed and inserted the data for all
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four datasets into the same GDI index. I then constructed maximum-likelihood

phylogenetic trees for each of the four datasets separately using iqtree [17] with

the --fast option and the GTR+F+R4 evolutionary model. I also constructed

a single kmer-based tree (a hierarchical cluster tree using single-linkage clustering

from pairwise distances calculated by sourmash [54] using a kmer size of k = 71 and

a kmer scale factor of 1000).

In order to evaluate the resource usage of indexing this data, each of the four

datasets was divided into a number of cases by selecting a random subset of ge-

nomic samples from each dataset corresponding to 4, 8, 16, and the full number of

samples. For the 1405WAEXK-1 (Escherichia coli) dataset, the case of 16 samples

was ignored as there are only 9 samples in this dataset. In each case, the genomes

were processed and inserted into a separate index for each individual dataset (so

there were four GDI indexes in total). The run time, memory, and disk usage was

recorded for each of these test cases over 3 separate iterations. The disk usage for

the Index stage corresponds to the disk usage of also storing a phylogenetic tree

(which is part of the GDI index and stored in the relational database). I do not

divide up the disk usage of the GDI index into both an Index (without tree) and

a Tree stage since the size of the phylogenetic tree (Newick file) is negligible when

compared to the size of the rest of the index.

For each dataset and testing scenario, I ran the analysis pipeline to identify

nucleotide variants from reads along with a sourmash sketch consisting of

k ∈ {31, 51, 71} and inserted the data into a GDI index. I used 4 cores for the

data analysis, which was chosen to be equal to the smallest sample size (4 samples)
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Dataset Organism Reference genome Reference

length (bp)

Number genomes

(Outbreak +

Outgroup)

Cases (number

samples)

0810PADBR-1 Campylobacter je-

juni

ASM187918v2 1,634,890 22 (14 + 8) {4, 8, 16, 22}

1405WAEXK-1 Escherichia coli Ec2011C-3609 5,412,686 9 (3 + 6) {4, 8, 9}

1408MLGX6-3WGS Listeria monocyto-

genes

ASM104771v2 2,939,733 31 (28 + 3) {4, 8, 16, 31}

1203NYJAP-1 - Tuna

Scrape Outbreak

Salmonella enterica ASM43941v1 4,808,805 23 (18 + 5) {4, 8, 16, 23}

Table 4.2: Dataset and organisms used for benchmarking with sequence reads

to make sure I’m always using the maximum number of processing cores assigned

to the application no matter how many samples I am processing. All three of the

Analysis, Index, and Tree stages perform parallel processing of the data (Sec-

tion 3.1.2, Section 3.2.4, and Section 3.4.3 respectively). If I were to increase the

maximum allowable cores from 4 to 8, for example, then when running GDI on

only 4 samples, there would still be 4 unused processing cores that could have been

occupied by work on processing additional samples (as the maximum allowable

cores to use is 8). Hence, I set the maximum allowable cores to 4 so that there are

no unused processing cores for any case I evaluate. This is to avoid any biases in

my run time (or memory usage) that could come about due to unoccupied cores.
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4.3.2 Running time

Figure 4.18 shows the mean time across each of the different sample scenarios for

each of the four separate datasets, divided up into the separate data processing

stages of my software. For 8 samples (the largest number of samples with tim-

ing information for all 4 datasets), the dataset that takes the longest total time

is Campylobacter jejuni (22.5 ± 0.9 minutes, mean ± standard deviation). This

is primarily driven by the time taken for the Analysis stage, which is 97% of the

total time (21.9 ± 0.09 minutes). Surprisingly, while Campylobacter jejuni takes

the most time overall, for the Index and Tree stage it takes the least amount of

time with 0.346 ± 0.008 minutes and 0.320 ± 0.024 minutes respectively. Compare

this to the dataset that takes the most amount of time for the Index and Tree

stages—Escherichia coli—which takes 3.51 ± 0.21 minutes for the Index stage and

0.493± 0.018 minutes for the Tree stage. This is ∼ 10X longer for the Index stage

when compared to Campylobacter jejuni for 8 samples.

One hypothesis for why the Index stage has such a dramatically different order of

running time when compared to the Analysis stage is related to the number of ge-

nomic features identified during the Analysis stage. The Index stage consists of

constructing an inverted index, which requires constructing a large table consist-

ing of samples and collections of features contained in each sample and "inverting"

this data structure (to construct a table of features and collections of samples con-

taining those features). This means that we should expect run time (and memory

usage) to depend both on the number of samples as well as number of features con-

tained in each dataset. Figure 4.19 shows the relationship between samples and fea-
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Figure 4.18: The running time for processing the read data from a set of four differ-
ent organisms over a number of sample sizes and when processed using a maximum
of 4 processing cores. Each of the four different figures shows the running time of
one of the three different stages of GDI (Analysis, Indexing, Tree) plus the sum
of the times over all stages (Total). The x-axis shows the number of genomic sam-
ples being indexed, which are divided up among the four different datasets (one
dataset per organism). The time for indexing data from each dataset is divided
into four different sample sizes: 4, 8, 16, and the full dataset size. The case of Es-
cherichia coli lacks a data point for 16 samples as there are only 9 samples in this
dataset. Each plot shows the mean over 3 trials with the confidence interval corre-
sponding to ± one standard deviation from the mean.
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tures for each dataset. From this figure we can see that Escherichia coli has by far

the largest number of features in the case of 8 samples (549, 134 features), while

Campylobacter jejuni has the fewest (44, 494). Hence, this is one possible explana-

tion for why there is this inversion of running time for each dataset between the

Analysis and Index stages. More detailed analysis (with a greater number of test

cases) would have to be performed to confirm this hypothesis.

The relationship between the number of features and run time could also explain

why the order of running time for the Tree stage matches the order for the Index

stage (with Escherichia coli and Salmonella enterica taking the most amount of

time, Figure 4.18). I would expect the time spent building a phylogenetic tree to

depend on the number of features (amount of variation) between genomes, which is

highest for Escherichia coli and Salmonella enterica. However, I would also expect

the run time of tree-building to depend on the length of the reference genome used

in the multiple sequence alignment (which is also highest for Escherichia coli and

Salmonella enterica, Table 4.2). An additional factor that could play a role here

is the number of unknown/missing features, which is highest for Escherichia coli

(Figure 4.19). Missing data in a multiple sequence alignment leads to collections of

trees with identical likelihood scores (called terraces, [18; 17]) which could have an

impact on the time needed by iqtree. However, determining which of these factors

plays a role in the run time of building a tree would require additional testing.

As a general trend, the running time increases with the number of samples (Fig-

ure 4.18) and appears to be ordered from the longest stage to the shortest as Anal-

ysis, Index, and Tree. One example is the running time for Listeria monocyto-
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Figure 4.19: The relationship between the number of samples in a dataset and
the number of features stored in the inverted index for this dataset. The three
figures correspond to the case of counting all features (all), counting only un-
known/missing features (unknown), and counting known features (i.e., SNVs or
indels, known). Each of the three datasets are shown as separate colours/data
point styles on the figures. The features from each dataset are divided into four dif-
ferent sample sizes: 4, 8, 16, and the full dataset size. The case of Escherichia coli
lacks a data point for 16 samples as there are only 9 samples in this dataset.

genes (the dataset with the highest number of genomes at 31), which is 40.0 ± 0.1,

minutes, 1.94 ± 0.09 minutes, and 0.581 ± 0.019 minutes for the Analysis, In-

dex, and Tree stages respectively. However, as observed in the SARS CoV-2 data

analysis section, constructing a phylogenetic tree dominates the overall run time

for a large number of samples. I would expect the read datasets to follow a simi-

lar trend, which is likely not observed due to the lower number of samples being

indexed (31 samples for the reads compared to 500 samples for SARS-CoV-2 and

building a phylogenetic tree).

4.3.3 Memory

Figure 4.20 shows the peak memory usage for each of the four separate datasets

over the differing number of samples and divided up into the separate data pro-
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cessing stages. For 8 samples during the Analysis stage, the peak memory is the

largest for the Campylobacter jejuni dataset (10.0 ± 0.3 GB) and smallest for the

Escherichia coli dataset (4.87 ± 0.01 GB). The peak memory for the Analysis

stage for 8 samples here is also the peak memory across all stages. The stage with

the second largest peak memory for 8 samples is the Index stage, with 3.33 ± 0.00

GB for Escherichia coli and 1.09 ± 0.01 GB for Campylobacter jejuni. Similar to

the running time section, Campylobacter jejuni goes from the largest memory us-

age in the Analysis stage to the smallest memory usage for the Index stage while

Escherichia coli moves to the highest spot for the Index stage. This is likely due

to a similar mechanism as for running time, where the greater number of features

for Escherichia coli (Figure 4.19) leads to a greater amount of memory used when

constructing the inverted index.

Similar to the running time scenario, the general order of memory usage among the

three stages appears to be (from highest to lowest): Analysis, Index, and Tree.

For the dataset with the most samples (Listeria monocytogenes with 31 samples)

this would be 9.27± 0.36 GB, 2.54± 0.28 GB, and 0.927± 0.000 GB respectively.

4.3.4 Disk usage

Figure 4.21 shows the disk usage for each of the four separate datasets, divided up

into the Analysis and Index stages. I did not include a separate Tree stage as the

size of each phylogenetic tree (a Newick file) is negligible when compared to the size

of the GDI index (0.004 MB compared to 38.1 MB or 0.01% of the index size for

the case of 31 samples for the Listeria monocytogenes dataset, which would have
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Figure 4.20: The peak memory usage for processing the read data from a set of
four different organisms over a number of sample sizes and when processed using
a maximum of 4 processing cores. Each of the three different figures shows the
peak memory of one of the three different stages of indexing (Analysis, Indexing,
Tree). The x-axis shows the number of genomic samples being indexed, which are
divided up among the four different datasets (one dataset per organism). The peak
memory for indexing data from each dataset is divided into four different sample
sizes: 4, 8, 16, and the full dataset size. The case of Escherichia coli lacks a data
point for 16 samples as there are only 9 samples in this dataset. Each plot shows
the mean peak memory over 3 trials with the confidence interval corresponding to
± one standard deviation from the mean.

the largest phylogenetic tree).

Of the two stages, the Analysis stage takes up by far the largest amount of disk

space (an Analysis size of 6, 970 ± 0.00 MB compared to the Index size of 18.5 ±

0.01 MB for 8 samples of the Campylobacter jejuni dataset). However, the Anal-

ysis stage is temporary, needed only for converting the genomic sequence reads to

genomic features prior to loading into the index. Out of the four datasets, Campy-

lobacter jejuni requires the most amount of disk space for the Analysis stage but

is closer to requiring the least amount of disk space for the Index stage (it requires

the least amount of space for 4 samples, but for ≥ 8 samples the Listeria monocyto-

genes dataset requires the least disk space for the Index stage). This difference in

disk space between the Analysis and Index stages is likely due to the same cause
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Figure 4.21: The total disk usage for processing the read data from a set of four
different organisms over a number of sample sizes and when processed using a max-
imum of 4 processing cores. The two different figures show the disk usage over two
of the indexing stages: Analysis and Indexing. The x-axis shows the number
of genomic samples being indexed, which are divided up among the four different
datasets (one dataset per organism). The disk usage for indexing data from each
dataset is divided into four different sample sizes: 4, 8, 16, and the full dataset size.
The case of Escherichia coli lacks a data point for 16 samples as there are only 9
samples in this dataset. Each plot shows the mean disk usage over 3 trials with the
confidence interval corresponding to ± one standard deviation from the mean (in-
tervals are too small to see).

as described in the running time section—mainly that Campylobacter jejuni con-

sists of the fewest number of features overall across all sample sizes and so the GDI

index is the smallest (Figure 4.19). The dataset with the largest disk usage for the

Index stage is Escherichia coli with 81.5 ± 0.04 MB for 8 samples. This also mir-

rors what is observed in the running time section.

4.3.5 Clustering

Each organism’s dataset is divided into a group of genomes from bacteria con-

firmed to be epidemiologically related alongside a number of outgroup genomes

(Table 4.2). The genomes that are epidemiologically related should be expected

to all cluster together based on shared genomic content as there has not been

enough time for any individual bacterial genome to evolve significantly from the
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others to contribute to a larger genetic distance. This is confirmed by the existing

publication on this data [125], which presents phylogenetic analysis to confirm

that the outbreak-derived genomes all cluster together on a phylogenetic tree (and

form a monophyletic group). I use this existing information to evaluate how well

either the phylogenetic tree-building or kmer clustering mechanisms I included

in GDI perform at clustering related genomes. To measure this, I construct a

tree which clusters the genomes using either a maximum-likelhood (ML) method

(from nucleotide features) or single-linkage method (from kmers). I evaluated each

method based on whether or not it is able to group the outbreak-related isolates

into a monophyletic clade. Results are shown in Table 4.3 with the trees shown in

Figures D.1,D.2,D.3,D.4.

The maximum-likelihood method outperforms the kmer-based method at group-

ing outbreak-related genomes into monophyletic clades, with 4/4 of the organism

datasets grouping outbreak-related genomes into a monophyletic clade for the ML

approach compared to 1/4 for the kmer approach (Table 4.3). This suggests that a

maximum-likelihood approach using nucleotide variants should be preferred when

clustering or performing phylogenetic analysis of closely related genomes. How-

ever, one downside to this approach is that it relies on the choice of a reference

genome with which to align sequence reads (Figure 3.2), and cannot be used to

construct phylogenetic trees for more distantly related genomes (e.g., across dif-

ferent organisms)—at least not without significant modifications, such as aligning

key genes in common among all organisms rather than whole genomes. As these

modifications for constructing maximum-likelihood phylogenies of distantly related
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Number in Monophyletic

Organism Outbreak Outgroup ML Kmer

Campylobacter jejuni 14 8 !

Escherichia coli 3 6 ! !

Listeria monocytogenes 28 3 !

Salmonella enterica 18 5 !

Table 4.3: Ability of a particular clustering method to group outbreak-related iso-
lates into a monophyletic clade.

organisms are not implemented in my software, I do not evaluate them.

To evaluate clustering a more diverse set of organisms, I also tested clustering

genomes using a kmer approach. In this approach, all organisms were grouped into

their own separate clades in the overall tree (Figure 4.22). Hence, while a kmer

approach is not as accurate for closely related genomes (Table 4.3), it can be used

to cluster genomic samples which are more distantly related. This demonstrates

that both a maximum-likelihood and kmer based approach are useful depending on

the level of resolution at which you wish to examine the data.

4.4 Existing software

GDI fits within a collection of other existing bioinformatics software for either in-

dexing genomes by features or storing genomic features or metadata about genomes

in a database. I compare and contrast a collection of this software to GDI (Ta-

ble 4.4). I divide this comparison up along four broad dimensions: Usage, Index-
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Figure 4.22: The kmer-based tree clustering genomes across four different organ-
isms (shown in the legend at the top). Each branch leading to a leaf in the tree is
coloured by the particular organism the leaf represents. The name of the leaf corre-
sponds to the specific name of the genomic sample followed by the organism.
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ing, Querying, and Clustering and Visualization.

4.4.1 Usage

Usage refers to any aspects related to either a regular user or system administrator

to use or install the software. GDI provides both a command-line interface (CLI)

as well as a Python-based API for using the software (the Interface column in Ta-

ble 4.4). A large collection of other software packages also provide either a CLI or

an API, however some software may also provide a graphical-user interface (GUI)—

in particular: BIGSdb, Enterobase, outbreak.info, covidcg, and NCBI Pathogens.

The GUI in these cases are provided as a website and in each case these software

are available as a central web application for people to submit data to or to query

existing data (the Availability column). All software compared is available for lo-

cal installation except for the NCBI Pathogens project [126], which is only available

as a web application hosted by NCBI (https://www.ncbi.nlm.nih.gov/pathogens,

though certain components of their data analysis pipelines are available to install

locally).

Input refers to the type of genomics data used as input for the software, either

reads (R) or assemblies (A). About half the software can support both reads

and assemblies (GDI, BIGSI, COBS, BCFTools). BCFTools differs slightly from

the others as it does not directly take as input reads or assemblies, but it can

work with data (a VCF file) generated from either reads or assemblies. BIGSI

accepts reads or assemblies as input, although it requires these data files to be

pre-processed to identify kmers prior to indexing. Enterobase, while it accepts only

https://www.ncbi.nlm.nih.gov/pathogens
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Software Usage1 Indexing2 Querying3 Clustering and Vis.4

Inter.a Avail.b Inputc Multi-

species

Diff.o Feat.d Inc.

add.e

Samp. Feat. Dist. Meta. Unk. Clust. Lin. Vis.

GDI CLI/

API

L RA ! • NGKg ! ! ! ! ! ! ! !

BIGSI [12] CLI/

API

LW RAj ! •• K !

COBS [56] CLI/

API

L RA ! • K !

BCFTools

[99]

CLI/

API

L RAj ! •• N ! ! ! !i

BIGSdb [63] GUI/

API

LW A ! ••• G ! ! ! ! ! !k ! ! !

SnapperDB

[47]

CLI L R ! •• N ! ! ! ! !

Enterobase

[3]

GUI/

API

LW R ! ••• NGl ! ! !l ! ! !k !l ! !

outbreak.info

[49]

GUI/

API

LW A ••• N ! !h ! !

covidcg [48] GUI LW A •• N ! ! ! !m !

NCBI

Pathogens

[126]

GUI W R ! N/A NGKg ! ! ! ! !n ! ! !

Table 4.4: Comparison of different software to GDI.
1 Inter. = Interface, Avail. = Availability, Diff. = Difficulty to install and use local version

2 Feat. = Features, Inc. add. = Incremental addition

3 Samp. = Samples, Feat. = Features, Dist. = Distance, Meta. = Metadata, Unk. = Unknown/missing features

4 Clust. = Clustering of indexed data, Lin. = Assignment of lineages/sequence types, Vis. = Visualization

a CLI = Command-line interface, API = Application programming interface, GUI = Graphical user interface

b W = web application, L = local installation

c R = whole-genome sequence reads, A = genome assembly

d N = nucleotide, G = gene (multi-locus sequence typing), K = Kmer

e Incremental addition refers to incrementally adding new genomes to the same index/database.

f Multiple species refers to indexing multiple different species within the same index/database.

g Here, K means support for clustering using kmers and not querying for individual kmers.

h Here, querying by feature produces only summary information.

i VCF files can be filtered to mark low-quality variant calls, which could indicate missing regions.

j Reads and assemblies require pre-processing with external software.

k Unknown/missing data is handled via methods such as partial matches or excluding missing data for pairwise distances.

l N is for nucleotide-level features (SNPs), which are used primarily for clustering and only limited support is provided for querying.

m Clustering here is only for building a tree of lineages, not individual genomes.

n Some support for representing partial matches of genes (for antimicrobial resistance).

o Difficulty ranking: •= low, ••= medium, •••= high
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reads as input, will perform a de novo assembly on these reads using a standardized

pipeline prior to processing the data. The rest of the software operates on either

reads or assemblies, but not both.

Multi-species refers to the ability for the indexing and querying components to

operate on multiple different organism species. Some software (outbreak.info and

covidcg) only work for a particular type of organism (SARS-CoV-2). The rest of

the software, including GDI, is not specific to any particular organism and can

store and process a wide variety of WGS data.

Finally, another way to compare each software is how difficult or easy it is to install

and use a local version (Difficulty to install/use). The provided results in Ta-

ble 4.4 are based on how many steps are required for installing the software, how

detailed the documentation is, or how much additional external software is required

(such as relational database management software). The easiest to install and use

includes GDI and COBS, which have minimal external dependencies and can di-

rectly take as input sequence reads or assemblies from a command-line interface.

The medium level of difficulty includes: BIGSI, BCFTools, SnapperDB, and covidcg.

These each require some additional dependencies to be installed (web servers or

external database management software) or require pre-processing of input data

prior to loading the data. The most complex software is BIGSdb, Enterobase, and

outbreak.info, all of which have a more complicated installation process such as cre-

ating and modifying configuration files and setting up database management soft-

ware. Finally, NCBI Pathogens is not available to install locally and so it cannot be

ranked according to this category.
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Notably, there is no simple way to rank difficulty-to-use as it depends on the use

cases for the software. I chose to rank according to the difficulty to install locally,

but if instead I chose to rank according to the difficulty to use the publicly avail-

able web applications, then any software which provides a web application (e.g.,

NCBI Pathogens, BIGSdb, outbreak.info) would outrank any other software package

(including GDI, which has no public website with data available).

4.4.2 Indexing

Indexing refers to any aspect related to breaking up genomes into features and stor-

ing these features in some data structure to provide either querying functionality

or to cluster genomes based on shared features. The Features column (Table 4.4)

contains three different categories of features being compared: nucleotide (N), gene

(G), or kmers (K). Both GDI and the NCBI Pathogens pipeline are able to sup-

port indexing by all three features, though with the caveat that kmer-based in-

dexing does not record all kmers in a genome and is primarily used for clustering

genomes. Both BIGSI and COBS index based on kmers and—unlike GDI or NCBI

Pathogens—they record information about all kmers and provide support for query-

ing using all these kmers. Enterobase supports indexing by two features (nucleotide

and genes/MLST), but with the caveat that nucleotide-level features are primar-

ily used to construct a phylogenetic tree rather than being recorded in an index for

later querying. All other software supports indexing by only one type of feature. In

particular, BCFTools is a suite of command-line software which is focused on nu-

cleotide variants only and can construct indexes of these variants for faster querying
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as well as set operations on nucleotide variants across samples. BCFTools itself is

used as part of the GDI software to initially construct sets of nucleotide features

from genomes.

Incremental addition refers to the ability to add new genomes into an existing

index without having to re-construct the entire index. GDI supports this feature

along with most other software. The exception is BIGSI and COBS, which both

operate on kmers and require reconstructing an entire index if you want to add new

genomes into it.

4.4.3 Querying

Querying refers to any operation where you input a request for data and a collec-

tion of results are returned. There are a number of different data types by which

you can query within these software. Querying by Samples will provide a way to

search for information related to a particular sample or set of samples. Most soft-

ware supports this query method except for BIGSI and COBS (which are primar-

ily intended to query by a kmer or collection of kmers in a sequence). The other

type of software which does not support this feature is outbreak.info and covidcg,

which are intended more to provide summary statistics of the worldwide collection

of SARS-CoV-2 genomes rather than searching for individual genomes.

Alternatively, you can query by Features, which will return results of all genomic

samples which contain a particular feature. Most software supports this method of

querying except for SnapperDB (which is used more for clustering and assigning

SNP types to genomes) and NCBI Pathogens (used more for clustering collections
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of genomes and assigning SNP or kmer types).

Querying by Distance refers to the ability to search for genomes within some par-

ticular distance of each other. Only about half the software compared here provides

support for this method of querying. Software that does not support this feature

includes BIGSI and COBS (used mainly for querying by genes or small sequences),

BCFTools (a tool suite more for manipulating collections of nucleotide variants),

outbreak.info, and covidcg (used more for showing summary information of collec-

tions of SARS-CoV-2 genomes).

Querying by Metadata refers to the ability to select genomes based on associated

metadata (such as collection dates, externally assigned lineages/sequence types, or

other information). Only about half the software provides support for this method

of querying.

Support for Unknown (or missing) features while querying refers to the ability

to differentiate genomes which lack a particular feature compared to those where

data is missing (so it is uncertain if they have the feature not). GDI supports this,

alongside about half the other software. However, all the other software that sup-

ports this come with caveats or have differences compared to how GDI handles this

situation. GDI uses a three-valued logic system (Section 3.3.1) to represent cases

where it is True that a genome has a feature, False that it has the feature, or Un-

known if it has a feature or not. No other software supports such a three-valued

logic system, and instead uses other methods to handle missing or unknown fea-

tures. With BCFTools, there is a way to represent missing data by marking partic-

ular entries in a VCF file as failing to pass particular filters (whether they are nu-
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cleotide variants or reference nucleotides), which would indicate low-quality (miss-

ing) regions on a genome. With BIGSdb and Enterobase—both of which are pri-

marily used for gene-level data—there is support for representing missing data or

partial matches of genes in an MLST scheme. Finally, for NCBI Pathogens, there

is also support for partial matches of genes, primarily when recording antimicrobial

resistance.

4.4.4 Clustering and Visualization

Clustering refers to either clustering genomes by shared features or the assign-

ment of new Lineages of genomes (i.e., assignment of labels to clusters). GDI sup-

ports clustering of genomes—using both kmers and nucleotide features—however it

does not support assigning lineages/labels to individual clusters. This is the only

feature missing from GDI that other software packages support shown in Table 4.4.

Only about a half of the other software supports clustering: BIGSdb, SnapperDB,

Enterobase, covidcg, and NCBI Pathogens. The software covidcg only partially sup-

ports clustering, which is applied to the SARS-CoV-2 lineages (using CoVizu [127])

instead of individual genomes. Slightly less than half of the surveyed software sup-

ports the assignment of new lineages, which includes all software that supports

clustering except for covidcg (and GDI ).

Visualization refers to built-in support for visualizing collections of genomes, ei-

ther through dendrograms or other visualization techniques. GDI supports visual-

ization (both as dendrograms as well as support to easily work with data through

existing packages like matplotlib). Both covidcg and outbreak.info provide a lot of
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different visualization methods to summarize SARS-CoV-2 genomic data. BIGSdb

and Enterobase provide visualization of bacterial gene-level (MLST) data. Finally,

NCBI Pathogens provides visualization of a number of bacterial pathogen genomic

data, including an integrated web-based phylogenetic tree viewer.
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Discussion

With the increasing relevance on whole-genome sequencing of microbial genomes for

infectious disease surveillance there is a need for innovative methods for the man-

agement and analysis of large collections of these genomes. The most relevant ex-

ample is the COVID-19 pandemic, which has lead to the generation of millions of

SARS-CoV-2 viral genomes and development of highly specialized resources to in-

vestigate this data [48; 49; 3]. While a large collection of software exists to handle

this data (Table 4.4), there are still a number of challenges for the large-scale appli-

cation of microbial genomics to infectious disease surveillance.

I developed the Genomics Data Index (GDI) to help address some of these

challenges by providing components for pre-processing, indexing, querying, clus-

tering, and visualization of genomes. Chapter 1 described in detail some of these

challenges and Chapter 2 described existing solutions and background concepts.

Next I described how I address these challenges with the design of my software

(Chapter 3). I then evaluated the performance of GDI (Chapter 4) using three sep-

146
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arate datasets: a simulated dataset, a collection of SARS-CoV-2 genomes, and a

collection of WGS reads derived from four different bacterial organisms. I included

a fourth method of evaluation where I compared GDI to existing software for in-

fectious disease data analysis. I now turn to a discussion of the implications of my

evaluation and I present some cases where I have applied GDI to the task of study-

ing SARS-CoV-2.

5.1 Evaluation

5.1.1 Data simulation

I have evaluated GDI using simulated data to assess the capability of identifying

nucleotide-level variants and using these variants to construct phylogenetic trees. I

used a simulated reference genome (consisting of two sequences 10,843 bp and 8,865

bp long, respectively) and simulated a set of 59 genomes such that substitutions

and indels match the topology of a reference phylogenetic tree. This data was then

indexed by my software under a number of different scenarios: 1) fixing the tran-

sition and transversion rate and adjusting the sequence coverage for the reads and

2) fixing the coverage and adjusting the transition rate. In each of these scenarios,

I ran my data analysis pipeline and indexing stage (stage 1 and 2 in Figure 3.1) on

both the simulated FASTA files with nucleotide variants (the idealized or perfect

assemblies scenario) and the simulated reads from these FASTA files (the reads sce-

nario).

I found that for sequence reads, the sequencing depth of coverage can have a large



148 Chapter 5: Discussion

impact on the amount of nucleotide variants detected, with a sensitivity of 0.025

for 5X coverage compared to 0.851 for 20X coverage (Figure 4.2). However, this

quickly plateaus with less gain in sensitivity as coverage increases (0.886 for 50X

compared to 0.851 for 20X). As the value of 20X is twice that of the minimum read

coverage of the data analysis pipeline for identifying nucleotide variants (minimum

coverage of 10X), it is recommended to verify that WGS reads are at least twice

this minimum coverage value to avoid large numbers of false negatives.

Indexing genome assemblies is not impacted by read coverage since there are no

reads being used as input. However, when varying the amount of sequence diver-

gence, I found that my indexing system is capable of identifying more true posi-

tive and less false positive nucleotide variants for assemblies when the substitution

divergence is low to moderate (up to 6.77%), which is reflected in the greater F1

score values (F1 score of 0.973 for assemblies compared to 0.736 for reads at 6.77%,

see Figure 4.5). However, I did find that for high sequence divergences (greater

than 6.77%), GDI was incapable of identifying most true positives using genome

assemblies, which is reflected in the large drop in F1 scores (0.0323 for assemblies

compared to 0.608 for reads at 10.4%, see Figure 4.5). For reads, the drop in F1

scores is much more gradual as the substitution divergence increases (Figure 4.5).

This was also reflected in the increase in tree distances for assemblies (or failure to

build beyond a divergence of 4.20%, see Figure 4.6). Some additional investigation

revealed that the large drop in assembly sensitivity is possibly caused by param-

eters to the minimap2 software (the -x asm5 parameter), which may need to be

adjusted as the diversity of the genomic data increases.
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Overall, this suggests that for very closely related organisms or where a high pre-

cision and sensitivity is important, it would be recommended to process genome

assemblies for best results. In particular, I note that the assemblies scenario re-

sulted in 0 false positives no matter how high the divergence was between simulated

genomes (Figure 4.4). However, this should be interpreted with caution as these as-

sembly test cases were an idealized or perfect scenario, where there is no missing

data or errors introduced due to the de novo assembly process. Alternatively, in-

dexing using reads would be recommended as a general-purpose type of input data

as the sensitivity and precision are less susceptible to specific parameter settings

in the underlying software. However, I give this recommendation with the caveat

that this is based on a test of a very small genome (∼ 20 kb) and bacterial-sized

genomes (millions of bp) may show different results.

5.1.2 SARS-CoV-2 data analysis

I evaluated GDI using a set of real-world SARS-CoV-2 genomes available in public

archives. I divided up a set of SARS-CoV-2 genomes into subsets of 10, 20, 50, 100,

200, 500, 1,000, 2,000, 5,000, 10,000, and 20,000. Each of these subsets were pro-

cessed through the GDI data analysis pipeline and indexing system (Data analy-

sis and Indexing in Figure 3.1, referred to as Analysis and Index in the evalua-

tion). For subsets of 500 or fewer genomes I also built a maximum-likelihood phy-

logenetic tree (Clustering/phylogenetics in Figure 3.1, referred to as Tree in

the evaluation). I measured the run time, peak memory, and disk usage of all three

of these stages. I next measured the run time and peak memory for querying the
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index using the query API and CLI. Finally, I examined how well the constructed

phylogenetic tree for 500 genomes matched pre-existing classes of genomes (Pan-

golin lineages of SARS-CoV-2) by using the scoring system implemented in GDI

(described in Section 3.4.4).

Analysis, indexing, and building a tree

I found that when it comes pre-processing and indexing genomes, building a phylo-

genetic tree of all genomes takes up an increasing proportion of the time of the full

data analysis process (97% of the time for 500 genomes, see Figure 4.7). This sug-

gests that building a tree should be performed with a bit more thought as to when

it is really necessary, perhaps only for smaller datasets. However, this was per-

formed with only one software package (iqtree [17]) and a fixed evolutionary model.

There is potential that some fine-tuning of the evolutionary model and other pa-

rameters of the phylogenetic software could significantly speed up tree-building.

Additionally, constructing a phylogenetic tree is not necessary to query the tree

with GDI, as externally generated trees can be combined with an existing index

instead of an internally constructed tree (using the query.join_tree() method in

the GDI Python API).

The stage that took the largest amount of memory was the Index stage (Fig-

ure 4.8). There was an interesting trend that was detected, where a large spike in

memory was found at a particular number of samples (from 2,000 to 5,000 sam-

ples). This was found to correspond to the batch size for loading genomes into the

index (Figure 4.9). Increasing the batch size from 2,000 to 10,000 genomes delayed
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this large spike in memory usage. I included this batch size parameter since, while

testing, I found that indexing larger datasets (tens of thousands of genomes) would

overwhelm the amount of memory in the machine I was using. The capability

to limit the number of genomes to index at any given time fixes this issue, but

introduces some different issues, such as how to best set the batch size to optimize

performance. Optimizing the batch-processing to use less memory would likely

require some additional work.

Querying

I investigated the performance of querying using both the GDI Python API and

the CLI. For the API, the query operations have a large range in their evaluated

running time—from fractions of a millisecond to half a minute (Figure 4.11). Two

of the operations that increase at a large rate are q.features_summary() (reach-

ing 1.3 seconds for 20,000 samples) and q.features_comparison() (reaching

36 seconds for 20,000 samples). Both of these operations involve summarizing all

genomic features in the index, which fits with the trend of increasing running time

as more samples (and features) are added to the index. Other operations (e.g.,

q.hasa() ) increase at a much more moderate rate (reaching 0.18 seconds for

20,000 samples, Figure 4.11). This has implications when working with large-scale

data in an interactive environment (e.g., Jupyter), where individual query opera-

tions (like q.hasa() ) may remain very quick while data summary operations (like

q.features_comparison() ) may start to take a significant enough time that their

results may have to be pre-computed and cached.
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One noticeable difference between the API and the CLI is that querying in the CLI

has an overhead of a few seconds, likely due to starting up Python and loading the

GDI application (Figure 4.15). This renders some query operations significantly

slower with the CLI (∼20X slower for the CLI for q.hasa() ). It could be bene-

ficial to further investigate how to speed up the CLI. However, the Python API is

designed to integrate with other Python-backed statistical analysis and visualiza-

tion packages (pandas [22] or the ETEToolkit [21]) to aid in moving from simple

queries to a final figure or table in the same environment. Hence, for optimal per-

formance when performing repeated queries, it would be recommended to work di-

rectly with the Python API as opposed to something like the CLI within a Bash

script.

Clustering

I also examined the capability of a maximum-likelihood tree to group genomes into

monophyletic groups that corresponded to pre-existing lineages. This was measured

using a tree-to-cluster scoring system I implemented as part of GDI (described in

Section 3.4.4). I found that the maximum-likelihood trees constructed using GDI

grouped genomes into clades that correspond to SARS-CoV-2 lineages just as well

as the existing Augur pipeline [3] (Figure 4.17). However, the kmer-based single-

linkage clustering methods were not able to cluster genomes into clades (when in-

terpreting the hierarchical clustering tree as a phylogenetic tree) nearly as well, re-

gardless of the kmer-size (k ∈ {31, 51, 71}). This suggests that kmer-based cluster-

ing is not appropriate for very closely related genomes (as is the case with SARS-
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CoV-2 genomes). However, the maximum-likelihood approach implemented in GDI

is just as capable as existing software to construct a phylogenetic tree consistent

with the Pangolin lineage classification scheme.

5.1.3 Read data

I evaluated the data analysis (Analysis), indexing (Index), and phylogeny-

building (Tree or clustering) components of GDI using sequence read data

derived from a previously published dataset intended for benchmarking [125]. This

consisted of 22 Campylobacter jejuni, 9 Escherichia coli, 31 Listeria monocytogenes,

and 23 Salmonella enterica genomes. I subsampled these datasets and ran these

genomes through the data analysis, indexing, and clustering stages. I measured

the running time, memory, and disk usage of processing the data with GDI. The

kmer and maximum-likelihood trees were compared with respect to how well they

were able to group genomes at the organism level as well as at the pre-established

division of genomes into outbreak and outgroup categories for each organism.

Analysis and indexing

Similar to the SARS-CoV-2 assemblies dataset, I found the data analysis stage,

where I identify nucleotide variants, to occupy the majority of the overall process-

ing time (the Analysis takes up 97% of the Total time for 8 samples of Campy-

lobacter jejuni, Figure 4.18). However, there was a large amount of variability with

regards to the running time among the different organisms and across different pro-

cessing stages. For the Analysis stage, I found Campylobacter jejuni to take the
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longest time, but for the Index stage I found Escherichia coli to require the most

amount of time. This trend was repeated for the peak memory and the total disk

usage. By examining the relationship between the number of samples and number

of features (Figure 4.19) I was able to determine that the large running time for

Campylobacter jejuni for the Index stage is likely due to the larger number of nu-

cleotide variants (features) per sample. Hence, the relationship between running

time and the particular data being indexed is a bit complicated. Isolating the spe-

cific relationships would likely require testing different datasets from a variety of

organisms.

Tree or clustering

I examined how well GDI is able to cluster genomes using both the kmer-based

and the maximum-likelihood approaches. I found that kmer-based approaches are

able to group genomes at a higher taxonomic rank (such as the species level, Fig-

ure 4.22). However, for use cases where there are more closely related genomes, the

kmer-based approach is unable to classify genomes appropriately (Table 4.3). This

means that while kmer-based approaches have their uses for a higher-level overview

of a large number of genomes, they are not an appropriate method for identifying

which genomes are part of, or outside of, an infectious disease outbreak based on

only a small number of nucleotide variants. In this case, a maximum-likelihood ap-

proach would be recommended.
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5.2 Applications

The ongoing COVID-19 pandemic has provided a unique set of problems to at-

tempt to address, as well as a large collection of real-world data to help test out

GDI. During the pandemic, I used the challenges faced by others at processing this

data as guidance on how to structure GDI and the sort of commands I should pro-

vide. Some examples include providing analysis pipelines which can support SARS-

CoV-2 genomes, providing support for querying by the amino-acid change result-

ing from a nucleotide variant, supporting missing data, as well as supporting a

phylogenetic-based visualization system for viewing nucleotide variants alongside

a tree. Each of these features was inspired by challenges faced by myself or others

when trying to make sense of the growing collection of SARS-CoV-2 genomes. Solv-

ing these challenges has provided opportunities to apply GDI to help make sense of

the data being gathered throughout this pandemic. Here, I present two cases where

I have applied GDI to COVID-19 data.

5.2.1 The SARS-CoV-2 Delta variant in Canada

The Delta variant of SARS-CoV-2 was first listed as a variant of concern by the

World Health Organization on May 11, 2021 [7]. This variant quickly took hold

worldwide and become the dominant variant. This includes within Canada, where

the Delta variant was the dominant variant during the Summer and Fall of 2021,

prior to Omicron. The term Delta is assigned by the World Health Organization,

but an alternative name is B.1.617.2, which is assigned in the Pangolin [6] naming

system. B.1.617.2 is also alternatively named AY in this system, with sub-lineages
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being recorded in a dotted-decimal notation (e.g., AY.1, AY.2, ...).

In Canada, two sub-lineages of Delta that were found to be represented in greater

proportions than the rest were AY.25 and AY.27. To better understand the evolu-

tion and spread of these Delta sub-lineages I collaborated with a team of people to

use GDI to investigate the nucleotide variation within AY.25 and AY.27 and visual-

ize the data on a phylogenetic tree [128].

Figure 5.1 and Figure 5.2 show two phylogenetic trees of the AY.25 and AY.27

sub-lineages of the Delta variant respectively, as found in [128]. The phyloge-

netic analysis itself was performed using the Augur pipeline (part of Nextstrain

[3]) along with data of the SARS-CoV-2 virus derived from GISAID [4]. I ran

GDI on the downloaded assemblies of the genomes (using the gdi analysis

command) and joined the constructed index with the phylogenetic tree produced

from Augur alongside metadata provided by GISAID listing the dates and loca-

tions of each genome. These were combined together into the final figures shown

using the GDI Python-based API. These figures provide a visual representation

(as a heatmap) of which nucleotide variants are associated with which SARS-

CoV-2 genomes. The figures, alongside associated data analysis, were then used

to identify a new sub-lineage of the Delta variant of SARS-CoV-2 (AY.25.1,

https://github.com/cov-lineages/pango-designation/issues/313). Doc-

umentation and Jupyter notebooks showing all the code used to construct these

figures is available on GitHub (https://github.com/phac-nml/ay25ay27).

https://github.com/cov-lineages/pango-designation/issues/313
https://github.com/phac-nml/ay25ay27
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Figure 5.1: Phylogenetic tree of the AY.25 lineage of the Delta variant of SARS-
CoV-2 from [128] and visualized using GDI. The inner track shows a time-scaled
dendrogram representing the inferred ancestry of a collection of SARS-CoV-2
viruses. The next track indicates whether a particular virus was sampled in Canada
(dark gray) or outside of Canada (light-gray) or is not AY.25 (white). The next
tracks indicate whether a nucleotide variant is present (coloured), absent (trans-
parent), or missing/unknown (black), with the particular variants listed in the
Legend.

5.2.2 The SARS-CoV-2 Omicron variant

The Omicron variant of SARS-CoV-2 was named and defined as a variant of

concern by the World Health Organization on November 26, 2021, after having

been first detected only a few days prior [9]. One of the unique aspects of Omi-

cron was the large number differences in the genome when compared to any other

SARS-CoV-2 variant. Over the months of November and December 2021, there
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Figure 5.2: Phylogenetic tree of the AY.27 lineage of the Delta variant of SARS-
CoV-2 from [128] and visualized using GDI. The inner track shows a time-scaled
dendrogram representing the inferred ancestry of a collection of SARS-CoV-2
viruses. The next track indicates the location where the particular virus was sam-
pled, either in Canada (coloured by province), outside of Canada (light gray), or
non-AY.27 (white). The next tracks indicate whether a nucleotide variant is present
(coloured), absent (transparent), or missing/unknown (black), with the particular
variants listed in the Legend.

was a large shift worldwide to focusing investigation efforts to Omicron and the

nucleotide variation it contained. One issue with Omicron when compared to other

SARS-CoV-2 variants was the difficulty in sequencing particular regions of the

viral genome, which lead to large amounts of missing data in viral genomes being

uploaded to GISAID. I had already implemented methods to visualize nucleotide

variants on a phylogenetic tree as well as account for missing data on a genome. I
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used GDI to process Omicron genomes of SARS-CoV-2 and visualize these genomes

as a phylogenetic tree alongside nucleotide variants (mutations) unique to Omicron

(Figure 5.3). This helped gain a better understanding of the diversity of nucleotide

variants in Omicron when compared to other SARS-CoV-2 variants-of-concern, as

well as providing insight into the particular regions that were more difficult to se-

quence within Omicron (appearing as "missing" data coloured black in Figure 5.3).

Of particular note is the S:K417N mutation (column 26), for which Canada had

a pre-existing RT-PCR-based diagnostic screen, but was originally thought to be

polymorphic in Omicron and thus not suitable for its detection; however, my anal-

ysis using GDI demonstrated that the apparent polymorphism was due to missing

sequence data, and was indeed suitable for Omicron detection. The screen was thus

deployed in Canada for the detection of Omicron.

5.3 Limitations

5.3.1 Contiguous nucleotide-level variants

One limitation of GDI is related to cases with complicated mixtures of nucleotide-

level variation, such as one variant contained within another variant. As an

example, consider the multiple nucleotide variant AT→GC , which contains both an

A→G and a T→C . In such a situation, you could use GDI to search for genomes

with AT→GC , but not for A→G or T→C individually. This is due to the way

nucleotide-level features are identified and stored in the VCF file format, which

may group contiguous nucleotide variants together into a single entry: AT→GC .
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Figure 5.3: A phylogenetic tree and heatmap of the Omicron variant of SARS-CoV-
2 alongside related genomes. The figure was generated from data on December 8,
2021 and shows a time-scaled dendrogram representing the inferred ancestry of a
collection of SARS-CoV-2 viruses. The left-most portion shows the dendrogron
with a heatmap of nucleotide variants (mutations) shown alongside the dendro-
gram. The presence (coloured), absence (white), and unknown/missing status
(black) for each nucleotide variant is shown in the heatmap. The list of nucleotide
variants is defined as those where ≥ 85% of the selected Omicron genomes either
have the variant or the variant status is unknown.

This is, in part, related to the specific software and data analysis pipeline used to

identify nucleotide variants and construct a VCF file.

This issue is related to issues encountered when constructing inverted indexes of

English text, where a search for a word like "swim" should include both "swim" as

well as variants of the word like "swims", "swimming", or "swam" [8]. One solu-

tion here is to identify the root of the word to index ("swim" for the word "swim-

ming") and index this root alongside the encountered word (e.g., index "swim" and

"swimming"). Then at query time the query term can also be broken down into
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its components and root word to match the different variations (e.g., a query for

"swimming" could match documents containing "swim" or vice versa). This tech-

nique is termed stemming [8] and is used in many information retrieval systems

including major search engines [129; 130]. Stemming could be adapted to solve the

issue with complex or contiguous nucleotide-level variants. These contiguous vari-

ants, like AT→GC , would be split up into their root variants A→G and T→C and

these get indexed alongside the contiguous entry AT→GC .

5.3.2 Matching nucleotide to amino-acid variants

A related issue arises when matching nucleotide-level variants to the amino-acid

level effects they cause within a genome. The current implementation handles this

through the SnpEff software [100], which operates using nucleotide-level variants in

a VCF [75] file. If there are two separate records in a VCF file for variants that af-

fect the same amino acid, then the variation impact, as predicted by SnpEff, will be

incorrect (it will predict the amino-acid level change for each VCF record indepen-

dently and will not merge them together).

As an example, consider a codon change in some DNA sequence, CAT → GAA ,

which corresponds to an amino acid change His → Glu . The nucleotide changes

may be recorded separately in a VCF file as: C → G and T → A . Running

SnpEff on such a VCF file would return the amino acid changes for each nu-

cleotide variant separately: His → Asp ( CAT → GAT ) and His → Gln

( CAT → CAA ). In none of these entries is there listed the correct amino acid

change ( His → Glu ). I have observed this when working with SARS-CoV-2 data,
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which requires corrections to the listed amino-acid changes after using GDI to

produce summaries of the nucleotide-level and amino-acid level changes between

genomes.

One possible solution in this case would be to look for alternative software for vari-

ant effect predictions to take this into account (such as bcftools csq , part of

BCFTools [99]). However, this relates to an additional problem, where I have as-

sumed there is a many-to-one correspondence between a nucleotide-level variant

and an amino-acid change in the GDI data model (many nucleotide variants can

result in the same amino acid change). While this works in many cases, the above

example is a case which breaks this assumption (the same nucleotide variant may

result in different amino acid changes depending on surrounding variation). Hence,

a re-design of the underlying data model for GDI may be required to account for

many-to-many correspondences between nucleotide-level variation and amino-acid

level variation.

5.3.3 Multiple sequence alignment

The method I implement in GDI to construct a multiple sequence alignment for use

in building a maximum-likelihood phylogeny is to first generate the consensus se-

quences for every genome, and then append every consensus sequence together into

a single file. This will construct a valid alignment where each column (site) in the

alignment consists of homologous nucleotides (Section 3.4.1). However, there are

two cases which could cause issues with the alignment: insertions and complex

variants.
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With insertions, the issue is that they could lead to regions in the multiple se-

quence alignment where there are ambiguities. As an example, consider two in-

sertions at the same position (with respect to some reference genome) like the fol-

lowing: Sample 1: reference:5:A:ATA and Sample 2: reference:5:A:AG .

Since the insertions are of different sizes, there is no information above which lets

us know how these two insertions should be aligned with each other. This is shown

in Figure 5.4.A.

With complex (multiple nucleotide) variants, the consensus sequences may

not always correspond to the optimal alignment. Figure 5.4.B shows an example

of such a situation. As this type of situation could occur in the multiple sequence

alignments constructed by GDI, it is possible these could have an impact on the

phylogenies produced from these alignments.

One solution for both of these cases would be to construct a multiple sequence

alignment using software designed for this purpose (such as MAFFT [110]), which

will handle these ambiguities by taking into account all sequences/genomes in the

collection. However, this would also require a greater amount of time to run.
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Figure 5.4: Two issues that could arise from generating a multiple sequence align-
ment (MSA) from consensus sequences to a reference genome. (A) Insertion
limitations. Here, two insertions are depicted with different lengths: Sample 1:
reference:5:A:ATA and Sample 2: reference:5:A:AG . This leads to ambi-
guities in how the insertions should be aligned—shown as Option 1 and Option
2. (B) Complex variant limitations. Here, two complex multiple nucleotide
variants are depicted of equal lengths—Sample 3: reference:2:AGCA:CTGT and
Sample 4: reference:2:AGCA:TCTG . The alignment shown for Option 1 would
be returned by default if it is assumed that the consensus sequences, when con-
catenated, give a good alignment. However, Option 2 shows a different method of
aligning these two genomes in this regions which requires the insertion of gaps - .
Thus, even with complex variants of equal length, the consensus sequences may not
always produce the optimal alignment.

5.3.4 Roaring bitmap limitations

Another limitation is due to the use of Roaring bitmaps [104] to store collections

of genomic sample identifiers rather than relying on tables within a relational

database scheme. Roaring bitmaps were chosen as opposed to linking features to

samples in a relational database table due to the significant reduction in the num-
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ber of rows required for the inverted index (scales according to features as opposed

to samples ∗ features, Section 3.2.2).

However, choosing this method means that some of the built-in mechanisms pro-

vided by many relational database software (such as cascading of queries, transac-

tions, rollbacks, deletions, etc) cannot be used as-is. Hence, at this current moment,

there is the potential for the database to be left in an inconsistent state if GDI was

to crash during the middle of indexing genomes (specifically, you could end up in

a scenario where features from some genomes are not properly added to the table

storing the inverted index even though the samples themselves are recorded in the

database).

An additional limitation comes out of the use of Roaring bitmaps, mainly that they

can only store sets of 32-bit integers. Hence, the maximum number of genomes that

can be stored in a single index is 232 ≈ 4 billion.

Finally, the argument I made for choosing Roaring bitmaps compared to model-

ing feature-sample relations directly in the relational database (Section 3.2.2) does

not account for all the major influential factors. I justified the choice of Roaring

bitmaps since it dramatically reduces the number of rows required for storing the

inverted index (from tens of billions to tens of thousands for SARS-CoV-2). How-

ever, reducing the number of rows falls under the larger goal of faster query times

for the inverted index. The query time can be impacted by factors other than the

number of rows, such as the number of sample identifiers in a Roaring bitmap, the

number of samples in a Samples table in the relational database, and the amount of

time for join operations between identifiers in a Roaring bitmap and sample names
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in the relational database. Properly accounting for the resource usage of all these

factors could influence the justification for the use of Roaring bitmaps. In the fu-

ture, additional work could be done to account for all of these factors, or to per-

form empirical experiments to measure resource usage in different scenarios to aid

in future design decisions.

5.3.5 Gene-level clustering

While GDI supports clustering for both nucleotide variant and kmer features, it

lacks the support for clustering using gene-level (MLST) features. This functional-

ity could be provided by clustering gene-level data using a mechanism similar to

that of kmers (computing pairwise distances based on gene-allele pairs and per-

forming hierarchical clustering). Additionally, inspiration could be drawn from the

hierarchical clustering (HierCC) defined in Enterobase [65], which clusters genomes

at multiple distance thresholds. Providing support for clustering by genes as part

of GDI would complete one of the most notable elements of GDI that is currently

lacking when working with genomic features.

5.3.6 Reference genome mismatches for the data simulation

evaluations

In Section 4.1, I evaluated GDI using data simulations of nucleotide variation and

sequence reads constructed according to the structure of an initial phylogenetic tree

used as input to the software Jackalope [116]. I simulated nucleotide variants by

making use of a simulated reference genome (consisting of two sequences with a
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combined length of approximately 20 kbp). However, the initial input phylogenetic

tree includes a leaf which represents another reference genome, which was used pre-

viously to construct this tree. I will refer to these as the simulation reference

and tree reference respectively (Figure 5.5).
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Tree reference

Simulation 
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(root)

Figure 5.5: Two different reference genomes in the data simulation evaluations are
labeled in the initial input phylogeny to Jackalope [116]. The tree reference is the
reference genome that was included as part of the phylogenetic tree used to sim-
ulate nucleotide variants. The simulation reference is the location on the tree
where the simulated reference genome used as input to Jackalope would be placed
(the root of the tree). This shows that there is a small distance between the simula-
tion reference and the tree reference.

During the data evaluation, I identified nucleotide variants with respect to the sim-

ulated reference genome, which makes it easier to compare variants I detect in GDI

to those simulated by Jackalope. I removed the reads simulated from the tree ref-
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erence genome from the final set of results. However, when comparing the two phy-

logenetic trees together using Robinson-Foulds and Kendall-Colijn distances, I am

comparing the tree reference in the initial input phylogeny with the simulation

reference in the constructed phylogeny. These two reference genomes are not iden-

tical, and I hypothesize that this leads to an increased distance between the ini-

tial phylogenetic tree used for simulation and the constructed trees from GDI (Fig-

ure 5.6).

Portion of initial input 
phylogeny

Portion of GDI-constructed 
phylogeny

Tree reference Simulation reference

Figure 5.6: This shows the resulting difference in the branch lengths leading to
the reference leaf for the initial input phylogeny for Jackalope (left) and the GDI-
constructed phylogeny (right, constructed from the scenario of a read coverage of 20
and transition rate of 0.2). I hypothesize that this is a consequence of a mismatch
in the particular reference genome I use for comparing phylogenies (the tree refer-
ence and the simulation reference). This figure is a portion of the phylogenetic
tree comparison depicted in the appendix (Figure B.3).

While a mismatch between the reference genomes being compared in both scenarios

affects the resulting trees, the reference mismatch impacts only one of the 60 leaves

in each tree, and the mismatch occurs consistently for all evaluation scenarios. Ad-
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ditionally, since the Robinson-Foulds distance metric only compares the topology

of trees [121] and since the topology appears unaffected by the mismatch in refer-

ence genomes (Figure 5.6 and Figure B.3), I conclude that the Robinson-Foulds dis-

tances are likely unaffected by the reference mismatch. The Kendall-Colijn metric

[123] does incorporate branch lengths into its distance calculations, hence this mea-

sure may be affected by the reference mismatch. However, for the Kendall-Colijn

distances, I have set λ = 0.5, which means both branch lengths and topology con-

tribute equally to the distance calculations. Hence, due to all of these reasons, I

conclude that it is still appropriate to perform relative comparisons of distances be-

tween trees with each other (as presented in Figure 4.3 and Figure 4.6). However,

these distance measures could be improved by either directly comparing the tree

reference with the one produced by Jackalope (that I removed prior to loading the

data in GDI), or by removing the reference genome leaf from both trees altogether.

5.3.7 Uncontrolled variables for read data evaluation

In Section 4.3, I evaluated GDI by using real-world WGS data from four different

organisms. I measured resource usage for indexing differing amounts of samples

across all four organisms (such as run time presented in Figure 4.18 or peak mem-

ory usage presented in Figure 4.20). However, disentangling the influence of differ-

ent variables on resource usage (e.g., reference genome length, organism, number of

features) proved challenging. This lead to an inability to properly explain the influ-

ence of all these variables on resource usage.

A better approach would have been to make use of simulated data, which would
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have provided an opportunity to better control and isolate the influence of each of

these variables. This would have been similar to the initial set of data simulations I

performed for evaluation (Section 4.1) and thus a better choice for read data eval-

uation may have been to expand this section with additional data to test different

scenarios (such as the influence of reference genome length, or number of samples).

5.4 Future work

Some of the limitations discussed previously highlight different opportunities for fu-

ture work on improving GDI. This includes better support for querying overlapping

nucleotide variants and matching nucleotide variants to amino acids. A number of

other possible directions would include the following.

5.4.1 Index tools

This would consist of a suite of command-line tools (or a Python API) for working

with individual indexes. This could include commands to merge two indexes to-

gether, split indexes apart (perhaps by organism). Or a package command to

construct an archive (e.g,. a zip file) of a genomics index for re-distribution. These

commands would be useful in situations where multiple indexes were constructed

separately and now there is a desire to join them together (or the opposite, perhaps

split one large index apart into multiple smaller ones to improve speed).
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5.4.2 Development of a web application

Web interface

Additionally, another area of improvement would be to develop a web-based in-

terface for interacting with and visualizing the data stored in GDI. This interface

could be used both for locally processed data or it could be deployed as a pub-

licly available web-application for specific datasets to provide a method to explore

the data and query for specific subsets of the data to visualize clusters and sum-

mary statistics. One possible dataset could be SARS-CoV-2, which is readily avail-

able and could be compared to existing applications for summarizing this data

[49; 48; 3]. However, the benefit here is that the web application could be expanded

to include data from a variety of organisms as it is not limited to SARS-CoV-2.

Initial work on developing a web application has already been performed by Kimia

Shadkami as part of her studies at the University of Manitoba. Kimia developed

the code to integrate GDI’s Python-based API into a web application using Flask

(https://palletsprojects.com/p/flask/) and D3 (https://d3js.org/) and has

made the code available on GitHub (https://github.com/kimiashadkami/UI-

for-a-Microbial-Genomics-Database). This web application loads data from

an existing genomics index and provides an interface to query for specific features

and visualizing summary statistics of the set of samples containing those features.

This application could be extended to provide additional querying and visualiza-

tion capabilities, or even provide the capability to upload and index data through a

web-based interface.

https://palletsprojects.com/p/flask/
https://d3js.org/
https://github.com/kimiashadkami/UI-for-a-Microbial-Genomics-Database
https://github.com/kimiashadkami/UI-for-a-Microbial-Genomics-Database


Chapter 5: Discussion 173

Web API

Additionally, a web-based API could be constructed as an additional interface

alongside the Python API and CLI. This would primarily be targeted at developers

who wish to interact with GDI to execute queries. This would provide a mechanism

to integrate GDI into other applications by only operating at the level of this web-

based API, which could provide a mechanism for remote users to integrate data

indexed by GDI into their local software without having to use the Python API or

CLI.

As an example, the software IRIDA [131] provides a web-based platform for the

storage, management, and analysis of microbial WGS data. A web-based API

for GDI could provide the capability to both load WGS data stored by IRIDA

into GDI as well as execute queries on this data in GDI and display the results

in IRIDA—all without having to adapt the Python-based API of GDI to the

Java-based IRIDA application. One possible method for implementing this would

be to make use of the BioThings SDK (https://biothings.io/) to construct a

web-based API for accessing data stored in GDI.

5.4.3 Sequence typing and classification

One large feature lacking from GDI, but found in some other similar software, is

the ability to assign sequence types (lineages) to a collection of genomic samples

(the Lin. column in Table 4.4). When the sequence types are defined ahead of time

(and used to train a classifier) then this would be a form of classification since the

goal is to group the genomes into particular sequence types (i.e., classes; see Sec-

https://biothings.io/
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tion 2.1.4).

Given the capability of GDI to join together different kinds of features alongside

different sorts of data related to genomes (such as phylogenetic trees or metadata,

Figure 3.5), this could be implemented as a type of query within the GDI Python

API, which returns a set of genomes that are part of a particular sequence type.

In fact, under this system, a sequence type could be defined as some named

combination of queries. This could all be encapsulated into an abstract class,

SequenceTyper , which maps the sequence type to the queries defining it. The

SequenceTyper class could have concrete implementations depending on the

typing (i.e., classification) system used. This would provide a common API for

implementing different types of classification systems that could use any number of

combinations of genomic features (nucleotide variants, kmers, genes) or could be

based on phylogenetic trees or metadata that is attached to a query.

Listing 5.1 shows an example implementation of this SequenceTyper class and

how it would be used. It shows how to select only a particular set of genomes be-

longing to a single sequence type, but this could be extended to also return a collec-

tion of queries associated with each defined sequence type. Or, alternatively, to re-

turn a table that matches each genomic sample with the associated sequence type.

I had already begun work on such a system, which makes use of the Scorpio [132]

method for classifying SARS-CoV-2 genomes according to the presence or absence

of collections of nucleotide variants. The SARS-CoV-2 typer is implemented as a

class in Python, ExperimentalSARSCov2ConstellationsTyper , and works similar

to the code in Listing 5.1. However, this implementation was never completed and
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Listing 5.1 An example of sequence typing implemented as a combination of

queries

1 # Extends abstract class SequenceTyper
2 class MySequenceTyper(SequenceTyper):
3

4 # The sequence typing method which classifies genomes selected by
5 # the input "query" to a particular type "name" (by executing
6 # a series of sub-queries)
7 def isa_type(self, name: str, query: SamplesQuery) -> SamplesQuery:
8 if name == "type1":
9 # "type1" is shorthand for the below set of queries
10 return query.hasa("mlst:ecoli:adk:100") & query.hasa("ref:20:A:T")
11 elif name == "type2":
12 # "type2" is shorthand for the below set of queries
13 return query.hasa("mlst:ecoli:adk:5")
14

15 # Create a new instance of the above defined MySequenceTyper
16 typer = MySequenceTyper()
17

18 # Assume query is some defined query selecting some genomes in an index
19 query
20

21 # query1 is a query that selects all genomes in the database
22 # that are of type "type1" according to the sequence typing implementation
23 query1 = typer.isa_typer("type1", query)
24

25 # query2 is a query that selects all genomes in the database
26 # that are of type "type2" according to the sequence typing implementation
27 query2 = typer.isa_typer("type2", query)

is left for future work.



Chapter 6

Conclusion

Microbial whole-genome sequencing has been increasingly used as a key part of rou-

tine surveillance of infectious diseases or outbreak investigations. WGS provides a

wealth of information over previous techniques, down to individual nucleotide vari-

ants within the microbes causing an illness. This information can be used to track

the spread of diseases and cluster microbial genomes based evolutionary distances.

However, managing and interpreting the large amount of data generated from WGS

experiments introduces unique challenges, which I introduced in Chapter 1.

One challenge is large-scale data analysis—with worldwide collections of microbial

genomes already reaching millions of individuals. This data is continually being

produced and uploaded to archives, which requires methods to dynamically pro-

cess and integrate this data into existing reporting systems. Another challenge is

the identification and interpretation of collections of genomes across a variety of

feature-types—from individual nucleotide variants to collections of genes. Analy-

sis methods also need to account for missing information—caused by poor-quality

176
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sequencing data, leading to uncertainty about the exact genetic content. The ge-

nomics data also needs to be integrated with epidemiological metadata or exter-

nally provided information in order to properly interpret the results and identify

clusters of related microbes.

In Chapter 3, I presented my solution—the Genomics Data Index (GDI)—to ad-

dress these challenges by drawing on inspiration from the fields of information re-

trieval and microbial genomics introduced in Chapter 2. I divided this software up

into a number of components: (1) data analysis to break apart microbial WGS

into a variety of genomic features; (2) indexing to construct an inverted index of

genomic features; (3) querying to provide a mechanism to search for and select

subsets of genomes; (4) clustering to group genomes into clusters based on shared

features; and (5) visualization to provide built-in capability to visualize large col-

lections of genomes. I provided both a command-line interface and a Python API

for constructing and querying genomics indexes.

In Chapter 4, I evaluated this software using three datasets. I simulated a set of

genomes and show that GDI is capable of accurately detecting nucleotide variants

and clustering genomes over a wide range of input data types and divergences. I

next used a real-world dataset of SARS-CoV-2 genomes, where I measured the rela-

tionship between the number of samples indexed and the run time, memory usage,

and disk usage. I also compared clustering using both kmers and nucleotide vari-

ants and demonstrated that nucleotide variant clustering is the method which is

most accurately able to group together genomes with their assigned lineages. I next

evaluated the software using a collection of WGS read data from four different bac-
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terial species. I evaluated differences in run time, memory, and disk usage across

all four species. I also clustered the bacterial species using both kmers and nu-

cleotide variants and demonstrated that kmer-clustering is able to group the bacte-

ria by species, but is unable to differentiate between closely related bacteria within

a species, whereas a maximum-likelihood approach is better suited to the task. Fi-

nally, I compared and contrasted my software to other existing software packages.

In Chapter 5, I examined the limitations of GDI and provided recommendations

for the best ways to process different types of data. I also presented two different

applications of this software to investigate viral variants from the COVID-19 pan-

demic. These included an analysis of the SARS-CoV-2 Delta variant in Canada

during 2021 and an examination of the unique nucleotide variants in the SARS-

CoV-2 Omicron variant.

Through both the evaluations and applications of GDI, I have shown the utility

of an indexing system which can process and store features derived from WGS

data for multiple different microbial species. I believe this software will be of great

benefit to the larger scientific community for storing and processing microbial

genomes and linking genomic data to contextual metadata to aid in infectious dis-

ease surveillance. This form of data analysis has become a routine part of infectious

disease monitoring during the COVID-19 pandemic and will continue to increase in

importance in the future.
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Software design
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Figure A.1: A Directed Acyclic Graph (DAG) of the GDI analysis pipeline on
three different samples: SampleA-single, SampleA-paired, and SampleA-
assembly. This shows the dependencies among different stages of the analysis
pipeline, which is used by Snakemake [90] to schedule jobs either sequentially
(those stages on the same path in the graph) or in parallel (those stages on par-
allel paths in the graph). The final stage gdi_input_fofn is used to gather all
the required files by GDI for the indexing stage (i.e., VCF, BED, and sourmash
sketches) into a single tab-delimited file of file-paths. This figure was constructed
using the snakemake --dag | dot -Tpdf command as described in the Snake-
make documentation.
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Figure A.2: An entity-relations diagram for the Genomics Data Index relational
database. The diagram was generated using ERAlchemy version 1.2.10 [133].
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Figure B.1: The longest path to the reference genome on the tree used for simulat-
ing genomes. The longest path is highlighted in light purple with branch lengths
shown. This path starts at the reference genome (start) and ends at SH14-012
(end). This is used to translate the transition rate to an observed substitution di-
vergence. The figure was constructed using FigTree [134].
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Figure B.2: A comparison of the transition rate to the largest observed substitu-
tion divergence. The transition rate is one of the parameters in the HKY85 model I
used to simulate nucleotide variants (with the transversion rate set to 1/2 the tran-
sition rate). The largest observed substitution divergence is defined as the percent-
age of observed substitutions between SH14-012 and the reference genome (so 0%
means no substitutions were observed and 100% means the entire 19,699 bp of the
simulated SH14-012 genome is different from the reference genome). This is used to
adjust the axis scales to one of observed substitution divergence from the reference
genome.
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Figure B.3: A comparison of the original reference tree to a tree constructed using
reads with a coverage of 20X. Parameters used are listed at the top of the figure.
The figure was constructed using the cophylo function from the phytools [135] pack-
age in R. NRF is the Normalized Robinson-Foulds and KC is the Kendall-Colijn
distance metric. Divergence is the substitution divergence between SH14-012 and
the reference genome measured as a percentage difference in nucleotides to the ref-
erence genome.
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Figure B.4: A comparison of the original reference tree to a tree constructed using
assemblies. Parameters used are listed at the top of the figure. The tree was chosen
to be the tree which produced the maximum Normalized Robinson-Foulds distance
(and so worst-performing tree) out of 6 trials with the same parameters. The fig-
ure was constructed using the cophylo function from the phytools [135] package in
R. NRF is the Normalized Robinson-Foulds and KC is the Kendall-Colijn distance
metric. Divergence is the substitution divergence between SH14-012 and the ref-
erence genome measured as a percentage difference in nucleotides to the reference
genome.
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Figure B.5: A comparison of the original reference tree to a tree constructed us-
ing reads with a coverage of 5X. Parameters used are listed at the top of the figure.
The figure was constructed using the cophylo function from the phytools [135] pack-
age in R. NRF is the Normalized Robinson-Foulds and KC is the Kendall-Colijn
distance metric. Divergence is the substitution divergence between SH14-012 and
the reference genome measured as a percentage difference in nucleotides to the ref-
erence genome.
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SH09−29
SH14−001
SH14−027
SH14−026
SH14−025
SH14−024
SH14−022
SH14−021
SH14−020
SH14−019
SH14−018
SH14−016
SH14−015
SH14−014
SH14−011
SH14−006
SH14−005
SH14−002
SH14−028
SH14−003
SH14−004
SH14−007
SH14−008
SH14−009
SH14−013
SH14−023
SH14−012
SH14−017
SH14−010
SH10−30

SH10−001
SH11−001
SH12−004
SH12−001
SH12−009
SH12−003
SH12−005
SH12−006
SH12−008
SH12−010
SH12−002
SH12−007
SH12−011
SH08−001
SH10−002
SH12−012
SH10−015
SH10−014
SH11−002
SH13−006
SH13−005
SH13−001
SH13−007
SH13−002
SH13−003
SH13−004
SH13−008
SH12−014
SH12−013

reference

SH09−29
SH14−001
SH14−020
SH14−025
SH14−021
SH14−027
SH14−026
SH14−022
SH14−024
SH14−002
SH14−015
SH14−019
SH14−006
SH14−005
SH14−016
SH14−018
SH14−014
SH14−011
SH14−023
SH14−028
SH14−007
SH14−004
SH14−009
SH14−008
SH14−013
SH14−003
SH14−012
SH14−017
SH14−010
SH10−30
SH10−001
SH11−001
SH12−004
SH12−001
SH12−009
SH12−005
SH12−008
SH12−006
SH12−003
SH12−010
SH12−002
SH12−007
SH12−011
SH08−001
SH10−002
SH12−012
SH10−014
SH10−015
SH11−002
SH13−006
SH13−001
SH13−005
SH13−007
SH13−003
SH13−002
SH13−004
SH13−008
SH12−014
SH12−013
reference

0.10.1 0.010.01

Comparison of original tree to tree constructed from assembly
 (transition rate = 0.1, divergence = 1.9%, NRF = 0.67, KC = 78.4)
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Figure B.6: A comparison of the original reference tree to a tree constructed using
assemblies and with a divergence of 1.88% (transition rate of 0.1). Parameters used
are listed at the top of the figure. The figure was constructed using the cophylo
function from the phytools [135] package in R. NRF is the Normalized Robinson-
Foulds and KC is the Kendall-Colijn distance metric. Divergence is the substitution
divergence between SH14-012 and the reference genome measured as a percentage
difference in nucleotides to the reference genome.
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SH09−29
SH10−30

SH14−001
SH14−010
SH14−017
SH14−012
SH14−027
SH14−026
SH14−020
SH14−019
SH14−018
SH14−015
SH14−014
SH14−011
SH14−009
SH14−004
SH14−028
SH14−002
SH14−003
SH14−005
SH14−006
SH14−007
SH14−008
SH14−013
SH14−016
SH14−021
SH14−022
SH14−023
SH14−024
SH14−025
SH10−001
SH12−004
SH12−001
SH12−009
SH12−003
SH12−005
SH12−006
SH12−008
SH12−002
SH12−007
SH12−010
SH12−011
SH11−001
SH08−001
SH10−002
SH12−012
SH10−015
SH10−014
SH11−002
SH13−006
SH13−001
SH13−007
SH13−002
SH13−003
SH13−005
SH13−004
SH13−008
SH12−014
SH12−013

reference

SH09−29
SH10−30
SH14−010
SH14−001
SH14−014
SH14−028
SH14−012
SH14−020
SH14−018
SH14−026
SH14−017
SH14−019
SH14−004
SH14−011
SH14−002
SH14−027
SH14−009
SH14−015
SH14−025
SH14−005
SH14−023
SH14−013
SH14−016
SH14−006
SH14−022
SH14−024
SH14−021
SH14−008
SH14−003
SH14−007
SH10−001
SH12−004
SH12−001
SH12−009
SH12−005
SH12−006
SH12−008
SH12−002
SH12−003
SH12−010
SH12−007
SH12−011
SH11−001
SH08−001
SH10−002
SH12−012
SH10−014
SH10−015
SH11−002
SH13−006
SH13−001
SH13−007
SH13−005
SH13−003
SH13−002
SH13−004
SH13−008
SH12−014
SH12−013
reference

0.10.1 0.010.01

Comparison of original tree to tree constructed from reads
 (cov = 30, transition rate = 0.1, divergence = 1.9%, NRF = 0.76, KC = 87.6)
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Figure B.7: A comparison of the original reference tree to a tree constructed using
reads and with a divergence of 1.88% (transition rate of 0.1). Parameters used are
listed at the top of the figure. The figure was constructed using the cophylo func-
tion from the phytools [135] package in R. NRF is the Normalized Robinson-Foulds
and KC is the Kendall-Colijn distance metric. Divergence is the substitution di-
vergence between SH14-012 and the reference genome measured as a percentage
difference in nucleotides to the reference genome.
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SH09−29
SH10−30

SH14−001
SH14−017
SH14−025
SH14−024
SH14−022
SH14−021
SH14−020
SH14−019
SH14−018
SH14−016
SH14−011
SH14−008
SH14−006
SH14−004
SH14−002
SH14−028
SH14−003
SH14−005
SH14−007
SH14−009
SH14−013
SH14−014
SH14−015
SH14−023
SH14−026
SH14−027
SH14−012
SH14−010
SH10−001
SH11−001
SH12−011
SH12−008
SH12−004
SH12−001
SH12−009
SH12−003
SH12−005
SH12−006
SH12−002
SH12−007
SH12−010
SH10−015
SH10−014
SH11−002
SH13−005
SH13−003
SH13−001
SH13−007
SH13−002
SH13−006
SH13−008
SH13−004
SH08−001
SH10−002
SH12−012
SH12−014
SH12−013

reference

SH09−29
SH10−30
SH14−001
SH14−017
SH14−018
SH14−024
SH14−020
SH14−022
SH14−019
SH14−021
SH14−025
SH14−002
SH14−006
SH14−008
SH14−011
SH14−004
SH14−016
SH14−028
SH14−007
SH14−027
SH14−005
SH14−015
SH14−023
SH14−026
SH14−013
SH14−014
SH14−009
SH14−003
SH14−010
SH14−012
SH10−001
SH11−001
SH12−011
SH12−008
SH12−004
SH12−001
SH12−009
SH12−005
SH12−006
SH12−003
SH12−002
SH12−007
SH12−010
SH10−015
SH10−014
SH11−002
SH13−005
SH13−003
SH13−001
SH13−007
SH13−006
SH13−002
SH13−008
SH13−004
SH08−001
SH10−002
SH12−012
SH12−014
SH12−013
reference

0.10.1 0.010.01

Comparison of original tree to tree constructed from assembly
 (transition rate = 0.5, divergence = 4.2%, NRF = 0.74, KC = 70.3)
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Figure B.8: A comparison of the original reference tree to a tree constructed using
assemblies and with a divergence of 4.20% (transition rate of 0.5). Parameters used
are listed at the top of the figure. The figure was constructed using the cophylo
function from the phytools [135] package in R. NRF is the Normalized Robinson-
Foulds and KC is the Kendall-Colijn distance metric. Divergence is the substitution
divergence between SH14-012 and the reference genome measured as a percentage
difference in nucleotides to the reference genome.
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SH09−29
SH10−30

SH14−001
SH14−024
SH14−023
SH14−021
SH14−019
SH14−016
SH14−008
SH14−006
SH14−004
SH14−003
SH14−002
SH14−028
SH14−005
SH14−007
SH14−009
SH14−011
SH14−013
SH14−014
SH14−015
SH14−018
SH14−020
SH14−022
SH14−025
SH14−026
SH14−027
SH14−012
SH14−017
SH14−010
SH10−001
SH11−001
SH12−006
SH12−003
SH12−009
SH12−001
SH12−004
SH12−005
SH12−008
SH12−010
SH12−002
SH12−007
SH12−011
SH10−014
SH11−002
SH13−006
SH13−002
SH13−001
SH13−007
SH13−003
SH13−005
SH13−004
SH13−008
SH10−015
SH08−001
SH10−002
SH12−012
SH12−014
SH12−013

reference

SH09−29
SH10−30
SH14−023
SH14−024
SH14−001
SH14−021
SH14−019
SH14−006
SH14−002
SH14−016
SH14−004
SH14−008
SH14−003
SH14−007
SH14−005
SH14−015
SH14−009
SH14−018
SH14−013
SH14−027
SH14−022
SH14−028
SH14−011
SH14−020
SH14−010
SH14−017
SH14−014
SH14−025
SH14−026
SH14−012
SH10−001
SH11−001
SH12−003
SH12−009
SH12−006
SH12−001
SH12−010
SH12−008
SH12−005
SH12−004
SH12−002
SH12−007
SH12−011
SH10−014
SH11−002
SH13−002
SH13−001
SH13−006
SH13−004
SH13−007
SH13−008
SH13−003
SH13−005
SH10−015
SH08−001
SH10−002
SH12−012
SH12−014
SH12−013
reference

0.10.1 0.010.01

Comparison of original tree to tree constructed from reads
 (cov = 30, transition rate = 0.5, divergence = 4.2%, NRF = 0.72, KC = 93.0)
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Figure B.9: A comparison of the original reference tree to a tree constructed using
reads and with a divergence of 4.20% (transition rate of 0.5). Parameters used are
listed at the top of the figure. The figure was constructed using the cophylo func-
tion from the phytools [135] package in R. NRF is the Normalized Robinson-Foulds
and KC is the Kendall-Colijn distance metric. Divergence is the substitution di-
vergence between SH14-012 and the reference genome measured as a percentage
difference in nucleotides to the reference genome.
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Figure C.1: A tree constructed using the Augur pipeline [3] on 500 SARS-CoV-2
genomes. The dendrogram is shown at the left (branch length in units of substi-
tutions/site) with those SARS-CoV-2 genomes belonging to either the Alpha or
Delta lineages coloured in shades of blue. The right displays a heatmap of the
Pangolin lineages each genome belongs to, with one lineage per column and only
including lineages with at least 2 genomes in the tree. Each lineage is assigned a
score based on how many additional genomes are included underneath the most-
recent common ancestor of all genomes within an individual lineage (scores range
from 0 to 1, with 1 being the best possible score indicating that all genomes belong-
ing to the particular Pangolin lineage are within a single monophyletic clade). The
bars within the heatmap are coloured if the corresponding genome belongs to that
lineage, with dark green indicating scores > 0.9 and light green indicating scores
≤ 0.9. There are 7 genomes which were unable to be assigned a lineage and these
show up under the (1) None column in the heatmap. The median score across all
lineages here is 1.00.
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Figure C.2: A tree constructed using the maximum-likelihood method (using iqtree
[17]) on 500 SARS-CoV-2 genomes indexed by GDI. The dendrogram is shown
at the left (branch length in units of substitutions/site) with those SARS-CoV-2
genomes belonging to either the Alpha or Delta lineages coloured in shades of
blue. The right displays a heatmap of the Pangolin lineages each genome belongs
to, with one lineage per column and only including lineages with at least 2 genomes
in the tree. Each lineage is assigned a score based on how many additional genomes
are included underneath the most-recent common ancestor of all genomes within an
individual lineage (scores range from 0 to 1, with 1 being the best possible score in-
dicating that all genomes belonging to the particular Pangolin lineage are within a
single monophyletic clade). The bars within the heatmap are coloured if the corre-
sponding genome belongs to that lineage, with dark green indicating scores > 0.9
and light green indicating scores ≤ 0.9. There are 7 genomes which were unable
to be assigned a lineage and these show up under the (1) None column in the
heatmap. The median score across all lineages here is 1.00.
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Figure C.3: A hierarchical cluster (shown as a dendrogram) constructed using pair-
wise sourmash [54] distances with a kmer size k = 31. The dendrogram is shown at
the left with those SARS-CoV-2 genomes belonging to either the Alpha or Delta
lineages coloured in shades of blue. The right displays a heatmap of the Pangolin
lineages each genome belongs to, with one lineage per column and only including
lineages with at least 2 genomes in the tree. Each lineage is assigned a score based
on how many additional genomes are included underneath the most-recent common
ancestor of all genomes within an individual lineage (scores range from 0 to 1, with
1 being the best possible score indicating that all genomes belonging to the par-
ticular Pangolin lineage are within a single monophyletic clade). The bars within
the heatmap are coloured if the corresponding genome belongs to that lineage, with
dark green indicating scores > 0.9 and light green indicating scores ≤ 0.9. There
are 7 genomes which were unable to be assigned a lineage and these show up under
the (1) None column in the heatmap. The median score across all lineages here is
0.034.
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Figure C.4: A hierarchical cluster (shown as a dendrogram) constructed using pair-
wise sourmash [54] distances with a kmer size k = 51. The dendrogram is shown at
the left with those SARS-CoV-2 genomes belonging to either the Alpha or Delta
lineages coloured in shades of blue. The right displays a heatmap of the Pangolin
lineages each genome belongs to, with one lineage per column and only including
lineages with at least 2 genomes in the tree. Each lineage is assigned a score based
on how many additional genomes are included underneath the most-recent common
ancestor of all genomes within an individual lineage (scores range from 0 to 1, with
1 being the best possible score indicating that all genomes belonging to the par-
ticular Pangolin lineage are within a single monophyletic clade). The bars within
the heatmap are coloured if the corresponding genome belongs to that lineage, with
dark green indicating scores > 0.9 and light green indicating scores ≤ 0.9. There
are 7 genomes which were unable to be assigned a lineage and these show up under
the (1) None column in the heatmap. The median score across all lineages here is
0.058.
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Figure C.5: A hierarchical cluster (shown as a dendrogram) constructed using pair-
wise sourmash [54] distances with a kmer size k = 71. The dendrogram is shown at
the left with those SARS-CoV-2 genomes belonging to either the Alpha or Delta
lineages coloured in shades of blue. The right displays a heatmap of the Pangolin
lineages each genome belongs to, with one lineage per column and only including
lineages with at least 2 genomes in the tree. Each lineage is assigned a score based
on how many additional genomes are included underneath the most-recent common
ancestor of all genomes within an individual lineage (scores range from 0 to 1, with
1 being the best possible score indicating that all genomes belonging to the par-
ticular Pangolin lineage are within a single monophyletic clade). The bars within
the heatmap are coloured if the corresponding genome belongs to that lineage, with
dark green indicating scores > 0.9 and light green indicating scores ≤ 0.9. There
are 7 genomes which were unable to be assigned a lineage and these show up under
the (1) None column in the heatmap. The median score across all lineages here is
0.049.
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A B

2014D-0070_outgroup_0810PADBR-1
2014D-0189_outgroup_0810PADBR-1
2014D-0068_outgroup_0810PADBR-1
2014D-0067_outgroup_0810PADBR-1

D5663_outgroup_0810PADBR-1
PNUSA000194_outgroup_0810PADBR-1
PNUSA000195_outgroup_0810PADBR-1
PNUSA000196_outgroup_0810PADBR-1
D7328_0810PADBR-1
D7331_0810PADBR-1
D7319_0810PADBR-1
D7329_0810PADBR-1
D7321_0810PADBR-1
D7322_0810PADBR-1
D7316_0810PADBR-1
D7323_0810PADBR-1
D7324_0810PADBR-1
D7333_0810PADBR-1
D7320_0810PADBR-1
D7330_0810PADBR-1
D7327_0810PADBR-1
D7334_0810PADBR-1

Cluster

0810PADBR-1

outgroup_0810PADBR-1

Campylobacter jejuni (ML)

9.36634e-05

2014D-0070_outgroup_0810PADBR-1
2014D-0068_outgroup_0810PADBR-1
2014D-0067_outgroup_0810PADBR-1
PNUSA000196_outgroup_0810PADBR-1
PNUSA000194_outgroup_0810PADBR-1
PNUSA000195_outgroup_0810PADBR-1
2014D-0189_outgroup_0810PADBR-1
D7316_0810PADBR-1
D7331_0810PADBR-1
D5663_outgroup_0810PADBR-1
D7330_0810PADBR-1
D7324_0810PADBR-1
D7329_0810PADBR-1
D7321_0810PADBR-1
D7328_0810PADBR-1
D7323_0810PADBR-1
D7333_0810PADBR-1
D7327_0810PADBR-1
D7320_0810PADBR-1
D7319_0810PADBR-1
D7322_0810PADBR-1
D7334_0810PADBR-1

Cluster

0810PADBR-1

outgroup_0810PADBR-1

Campylobacter jejuni (Kmer)

0.204058

Figure D.1: A comparison between two trees constructed following the analysis
and indexing of 22 Campylobacter jejuni genomes (processed from read data).
The dataset is derived from a group of epidemiologically-linked bacterial isolates
from an outbreak event (shown in red) alongside a group of outgroup genomes not
linked to the outbreak (shown in blue). (A) A phylogenetic tree constructed using
a maximum-likelihood method using nucleotide variants, which groups isolates de-
rived from the outbreak into a monophyletic clade (reference genome not shown).
(B) A tree depicting a single-linkage hierarchical clustering of shared kmers (de-
rived from sourmash [54]), which does not group the isolates derived from the out-
break into a monophyletic clade.
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A B

2014C-3907_outgroup_1405WAEXK-1
2014C-3655_outgroup_1405WAEXK-1
2014C-3656_outgroup_1405WAEXK-1

2014C-3840_outgroup_1405WAEXK-1
2014C-3857_outgroup_1405WAEXK-1

2014C-3850_outgroup_1405WAEXK-1
2014C-3598_1405WAEXK-1
2014C-3599_1405WAEXK-1
2014C-3600_1405WAEXK-1

Cluster

1405WAEXK-1

outgroup_1405WAEXK-1

Escherichia coli (ML)

9.18792e-06

2014C-3907_outgroup_1405WAEXK-1
2014C-3655_outgroup_1405WAEXK-1
2014C-3840_outgroup_1405WAEXK-1
2014C-3850_outgroup_1405WAEXK-1
2014C-3857_outgroup_1405WAEXK-1
2014C-3656_outgroup_1405WAEXK-1
2014C-3598_1405WAEXK-1
2014C-3599_1405WAEXK-1
2014C-3600_1405WAEXK-1

Cluster

1405WAEXK-1

outgroup_1405WAEXK-1

Escherichia coli (Kmer)

0.199876

Figure D.2: A comparison between two trees constructed following the analysis and
indexing of 9 Escherichia coli genomes (processed from read data). The dataset
is derived from a group of epidemiologically-linked bacterial isolates from an out-
break event (shown in red) alongside a group of outgroup genomes not linked to the
outbreak (shown in blue). (A) A phylogenetic tree constructed using a maximum-
likelihood method using nucleotide variants, which groups isolates derived from the
outbreak into a monophyletic clade (reference genome not shown). (B) A tree de-
picting a single-linkage hierarchical clustering of shared kmers (derived from sour-
mash [54]), which does group the isolates derived from the outbreak into a mono-
phyletic clade.
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A B

PNUSAL000730_outgroup_1408MLGX6-3WGS
CFSAN002349_outgroup_1408MLGX6-3WGS

PNUSAL000957_outgroup_1408MLGX6-3WGS
MOD1_LS1000_1408MLGX6-3WGS
CFSAN023466_1408MLGX6-3WGS
PNUSAL001024_1408MLGX6-3WGS
CFSAN023467_1408MLGX6-3WGS
MOD1_LS1005_1408MLGX6-3WGS
MOD1_LS995_1408MLGX6-3WGS

MOD1_LS1008_1408MLGX6-3WGS
CFSAN023469_1408MLGX6-3WGS
MOD1_LS982_1408MLGX6-3WGS
CFSAN023463_1408MLGX6-3WGS
CFSAN023468_1408MLGX6-3WGS
PNUSAL000870_1408MLGX6-3WGS
MOD1_LS1011_1408MLGX6-3WGS
MOD1_LS997_1408MLGX6-3WGS
MOD1_LS989_1408MLGX6-3WGS
CFSAN023471_1408MLGX6-3WGS
CFSAN023464_1408MLGX6-3WGS
CFSAN023465_1408MLGX6-3WGS
CFSAN023470_1408MLGX6-3WGS
MOD1_LS985_1408MLGX6-3WGS

MOD1_LS1009_1408MLGX6-3WGS
MOD1_LS994_1408MLGX6-3WGS
MOD1_LS996_1408MLGX6-3WGS
MOD1_LS998_1408MLGX6-3WGS
MOD1_LS1010_1408MLGX6-3WGS
MOD1_LS1006_1408MLGX6-3WGS
MOD1_LS1003_1408MLGX6-3WGS
MOD1_LS1004_1408MLGX6-3WGS

Cluster

1408MLGX6-3WGS

outgroup_1408MLGX6-3WGS

Listeria monocytogenes (ML)

6.22676e-06

PNUSAL000730_outgroup_1408MLGX6-3WGS
CFSAN002349_outgroup_1408MLGX6-3WGS
PNUSAL000870_1408MLGX6-3WGS
CFSAN023465_1408MLGX6-3WGS
CFSAN023469_1408MLGX6-3WGS
CFSAN023470_1408MLGX6-3WGS
PNUSAL001024_1408MLGX6-3WGS
CFSAN023468_1408MLGX6-3WGS
CFSAN023467_1408MLGX6-3WGS
CFSAN023466_1408MLGX6-3WGS
PNUSAL000957_outgroup_1408MLGX6-3WGS
CFSAN023464_1408MLGX6-3WGS
CFSAN023463_1408MLGX6-3WGS
MOD1_LS1011_1408MLGX6-3WGS
CFSAN023471_1408MLGX6-3WGS
MOD1_LS1010_1408MLGX6-3WGS
MOD1_LS1004_1408MLGX6-3WGS
MOD1_LS982_1408MLGX6-3WGS
MOD1_LS994_1408MLGX6-3WGS
MOD1_LS1009_1408MLGX6-3WGS
MOD1_LS1008_1408MLGX6-3WGS
MOD1_LS996_1408MLGX6-3WGS
MOD1_LS1000_1408MLGX6-3WGS
MOD1_LS1003_1408MLGX6-3WGS
MOD1_LS1006_1408MLGX6-3WGS
MOD1_LS998_1408MLGX6-3WGS
MOD1_LS995_1408MLGX6-3WGS
MOD1_LS1005_1408MLGX6-3WGS
MOD1_LS985_1408MLGX6-3WGS
MOD1_LS989_1408MLGX6-3WGS
MOD1_LS997_1408MLGX6-3WGS

Cluster

1408MLGX6-3WGS

outgroup_1408MLGX6-3WGS

Listeria monocytogenes (Kmer)

0.202413

Figure D.3: A comparison between two trees constructed following the analysis
and indexing of 31 Listeria monocytogenes genomes (processed from read data).
The dataset is derived from a group of epidemiologically-linked bacterial isolates
from an outbreak event (shown in red) alongside a group of outgroup genomes not
linked to the outbreak (shown in blue). (A) A phylogenetic tree constructed using
a maximum-likelihood method using nucleotide variants, which groups isolates de-
rived from the outbreak into a monophyletic clade (reference genome not shown).
(B) A tree depicting a single-linkage hierarchical clustering of shared kmers (de-
rived from sourmash [54]), which does not group the isolates derived from the out-
break into a monophyletic clade.
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A B

CFSAN000212_outgroup_1203NYJAP-1 - Tuna Scrape Outbreak
CFSAN000211_outgroup_1203NYJAP-1 - Tuna Scrape Outbreak

CFSAN000191_outgroup_1203NYJAP-1 - Tuna Scrape Outbreak
CFSAN000228_outgroup_1203NYJAP-1 - Tuna Scrape Outbreak

CFSAN000189_outgroup_1203NYJAP-1 - Tuna Scrape Outbreak
CFSAN000661_1203NYJAP-1
CFSAN000963_1203NYJAP-1
CFSAN000669_1203NYJAP-1
CFSAN000960_1203NYJAP-1
CFSAN000753_1203NYJAP-1
CFSAN001118_1203NYJAP-1
CFSAN000951_1203NYJAP-1
CFSAN000954_1203NYJAP-1
CFSAN000968_1203NYJAP-1
CFSAN000970_1203NYJAP-1
CFSAN000700_1203NYJAP-1
CFSAN000752_1203NYJAP-1
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Figure D.4: A comparison between two trees constructed following the analysis
and indexing of 23 Salmonella enterica genomes (processed from read data). The
dataset is derived from a group of epidemiologically-linked bacterial isolates from
an outbreak event (shown in red) alongside a group of outgroup genomes not linked
to the outbreak (shown in blue). (A) A phylogenetic tree constructed using a
maximum-likelihood method using nucleotide variants, which groups isolates de-
rived from the outbreak into a monophyletic clade (reference genome not shown).
(B) A tree depicting a single-linkage hierarchical clustering of shared kmers (de-
rived from sourmash [54]), which does not group the isolates derived from the out-
break into a monophyletic clade.



Appendix E

Proof of requirements of

cluster-to-tree scoring

This goes through a detailed proof of the three requirements (Requirements 1, 2,

and 3) for Algorithm 3.1.

1. Since this algorithm returns the Jaccard index between two sets, then Re-

quirement 1 is satisfied since the Jaccard index will always be between 0

and 1.

2. To prove Requirement 2 (highest score if and only if L are the leaves of a

monophyletic clade) we can consider this statement in both directions.

(a) Assume all genomes in L are leaves of a monophyletic clade. Then the

descendants of the most recent common ancestor to L is just L; that is,

Lm = L. From line 7 of Algorithm 3.1, the score is the Jaccard index of

L and Lm, which must be 1 in this case (since the sets are equal).
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(b) Now assume we have a score of S(T, L) = 1. Then |L ∩ Lm| = |L ∪

Lm|, which means that L = Lm, which means there is no additional

genomes/leaves under the most recent common ancestor of L and so L

consists of the leaves of a monophyletic clade.

(c) These two statements, together, prove Requirement 2.

3. Requirement 3 holds in the limit as the size of the tree T increases. This is

due to the following:

(a) For a given set of leaves L, the lowest possible score is |L|/N where N

is the number of leaves in the tree T and where L is more than one leaf

(that is |L| > 1). The argument is given below.

i. More generally, for a given set of leaves L (where |L| > 1), the score

is |L ∩ Lm|/|L ∪ Lm| (line 7 in Algorithm 3.1).

ii. This will achieve its lowest value when |L ∩ Lm| is minimized while

|L ∪ Lm| is maximized.

iii. Also, L ⊆ Lm (Lm is the set of leaves under the most recent common

ancestor to all leaves L, hence it must contain L).

iv. So |L ∩ Lm| = |L| (since L ⊆ Lm from above).

v. So we can simplify the score for a given set of leaves L as S =

|L|/|L ∪ Lm|.

vi. So to achieve the lowest possible score we need to minimize |L| and

maximize |L ∪ Lm|.

vii. |L∪Lm| is maximized for a given L when Lm contains the most num-
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ber of items. This occurs when the most recent common ancestor to

leaves L is the root of the tree and so |Lm| = N . Given that L ⊆ Lm

(from above), this implies that |L ∪ Lm| = N .

viii. Therefore, for a given set of leaves L, the lowest possible score is

|L|/N (and is achieved when the most recent common ancestor to

leaves L is the root of the tree).

(b) For the case of a single leaf L = (l1), the score will be S(L, T ) = 1 (from

lines 1-2 of Algorithm 3.1). Since this is the maximum score, we must

rule out the case of a single leaf when looking for the minimum score.

(c) So, for any possible set of leaves L from tree T (where |L| > 1), the low-

est possible score will therefore be achieved when |L| is minimized (so we

would minimize the value |L|/N).

(d) This would be achieved when we consider a pair of leaves L = (l1, l2). So

|L| = 2 and the minimal score would be S(T, L) = 2/N .

(e) Since limN→∞ 2/N = 0, then this requirement holds in the limit of an

increasingly large tree T .
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