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ABSTRACT

The longitudinal digital magnetic recording channel is investigated
as a communications channel rather than a storage device. The problem of
maximum achievable binary recording density is then transformed into a
problem of maximum achievable bit rate in a given transmission medium.
Bandwidth, noise sources and dynamic properties of this communication
channel are characterized initially. These channel characteristics are
utilized to predict the theoretical channel capacity at particular signal
to noise ratios. It is shown through information theoretic concepts that
present data transfer rates utilize approximately 10% of the theoretical
channel capacity. Even though a substantial increase in data transfer
rate appears possible, as the recording channel is stressed with higher
data rates intersymbol interference (ISI) becomes a dominant Timiting
factor. Decision Feedback Equalization is proposed as one method of
combating ISI while increasing the channel utilization. When a relatively
small number of past decisions (3 to 6) are used in the feedback equalization
process, reasonable performance statistics appear realizable insofar as the

linear systems approach remains valid.
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Chapter 1

INTRODUCTION

1.1 Overview

Magnetic recording techniques on conventional disk drives have been
developed extensively over the last decade with the result that digital
packing densities above 105 bits per square centimeter of recording
surface are now commonplace [1,2]. This has encouraged predictions [3,4]
that magnetic recording will remain, throughout the next decade, the pre-
dominant mass storage medium for computers.

In order to retain a sufficiently low error rate in the face of an
ever-increasing demand for higher areal densities, the development of
~advanced digital magnetic recording systems requires every significant
system parameter to be optimally designed. To date, the design process
has been largely empirical and suboptimal. The alternative is theoretically
based design in terms of a continuing effort to understand the behavior
of a digital magnetic recorder from the standpoint of communications theory.
It has the best Tong term cost/benefit ratio by providing absolute bounds
on performance and confidence that the design is-optimum. Despite these
factors, attempts to apply the results of communications theory to the
subject of magnetic recording have been relatively sparse and inconclusive.

It is the aim of this thesis to provide a unified analysis of a
digital magnetic recorder in terms of a digital communications channel with
the intent to establish maximum channel capacity and a realistic optimum

receiver architecture.



1.2 Format of the Thesis

A Burroughs type disk drive was used as a test vehicle for our
analysis. This removable media device is representative of the high
performance rotating memories available on the market today which utilize
ferrite heads and oriented Y-Fe2 O3 media. The recent introduction of
thin-film heads and plated media technology [5,6] will help maintain the
increasing trend to higher densities without affecting qualitatively the
optimum receiver structures investigated in this thesis. It is in this
respect that the Burroughs device provides us with a general model for all
hard disk drives.

This thesis consists of two major sections. Initially, in Chapter 2,
we define and characterize an equivalent communication channel model. The
remainder of the thesis concentrates on a recejver design which will
increase the channel utilization. In particular, Chapter 2 experimentally
characterizes the digital magnetic recorder from the standpoint of
communications theory. A model is developed which defines a transmitter,
channel and receiver. The useful channel bandwidth, signal-to-noise ratio,
the noise power density spectrum and probability density function are then
characterized.

Chapter 3 establishes the maximum theoretical channel capacity,
develops a decision feedback equalizer design for use in saturated magnetic
recording and specifies several alternate receiver structures suggested
by theory.

Chapter 4 concentrates on the decision feedback equalizer. A computer

simulation is presented which utilizes our experimental channel characteristics



to predict the performance of the decision feedback equalizer.

Discussion of results, conclusions and suggestions for further work

are given in Chapter 5.



Chapter 2

THE DIGITAL MAGNETIC RECORD/PLAYBACK CHANNEL

2.1 Introduction

In order to apply the concepts of communication theory, a magnetic
recording system can be viewed as a communications channel which consists
of an encoder, a recording medium and a decoder as shown conceptually in
Figure 2.1. One can consider the transmitter to be comprised of the recording
media and read head, the channel to consist of the preamplifier, and the
receiver to be the necessary equalizers and decoders. This is one possible
way of defining the model. In our analysis, the transmitter noise is reflected
to the channel for mathematical tractability. The transmitter and channel is
considered as given while the design of the receiver is to be investicated.

The principles of operation are as follows. According to the coding
scheme, the encoding circuit transforms the binary input data sequence {ak}
into the desired form of write current. This current then energizes the
write head, and its gap fringing Tield magnetizes the recording medium, which
is moving at a constant velocity v. As a result, the information is stored
spatially on the medium as a series of flux transitions and the write process
is complete. The read head is excited by the remanent flux stored on the
magnetic medium by the write process. After the readback signal has been
amplified the detection circuits then decode it back into the original binary
input data sequence {ak}, completing the readback process.

In the ordinary digital magnetic recording system saturation record-
ing is performed; i.e., two stable states of magnetization represent the
binary data to be stored. (The term "saturation" is used here to describe

the case where the peak magnetization in the coating becomes approximately
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equal to the remanent magnetization of the major hysteresis loop).

In the readback process of this case, the relationship between the
.f.
)

output voltage e(t)' and the magnetization pattern m(t) is given by:

e(t) = [a% m(t)J * h(t) (2.1)

where * means convolution and h(t) represents the magnetic head
field distribution characterized by the response due to a unit step function
in m(t). Figure 2.2 illustrates typical waveforms at various stages in
the recording method.

As seen from Figure 2.2, e(t) is a three-level sequence of -1's, 0's
and +1's. For analytic convenience we may consider the readback voltage
E(t) due to N alternating magnetic transitions at t:ti (i=1,2, ..., N) is

given by:

where e(t) is given by equation 2.1.
Inherent in equation 2.2 is the assumption that Tinear superposition
is valid. This assumption is accurate only under a limited (but useful)

range of conditions which we will subsequently define.

+It is usual to deal with temporal, rather than spatial functions.
Thus, we consider the isolated output voltage e(t) rather than e(x).
The two are interrelated as:

dx d

L 98 _dx dg
velx) =V T gt " ax

o

= e(t)

2
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The important features which characterize the communications channel
model are: the frequency response of the transmitter and channel, the
validity of linear superposition, and the noise statistics. In this chapter,
we will measure these channel characteristics experimentally and interpret
their significance. This is a necessary prerequisite for developing an
optimum receiver structure.

A Burroughs type head/disk interface was selected as the ﬁest vehicle
for the investigation. The magnetic head and disk interface is similar to
those which conventionally provide a density of 2389 bpcm (6060 bpi). The
principal head parameters are: 0.052 mm (2.05 mil) track width, 1.52 um (60
uin) gap length and 0.90 um (37 uin) flying height at 10.8 cm (6.40 in)
radius and 3600 rpm. The recording medium is a standard oriented gamma (y)
Fe203 suspended in a polymer binder. Rotational speed fluctuations are
held within + 2% peak.

The experimental measurements presented in this thesis were made on
the outer recording track of the disk. It is important to note that the
specific details of the measurements are a function of the position of the
recording track. However, the information gleaned from one specific re-

cording track can be used as a basis for all the others.

2.2 Characterization of the Transmitter

A digital recording channel can be considered as a synchronous base-
band transmission system having a finite bandwidth [7,8,9]. The Trequency
response limitations of the transmitter are caused by high frequency Tosses
in the recording and playback head material, losses due to head-to-media
spacing, the thickness of the magnetic material and magnetic head gap. It
should be noted that the available frequency spectrum is not only Timited
at the high frequency end, but has basic Timitations at the Tow frequency

end due to the lack of dc transfer through the read chain, inherent in the

differentiation operation of the readback process.



For a specified recording head and recording media the read head is
the key element in the transmitter. During the readback process the
read head is excited by the remanent magnetic flux in the medium; con-
sequently, the electrical Toss in the read head affects the output wave-
form [10]. Further, the read head is generally connected to an amplifier
which has a finite input impedance, thus distorting the output waveform
of the transmitter.

To a first approximation, the read transducer [12] may be represented
by the equivalent lumped circuit shown in Figure 2.3. The response is
one ofthe family of textbook curves [11] for a second order Tow pass filter
with a resonant frequency of fn = 8.5 MHz and a damping factor of r = 0.90.
The high damping factor is desirable from the standpoint of providing high
Trequency de-emphasis.

The output of the read head isthe transmitter output in our equivalent
communication channel model. Its characteristics and properties are

described in the next section.

2.2.1 The Isolated Transition

(a) Functional Formulation

Central to the characterization of the transmitter is the
characteristic pulse shape derived from the magnetization distribution
in the transition region between oppositely magnetized regions. Several
expressions have previously been chosen to represent the basic pulse

analytically. Sierra [13] originally proposed the Gaussian expression
2

e = . Kosters and Speliotis [14] alternately proposed a Lorentzian
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representation. The latter is of the form:

where 2to is the width of the basic pulse at 50% of the maximum amplitude,

universally indicated by PW The mathematical justification for this

50"
analytic form is based on the fact that the Lorentzian is the derivative

of an arctangent function which has widely been assumed as a good
representation of the magnetization distribution in an isolated transition.
Determined to resolve any further discussion on this topic MacIntosh [15]
compared isolated pulses cbtained from several] currently available rotating

disks memories with nine potential analytic expressions. The best least

squares fit in his comparison was found to be 1/7(1+t2+t4).

After extensive effort, on the part of the author, in comparing the
experimentally obtained pulse shapes to the mathematical models in [15],
a quartic function,

e(t) = a

T+bt2+ct*

was determined to be the best representation of the actual pulse
shape. This was established by taking a photograph, from a Tektronix 466
storage oscilloscope, of isolated pulses coming directly from the read

head damped with a 400Q resistor. These waveforms were then digitized
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and analyzed on a Amdahl 470/V7 computer. A least squares fit to the
experimental data was performed using the Gaussian, Lorentzian and the
quartic analytic expressions. Table I indicates the results of the Teast
squares fit operation.

Most analytic expressions have Tittle problem providing an accurate

fit of the pulse above the PW., amplitude level. It is the "tails" of

50
the isolated pulse that are most difficult to fit. Hence, Table I indicates
the least squares error below the PWSO amplitude level (i.e., the tails) in

addition to the least squares error for the entire waveform.

TABLE 1

Least Squares Error Between Analytic Expressions and
Experimental Data for an Isolated Readback Pulse

Least Squares Error  Least Squares Error

Below PNSO Points
2
ke at 0.0864 0.06710
S - 0.0369 0.03287
T+bt
K 0.0210 0.01887

T+ct2+dt"”



Either of these criterion indicates that the quartic function provides the
best fit to the experimental data. In addition to Jeast squares criterion,
the magnitude and phase spectra of the experimental and the three analytic
expressions were calculated. These amplitude spectra, which were Tlater
compared to experimental spectrum analyser results, again indicated that
the quartic function provides the best fit to the experimental data.
Computer generated plots of the experimental data, the least squares fit
analytic expressions and the magnitude and phase spectra are shown in
Figures 2.4 to 2.6 for the quartic function. The results of the other
functions considered are detailed in Appendix A.

To further verify our results, a particular isolated pulse waveform
was time averaged by using the oscilloscope trigger delayed sweep feature.
This time averaged waveform, representing the history of a particular
magnetic transition as it is read repeatedly was digitized and stored on a
computer. Again a least squares fit to the experimental data was performed
along with a computation of the magnitude and phase characteristics. The
results (see Appendix A) indicate that the quartic function provides the

best analytic description of the experimental data.

(b) Spectral Verification

To verify and complement the time domain analysis, frequency domain
techniques were used.

An additional motivation for this study was encouraged by the thought
that perhaps the spectral information may provide additional insight into

the functional form of the tails. Experimental results of the amplitude
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spectra up to 10 MHz, obtained with a HP141T spectrum analyser (Figure
2.7), were digitized and subsequently encoded for use in a computer
program.

The amplitude components of the frequency spectrum were combined
aSsuming linear phase; 1i.e., a symmetric readback voltage. This
assumption is warranted because the head output voltage due to an
isolated transition is very nearly an even function [16,17]. Figgre 2.8
depicts the results of the inverse Fourier transform. The reconstructed
waveform has good definition in the tails and compares favourably with the
analytic quartic expression.

The analysis was repeated at the output of the preamplifier (Figure
2.9). The reconstructed waveform in Figure 2.10 shows a slight pulse
slimming effect. This is the result of effective high frequency emphasis

due to the Tow frequency rolloff of the preamplifier.

(c) The Magnetization Distribution

It is apparent that an accurate description for the isolated transition
1s needed to be able to successfully model the high density behaviour of the
magnetic medium through the use of Tinear superposition.

We have established previously that the quartic function provides a
good description of the functional form of the isolated transition. In
this section we explore the implications this has on the form of the magnet-
ization distribution in the transition region.

Theoretical calculations of the magnetization distribution in the

transition region have for the most part taken four forms. Middleton [18]



(a) Amplitude Spectrum (0-10MHz, 10kHz bandwidth,
Hor: IMHz/div, Vert: arbitrary linear units)

(b) Readback Voltage (0.5 us/div, 1.0 mV/div)

Figure2.7 Head Readback Voltage in the Time and Frequency Domains.
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(a) AmpTlitude Spectrum (0-10MHz, 10kHz bandwidth,
Hor: IMHz/div, Vert: arbitrary linear units)

{b) Output Voltage (0.5 ps/div, 100 mV/div)

~Figure 2.9 Preamplifier Qutput Voltage in the Time and Frequency
Domains.
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assumed an arctangent distribution for the transition region. Speliotis
and Aharoni [18] assumed Tinear transitions based on demagnetizing forces
and energy minimization considerations. Kostyshyn and later Mallinson [18]
proposed a harmonic analysis scheme where an average demagnetizing factor
was calculated for each Fourier component of the magnetization. This
particular scheme is based on the assumption that the medium is linear.
Iwasaki and Suzuki [18] have presented a self-consistent iterative model of
the write process that does not divorce the demagnetization from the writing
process as the previous theories. In this model an increment of the
medium was considered to be subjected to a magnetic field composed of the
sum of the head field and the demagnetizing fields due to all other (past
history) increments in the medium. Though currently considered the most
accurate procedure, being an iterative method it unfortunately has no
analytic closed form and requires significant computing resources. The
computed transitions for the various theories gre illustrated in Figure 2.11.
When the head field function h(t) in Equation (2.1) is an impulse
(for the ideal head) the magnetization pattern is simply the integral of
e(t). This was the premise by which the magnetization patterns displayed

in Figure 2.12 were developed. The arctangent transition,

m(t) = M] tan_] C,t

is the integral of the Lorentzian pulse, a widely accepted analytic form
of the isolated pulse. The step function transition appears as a special

case of the arctangent distribution when C] approaches infinity.
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Integrating the quartic function, which more accurately fitted our
experimental data, yielded [19],

1

m(t) = M, tan  C 1

ot - Mg tan” Cst
This appears to be an even more general representation of the traditional
arctangent form. The smaller asymptotic value of magnetization, as the time
t (or equivalently, displacement x) approaches infinity, indicates that there
is Tess energy concentrated in the tails, hence, adjacent bit interaction is
smaller than the Lorentzian transition region would indicate.

These results are of course interpreted on the assumption that the
head field distribution is an impulse function. This assumption is a good
first approximation, though the head field distribution is responsible for
spatial filtering of the true isolated transition [20, 217.

In summary, it appears that a potentially interesting area for further
work appears to be the inversion of certain problems [22]. That is, instead

of deducing the output pulse given the original magnetization, one finds

the magnetization pattern which yields a specified output pulse.

2.2.2 Limits to the Application of Linear Superposition (LSP)

In the previous paragraphs where the digital recording and reproduction
process was analyzed we always assumed an 'isolated’ transition; i.e., the
effect of adjacent pulses was considered negligible. Once the isolated
reversal has been measured, the validity of superposition can be investigated
directly. Superposition is essential for the successful application of
Tinear post-equalization (receiver equalization) necessary to combat the

effects of intersymbol interference (ISI) and noise.
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The usual test for linearity of a magnetic record/playback channel
involves recording two adjacent transitions and allowing the time of
separation between these to approach zero. For absolute Tinearity, the net
voltage at the reproduce head terminals, which is caused by a series of
step-function changes in the medium magnetization is obtained by linear
superposition of the individual voltage from each reversal acting on its
own. This is illustrated in Figure 2.13 with a positive/negative saturation-
to-saturation sequence of transitions. As long as the adjacent transitions
are far from each other, there is no interaction (Figure 2.13(a)). As the
transitions are moved closer to each other (Figure 2.13(b)) the interaction
between the two pulses causes a change in amplitude of the resultant read-
back voltage e(x). Note also that the separation between the two peaks S5
is greater than the separation h2 between the corresponding write current
reversals. This phenomenon is known as peak shift.

Under the condition of direct two Tevel symmetric recording, several
measurements and simulations have indicated small but varying deviations
from linearity [23 - 30].

The application of the superposition principle in the determination
of the resultant amplitude and peak shift seems to be justified as long as
the density of saturation reversals is not less than the transition length

(PW inside the medium. When the separation between reversals is much

50)
less than the transition length, the transition region will be modified
by the subsequent magnetization change. At this point the non-linear
nature of the writing process invalidates the basic assumptions made when

applying the superposition principle.
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Tercic [25] found that for oxide disks the peak amplitude of the
measured pattern and superposed one fully agreed down to a reversal distance
equal to 0.5 PWSO using Lorentzian type pulses. Mallinson [29] shows
experimental evidence of the validity of Tinear superposition down to a
reversal distance of less than 0.2 PWSO on standard v Fe203, corresponding
to a Tinear density of 15000 bits per inch (bpi).

He concludes that to all practical purposes, LSP is valid at all bit
densities, provided two conditions hold. First, it is necessary that the
record-head field rise time be less than the bit interval. The crucial
factor here is the field rise time and not the input current rise time.

The field rise time may be deduced from observations of the voltage induced
in a fine wire laid over the write head gap. The second condition is that
each change in magnetization be a function only of the field causing that
change. He suggests that the simplest procedure to validate this condition
is to determine if the omission of a single transition in a long sequence
of adjacent transitions changes the multibit waveform by exactly one
isolated pulse.

In the same manner as in Figure 2.13 the output signal from two
adjacent saturation reversals was experimentally studied on our magnetic
recording channel. The experimental results were compared with a computer
simuTation ofthe Tinear superposition of quartic pulses. The results are

detailed in Figure 2.14.
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As manufactured, the maximum recording density of the disk drive is
depicted in Figure 2.14(b); 100 ns characteristic pulse width (PNSO) at
100 ns bit cells.

Agreement with the results predicted by Tinear superposition is
excellent for low densities. But, the disparity between theoretical and
experimental results increases with increasing density, especially with
regard to peak shift and peak amplitude reduction.

Figure 2.15 iTlustrates the reduction in the amplitude of the
reproduced pulse as ga function of recorded transition density. As Tong
as the minimum spacing between two saturation reversals is large and
there is no interaction between pulses, the output voltage peak amplitude
will remain unchanged with neglible peak shift. When the interference of
adjacent pulses extends to the center of the pulse, the amplitude is
reduced and the peak shift increases, as the adjacent pulse is of opposite
polarity. The so-called 'head resolution' is the ratio of the head output
voltage peak-to-peak at the highest bit density of interest to the head
output voltage peak-to-peak at the lowest bit density of interest.

The peak shifts determined by measurement do not Tfully support the
construction suggested by the superposition principle. It has been observed
that for two adjacent transitions as shown in Figure 2.13, Tor which the
superposition theorem predicts symmetrical shifts, the actual shifts are
different for the positive and negative transitions. Kostyshyn [31]
confirms that the position of the peak of the recorded transition depends

upon the initial condition of the medium, the polarity of the bias in the
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dc erase case or previously recorded data in the write over modulation
case. The peak shifts resulting Tead to write read delay variations which
are a partial cause of system jitter. Kostyshyn concludes that by the
appropriate choice of the system design parameters, particularly write
current rise time, the peak shift can be substantially reduced.

The external field generated by a recorded transition is very Tow,
thus the reproduce head can be considered as a linear element and the
Tinear superposition principle can be applied for a fixed record Tevel.
However, the playback signal amplitude and hence the channel gain remain
highly nonlinear functions of the particular record level chosen (head
drive current). Writing with conventional ferrite heads requires that a
high current be switched into an inductive load with only a finite voltage.
Alternatively, as in our disk drive,head current rise time can be limited
by the capacitance. This must constitute a finite lower 1imit to the flux
rise time. During the finite period taken for the flux to rise the record-
ing medium is moving past the write gap at high speed. This could cause
the written transition to become broader and lower in amplitude than would
be expected under ideal; i.e., zero rise-time conditions, as detailed in
Figure 2.16. The media attempts to compensate for a slow current rise
time since it "prefers" to be magnetized in one of two states and not
somewhere in between. Other than write demagnetization, a slow current
rise time may be one of the principal Timitations in the validity of
linear superposition.

To study the effect of finite flux rise time we investigated the

head current for successively narrower write pulses. Figure 2.17 presents
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a pictoral display of our results. It is evident that the head current
rise time of 45 ns, which with no eddy current losses is the head flux
rise time at best, implies that with a bit cell interval of 100 ns
application of LSP is questionable. 1In addition for very narrow adjacent
transitions (< 100 ns), the finite flux rise time limits the peak
amplitude of the head current which is the source of the recorded magnet-
ization pattern. Since the magnetic recording medium is highly nonlinear
in its response to a magnetic field it is readily apparent, in our case,
the deviations from linear superposition are progressively worse at higher
packing densities.

Lee et al. [32] in their study of finite flux rise time have determined
that there is no advantage in writing a transition with a current rise time

of less than

where Mr = remanent magnetization (gauss)

HC = coercivity (oersteds)
§ = medium thickness
v = relative head to medium velocity.

Since it will demagnetize itself to this length upon leaving the write
head.

With these factors in mind, drastic improvements in Tinear packing
densities will necessitate improvement in the write drivers and frequency
response of the heads; i.e., the transmitter in our equivalent communications

channel.
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In summary, it must be stressed that the validity of Tinear super-
position in no way presupposes or requires that the record process be
Tinear. The Tinear superposition principle can be applied for a fixed
record level down to a reversal distance of PWSO’ The validity of linear
superposition is of cardinal importance since it admits the successful

application of Tinear post-equalization (receiver equalization) necessary

to combat the effects of intersymbol interference and noise.

2.3 Characterization of the Channel

The amplitude and phase characteristics of the transmitter were
characterized in the previous section. In this section we define the
amplitude and phase characteristics of the preamplifier which is the
channel in our equivalent communication model.

The preamplifier in the disk drive is a low noise bipolar ac coupled
differential amplifier. A Bode plot, obtained experimentally, of the pre-
amplifier displaying the magnitude and phase characteristics is shown in
Figure 2.18. With an input impedance of 4009 it has a voltage gain of
approximately 200 (45dB) within the Tower and upper cut off frequencies
of 0.17 MHz and 10.2 MHz, respectively. Features to especially note in
the Bode plot are: (i) the exceptional phase linearity above 0.5 MHz
which implies a pure time delay for these frequencies; and, (ii) the lower
3dB point of 0.17 MHz. The lack of dc transfer is desirable in that it
helps to alleviate the problem of baseline galloping, characterized by a
non-zero output voltage midway between two separated flux transitions.

For the data rates of interest, the preamplifier introduces 1ittle
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IST on its own. The principal channel impairment is due to the noise

sources. In the next section, we consider the media, head and preamplifier

together as a channel noise source for simplicity.

2.4 Noise in Digital Recording

In order to utilize the techniques originally developed for conventional
communications channels it is important to characterize a digital magnetic

recorder in terms.of its noise sources.

2.4.1 Principal Noise Sources

The principal sources of noise are:

(i) Amplifier noise.
(i) Head Impedance Noise.

(i11) Media Noise.

These three sources define the fundamental Timit to areal bit densities
(track/cm x bits/cm) via their contribution to bit error rate.

The relationship between these noise sources depends on the quality
and bandwidth of the preamplifier and the width of the read track. The
importance of differentiating between these noise sources lies in their

spectral distributions and probability densities.

(a) Head and Amplifier Noise

The amplifier (eIectronics) noise consists of thermal noise, shot

noise, and %—noise. At the 1-15 MHz bandwidths currently used in magnetic

recorders, the %—noise is negligible and hence, thermal and shot noise

are predominant. The spectrum of the latter two is that of bandlimited
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white noise. Hence, the noise power spectral density pn(w) (watts/cycle

of bandwidth) 1is constant:

N.2
i
Pn(w) —-zgr 0

fiA
€
A
£

where N].2 is the total input noise power measured up to the preamplifier
high frequency cutoff CTE

Since the noise arises from the combined effects of many independent
sources, it tends to be Gaussian.

The thermal noise due to the real part of the head impedance shunting
the amplifier input impedance contributes to a head impedance noise
spectral distribution which is concentrated near the resonant frequency
of the head. This may be seen by considering Figure 2.3. The head
inductance shorts out the thermal noise at low frequencies and the head,
cable and layout capacitance shorts out the thermal noise at high
frequencies. »

Since the head is a passive element, and its resonance is of a fairly
Tow Q (see Section 2.2), the assumption of bandlimited white noise is
fairly accurate.

In summary, the usual assumption, warranted for the head and
electronics noise is that it is white noise with a Gaussian probability

density. Further the two are ergodic, independent and thus uncorrelated.

(b) Media Noise
Electronic noise tends to predominant over media noise for extremely

narrow tracks and high channel bandwidths [4]. But, in well designed
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recorders, the media noise is dominant [33].

The signal in a magnetic recorder relates to the mean magnetization
of the particulate recording media, whereas noise arises from the
deviations from the mean of the magnetization. In a bulk erased disk, the
source of these deviations is the randomness of the particle magnetization
directions, mechanical imperfections and the statistical variation in the
number density of the particles as small volumes are sequentially scanned
by the recording head [4, 34].

As the disk becomes magnetized the noise increases somewhat, probably
due to nonuniform particle packing effects [34]. A noise which depends
upon the signal is neither stationary nor additive. However, since the
noise increase is slight (< 3dB), we shall assume that the noise is
stationary and additive at all signal levels.

Most disk noise studies are performed under the dc erased or uniformily
magnetized state which resembles the saturated digital state. The dc erase
noise provides information about the homogeneity of the magnetic medium
which is a good indicator of the suitability of the medium for use at high
storage densities. Interpretation of the dc erase noise is generally done

in the frequency domain by measuring its power density spectrum.

The dc erasure reported in this work consisted of the application of
a dc current of sufficient ampTitude in an inductive write head to saturate
the medium of a Burroughs disk drive. The experimental results, are shown
in Figure 2.19, of the dc erased noise of a v - Fe203 coated aluminum

substrate disk. The results were obtained with a Tektronix P6046



1.0 | 10 kHz BANDWIDTH

0.8 -

0.0 | l | | | ] | ; |
O l 2 3 4 5 o 7 8 9

FREQUENCY (MHz)

Figure 2.19  Power Density Spectrum of the Preamplifier and DC-erased Disk Noise.

v



41

differential probe with matching amplifier and an HP 1417 spectrum
analyser with a 8553B high frequency plugin.

As shown in Figure 2.19, the dc erased noise rises with frequency to
a maximum and falls to zero rapidly. The peaks are a result of: (1) in-
complete erasure of previous data (magnetization) patterns; and (ii) disk
surface-substrate roughness. Head and electronics noise is also included
for comparison. This result is in good agreement with [35].

The characteristic spectral shape has been referred to by Hughes [36]
as chromatic and by Mallinson [37] as a so-called "blue" noise spectrum.

Su and Williams [35] note that the dc erased noise increases with
increasing write current and saturates at high write currents. 1In
addition, they found that a comparison with background noise shows an
increase in noise level occurring at frequencies in the vicinity of the
written signal frequency.

The noise power density spectrum due soley to the particulate nature
of the medium is known [33]. However, no experimental or theoretical work
has been found which attempts to determine the probability density function
of the disk noise. Several authors [36 - 40] have been content with the
assumption of a Gaussian probability density function.

Figure 2.20, details a circuit that was used in the experimental
determination of the dc erased noise probability distribution. The
output from the disk drive preamplifier was fed into a Tektronix P6046
differential probe and matching probe amplifier. The probe amplifier
output in turn was connected to a first-order 10 MHz Tow pass filter then
to the vertical channel A amplifier of a Tektronix 466 oscilloscope. The
oscilloscope amplifier output served as the signal source for the circuitry

illustrated in Figure 2.20. The amplifier gains were adjusted so that the
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peak-to-peak noise voltage was less than 2.0 volts. The comparators are
a high speed differential type having a typical response time of 15 ns and
complementary TTL outputs. The IC] output goes high (+5V) whenever input
voltage is below VREF’ otherwise it remains at a Tow Togic Tevel (0QV).
Depending on the magnitude and duration of the comparator overdrive
the high Togic level typically ranges between 3 to 4 volts. By providing
additional shaping, IC2 is used to establish the required unitormity in the
high and Tow Togic Tevels so that the DC component of the true RMS volt-
meter input gives the value of the probability distribution function for a
given reference voltage VREF'
The experimental results are detailed in Figure 2.27 and show the
probability distributions for the head-amplifier noise and the head-
preamplifier-disk noise. Taking the derivative of these functions results
in corresponding probability density functions. Confidence in our results
is established, when we note that the second central moment of the head
and preamplifier noise measured with a true RMS voltmeter was 151 mv.
From the density function in Figure 2.22 it was found to be 135 my.
Determination of the dc erased disk noise probability distribution
cannot be done directly as the head and preamplifier used to "read" the
disk noise contribute noise to the measurement itself. Fortunately,
simple mathematical operations can be performed to completely isolate the
disk noise probability density function.

Initially, let us define the tfollowing random variables:

11

head impedance and amplifier noise
Y = dc erased disk noise
X+Y

|
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where Py PY’ p, are the corresponding noise probability density functions.
P, and p, are known while py is desired.

Recognizing that when two random variables are statistically
independent, the form of the probabiTity density function of their sum
is simply the convolution of their individual probability density functions,

we may write:
= x
Py = Py Py

It is often easier to calculate convolution by means of Fourier transforms
which, in our case, we write as a characteristic function. Hence, in
terms of characteristic functions}

Mz(a) =M (a) - M (a)

or

My(a)

i
=
>Xm
5{
=
>
—~
Q
~—
S
(@]

The density function is regained by the inverse Fourier transform:

40 .
Py (1) = ?17? j My (0) e %4y

This procedure was carried out numerically and the result showing the dc

erased disk noise density is illustrated in Figure 2.22.
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The numerical results were verified by convolving Py and py
and comparing with the experimental P Excellent agreement,

particularly in the tails, was obtained as shown in Figure 2.23.

The Tunctional form of the dc erased disk noise probability
density was determined by a least-squares-fit to potential probability
density functions. The results outlined in Table II indicates that
the best fit (using minimum least squares error as the criterion) is

obtained with an inverse quartic approximation.

In Appendix B, Figures B.1 to B.4 indicate the quality of the
fit for the probability density functions surveyed. Attention to the
quality of the fit, particularly in the tails, is especially important

as this will determine the accuracy of the bit error rate calculations.

It is interesting to note that the "tails" of disk noise probability
density function are not monotonic decreasing. With reference to
Figure 2.22 we note that the presence of a secondary lobe on either side
of the central lobe. It may be argued that this is an artifact of the
numerical transformations on our experimental data. However, considering
the quality of the fit obtained by convolving Py and py (Figure 2.23) an
alternate explanation, for the secondary lobes on the tails of the density

function has been proposed.

It has been suggested [41] that the dc erased disk noise probability
density may be the convolution of two distinct probability densities
arising from the disk structure itself. The disk surface irregularities
in conjunction with the blanchard grinding marks on the aluminum substrate,

which forms a regular periodic pattern, may interact with the particulate
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or grain noise of the vy - Fe2 O3 layer which the central 1imit theorem
(law of large numbers) would suggest has a Gaussian distribution.

Electron microphotographs of the disk surface and underlying
substrate layer along a radial profile of the disk structure are shown in
Figure 2.24.

The substrate profile indicates that there is a significant perijodic
variation in the oxjde volume residing above, with its consequent effect
on the mean magnetization that is sequentially scanned by the recording
head. Moreover, the periodicity is of a wavelength comparable to the
wavelength of an isolated transition. The surface profile consists of
scratches, pits and microprotrusions, most of which are small relative to
present trackwidths and transition Tengths. Morrison [42] has indicated
that there is only a very slight correlation between surface roughness
and signal envelope roughness. Ogawa et al. [43], by an auto-correlation
analysis, observed a remarkably periodic fluctuation in the recording
media surface. They warn the periodicity itself should not be regarded
as a noise source, because the period is about 110 um and a noise
frequency corresponding to it is less than 0.5 MHz. Nevertheless, neither
the roughness nor the noise drops as Tong as the periodicity remains in
the surface roughness. However, studies considering substrate roughness
have not been found in the literature.

Our results suggest a correlation between surface-substrate roughness
and noise probability density, hence with bit error rate. This may
indicate the need for improved roughness specifications of the media

substrate and of the recording media itself. It would be interesting to
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investigate the noise probability density function with a substrate that
was electropolished or had a metallic epitaxial layer (for smoothness)

deposited on it before coating with the vy - Fe, 0 layer, though adhesion

23

of the oxide may be a formidable problem.

2.4.2 Auxiliary Noise Sources

In addition to the noise sources mentioned previously the recording
channel may be plagued by auxiliary noise sources that are difficult to
analyse mathematically. Typical sources include: adjacent-track inter-
ference, [44] tracking errors, incomplete overwrite of previously recorded
data, head to media spacing variations (separation Tosses) and nonuniformities
in the magnetic media. From the viewpoint of fading channel communications
theory these variations are by no means intrinsic to recording systems.

The probability density function of some of these types of noise sources may
make them somewhat benign. However, the difficulty in proper character-
ization and mathematical tractability has prevented any significant
analytical work with these types of noise sources. Kiwimagi [45] has
suggested the coding techniques utilized may affect the significance of
these auxiliary noise sources.

Though the noise spectrum illustrated in Figure 2.19 has been modified
by multiplicative noise sources due to spatial parameter variations and
magnetic nonuniformities mentioned above, the SNR computed soley on the

basis of the principal noise sources is often within 6 dB of that measured

[4].



Chapter 3

RECEIVER DESIGN

3.7 Introduction

The signal processing techniques utilized in many of the saturated
magnetic recording systems in existence today were developed primarily by
intuition and experiment. This approach has been so successful that more
mathematical methods for the receiver design have been neglected. O0Of
course, the success of intuitive designs is not the only reason for a
Tesser interest in more mathematical approaches. Mathematical system
analysis and design requires at the outset a set of physically meaningful
assumptions which, in turn, produce an accurate and mathematically tract-
able model. Even if such a model is available, the mathematical design
problem to be solved is frequently quite complex.

In spite of the aforementioned drawbacks, there is much to be gained
by taking a more mathematical or analytical approach to system design.
First, an analytical formulation of the problem allows the relationships
between existing receivers to be more clearly defined and highlights the
assumptions upon which existing designs are based. Second, an analytical
formulation can produce new system design approaches which, when modified
by intuition and experiment, can lead to practically important receijver
designs for the future.

It is the purpose of this section to take a more mathematical or
analytical approach to saturated magnetic recording receiver design, with

emphasis on the decisjon feedback equalizer. More specifically the goals

53
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of this section are to establish the maximum channel capacity of the
digital magnetic recording channel, to develop a decision feedback
equalizer for use in saturated magnetic recording.and to specify several

alternate receiver structures suggested by theory.

3.2 Channel Capacity

3.2.1 Concepts Based on Information Theory

According to Shannon [46], the absolute maximum capacity (C) of a
channel of bandwidth (B) at which vanishingly small probability of error
can be achieved is related to its wideband signal-to-noise ratio (SNR) by

the expression

C =B Tog, (T+SNR) . (3.1)

Three factors are assumed (i) the system is equalized flat; (ii) the
noise has a Gaussian distribution; and, (iii) that the noise has a flat
("white") power spectrum.

Following Gallager [47], a more general representation of Shannon's
theorem which accommodates arbritrary system transfer functions H(w) and
noise spectra N(w) is:

_ 1 1 H(w)|?D
C=5- J 5-1092 N dw (3.2)

where D is defined by the "water filling" formulation:
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S=]{D—~M—}dw. (3.3)

[H(w) |
In this formulation, the integrals are taken over the range (or ranges) of
w where the integrand of (3.2) is positive and S is the input signal average
power.

Gilbert [48] has calculated the channe] capacity of a burst noise binary
channel.  The burst noise model provides a good characterization of errors due
to variations in head-to-media spacing, tracking errors and media dropouts.
However, the capacity of the burst noise channel exceeds only slightly, the
capacity of a "classical" noisy binary channel and will not be considered

further.

3.2.2 C(Capacity Estimates of the Disk Drive

Using modified-frequency-modulation (MFM) encoding [49], the 1F and 2F
bounding frequencies are 2.42 MHz and 4.84 MHz, respectively, corresponding
to a bit transfer rate of 9.68 x 106 bits/sec. This occurs with an all
one's or all zero's pattern with a raw error rate of 6 x 10_]] at a signal

to noise ratio of approximately 30 dB.

The Shannon capacity, given by (3.1), for a bandwidth of 10 MHz is
presented in Table III. Using the data presented in the previous sections
of this chapter, the results due to Gallager, given by (3.2) and (3.3), are
presented in Table III, for comparison.

The results of Table III, implies that only 10% of the maximum channel
capacity is presently being utilized.

It is important to note that the capacity estimates include two fundamental
assumptions. First, the analysis assumes that the design of the transmitter
(recording media and read head) is under our control. Secondly, the capacity
theorems guarantee that signal sets exist which afford communication with
arbitrarily Tow error probability. After establishing the signal set that
is appropriate, the recording medium and read head must be designed with the

corresponding performance characteristics. This is not a trivial problen.
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TABLE III

Channel Capacity of the Burroughs Disk Drive

Capacity (Mbits/sec)

SNR Shannon Gallager Presently
10 43.92 31.10 -

20 76.51 66.00 -

30 109.70 99.35 9.68

3.3 Receivers for Channels with Intersymbol Interference

The increasing availability of Tow cost digital systems has created
a demand for more efficient methods of digital data transmission. This
demand has promoted a sustained research effort concentrated on the problem
of digital communications through linear channels that exhibit intersymbol
interference. The remainder of this chapter will attempt to utilize the
knowledge gained in this research effort to develop an optimum receiver
architecture for the digital magnetic recording channel discussed in
Chapter 2. The material is principally tutorial in nature and is more fully
developed in Lucky et al. [54].

To develop a meaningful receiver architecture we focus on the optimum
structure of the pulse amplitude modulation (PAM) system when the channel
characteristics are known exactly. The simplest type of PAM system employs
fixed transmitting and receiving filters, F(w) and R(w), respectively,
and a sampler and thrésho]d detector as shown in Figure 3.1, Every T
seconds the transmitter maps (an independent and equally likely) symbol a
into a given waveform marking its amplitude proportional to the data value.

The channel, assumed to be Tinear and time invariant, operates upon the trans-
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mitted waveform and delivers to the receiver a time dispersed version of it.

3.3.1 The Matched Filter

If a single pulse aof(t) were to be transmitted through a perfect
channel C(w), that is C(w) = 1, the optimum detection scheme in this case
of no intersymbol interference, consists of a noise filter and a filter
matched to the received pulse shape followed by a threshold detector. The
optimum noiée filter has a transfer function equal to the reciprocal of
the noise power spectrum N(w). When the additive noise at the receiver
input is white; i.e., its spectrum is flat over the frequency band of
interest, the noise filter or prewhitening filter can be omitted in the
optimum receiver. The optimum receiver for a fixed channel transfer function

F(w) then contains a cascade filter with component transfer functions:

noise matched

Tilter filter
where * denotes complex conjugation. The matched filter receiver is
also known as a correlation receiver [46] because of its mathematical
analogy. In practical applications, signal delay must be introduced in
order to make these Tilters realizable.

The transversal filter or tapped-delay-line (TDL) filter [50] is an
important filter structure for the implementation of the matched filter
or other receiver (equalizer) structures. It is attractive primarily
because of its ease of implementation in either the analog or the digital

form.



The TDL filter shown in Figure 3.3 consists of a tapped delay Tine
with signal multiplications (attenuation) by the tap weight hi for each
tap. ATl the attenuator output signals are then summed. The optimum
receiver can then be realized by a cascade of two such parallel TDL filters:
one with tap weights adjusted to form the noise filter, the second one with
tap weights adjusted to form the matched filter. Since the cascade of two
bandlimited Tinear filters is another bandlimited filter, in some applications
it is more convenient to empToy one TDL filter to realize R{w) directly.
Implementation can be viewed most easily in the time domain. The

impulse response may be written:

hn $(nT) (3.4)

where the number of taps is 2N + 1, hn is the attenuator setting of the
nth tap and &(nT) is the Dirac delta function. The corresponding Fourier

transform can be written

+N .
Hw) = ¢ p eIl (3.5)
n=-N

It can be seen from Equation (3.5) that the spectral response is periodic

in freguency. Specitically, the amplitude response is even about frequencies

2nm
T

detailed analysis is given in [51].

and the phase response is odd about the same frequencies. A more

Two practical Timitations are worth noting. In practice, signals can-
not be both time and Trequency limited so that finite length TDL filters

can only approximate the ideal solution. Secondly, the inevitable
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inaccuracies in implementing the desired weighting coefficients results
in a departure of the actual frequency response from the predesigned
frequency response. Gersho et al. [52] has recently shown that under
very general conditions the maximum error AH(w) 1in frequency response is
given asymptotically by
max |AH(w)| = o/ Togn ,

W
where n is the number of taps, o s the rms coefficient inaccuracy,
and Tog denotes the natural logarithm. One advantage of the TDL filter
is the convenience in adjusting the tap weights as a means of tracking the
channel and noise spectrum variations [53].

When a sequence of pulses which overlap in time is transmitted, the
simple receiver described in this section is no Tonger optimum unless, as
in the ideal channel situation, the individual pulses do not interfere with
each other in the process of matched filter detection. Development of a
method to deal with pulses which overlap in time Teads us to a discussion

of the zero-forcing equalizer.

3.3.2 The Zero-Forcing Equalizer

For imperfect channels exhibiting intersymbol interference, the
optimum Tinear receiver can be factored as a matched filter followed by a
transversal filter with tap spacings equal to the symbol interval T. The
quantizer as a threshold device then operates on the equalized signal to
decide which symbol was transmitted. The tap gains of the transversal

filter are set optimally according to the measure of performance being



used [54]. For example, if only intersymbol interference is being removed
completely (a so-called "zero-forcing" mode of operation), the tap gains
are adjusted such that the system transfer function X(w) = Flw) C(w) R(w)
satisfies the Nyquist criterion.

The criterion of removal of intersymbol interference does not uniquely

specify X{w) unless the bandwidth is limited to the Nyquist band

m m

One class of Nyquist characteristics which has been extensively studied is
the so-called raised-cosine characteristic.

The action of the zero-forcing equalizer is such that the matched
filter establishes an optimum signal-to-noise ratio (SNR) irrespective of
the residual IST at jts output. The transversal filter then eliminates or
at least reduces the intersymbol interference (by making the equivalent
Nyquist channel response constant) at the expense of diminishing the SNR.

The major advantage of a Tinear equalizer is its ease of implementation
and analysis. For this reason they are commonly being used in communication

systems where intersymbol interference is a prime Timitation to performance.

3.3.3 The Decision Feedback Equalization

If symbols of a data seéquence are correlated by ISI, a better way than
making symbol-by-symbol decisions is to base decisions on the entire data
séquence received. Receivers can be built with a performance advantage

because the correlation introduced by ISI between successive sample values
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is of a discrete nature in the sense that a data symbol can be disturbed
by adjacent data symbols only in a finite number of ways. Receivers that
perform sequence decisions exhibit structures of varying complexity.
Decision feedback equalization (DFE), though nonlinear, is attractive
because it can be as easily implemented as a linear equalizer. Its non-
Tinearity comes only from the quantizer as a decision device.

The classic structure of this receiver is shown in Figure 3.3.
Initially, the received signal is processed by a prewhitening and matched
filter. A linear feed forward filter (FFF) then processes the received
signal and its output is sampled at time intervals of T seconds. The
sampler output is then the sum of a linear combination of several trans-
mitted symbols plus a noise term. The receiver makes decisions every T
seconds on a symbol-by-symbol basis. At the time a decision is to be
made on the nth transmitted symbol the feedback filter (FBF) forms a
linear combination of the previously estimated symbols, assumed to be
correct, and cancels the intersymbol interference produced by them at
the sampler output. The result is then applied to a quantizer to determine
the closest possible data value. Several techniques for the design of the
FFF and FBF have been presented in the literature [55,56]. George et al. [57]
has developed an adaptive DFE algorithm for time varying channels.

The prewhitening and matched filters serve to maximize the signal-
to-noise ratio. The feedforward filter processes the signal to reduce the
intersymbol interference of all future symbols while the feedback filter
subtracts the interference due to all past symbols. (In contrast, a

Tinear equalizer reduces the effect of past and future symbols).
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The analysis of the DFE has always been performed on the assumption that
the past decisions are error-free making the mathematics more tractable.
When an error is made by the receiver the output of the FBF is no Tonger
the desired value and the probability of subsequent errors is increased
with the result that errors tend to occur in bursts. The receiver will
reset to its optimum state when N consecutive correct decisions are made.
(Where N is the number of feedback taps). For practical signal-to-noise
ratios, the probability of this event is large enough that the use of
decision feedback provides a net improvement in performance over linear
equalization.

The error propagation mechanism is more severe when the tap weights
and the number of feedback taps are large. Bounds on the error propagation
mechanism have been developed through a Markov chain analysis [58,59].

The results demonstrate that the decision feedback equalizerhas a lower
error probability than the linear zero-forcing equalizer when there is

both a high signal-to-noise ratio and a fast rolloff of the feedback tap
gains. Tomlinson [60] has invented a method of avoiding the error
propagation problem by subtracting out interference from past digits in

the transmitter. Dieulus [61] proposes digital sum feedback as an alternate
method of controlling the error propagation.

The error propagation phenomenon, though important is not especially
critical in magnetic recording because of the standard implementation of
burst-error correction codes. Results in the literature [62] demonstrates
that, if the error propagation is neglected, the DFE always has an

advantage, and often a substantial advantage, over purely linear equalization.
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This has been the incentive for the recent development of DFE modems for

satellite, coaxial cable and optical data Tinks [63,64,65,66].

3.3.4 Alternate Structures and Considerations

Decision Feedback Equalization, by nonTinear processing attempts to
avoid noise enhancement which would otherwise occur it ISI were eliminated
by Tinear filtering. Several alternate nonlinear receiver structures of
varying complexity have been proposed which are competitive, performance-
wise, with decision feedback equalization.

When IST 1is present, observation of the entire sequence received is
optimum in the decision theoretic sense [46]. Unfortunately, the receiver
compTexity grows exponentially with message length. Chang and Hancock
[67] develop receiver structures for making minimum probability of error
decisions about L consecutive symbols on the basis of the complete
message received. The attractive feature of the algorithm is that the
number of computations increases only linearly with the message length.

A new nonlinear receiver structure known as the Maximum LikeTihood
Sequence Estimator (MLSE) was introduced by Forney [68]. The MLSE
algorithm works by assigning a state for each intersymbol interference
combination. Because of the one-to-one correspondence between the states
and the ISI, the maximum likelihood source sequence can be found by
determining the trajectory of states. The receiver consists of a whitened
matched filter, a symbol rate sampler and a recursive nonlinear processor
that employs the Viterbi algorithm. The receiver is unacceptably complex
for most realistic channels as the computations and storage required for

processing the received signals grow exponentially with the channel
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memory. Vermeulen [69] proposed a reduced state Viterbi dedector to
reduce the complexity.

A survey of the Viterbi algorithm is given by Forney [70] and a
microprocessor implementation 1is given by Wilson et al. [71]. 1ts
applicability to receivers for channels with intersymbol interference and
correlative leve] coding (partia]—response) coding was suggested by
Kobayashi [72]. Application of the Viterbi algorithm to digital magnetic
recording systems has been suggested [73]. Adaptive versions of Forney's
receiver have been proposed [74] and its combination with decision feed-
back equalization has been suggested [75]. In comparison with Viterbi
receivers there are indications [76] that decision feedback receivers may
offer more robust performance on channels with phase jitter.

Sometimes ISI is introduced deliberately for purposes of spectral
shaping, in so-called partial response systems [54]. The detector structure
is the same as that of a decision feedback equalizer [77]. Nakagawa et al.
[78] indicate that the partial response detection method promises the
largest areal density among three detection methods studied.

Wood and Donaldson [79] warn that partial response techniques are a
Tiability on digital magnetic recording channels, as are decision feed-
back or Viterbi receivers which require an implicit knowledge of the
incoming signal Tevel. This is in contrast to [57,73,74,78].

Soft decision demodulation has been proposed [80,81] as an additional
method of improving channel error rates. In conventional recejver
structures, when a decision variable (quantizer input) is close to the

decision boundary, this decision is unreliable. An improved decision may
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be obtained by using a soft decision demodulator which outputs not only
the binary estimate but also a reliability number indicating the quality
of the estimate. When an unreliable estimate is indicated, a predictor
estimate or interpolator estimate is used rather than the receijved sample
containing a potential serious error.

An important element in the design of all the receijvers mentioned 1is
the transversal filter. The transversal filter is the direct form realization
of the class of Finite Impulse Response (FIR) non-recursive digital filters.
A transposed form [51], though it has an equal number of multiplier
(attenuator) and delay elements, offers substantial algorithmic advantages
in a practical analog or digital implementation. In addition to direct form
and transposed form FIR digital filters, direct form and transposed form
network implementations exist. Direct form network implementations, which
allow a reduction in muitiplications by a factor of two, while doubling the
delay elements, look attractive from the standpoint of digital implementation
on microprocessors or bit-slice processors. A digital implementation which
avoids algebraic multiplications is suggested by Yan et al. [82].

There is presently much interest in Tinding suboptimum nonlinear
receivers that will provide significant performance advantages over linear
equalization without the discouraging complexity of the optimum solutions.
In this context the decisjon feedback equalizer appears to be a reasonable
compromise. The next chapter Tnvestigates the use of the DFE for the

saturated magnetic recording channel.



Chapter 4

A DECISION FEEDBACK EQUALIZER FOR SATURATED MAGNETIC RECORDING

4.1 Introduction

The decision feedback equalizer (DFE) has been shown to provide a
significant improvement in performance over the Tinear equalizer for highly
dispersive channels which is the case in the saturated magnetic recording
channel. |

The action of the DFE is to feedback a weighted sum of past decisions
to cancel the ISI they cause in the present signaling interval. Three
performance criteria have been used to derive optimum systems; 1) minimize
the noise variance under a "zero forcing" (ZF) constraint; i.e., insist
that all ISI is cancelled; 2) minimize the mean square error (MMSE) between
the true sample and the observed signal just prior to the decision thres-
hold; and, 3) minimize the probability of error.

Belfiore [83] introduced a decision feedback Structure different from
the classical one and used it to show that both the ZF and MMSE decision
feedback signal processing are analogous to the general problem of linear
prediction. He showed that the decision feedback equalizer can be realized
as the optimum linear equalizer followed by an estimator of a random
distortion sequence (one-step linear predictor). This model will be used

throughout our analysis and is shown in Figure 4.1.

4.2 Design Methodology

In the design, which follows Belfiore [84] closely, consider the

69
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transmitter as fixed (i.e., known media, playback head and preamplifier)
and the optimum DFE receiver is to be determined. Capital letters will be
used for frequency domain functions and Tower case for time domain functions.
A subscript will be used when the time function is a sampled data sequence.
A1l sums are -« to += and all integrands are over the whole real line unless
otherwise noted. The transfer functions F, C and U are assumed linear and
time invariant. We do not put a causality constraint on these transfer
functions. Their impulse responses can be closely approximated in real
Tife by the introduction of a delay in the system. In our case we avoid
delayed sampling and hence can base our decision on the transmitted symbol
X, on a sample of s(t) taken at the time t=kT. It is further assumed that
the receiver has perfect knowledge of the transmitter F and channel C and
operates in perfect synchronism with the transmitter. The noise n(t) is
stationary, zero-mean, Gaussian with double-sided spectral density N(f).
The system is time dispersive and hence introduces ISI. The object of the
receiver is to decide which symbol, of a three-level sequence of -1's, 0's
and +1's, was transmitted on a symbol-by-symbol basis. The decision device
consists of an appropriate three Jevel quantizer. The performance criteria
used is to minimize the MSE between z and Xy with the constraint that all
ISI is eliminated. The number of feedback taps will be a finite number N
treated as a system parameter with the two Timiting cases N+0 (the linear
equalizer) and Now,

Initially, we specify the transmitter Fn(f) and Cn(f) and noise

characteristics Nn(f) where for brevity we have used Fn(f) for F(f4-%), etc.

These characteristics can be obtained from the experimental data detailed



in Figures 2.7(a), 2.18, and 2.19 respectively.

‘Minimization of the MSE between z, and X with the constraint that

all ISI is eliminated Teads to the following sequence of operations [83]:
fter choosing the number of feedback taps N evaluate:

1

2T Ff) ¢ (f)]2 1!
2, - Tf {l r FalF) Cy ()] exp (j2nfkT) df

T Nn(f)

2T

for k =0, 1, 2, ..., N

which defines the periodic feedforward filter

u(f) = _~N_T73n [i a, exp (-j2wfkT)] .

The optimum gk‘s are then given by
T _ -1 T
[g]> 929 e es gN] = A [a-,, az, e aN]

where A is an NXN non-singular Toeplitz matrix with entries

This defines the optimum feedback filter
N

G(f) = © g_exp (-j2unkfT).
n=1 n

Implementation of the FBF and FFF in the classic DFE structure can

be accomplished by the respective transformations:

/2
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Note that the feedback tap weights {gk} and‘{pk} are identical in magnitude;
hence, any error propagation is the same in both systems. Note also there
could be a situation where W(f) is square integrable but U(f) is not and,
hence, the structure in Figure 3.3 is realizable but the structure in
Figure 4.1 may not be.

Figure 4.2 shows a decision feedback equalizer for N=3 proposed for
use in digital magnetic recording. Several factors influence the choice
of the number of feedback taps (N) required. The error propagation
phenomenon is more severe when the tap weights and the number of feedback
taps are large. A decision feedback equalizer with a modest number of taps
performs almost as well as one with an infinite number. In addition, for
channels which are only slightly time dispersive (e.g., ISI which extends

only to immediately adjacent symbols) we would expect N to be small.

4.3 The Simulation Algorithm

A computer program was written in Fortran (Appendix C) to implement
the decision feedback equalizer of Section 4.2. Originally, a CSMP program
[84] was written to simulate the DFE algorithm. CSMP proved to be a poor
medium in which to run the simulation due to the significant computing
resources required (40 ms/cycle) and was abandoned in favor of the Fortran
implementation.

The transmitter and channel characteristics were obtained from the

experimental data presented in Chapter 2. The transmitted sequence of
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symbols was determined by a 512-bit pseudo-random number generator
(Appendix D) which was subsequently encoded into a binary MFM data
sequence. This data sequence defined the analog waveform of the trans-
mitter by the corresponding Tinear superposition of quartic pulses.

(Each symbol extended over a 13 T period with T = 100 ns). The channel
noise was obtained from a pseudo-random number generating procedure GGUN
given in [85]. The power density spectrum of the noise sequence resulting
from multiplicative congruential pseudo-random number generators as given
in [85] has been determined in the literature as being essentially white
[86]. An appropriate difference equation was written to transform the
power density spectrum of the noise to correspond with the experimental
measurements.

The analysis was done for a decision feedback equalizer structure
consisting of 7 feedforward taps, 3 feedback taps for T = 100 ns and 13
feedforward, 6 feedback taps for T = 100 ns and T = 50 ns. This corres-
ponds to a data transfer rate of 5 MHz and 10 MHz respectively, the Jowest
and highest bounding frequencies for the MFM encoding currently used in
the Burroughs disk drive.

The simulation was set up to terminate after the transmission of 107
symbols. One of the limitations typical to this type of simulation is
computer time. On an Amdahl 470/V7 digital computer, the program
discussed here required about 21.24 us per processed symbol (of which

11.8 us could be attributed to the random noise generator).

4.4 Simulation Results

The bit error rate (BER) of a communications channel is a valuable
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criterion to use in evaluating its performance. The BER is used as the
basis through which the DFE is evaluated in terms of its suitability for
application in the digital magnetic recording channel.

In the DFE, many of the symbol errors are members of the same error
event (error propagation mechanism) and hence are not independent. In
is

fact, Belfiore [83] has shown that the total number of errors PE

bounded by the number of burst errors Pe as,

where M is the number of PAM Tevels, N is the number of feedback taps.
Throughout this thesis the BER is calculated on the basis of Pe only.
The BER curves presented in this section are based on the number of times,
X, that an app}opriate error event has occurred in m transmitted symbols.
For a small sample of error events it would be unreasonable to claim that
the estimate ﬁe = %- is exactly equal to the probability of error P, that
would be obtained from the observation of an infinite number of transmitted
symbols. Hence, it would seem desirable to accompany the estimate ﬁe with
some statement as to how close we might reasonably expect the estimate to
be to the true Pe' This can be done by using confidence intervals. In
cases where Pe is cTose to 0 (or 1) we are interested in one-sided confidence
intervals of the form Pe < C; that is, we are interested mainly in finding
an upper confidence 1imit for Pe' When Pe 1s small and m is large, we
approximate the binomial distribution with a Poisson distribution rather

than a normal curve.
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Hald [87], has shown that an approximate 1-a upper confidence limit
is given by-ga . Xé s> where Xé is the chi-square distribution and the
number of degrees of freedom equals 2(x+1). For example, for x=10 burst

-5

errors, m=:106 transmitted symbols (j.e., P = 10 ) and & = 0.01 for a

e
confidence level of 99%, we obtain the following one-sided confidence

interval,

40.28 5

P, < m = 2.014 x 107

where 40.28 is the value of Xé.O] for 2(10+1) = 22 degrees of freedom.
Had we used the normal distribution rather than the Poisson
distribution to approximate the binomial distribution, we would have
obtained a more optimistic interval ¢ < Pe < 1.7 x 10'5.

Assuming that one cannot afford more than one minute (i.e., 60/
(21.24 x 10'6 cycles) of computer time per run along with the observation
of at Teast 10 error events, simple evaluation of ﬁe = 10/(60/21.24 x 10-6)
= 3.54 x 10_6 shows that in practice 5 x 10"6 is the Towest error probability
attainable by this method (5 x 10"7 if one is allowed to use 10 minutes of
computer time per run, etc.). Furthermore, for a large sample size
(m :>TO3) based on the observation of at least 10 error events, at the

confidence Tevel of 99% we would establish the following bound

Pe < 2Pe

The simulation results for three DFE feedback taps and T = 100 ns

corresponding to a data rate of 5 MHz for MFM encoding are presented in



Figure 4.3. Initially, lower and upper performance bounds are established.
The matched filter and simple quantizer discussed in Section 3.3.1 provides
the upper bound. The theoretical Tower bound for no inter-symbol inter-
ference (additive noise considerations only) 1is provided by the familiar

Q function. The performance of the receiver considering additive noise
only (i.e., the dc-erased disk - no magnetic flux transitions) defines the
quiescent error rate. The quiescent BER follows Q(x) closely by a constant,
a necessary (but certainly not a sufficient condition) for establishing

some confidence in the simulation.

The DFE provides approximately a 6 dB improvement over the matched
filter plus simple quantizer at a 20 dB SNR.  For a SNR greater than 25 dB
DFE may achieve competitive error rates with the present disk drive (albeit
at half the present density).

Above 15 dB SNR the feedback operation (sk - bk) improves the BER.
This is Togical since the feedback process is disturbed less by random noise.
Conversely, the feedback process provides Tittle benefit for a SNR < 15 dB.

The results corresponding to the doubling of the number of feedback
taps (N=6) is presented in Figure 4.4. The DFE (N=6) realizes a 1.5 dB
improvement over the case N=3, as the ISI due to the entire symbol perijod
can be taken into account. A1l the other results for N=06 are consistent
with the case N=3.

A sensitivity analysis to component tolerances is an’important
criterion in evaluating the merits of a practical engineering design. The
effect on the BER of varying all the feedforward and feedback taps + 10%

was used as a crude sensitivity indicator. The results are presented in
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Figure 4.5 and Figure 4.6. The effect on the BER appears more pronounced
as the SNR increases indicating that component tolerances (or quantization
errors in digital implementations) may be a potential limitation at high
SNR. A more rigorous sensitivity study in conjunction with reference [52]
is needed.

In addition, the sensitivity of the three-level quantizer thresholds
was studied. The effect of varying the input threshold levels is presented
in Figure 4.5. A + 10% variation in input threshold levels increases the
BER by a minimum factor of three. Doubling the number of feedback taps in
turn reduces the error rate by at Teast 15% for the same variation in input
threshold Tevel. The effect of varying the output amplitude, shown in

Figure 4.6, is much Tess dramatic. A + 10% variation in output amplitude

increases the error rate by no more than 15%. Doubling the number of feed-
back taps in turn reduces the error rate by 10% for the same variation in

output amplitude.

In order to evaluate the merits of using DFE it is important to compare
its performance to that of the existing Burroughs receiver. The receiver
consists of a 4th order Tow pass filter, which closely corresponds to an
appropriate matched filter approximation, followed by a differentiator and
zero-crossing detector. The differentiator is responsible for approximately
2 dB of noise enhancement [36]. This is more than offset by the ability of
the receiver to handle some fading of the readback signal (usually due to
media dropouts). In the simulation that follows we retain the Burroughs
matched filter approximation and replace the differentiator and Zero-crossing

detector by an appropriate threshold detector. The performance results are
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then compared to those of the DFE receiver.

The simuTation results for six DFE feedback taps and T = 50 ns,
corresponding to a data rate of 10 MHz for MFM encoding, are presented in
Figure 4.7. As before, the theoretical Tower bound for no-intersymbol
interference is provided by the familiar Q function. The DFE with 6 feed-
back taps always enjoys a performance advantage over the Burroughs matched-
filter approximation. However, the practical impTementation of the

Burroughs receiver exhibits a ﬁe = TO_]] at a SNR of approximately 30 dB.

The simulation results for the same receiver exhibits a ﬁe = 10’5 at a SNR

of 32 dB. The large discrepancy suggests a deficiency in the simulation
model used to describe the saturated magnetic recorder. The characterization
of the noise as Gaussian may account for this discrepancy. The Gaussian noise
assumption and the superposition of isolated pulses in the simulation clearly
defines the SNR. However, the SNR of the Burroughs disk drive (as measured
with a true RMS voltmeter) includes not only the Gaussian noise of the head
and electronics but also the disk noise and the noise due to auxiliary
sources. Experimentally, the power density spectrum and the probability
density function indicates the significance of these auxiliary noise sources.
In addition, Su and Williams [35] found an increase in noise Tevel occurring
at frequencies in the vicinity of the written signal frequency. This also
makes a direct SNR comparison with the simulation difficult. Improving the

noise characterization is discussed in the conclusions.
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Chapter 5

CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK

The analysis of digital recording and reproduction in the previous
sections has led, in spite of the complex processes involved, to some
reasonably accurate approximations.

We found that the readback voltage of the isolated transition could

be accurately approximated by a quartic function:

K
1+ at? + ptt

In addition, the validity of Tinear superposition has been verified down
to a reversal distance of PWSO’ The validity of linear superposition is
of cardinal importance since it admits the successful application of
Tinear post-equalization (receiver equalization) necessary to combat the
effects of intersymbol interference and noise. As the Tinear bijt density
increases, distortion introduced by writing demagnetization and bit-to-bit
interactions reduces the accuracy of the Tinear system approach. The
merits of Tinear equalization are then questionable.

The functional form of the dc-erased disk noise probability density
can best be approximated by:

/2/c + b J b

p(X) = s — < ]
m (1 + bx? + cx*%) fZ/E
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A further analysis of the dc-erased disk noise probability density
suggests a correlation between surface-substrate roughness and noise
probability density and hence with bit error rate. This may indicate
the need for improved roughness specifications of the media substrate
and of the recording media surface.

With regard to the absolute maximum capacity of a communications
channel at which vanishingly small probability of error can be achieved,
only 10% of the maximum channel capacity is presently being utilized on the
Burroughs disk drive.

As the recording channel is stressed with higher data rates, inter-
symbol interference (ISI) becomes a dominant limiting factor. To combat
this effect in the saturated magnetic recorder use of a DFE in the receiver
1S proposed.

When a relatively small number of past decisions (3 to 6) are used
in the feedback equalization process, the simulation results by themselves
indicate that a performance improvement relative to the existing Burroughs
receiver appears realizable. However, it is important to qualify this
statement in view of the fact that the simulation results for the Burroughs
matched filter approximation do not correspond to the performance statistics
of the hardware implementation of the device itself. One major factor may
account for this discrepancy. The Gaussian noise assumption in the
simulation model may not be an accurate representation of the noise process
of thé disk drive. Indeed, our experimental measurements indicate that the
noise could be more accurately modelled as the convolution of Gaussian

noise with quartic noise. Furthermore, if we could model one component
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of the noise source, such as caused by mechanical imperfections, poor
servo-tracking, inter-track interference or incomplete overwrite, as a
sinusoidal (for example) type of noise, examination of its probability
density function indicates that for the same SNR it is quite benign up to
some threshold. Unfortunately, very 1ittle theory exists to handle optimum
receiver design in the presence of non-Gaussian noise.

Assume for the sake of argument that a more accurate representation
of the noise process in the magnetic recorder when impTemented in the
computer simulation improves the BER simulation curve of the Burroughs
matched-filter approximation in Figure 4.7, so that it corresponds closely
with the actual performance measurements. Likewise, assume a corresponding
improvement in the BER curve for the DFE. The simulation results then
indicate that the DFE appears to maintain a 5 dB performance advantage at
a SNR of 25 dB. However, the DFE must still prove itself in terms of its
robustness to phase jitter, fades and synchronization. In addition, a
thorough sensitivity analysis of the feedforward and feedback filter taps
along with a more complete characterization of the DFE burst error statistics
is needed. Due to the significant computing resources required, a thorough
computer simulation of these effects may be a formidable problem. An
obvious solution is the construction of a prototype for use on an actual
disk drive. Considering the simplicity of the receiver itself, an
equivalent microprocessor simulation operating at a kHz symbol rate may
be an attractive alternative that provides the required flexibility at

reasonable cost.
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An important extension of this work would investigate the application
of partial response signaling or other types of spectrum shaping codes which
are matched to the channel. The decision feedback equalizer is a possible
receiver for such codes which may increase the channel utilization.

In conclusion, the simulation results have consistently shown that DFE
provides a significant performance advantage over the current Burroughs
receiver. However, there are indications that the model is deficient,
particularly in the noise characterization, in that current performance
statistics cannot be reproduced. Improved modelling of the channel
impairments would allow a more definitive evaluation of DFE as applied to
digital communication over the saturated magnetic recording channel. Con-
sidering its ease of implementation, even at high data rates, decision feed-
back equalization is worth some further consideration insofar as the linear

system approach remains valid.
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Least Squares Fit to the Disk Noise Probability Density Function
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(9
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DIKENSION RNALOG(512),XK(512},FR (1)
DATE ANALOG/512%0.0/,XK/512%0.0/ —-

DECISIOR FEEDBACK EQUALIZATION SIHUOLATION PROGRAM

OF THE BURRNDUGHS £ DISK DRIVE READ CHAIN

FEBRURPY 1980

DEPARTHENT OF ELECTPICAL ERGIREERING

UNIVEPSITY OF HARITOBR, WINNIPEG, BAWITOBA, R3T 2R2
PARAKETERS

LUNR=5 . -

LUNE=6

STDEV=0., 2617000
ISEED=72345
RITS=0.0
ERRCNT=0.0C
SAVE=0.0

RO=+4,.50025
Bi=-0.82720
A2=—-0,42629
A3=-0.02933
ai=-0.015384
A5=-0.037035
A6=-0.018036

G1=-0,.21797
G2=-0,15030
G3=-0.06412
Gu4=-0.03698
G5=-~0,02557
G6=~0,0149%

FPRO=+(0.4483 . . -

FRE1=+0.3066
PH2=¢0,.0680

FF6
FF7
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90

120

FF12=0.0
PB1=0.0
FB2=0.0
FB3=0.0
FB4=0.0
FB5=0,0
FB6=0,0
RR0=0.0
RE1=0.0
RN2=0.0
BN3=0,0
RR4=0.0

RERD(LUNR,90) (RNALOG(T),I=1,512)
FORMAT (10X, E12, 4)

FRITE(LUN®, 90) (ANALOG (I},I=1,512)
READ (LUNR,90) (XK(I),I=1,512)
RRITE(LONW,90) (XK(T),I=1,512)

VAR=STDEV*%*2

E=6.8499

SNDB=10.00 * ALOG10(E VAR)

WRITE(LURR, 1) SRDB

FOREAT (10X, " INPUT SIGNAL-TO-NOISE RATIC = feF10.5,'DB*, /)
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DO 50 J=1,2000

DO 50 I=1,512

CRLL GGUN({ISEED, {,R}

RRO=R (1) * STDEY

FRSUE= PR2% (RNO+RNU) «PN1% (RN1+PHN3) +FROSRN2

DECISIOR FEEDBACK RECFIVER

BOFT=ARALOG (I} ¢ FHESOR®

?FSUH=56*(BOFT+?P12)+§5*(FFT+FPT1)+RQ*(FF2¢PPTO)+A3*(FF34FF9)
*EZ*(FFU+PP8)¢A1*{?FS+FP7)+RD*(FP6)

SK=FFPSU8

BK=F86$G6+FRS*G5+FB“*GQ+PB3*G3+PB2*G2+FBT*G1

ZK=S5K - BK

THRES=ZK

IF(THRES,.GT. +5. 4550}y XRBAT=%9, 10

IF{THRES,LT.-5.4550) XKHAT=-9. 10



@]

O aOnan

92

91

30

50

35

IF(THFES.LE.+5.4550. ARD. TERES, GE.~ 5. 4550)
DREET=SK~XK HAT

BINOUT=XKHAT/9. 10

WRITE(LUNW,99) BIKODT

FORMAT (10X, E10, 2)

BITS=BITS+1.00
IF(BITS.LE.3.0) GO TO 3C
DIFF=ABS (BIKDUT-XK (I))
IF(DIFF,LT.0.01) GO TO 30
TP{BITS.EQ.SAVE) GO TO 92
ERRCNT=ERRCNT + 1.00
CORTINUE

RITE(LUN®,91) BITS
FOR®AT (20%,E15. 8)
SAVE=BITS + 1,00

CONTINUE

UORIT DELAY TO ALL PARAFETERS {EXP {~ST}}

RRY=RKR3
RR3=RN2
RN2=RN1
EN1=RRO

FPB6=FBS
FBS=FBY
FBU=FB3
FB3=FB2
FB2=FB1
FB1=DKHAT

FF1Z2=FF11
FF11=FF10
FF10=FF9
FFI9=FF8
FF8=FF7
FFT7=FF6
FFP6=FF5
FFS5=FF4
FFu=FPF3
FP3=FF2
FF2=FF1
FF1=ROFT

CORTINOE
WRITE(LUNW,35) ERRCKT, BITS

FORFAT (*1', 10X,E12.5,°ERRORS IN *,E12,5,°¢
STOP

ZND

XKHET=0.0

BITS REED

74
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Pseudo-random binary sequences have been studied and used extensively
for error-correcting codes, multiple access coding, privacy encoding and
other similar purposes. In this thesis such sequences were used to
simulate a random binary data input stream within the communications
channel simulation program.

In the following paragraphs we show how pseudo random binary sequences
may be generated through simple operations on matrices. No attempt is made
to develop the theory or properties of pseudo-random binary sequences. The
discussion will be limited to particular sequences known as maximal length
sequences. They are of the most practical interest since they can be
generated with a small amount of electronic hardware.

A maximal length sequence is the serially clocked output obtained from
a binary linear feedback shift register when certain specific feedback
connections are made by a modulo-2 adder. Figure D .1 shows the generalized
structure. The coefficients a,b,c, ...,r are binary multipliers or presence
coefficients. If, for example, a=1, this signifies a connection is made
from the first stage output of the shift register to the modulo-2 adder.

The feedback connections for shift registers of up to length 34 are given
in Peterson [88].

An equivalent matrix notation may be developed as follows. If each

cell of the shift register is represented as intially containing a binary

value Y, then the following relations must hold:



} CLOCW

"7‘[ N Stage Shift Register J

OuUTPUT

Fig. D.I . A Binary Linear Feedback Shift Register
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Yi = aY] + bY2 + cY3 + ...t rYn
Y, = Y]

Yé = Y2

Yy = Yn-T

where the addition is modulo-2.
These equations can be written convenientlyinmatrix form as Y' = TY
where T is defined as the transition matrix. For the special case of

n=4 we can write,

Yi a b ¢ d Y]
Yé 10 0 0 Y,
Y ) o 1 0 o0 Y3
Y, 6 0 1 © Y4

where a=1, b=0, c=0, d=1.

IT the vector Y is a given state of the shift register, then TY,
T?Y, T3, ... are the following states. If 77! exists, 1Y s the
preceding state.

The maximal cycle length obtainable with n=4 is k=2""115 with the

all zero state eliminated (since this state is a self-sustaining singleton).



