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ABSTRACT 

Early years pre-logical students with literacy 

development difficulties, may have have failed to develop 

accesss to, or control of a spatial orientation device, the 

virtual gyrostatic mechanism ( V G M ) ,  a phenomenological 

device which may operate within holoqraphic memory. Within 

the construct of the neural hologram are propexties which 

may account for the existence of a VGM. This study examines 

the effects of haptic rehearsal strategies on the 

manipulation of holoqraphic forms of memory storage and 

retrieval. This instructional strategy is intended to help 

students develop the ability to ameliorate orientation 

incongruencies, such as the reversal and inversion of 

letters and numerals, for the purpose of improving literacy 

skills. It is hypothesized that self-correcting tendancies, 

for letters and numerals may develop when students gain 

control of the VGM, and that access to and control of the 

VGM may occur by usinq haptic rehearsal strategies with 

three-dimensional objects. The purpose of the study is to 

see if students can be assisted to develop self-correcting 

tendencies for letter, numeral and shape errors by looking 

at photoqraphs showinq the front, back, top, bottom and side 

views of objects, identifying the views, and matching the 

views with concrete stimuli. When required students w i l l  be 

given hand-over-hand physical assistance by the researcher 

to match the two-dimensional photoqraphic stimuli. 



Twenty subjects aged 7 or 8 years in Gr.2 or Gr.3 were 

assigned to two qroups. Group #1 included 10 students who 

showed letter or numeral reversals, inversions, 

transpositions or substitutions in their written work and 

who had early reading difficulties. Group #2 included 10 

students with few written work errors and with stronq early 

reading skills. A 15 minute screen of pre-literacy skills 

was used to determine group assignment. A 23 minute pre- 

test of literacy skills was administered. The students in 

both groups recieved three 15 minute trcatment sessions in 

which they (a) looked at photographs of stuffed toys, wooden 

letters, and numerals in a variety of positions, (b) 

identified the views of the objects in each position, (cl 

repeated the positions with the concrete objects, and then, 

(d) matched the objects to the photographs. A 27 minute 

post-test of literacy skills concluded the study. 

Statistical analyses were conducted using the Wilcoxon 

Matched-Pairs Siqned-Ranks Test (alpha=. 05) for within group 

pre to post-test comparisons and the Kilmorogov-Srnirnov Two 

Sample Test(alpha=.05) for between group comparisons pre and 

post-test. A statistically significant difference between 

Group #1 and Group #2 on a literacy skills pre-test 

confirmed that the two groups were, as anticipated, 

different at the outset. As expected the strong early 

reading skills group (#2) did not show a statistically or 

educationally significant improvement as a result of the 

haptic rehearsal. However Group #l showed significant 



educational im~rovement on a literacy skills post-test but 

not enough to reach statistical siqnificance. These results 

suggest that further research into haptic rehearsal may 

yield further insights into how we might better help early 

years students who make letter and numeral reversais, 

inversions, transpositions, and substitutions to learn to 

read at the same pace as their more able peers. 
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CHAPTER 1 

t ro- 

Brain theory research spanning centuries has produced a 

multitude of f a c t s  which reveal, to some extent, how the 

human brain functions in learning and memory. This field of 

inquiry is advancing rapidly due to the development of 

technologies that can scan and map the brain's functions. 

According to Brierley (1994), this data needs to be analyzed 

by a "Darwinian mind" in a master stroke of genius to 

produce the foundational theory for the next generation of 

brain function studies. Brierley states that a sound theory 

of brain functions will benefit educators because it will 

assist teachers with a clearer understanding of how children 

learn to read, how to teach reading, and how to ameliorate 

the difficulties learners face with analyzing sight, sound, 

and touch stimulation in learning environments. 

This research explored one possible educational 

implication of the phenomena of electrical impulse 

transmission at the junctural sites of the neural g a n g l i a  

along the geniculo-striate pathway (optic nerve to the 

visual cortex, see Figure 1) in the context of holoqraphic 

memory theory ( P r i b r a m ,  1971; van Heerden, 1970; Garbor, D. 

1946). This researcher suqgested that there exists a v i r t u a l  

gyrostatic mechanism (VGM) responsible for v i s u a l  s p a t i a l  

orientation which can be observed to not yet be under the 

control of pre-loqical early years students. 



ycnicufalc body 

Figure 1. Brown's (1976) Schematic representation of the neural pathway involved in vision. 
The bioelectric impulses gaiaate in the recinn are conducteci by the optic c d  neme to a site 
known as the laterd grniailate body. Hem, cornplex synaptic cornedons rait in the retinal 
impulses being.subjected to various excitatory and iahibitory influences and to int- change 
which brhg about funhei coding. The impulses are then conducted to the v i d  cortex in the 
striate area of the occipital lobe, whne sîiN &rtha and even more compkx codiag OCCUIS. 

[ From Brown. 1976.1 



It was proposed that selected tasks utilizing haptic 

enhancers may facilitate the exploration, invention, and 

experimentation of VGM control by early years subjects. 

Gaining access to the VGM and exercising control oves its 

function may result in improved performance in school 

related literacy performance skills. Methods of visual 

rehearsal during encoding, while not yet specified by prior 

researchers (Spoehr & Lehmkhule, 1982). are proposed to take 

the form of haptic enhancers. By means of the VGM 

hypothesis, the author attempted to explain one of the 

missing links in the constructivist learning theories of the 

20th century, by specifying how the visual encoding and 

transformation of stimuli may occur in short and long tenu 

memory in the context of early readinq literacy skills. 

This study pusued a hypothetical memory engram which 

may explain one of the missing links in current learning 

theory. In particular, the failure of pre-logical early 

years students to master the singular perspective of 

letters, numerals, and shapes associated with orthographie 

systems such as writing, spelling, and the printed form. 

In this study, memory was viewed as a process rather 

than an event. It was proposed that memory may be situated 

on a continuum of learning rather than as a separate brain 

function. Memory storage is assumed to be distributed 

throuqhout the nervous system at a moleculaz level. 



The purpose of this study w a s  to identify a procedure 

to activate a proposed spatial orientation mechanism, the 

virtual gyrostatic mechanism (Va). When activated the VGM 

may be responsible for a phenomenolo~ical process of three- 

dimensional holographic storage and retrieval, which may 

assist learners to develop self correcting tendencies for 

letter, numeral and shape reversais, inversions, 

transpositions, and substitutions. Gaining control of 

perception through v i s u a l  /haptic-spa t i a 1  orientation 

procedures may facilitate the retention of information 

during short-term memory rehearsal and long term mernory 

storage, resultinq in improved literacy ski11 performance.  

The VGM may be an aspect of holographic memory through 

which students may learn to self-correct transformations of 

two dimensional orthographic symbols into three dimensional 

representations which are stored as neural holograms and 

which may become thought, and eventually expression, when 

they print or interact. 

B 3 -  

Question #1: 1s there evidence consistent with a 

virtual gyrostatic mechanism(VGM)? 

Question #2: 1s there evidence consistent with a lack of 

control of the VGM in pre-logical thinkers? 

Question #3: 1s there evidence the VGM can be brought under 

control by pre-logical thinkers? 



Question # 4 :  1s there evidence that having the  VGM under 

the control of pre-logical t h i n k e r s  can irnprove 

literary and numerary skills? 

d to t k  PxQhLem 

While much educational research has been conducted i n  

the area of reading disabilities t o  address the problem of 

Letter and numeral reversais, inversions, transpositions and 

substitutions, there remains no clear understanding of what 

causes these errors to occur or how to ameliorate them. 

Limited success has been achieved by encouraging students to 

use the uppercase form of the letters B and D to eliminate 

confusion, and metacognitive strategies such as 5 for bed 

where the correct formation of the letters b and d will 

create a schema of a bed with a head and footboard. 

ork 

The outline for the proposed arguement proceeded as 

follows. The investigation of the human brain's ability t o  

perform spatial orientation and mental rotation tasks began 

as early as 1910 and is supported by empirical studies, as 

an accepted phenornema of mental imagery. The holographic 

memory mode1 (HMM) provides a suitable theoretical framework 

in which a neural holographic property can be introduced to 

account for s u m e  aspects of memory, in particular three 

dimensional shape and object recognition. The HMM is 

applicaple to viaual input processing because of its 

reliance upon light wave transmission to form soft tissue 

holograms. The haptic enhancement of visual input may 



create holographic memories the spatial orientation of which 

which rnay be under the control of the VGM. Failure to 

develop control of the VGM rnay explain some learning 

problems encountered with reading, in particular the 

reversal, inversion, and transposition of letters and 

numerals. Haptic rehearsal during short-term and working 

memory encoding rnay result in developing control of the VGM. 

Once under control of the subject, the VGM rnay assist the 

sub j ect to self-correct errors by reorienting the standard 

position of stimuli to create a match with the subject's 

interna1 view of symbols. The result rnay be an improvement 

on the subject's performance on literacy related tasks. 

Research that attempts to learn more about the 

characteristics and behavior of children's holographic 

mernory capabilities and their access to and control of t h e i r  

spatial orientation abilities possibly using the VGM is 

needed. The data gathered from such experiments rnay provide 

knowledge which rnay assist teachers to develop new 

instructional strategies for students with reading 

difficulties. The difficulties that early years students 

experience with beginning reading development skills 

persists despite the decades of research conducted to 

ameliorate these difficulties, There is a need for clinical 

studies with scientific research designs and sound 

methodology, to provide a more in-depth view of the 

neuropsychometric properties of memory. Current biomedical 

research technologies examine the hypothesis of holographic 



memory (HM), at a molecular level with animal subjects, 

including cats and rnofikeys. W i t h  the advent of corn~uter 

technology,  some day it nay be p ~ s s i b l e  to examine the V-I 

hypothes i s  w i t h i n  a v i r t u a l  enviroxztent utilizing h a p t i c  

i z . t e r face ,  f i rs t  w i t h  ar , ixal  sykjects an2 thez with hman  

7L-i -, e c t s .  

1 R-nta- 

-ieç. Iûur hypctheses t3-at examine thAe ?henc=eza 

cf h*z.-r.-maz b r a i=  spatial orie~tatian abilities with repect t~ 

z e ~ t a l  rztztis~ w i l l  be &isc~ssed, These izclude; Perkeq's 

F f f e c t ,  cor t ica l  

~ e t x o r k ,  

mapping of Fnagery center, t h e  mental 

siçnatÿre cf x e n t a l  ro t a t i c z ,  a ~ d  geon 

CCeT:es Perkey ( l9lC) , wkile c s ~ d u c t i z ~ g  izagery 

experhents ,  dete-ined t h t  ho ld i zg  a m ~ n t ~ l  image 

i n t e r f e r ~ s  w i t h  seeirq f a i n t  azd fine details. T h i s  

~ h e r z r e z a ,  ca l led Perky's E f f e c t  s b s t a z t i a t e s  t h e  lelief 

t h a t  iaaqery affects ~ e r c e p t i s ~ .  Kcssl;r. (1003), üsinç 

occitron EmFssion Scanfiing (PET sc=n-?i~lg! , h= i den t i f  ied 

t h e  v i süa l  csrtex as t he  cezter f o r  izagery a ~ c !  kas fs*;?~ 

t h a t  z ez t a l  izages xay cause higher levels  cf activity i n  

the v i s u a l  ccrtex t h an  ac tüa ly  viewinç  s c r ze th i~g  rea l .  The 

Fdea of a mental rotat-sr ~etwork has beez proposed by 

Cccper sri-' Cherard (1973) , Tarr (l995), Tarz and Bulthcf f 
(19951, Farah (1989), FinLe, PinLer, and T a r r  (1989) a_nd 

Tarrr ar,U P i z k e r  (1080) , They fcüzd t h e  t h i s  sfde ~p 

e r i e ~ t a t i o n  of an object crucial to F t z  i d e n t i f i c a t i o n  



&ri-g a Frocess in which the süSjec t  k h ç s  the object i n t c  

iiew by nental ly  rc ta t ing  it a Uegree a t  a  t i ne  rntil the 

c o r r e c t  m t c h  Fs achieved- P i ~ t e r  (1,997), states t k t  

n, ,eu,-e - m l  can nental ly  r c t a t e  a shape i n t s  the üpriçht and 

t h e -  reccq-ize the rc ta ted izage" ( p . 2 7 5 ) .  Ze sïçgests  that  

a mectal inage-rûtator is available which nay ezable two a-d 

c hzlf d i m e ~ s i ~ ~ ~ z l  views, SE& as p b t c g r a p h s  +o be r t c r e d  

clcri., ,,,,. a v a r i e t y  of y e r ~ p e c t i ~ . ~ e s ,  s s  t ha t  an  cb jec t  which dces 

zc t  ~ a t c h  cze cf the stûred Lrzages caz Se aentally rctated 

uatii a match is round. 

A signature of mental r o t i t i o c  w a s  discovered when Ft 

?:as F m w n T '  ,,,,., t ha t  the greater  the nuzber of Ueqrees tha t  the 

i z a ~ e  ceeded tc  be rotated t h e  lcnçer it took fcr the 

S.-L; ,,ects ts perfoL:: the task.  Fcrther, i t  was discoTwTered 

t h a t  the  hiimrn brain FE capa le  of  t w o  m d  th ree  dimensionzl 

T T  .;süal Y thinking i n  which pecple ~ c t a t e  shapes iz their ~ i n d s  

i n  three ways; for sinsi.;rle shapes a 3 - 9  gecr. = d e l  centered 

nn its n7.m 
- L A  axis  Ls  stozed, a cczp1Fcated shape Ls  stvred a t  

ezch of the orientations F t  ir viewed in, and at an 

ür,fa=iLilia=r o ~ i e n t a t i c n  the shapes a re  rstatel l  t c  a m r e  

faniliar cr lec ta t ion .  

de1 dustif icat icr ,  f c r  

se1ectir.g t he  hologrzphic meEory mode1 [Inn;) +s the 

4 - ~  ,,,ê~retFcal coztext  f û r  the VGX lies in [a) F t s  inclusiûïî of 

t h e  stcrage of three-dimensic-al fc-s and (b) the increased 

capacity of the hologram to store the s a s t  qran t i t i e s  cf 

inFn-tFon available t o  recsll wbirh carAot be explai~ed by 



electrical iqulse transmissicn. The IlMM is  compatible uLth 

the --mm ,Lw,cseV VGM because cf the f c l l v w i n g  hipotheses; t h a t  

t h r e e - d F m - n s F ~ ~ ~ I  fom con be oriented through t he  l=e cf 

c a n c r e t e  ~uazipulatires w i t h i c  zerzcry to create a m a t c h  wlth 

the csrrect cr 5esireC fcLm vr crientaticn r eqa i re l l  for 

recsgzizicg l e t t e r  shapes and ~üinerals ,  and that by enabling 

the l e a r n e r  to develop control over the  V a ,  self-correcting 

tendencies w i l l  develop which may ix~rave  perfc,-nance cc 

literaq related tasks. The uniqxe three-diaensional asnpect 

af the hslcsraph storase az5 r e t r i e r a l  systen provides a 

means by which the abs t rac t ion  of concrete fo-m.s can be 

rese~5ered. In t h i s  respect,  the V a  may be a facet of t h e  

phemxeza cf m. 

It is w i U e l y  accepte& in t h e  field of cogni t ive  

psychology, t h a t  learning t a k e c  place which has no t  yet been 

accsunted for by e x i s t i n g  b r a i n  thesrq research. Twc 

---klams PA V u  A LALL with c~rrezt Srain thec r j  are relevant to the 

selecticn sf a hclcyrashic nenvrq zsdel  in this study. 

FFrst, the i q l a u s a b i l i t y  of acquiring the qi lont i ty of 

in fc rmat ion  the hVuzar, brain has the capacity to process azd 

store thrsuçh ccnventional electrf cal i~pslse transmissici . .  

S e c m d ,  t h e  - 4 t e n t i a l  t o  exparid t'ce b r a i n ' s  storage density 

throilgh optical info-rma Lion ctorrge cysteras u i n g  coherenr 

1I5ktf and mechanical  wavs f ~ l m  transmission tc create 

n e u r a l  .hclograms. 



Within the electrophysical information processing 

model ,  the CNS has been shown to acquire information through 

electrical impulse transmission. Electrical impulses occur 

in response t o  stimuli called bits, which excite a response 

frorn the cells receiving them. It takes 1/18th of a second 

to differentiate between one group of seven bits and the 

n e x t  group of seven bits (Csikszentmihali, 1990) . 
Therefore, the calculated rate at which this process occurs 

is, at most, 126 bits of information per second. 

The ability to focus attention, attentional habits, and 

biological and social factors affect whether information 

enters ccnsciousness~ Attention is also required f o r  

remembering, thinking, feeling, and making decisions. 

Attention is defined as psychic energy (Csikszentmihalyi, 

1990 ) ,  an energy under human control. The processing 

capacity of the brain has, through the course of evolution 

of the nervous system become proficient at cornpressing 

stimuli in a process called chunking whereby the task 

becomes automated leaving the mind free to do other things. 

Additionally information is compressed through symbolic 

rneans, language, math, abstract concepts, and stylized 

narratives (Csikszentmihalyi, 1990). These phenomena alone 

cannot account for the extreme variability between 

-ess individuals when explaining the brainls capacity to pro, 

information. 



Holographie memory is based upon the use of a neura l  

holographic system to store and retrieve vast amounts of 

information. Within this model of brain theory coherent 

light can be used to superimpose images at the same physical 

location in the v i s u a l  cortex using different spatial 

frequencies (Pribram, 1971). Each image can be retrieved 

without being affected by the other images. The holographic 

hypothesis on brain function in perception takes the form of 

superposi tion . The brain aquires information through wave 

faan transmission. 

Within the HMM the brain's physical capacity to store 

information becornes vast. van Hearden(19681, has 

demonstrated that ten billion bits of information can be 

stored holographically in a cubic centimeter. It is 

estimated that between hundreds of millions and a billion 

neurons are electrically activated during each memory event 

with impulse conduction speeds of 360 to 400 km./hr. It is 

impossible to store the same amount of information 

electrically as holographically because of the rate of 

electrical impulse transmission. The optical storage and 

processing of information through the neural holographic 

process may provide a means of explaining how human memory 

works that is consistent with the diverse and complicated 

findings of mernory research. 



Viçual I-. The field of 

neurobiolagy clarified neuronal processes involved in 

information processing, storage, and retrieval. 

Methodologies from electrophysiology, and computer 

tomography assisted with this research. But the structural 

correlate to a memory storage event of visual impressions 

continues to be an unexplained phenornena of the human 

experience. According to Rahmann and Rahmann (1996) "we are 

still not in a position to understand al1 of the details of 

the imensely complex issue of information processing and 

storage, i.e., mernory formation, in large part, because so 

many factors still stand in the way of researchers in t h e i r  

search for the engram" (p.264) . For example, the exact 

location of memory within the NS is s t i l l  unknown. In the 

1990s the search for the memory engram continues. Rahmann 

and Rahmann (1996) explain the current presumpt ion: 

"that the most likely repositories of memory are those 

locations in which the sensory impressions develop. 

The neuronal asâemblies that exist beneath the 

cerebral cortex might serve as feedback pathways to the 

cortex as mernory is being formed: the neuronal 

assemblies involved in memory must interact with the 

sensory ateas of the cortex after a sensory impulse, 

having been processed afready in the cerebral cortes, 

has stimulated the amygdala and hippocampus." (p.266) 



The widely accepted view which prevails to date, of 

memory formation is that it occurs as a result of molecular 

changes in the synapses of the neuronal structures involved 

in perception, analysis, processing of learned information. 

There is also agreement that memory is stored in the CNS 

(brain and spinal cord) and not in either the sensory nor 

motor neuronal pathways. 

Various research methods have been used to determine 

the brain structures involvement in memory storage. The 

prominent methods include animal studies in which lesions 

are caused in the CNS and then the effects of these lesions 

on memory-oriented tasks are observed, the measurement 

(using lead electrodes or by metabolic change) of neuronal 

activity in various brain regions before and after the 

administration of marker substances, and case studies in 

which haman subjects have suffered damage, due to trauma in 

specific regions of the brain that has result in the loss of 

the ability to learn and recall. The results of this 

extensive experimental research indicate that while brain 

damage alters behavior by reducing the ability to p e r f o m  

memory-oriented and learning-oriented tasks, an isolated 

repository for memory storage cannot be identified. The 

distribution of memory among the many structures of the CNS 

is proposed. The neurons respansible for producing memory 

are believed to ~ l s o  be involved in memory storage- A view 

of mernory as a synergistic activity where the total effect 

of the memory phenomenon is greater than the sum of the 



individual effects which cause it to occur, or that memory 

is a t7j7pe of resonance or vibration which intensifies and 

enriched the interaction among neurons which results in a 

s t a t e  of adjustment. 

Lashley (1950) proposed two principles to account for 

the proportionate decreases in the ability to perform 

memory-oriented tasks in relationship to the mass of 

cortical removal. The first principle of mass action 

suggests that memory formation is dependent on the available 

brain substances and not upon specific brain regions. The 

second principle, or equipotentiality, describes the 

functional reciprocity among varoius brain regions. These 

early hypotheses  remain accepted. 

The largest portion of memory content is believed to 

result from visual sensory perceptions, As a result current 

experimental inquiry focusses upon the neuronal processesing 

pathways responsible for siqht, o r  visual perception, and 

those brain structures that are believed to be involved in 

the depositing of memory content. The visual stimuli flow 

£rom the retina via the optic nerve to the lateral 

geniculate bodies in t h e  diencephalon. Most of the neuronal 

pathways are relayed to the occipital region of the cerebral 

cortex, the axea striata, where visual input i s  intially 

processed. In t h e  area striata individual neurons respond 

t o  spatially defined elements within the field of vision 

such as c l ea r ly  demarcated bcrders or colored dots. Other 

neuronal pathways pro jec t  the input about properties of the 



stimulus such as general shape and color to other neurons 

situated along this pathway for analyses. This object- 

oriented pathway ends at the inferior temporal gyrus (gyrus 

temporalis inferior) where still other neurons transmit 

information about additional properties of the object 

including a broad section of the field of view. It is 

assumed that al1 of the information about the object 

collects at this location, It is assumed that a second 

projection pathway exists in the anterior parietal lobe that 

is involved in the processing of spatial relationships 

within a visual scene. This pathway for processing visual 

information may be reponsible for the memory formation of 

visual impressions, from the cerebral cortex into the lower 

lying brain reqions and their underlying structures. This 

pathway was identified in surgical lesion studies with 

monkeys conducted to test visual recall. The results 

indicated that a visual perception materialized in the last 

section of the projection pathway, where the subparietal 

cortex stimulated two parallel neuronal assemblies, one that 

originates in the amygdaloid nucleus (nucleus amygdalae), 

and the second derives from the hippocampus. Both regions 

were found to be involved in properties of cognitive 

learning such as object recognition and the ability to 

recall from memory properties that are not being perceived 

at that moment and to attach emotional significance to those 

properites. It was concluded that these two regions did not 

represent the final location of the structures involved in 



visual perception and visual information storage as the 

projection pathway from these t w o  regions to the striate 

body (corpus striatum) and to the diencephalon (thalamus and 

hypothalamus). In this way the circle of information 

processing closes as the neuronal pathways send the input 

back to the cerebral cortex (see Figure 2). It is also 

believed that the amygdala is involved in producing the 

emotions that accompany the processing of sensory stimulii. 

Reciprocity between the amygdala and cerebral cortex may 

explain why intense emotional experiences generate 

particularly long-lived memories. 

Current research for the structural correlate to a 

memory storage event of visual impressions leads to the 

investigation of a reciprocal feedback mechanism between the 

neuronal representation centers in the cortex and the neural 

networks of the amygdala and hypocampus. Clearly, there is 

no single repository of memory in which memory storage is 

highly localized, refuting the theory of a single specified 

location for memory storage in the brain as was pusuant in 

the investigations of researchers through to the 1980s. 

Current evidence provides a basis from which to postulate a 

theory of memory as dispersed, where memory storage is 

distributed diffusely over the regions of the neural 

networks. The analogy of memory stored as individual 

reference points in a picture has shifted from that o f a  

photograph to a hologram, 



OIENCEPHALON 

EPlT HALAMUS 

THALAMUS 

I I 

Figure 2. . A daptation of Baugmgartner, J.M., and Bentiey, W.Hh (1989) 
repnnting of Daube and SanéolZs ( 19%) diagnm of the aipnttkidal k d 6 i  the bntin The 
brain is divided into the telemcephalon, diencephalon, mesemephaion, mentencephaîon, and 
rnyelencephalon Eacb. is a horizontal kvdsubdivided as specific stnictt~cs at that Levd The 
telencephalon ( see Figure 2a) inchides the paind cerebral hemispheres, ùicluding both cortex and 
white matter imniediately deep to the cortex. It aLo inchides the basai ganglia a d  the oifhctory 
tract or central portion of the olfàctory newe which passes through the telencephalon. The 
diencephalon ( see Figure Zb) is the major subdivision l& deep into the teksephalon and is 
composai of deep rnidline structures and structures located at the base of the brain. Important 
diencephalon stnichires include the th- hypothal8~11~1~, pituitsry gland, and the-& part 
of the optic nerve or optic tract. The diencephalm is con-tbuosls at its caudal d with the 
mesencephalon, or midbrain Bdow this levd is the mettncephalon, which hddts the 
cerebeiium, pans, and cranid nmie mclei. Lastiy, the myelemcephaion consists of the meduUa 
oblongata and numcrous fiuiirrl acrue-nucki- The n d u b  is borderd in f i idy  by the spinil 
cord. Brainstem ( see Figure 2c) refm coiiectiveiy to the midbrain, pons and medulh. [ Fmm 
Baugmgzrrt~er and Bezüiey, 1989.) 
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Rahmann and Rahmann (1996) state; "individual memory 

inventories are stored not so much as the individual 

reference points of a photograph, but as of a hologram, 

whereby it is possible to store and recall three-dimensional 

spatial scenesn (p.267) . 
The phenomenon of memory can be described as a response 

of the neural circuits in the larger brain which function in 

response to stimuli to neural memory networks by means of 

molecular facilitation through feedback in the synapses. 

The developing patterns of neural networks are preserved and 

retain the perceptions which caused them to form. 

Recognition and recall results when the same group of 

neurons is stimulated with the same kind of sensory stimuli 

that intially established it. It then follows that, in the 

o r i g i n  of new memory content, each new synapse will store a 

portion of the new information. In this way each new 

perception and the information garnered from it will be 

preserved within a diffuse neural network created by the 

formation of new synapses. The result according to Rahmann 

and Rahmann (1996) is that; "every individually acquired bit 

of information is stored within the nervous system in a 

diffuse manner, L e . ,  over wide areas while, at the same 

tirne, vast amounts of information can be layered in storage 

throughout the entire systemn (p.267). 

The testing of assumptions about the processing 

capabilities and capacity of short-term memory provide 

ovidence that the ability to store information over the 



short-term is greater than the capacity (a span of seven 

plus or minus two items) to remember that stored information 

(Miller, 1956) . An organizational process, chunking (Simon, 

1 9 7 4 ) ,  is a system of recoding longer strings of items into 

shorter chunks, which has been shown to increase the short- 

term ability to remember more information (Shannon & Weaver, 

1949). In this way a chunk is a functional unit of short- 

term memory. When one item of the unit it recalled there is 

a likelihood that the other items in the unit will be 

remembered with it (Bower, 1972; Bower & Wizenz, 1969; Chase 

6 Simon, 1973; Shimp, 1976). Evidence for visual 

information chunking is reported in visual imagery studies 

for attack strategies in chess (Chase & Simon, 1973; Simon & 

Gilmartin, 1973) and for word lists retained by forming 

visual imagery referents of those words (Pavio d Begg, 1971; 

Pavio & Smythe, 1971; Pavio, 1975) . While the antecedents 

of chunking have not been identified, chunks have also been 

s h o w  to consist of linguistic (rhythm and syntax) , and 
motoric information (Miller, 1956) It is easier to remember 

a number of items if they can be formed into a syllable or a 

word. In this way words are recalled with greater 

efficiency than are random strings of letters. Implicit in 

these findings is the need for future research to examine 

the causes of organizational phenornena in memory. 



In this study it was proposed that holographic 

information may also be grouped or chunked during the 

process of the spectral transformation of a two-dimensional 

image into a holographic representation of that initial 

image, and that the chunking or grouping ability of HM may 

be regulated or enhanced by gaining access to and control of 

the VGM by using three-dimensional haptic enhancers to 

provide rehearsal for learning and memory formation and 

retrieval. Three-dimensional symbols (objects including 

stuffed toys, wooden letters, and numerals) are used as 

haptic enhancers to induce holographic chunking that rnay 

result in organizing and recoding information for long-term 

rnemory storage during short-term rehearsal. Subject control 

of the VGM may improve accessibility to memory during 

recall. 

10-c -ries 

The proposa1 that haptic enhancement may be utilized to 

create holographic mernories is based upon the folowing seven 

assumptions. First, developmentally, haptic memory 

represents the earliest fom of memory where learning occurs 

through the sensorimotor experiences of touching and 

manipulating objects in the learner's environment t o  form 

haptic perception. The storage and retrieval of this 

sensory data occuxs through physical interaction within the 

environment. As a result this input mode, because of i t s  

strong association with early learning and its use of 

concrete objects to f o m  haptic perceptions is believed to 



be a basic form of intelligence, and .one which remains of 

relative strength and accessibiity to early years students. 

It stands to reason then that if the goal in creating 

holographic mernories is to assist the learner with recoding 

previously encoded stimuli to activate the VGM and to 

develop self-correcting tendencies to ameliorate their 

spatial orientation diffuculties with symbol recognition 

that the touching and manipulation of concrete objects may 

be a means by which this goal can be accomplished. 

Secondr the haptic perception formed through touch and 

kinesthesis provides feedback through the skin's sensory 

receptor cells when an object is manipulated. This feedback 

provides the alteration in the subject's awareness of the 

position of their body with respect to the object being 

perceived and manipulated. This may allow subjects to align 

their inner (or mind's eye) three-dimensional view of the 

object with the orientation adhered to within the symbolic 

systems used in reading, writing, and mathematics. 

Third, haptic enhancers, in this case the three- 

dimensional symbols specified in the treatment conditions 

are manipulated by the subjects in specified procedures and 

may enable the subject to encode information on a third 

dimension beyond what is available through conventional t w o -  

dimensional pictoral representations of the same symbols 

which are commonly used as instructional stimuli in 

classroom instruction, The introduction of the third 

dimension to object recognition rnay activate the VGM. The 



subject may gain control of the VGM to create a match 

between their mind's eye perspective of the object and the 

singular orientation desirable in literacy skills. 

Fourth, haptic rehearsal or the repetitive process 

whereby the subject manipulates three-dimensional objects or 

haptic enhancers encourages the subject to explore In an 

inventive and inquisitive manner without overt concern about 

the accuracy of h i s  or her responses. The subject persists 

at task until he or she is satisfied with his or her 

response or self-correction and, in this way, the anxiety 

associated with previous repeated failure experiences may be 

alleviated. This researcher has witnessed early years 

students shed tears of frustration when informed by their 

tutors that the letters or numerals they have written are 

wrong, and are made to erase and redo their work only to 

repeat the same response taxing the patience of the tutor 

and increasing the frustration level of both student and 

Fnstructor. The downward spiral of failure created by the 

teacherls insistence that the child view a stimulus from a 

singular perspective may be altered when the subject is 

given permission to adopt an inventive approach and may 

result in greater risk taking to create an upward spiral of 

success. 

Fifth, haptic re-orientation, or the procedures by 

which the subject is guided verbally and physically to 

perforrn may result in achieving a match during haptic 

rehearsal between the subject's perception of the object and 



the singular perspective aknowledged in the printed form. 

It is this spatially re-oriented match achieved by 

exercising control over the VGM which may be input 

holographically to re-encode information about the object 

that will result in self-correcting tendancies duxîng recall 

subsequent to the haptically rehearsed learning. 

Sixth, holographic memories are believed to be a part 

of thinking, In the holoqraphic memory model, thought is 

viewed as the search through holographic memory for the 

resolution of uncertainty, Holographie representations a r e  

associative mechanisms which instantaneously perform the 

cross-correlations attributed to thought in the problem 

solving process. Holograms are the catalysts of thought- 

Asssuming that haptic enhancement can induce holographic 

memories, then it seems reasonable that holograqphic 

remembering may be a form of memory suited to the recoding 

of information The cross-correlations of the associative 

mechanisms of HM may increase VGM control. 

Finally, HM is viewed as a process or an event, and not 

as a repository of stored information, The VGM is proposed 

as a phenomenological event, a process by which the spatial 

orientation of visual/haptic stimuli may be controlled. 

Therefore the haptic enhancement utilized to create 

holographic memories may activate the VGM, to function in 

concert with the process of holographic memory storage and 

retreival, 



VGM ~ P V - .  The V a  is a theoretical 

mode1 of a spatial orientation device availabie to the 

subject which may be used to facilitate short-tenu and 

working or intermediate memory storage by manipulating 

holographie memory images created by haptic enhancement 

procedures- The proposition that a phenomonlogical spatial 

orientation device which governs the rotation of solid 

bodies, having ef fect but not form, such as the VGM, is 

based on the following three assumptions. 

First, it is accepted that spatial orientation 

mechanisms exist in other species which are involved in 

animal navigation such as magnetic field detection, sonar, 

electrical field detection, wave motion detection, 

olafactory imprinting and infrared sensing. It is then 

reasonale to assume some form of spatial orientation 

mechanism may operate in the humans and may be involved in 

processes beyond those of survival. 

Second, the question as to why letter and numeral 

reversais, inversions, transpositions, and substitutions 

persist beyond the early years remains unanswered. The 

failure to orient letters and numerals to the correct f o m  

adhered to within the language and symbolic systems used in 

reading, writing, and mathematics prevents learners f r o m  

developing literacy skills. Some students achieve success 

in developing literacy skills while others do not and so 

some mechanism may operate to enable or prohibit learners 

£ r o m  gaining a perspective of symbols which makes sense to 



them in the context of the printed form. Spatial 

orientation appears to be the key to recognizing symbolic 

forms. If orientation ability is increased by gaining 

control over the rnechanism involved in orientation then it 

seems reasonable that individual symbol recognition may be 

improved and that this ability to ameliorate orientation 

incongruencies between the stimulus and the correct form may 

result in self-correcting tendancies to improve literacy 

skills. 

Third, students who experienced success with the 

development of literacy skills are believed to be exercising 

control of the VGM and have been observed by this researcher 

to demonstrate the following behaviors; spontaneous self- 

correction of written or transcription errors, mental 

substitution of letters in words to create new words, 

verbally spelling their name backwards, recognizing upside 

down images, mirror reading of symbols and puzzle strategy 

based both on form and image. Students who experienced 

failure with their development of literacy skills were 

believed to not be exercising control of the VGM were 

observed by this researcher to fail to demonstrate the 

behaviors listed above. Therefore it is believed that the 

VGM may be responsible for the spatial orientation 

incongruencies between these two groups of students. 



l-ed bv - F u @  tr, nev- V m .  

Failure to develop control of the VGM may result in learning 

problems associated with low literacy skills performance. 

These include; the inability to develop the awareness of 

when an error in writing or transcription has been made, the 

reliance upon pictorally concrete stimuli to substitute 

l e t t e r s  in words to create new words, the inability to 

perform mental abstractions for verbal spelling, the 

reliance upon repositioning the body or stimulus physically 

to recognize inverted images, the inability to recognize 

mirror images of symbols, and the failure t o  develop a 

puzzle strategy relying instead upon a random trial-and- 

error approach to puzzle completion. 

s Control of V-. Control of 

the V M  may be developed through haptic rehearsal strategies 

which involve the concrete manipulation of symbols to 

provide tactile feedback to the subject about the f o m  and 

orientation of the symbol. Tactile feedback is used to 

explore the environment and to achieve tactile 

identification of objects, positions, and orientations. 

Tactile feedback can also be used actively to manipulate or 

move an object to perform a task. The human haptic system 

has two sub-sytems, the motor and sensory sub-systems. The 

sensing of forces is motor/kinesthetic and is achieved by 

mechanorepceptors located i n  muscles, tendons, and joints. 

Sensory tactile sensing is  achieved by mechanoreceptors 



located near the surface of the skin with the highest 

concentration found in the hands, 

According to Smith (1998), two forms of haptic 

exploration are used by humans. Active haptic exploration 

occurs when the subject controls his/her own actions. 

Passive haptic exploration occurs when the hand of the 

subject is guided by someone else. Smith, C., (1998) cites 

studies, conducted by Kennedy, Gabias and Heller (1992) , 

with blind subjects to compare the accuracy of active versus 

passive haptic exploration, Their results indicate that 

"when a subject's finger was guided around a two dimensional 

object, such as the profile of a Swan, they were more likely 

to identify the objects [as compared to active haptic 

exploration] " (p. 3) . Smith, C., (1998) cites other studies 

conducted by Brooks and Batter (1971) and Brooks (1977) 

which used a cornputer simulation to present subjects with a 

multi-dimensional task of moving a virtual object in a three 

dimensional space. These results indicate that to 

accomplish this task, subjects musually break the task into 

a s e r i e s  of one o r  two-dimensional problems. They,..move an 

object in the x-y plane before rnoving it into its final 

position by moving in the z direction. This dimensional 

decomposition .,.[may] hold a clue as to how people think 

about multi-dimensional tasksw ( p . 3 ) .  Haptic feedback 

continues to be explored through virtual reality and the 

development of tactile displays for sensory communication 

and telerobotics applications. The information channel 



provided through tactile feedback can result in superior 

spatial orientation capabilities. If the visual stimulus is 

presented consistent with a haptic stimulus, the learning 

that results may be strengthened by combining modalities to 

form visual representations and mental images of stimuli. 

- -. The intention 

of the researcher is to provide strategies to the subjects 

which will be enabling, rather than imposing some form of 

external control over their learning ability. Instead of 

insisting that the subject adhere to the singular 

perspective of a target symbol, subjects are encouraged to 

invent and explore to gain access to and control of the VGM. 

As the subject gains confidence activating this interna1 

rnechanism to perfonn spatial orientation manipulations, 

success in identifying symbols and decoding them may assist 

the subject to develop self-correcting tendencies. The term 

self-correcting tendencies is defined as a three-step 

process of awareness, decisiveness, and reorientation. In 

step-one, the subject becomes self-aware that the perceived 

orientation is inconsistent with the target orientation. 

Step-two occurs when the feedback provided by the self- 

awareness that a mismatch has been made assists the subject 

to make the decision to perform a repositioning to create 

the desired match. Step-three occurs when the subject 

reorients the stimulus to create a match with the target 

symbol. 



The development of self-correcting tendencies rnay 

provide the subjects with long-lasting metacognitive 

strategies. It is proposed that the process may become 

internalized and may be recalled in the abscence of the 

instructor, as compared to teacher-directed reading and 

thinking strategies which create a learnedteacher 

dependency, the usefulness of which may erode for the 

learner in the absence of the ins t ructor .  

The development of self-correcting tendencies is 

proposed to operate synchronistically with the access- 

consciousness of the human mind. According to Pinker 

(l997}, access-consciousness refers to "what kinds of 

information the different parts of the mind make available 

to one another "(p.136). Access-consciousness operates to 

route information relevant to solving a problem, while 

irrelevant information is held back, Access-consciousnes~ 

has four features; awareness of perceptual field (of 

sensation such as color, shape, sound, and smell), attention 

(information is rotated into and out of short-tem memory), 

emotion (sensations and thoughts can be pleasant or 

unpleasant, interesting or repelling), and an executive 1 

(which appears to make choices and act altering behavior). 

Pinker (1997) states "each of these features discards some 

information in the nervous system, defining the highways of 

access-consciousness. And each has a clear role in the 

adaptive organization of thought and perception to serve 

rational decision making and actionw (p.139). 



Awareness of the perceptual field in visual processing 

is intiated at a beginnig level with input of the visual 

stimuli from the rods and cones in the retina, through an 

intermediate level of processing representing the perception 

of egdes, depths, and surfaces, to a tertiary level of 

awareness where objects are recognized. Attention is 

paramount to conscious access. Pinker describes the 

spotlight of attention as a feature of consciousness-access: 

"It serves as the quintessential demonstration that 

unconscious parallel processing (in which many inputs 

are processed at the same time, each by its own mini- 

processor) can only go so far. An early stage of 

parallel processing does what it can, and passes along 

a representation £rom which a more cramped and plodding 

processor must select the information it needs" 

(p.140)- 

There is a point at which unconscious processing leaves 

off and conscious processing begins which divides visual 

information processing into an unconscious parallel stage 

and a conscious serial stage. This point is reached once 

parallel, unconscious processing has labelled locations in 

the visual field with a color, contour, depth, and motion- 

Then these combinations need to be consciously cornputed, at 

one location at a time, Pinker defines the spotlight of 

attention as "a programmable logic machine that looks at one 

part of the visual field at a time through a narrow, movable 

window, and passes on its answer to the rest of cognition" 



p l 4 1  The emotional coloring of an experience affects 

access-consciousness. Pleasurable experiences form 

representations which trigger positive goal states, which 

subsequently trigger information gathering, problem-solving, 

and behavior, 

The executive 1, represents the funneling of control to 

an executive process experienced as a sense of self or will. 

According to Pinker (1997) "the anterior cingulate sulcus, 

which receives input £rom rnany higher perceptual areas and 

is connected to higher levels of the motor systemw (p.1441, 

is located in the frontal lobes of the brain and is believed 

to house the decision-making circuitry of the brain. It is 

this executive function which is invoved in the processing 

of information that causes "the the e y e s  to point at one 

object at a time; they cantt fixate on the empty space 

halfway between two interesting objects or wobble between 

them in a tug of warw (Pinker, 1998, p.144). 

t of m e s  ( C o n c e n t u  

Encoding stimuli in a particular way will improve 

recall if encoding in that way increases the access to 

remembex information. For example, encoding three- 

dimensional representa t i o n a l  objects  of letters and numerals 

holographically, while utilizing haptic enhancer rehearsal 

strategies may permit the subject to covertly manipulate the 

objects and may enable him/her to exercise c~ntrol over the 

VGM. The gaining of control of the VGM may improve recall. 



Scientific research supports the idea that indicators 

of spatial orientation mechanisrns exist in louer order 

animals. According to Long(1991), animal navigation 

provides evidence that animal migration is under the control 

of sensory capabilities including for: a) birds- using the 

sun as a compass, stars patterns as night guides, olafactory 

markers, ultraviolet light, wind-generated low frequency 

sound, and magnetic field detection; b) honeybees- polarized 

light patterns; c) bats- sonar and echolocation; d) sharks- 

eiectrical field detection and geomagnetic gradient fields; 

e )  ants- blue and ultraviolet polarized light patterns; f )  

bacteria- magnetic polarity orienting to earth's magnetic 

field; g) turtles- dark silhouette identification and wave 

motion detection; h) salmon- olafactory imprinting resulting 

in landscape imprinting; and, i) snakes- infrared sensing. 

Long (1991) cites Griffin and Kreithen in their 

discussion on the difficulty of replicating migratory 

behavior under experimental conditions. Despite the 

abunàant data obtained through this field of inquiry, these 

researchers believe that to fully explain animal migration a 

new sensory channel using a factor X needs to be discovered 

as existing theories do not completely explain behavior. 

Pribram (1971) cites evidence for a cortical imagery 

mechanism in humans through the analysis of visual 

perception experiments. Studies have shown that the 

cerebral cortex may be tuned to different ranges of spatial 

information (Fergus & Campbell, 1968; 1969) . Spatial 



orientation or position in space, is a spatial dimension, 

which Fs more difficult to generalize than others such as 

magnification (Blakemore & Campbell, 1969), and size and 

shape constancy (Bower, 1966) . 
Sutherland (1968) states that the capacity to classify 

a shape as the same shape regardless of size, altered 

through changing distance or magnification is innately set. 

It has been found to be present in infants as early as six 

weeks of age (Bower, 1966) . This innate process is 

attributed to the ability of infants to register motion 

parallax and binocular parallax. Pribram (1971) 

hypothesizes that this innate ability is made possible by a 

built-in mechanism capable of handling p a r a l l a x -  the 

holographic process which is constructed by a parallactic 

process called an interference effect. 

Pribram (1971) and Blakemore & Campbell (1969) discuss 

findings on the effects of rotation on visually evoked 

responses. There is a limited range of spatial dimensions 

that the visual system can accomodate with speed making 

ob jec t  identification easier when an object is viewed in the 

learned orientation. 

Support for the three-dimensional holographic memory 

hypothesis is found in visual perception studies with 

infants. Pribram (1971) cites experiments, conducted by 

Bower (1966), which demonstrated that the retinal and neural 

mechanisms for feature detection are developed in humans at 

birth. This is contrary to the view previously held by Hebb 



and others that experience was necessary for receptor 

function to develop. The innate ability of infants to 

recognize (by size, shape and binocular vision) and match 

two-dimensional pictures substituted for three-dimensional 

objec t s  at six weeks (Bower, 1966) and the development of 

depth perception and binocular vision by four months (Nash, 

1977) suggest that an inborn mechanism is in place at birth 

which allows infants to register visual information. 

Pribram ( 1971) hypothesizes that the holographic 

process is the parallactic cortical mechanism responsible 

for the innate ability of visual perception in infants. The 

holographic process can accomodate the shift from two-to 

three-dimensional perspectives, the generalization for size, 

r nagn i f i c a t i on  and  distance, and spatial orientation- 

Support for the use of two-dimensional haptic enhancers 

and verbal scripting for short-term to long-term memory 

transmission during interneurosensory learning for basic 

computational tacts is found in the studies conducted by 

Flaro (1989) , on cognitive ability patterning (CAP), with 

elementary gifted and learning disabled students. CAP 

identifies the cognitive strategies and mental mechanisms of 

successful gifted students and teaching them to the learning 

disabled. 

Flarofs work focussed upon teaching children without 

prof icient interna1 visual processing systems . Flaro (1989) 

cites research conducted by Bandler 6 Grinder (1977) who 

developed the eye-movement hypothesis which implicates 



horizontal and vertical ocular movements as potential 

indices of  cognitive process ing .  Flarovs (19891, procedure 

views eye movement and cerebral lateralization as techniques 

that register information in memory (see Figure 3) . Flaro 

(1989) reports improved student performance on basic facts 

reca l l .  This technique has been utilized successfully by 

this writer with her own students. 

Neuroimaging techniques, utilizing sophisticated 

brainscanning technology, may provide a means of detecting 

the existence of a brain mechanism such as the hypothesized 

VGM. In theory, w e r e  such a biological mechanism to exist, 

then itrs electrical gradient would be altered when it is 

activated a change that could be detected by brain sensino 

equipment . 
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Feelings A--- -G-C Dialogue 

Figure 3.  Fiaro's interpretation of Bander and Grindds (1977) hypothesis that the direction 
horizont& tateral, or v e r t i d  eye mouement ir rdeetive ofunôeriyins cognitive pro cesse^ and 

- hemispheric styîes. These eye-movement patterns are generaliratioas of the internai pccssbg 
andcogmtive styies- Rsearch hdbtcs thatey+-movemem patterns am a r W l e  m m  for 
indexing interna1 processes. A right-handed student who mova hidher eyes up and to the kft m 
response to a question or verbal instnîction is accesskg past images or pictond repreSentatj0lls 
associated with previously aquired knowledge. The student is remembering whaî Haber (1969) 
referred to as eidetic images. The studmt who look up anci to the right wben responding is 
constructing pichires of ththings never seen before tike a purple cow with dahafion spots. 
Upper-right guadranteye movemnt activates the kB cerebul (visul) sequeatial hiaaiod 
properties of the contralateral (opposite) hemisphere. Conjugate l a t d  eye movement indiates 
;Ilin;tnry processiog Lateral cyrmovements to thc Leaactivates pas& audit- mernories aich as 
Song Iyrics, poems and nonverbal sounds. Right-eye movment represents auditory . -&OR, . 
p u t h g  thoughts iota words. DoWIlliYPrd eye movcmryit to tk Lft is s s s o c i . t a d . ~  
dialogue and can be accampanied by mouth motions or subvocalizruions. Downward to the right 
eye mvement reprants the Coaesthctic pcocessiogof feehgs F o m  F i a r ~ 8 9 . )  



The findings of this study have the potential to create 

pedagogical implications which may lead to the reform of the 

educational practices of early years educators. For 

example, it is the experience of the researcher to observe 

the overt correction by educators of reversals(e.g.b/d), 

inversions (e.g. u/n), and rotations (e.g. 6/9,5/ ) in the 

teaching of reading to early years students. It is accepted 

that rnernory is an active process where stimulus information 

is retained by bringing knowledge of past events forward to 

organize, recode, and encode that information. How does a 

child who encounters a letter or numeral theylve been 

repeatedly told they do wrongly, integrate the stimulus 

information when past experience has taught them they donlt 

know it? It is proposed that these perceived errors are not 

mistakes but merely different perspectives of the same 

visual stimulus, which have not yet been brought under the 

student's control by an interna1 spatial orientation device, 

the gyroscopic mechanism or VGM. The insistence that the 

student see a singular perspective may stifle hidher 

exploration of these representational forms. Further, overt 

correction may prevent the student from taking risks in 

decoding activities and may reduce the student's opportunity 

to inteqrate existing knowledge or new learning with 

previous knowledge. It is proposed that young learners be 

encouraged to explore and invent during the encoding and 

recoding processes. It is proposed that gaining access to 



the VGM is a natural process which occurs during a window of 

opportunity which coincides with the pre-logical years. 

There may be an over emphasis on drilling the phonological 

characteristics of letters and numerals in pedagogical 

practice with the expectation that the student will develop 

the ability to visually recall phonologically acquiqed 

information. Research shows that the ability to recall 

visually encoded stimuli does not depend upon the 

phonological features of the stimuli (Dillion 6 Reid, 1969; 

Posner 6 Rossman, 1965; Watkins, Watkins, Craik, & Muzuryk, 

1973). To compensate for this apparent oversight, selected 

tasks utilizing haptic rehearsal enhancers are proposed as 

instructional tools for assisting pre-logical thinkers with 

the ability to encode, recode, and recall visual stimuli. 

The results of this study may be of interest to - 

researchers examining dyslexia, as gaining access to or 

control of the proposed VGM may lead to treatment or 

therapies for individuals experiencing the visual processing 

disabilities associated with dyslexia. Knowledge from this 

experiment may have some value for developing learning 

sttategies for blind students because the treatment 

conditions utilize touch sensation to enhance visualization 

within the brain. Data rnay encourage future research with a 

replication study or by taking the research ideas into a 

virtual environment with hand and headset technology. 



. . 
%ope and Delimitations of the Stuc 

The results of this study may provide a basis for 

future inquiry for the holographic memory models and -the 

VGM. Evidence rnay explain one of the brain's imaging 

systems by articulating the three-dimensional aspects of 

memory. Results will be limited to the subjects involved 

and not generalizeable to a larger population. 

Following, are the literature review, methodology and 

results sections, references, and appendices. The 

literature review overviews memory and provides an 

historical background for memory research. A chronolgy of 

holographic brain theory presents the researchers and their 

postulated theories which contributed to its development. 

The methodology section provides an overview of the research 

method and design including; subject description, variables, 

hypotheses, nul1 hypotheses, pilot study proposal, 

population description, ethical considerations, sample 

selection, instrumentation, field procedures, data 

collection, data processing and analysis (statistical), 

methodological assumptions, and limitations. 



CHAPTER 2 

Literature Review 

Dverviêw 

Memory research is a massive field of inquiry that is 

best explored with an open attitude and an unwillingness to 

see through the eyes of any one theory or by adhering to the 

principles of any one theorist (Donahoe & Wessels, 1980). 

Historically, the role of memory in learning has focussed 

upon gaining an understanding of brain functions. In the 

19901s, the pursuit brain theory research requires the 

integration and synthesis of the record of information from 

the behavioral to the qenetic levels. Huerta (1998) states, 

" At each of these many and diverse levels there has been an 

explosion of information, with a concomitant specialization 

of scientists" ( p . 2 ) .  As a result our understanding of 

memory has become varied and increasingly cornplex. A 

cohesive perspective of brain theory research, in particular 

the study of visual memory, requires that the findings of 

psychologists, psychiatrists, neurologists, physiologists, 

and bio-molecular scientists be considered. These 

perspectives are presented and discussed in this chapter. 

Conceptual issues related to holographic models of memory 

are selected as a basis for the proposed VGM, operating 

phenomonologically within holographic memory. 



The holographie memory model (HMM) developed 

concomitantly with the introduction of laser technology in 

1964, which validated Dennis Gabor's theoretical model of 

the holograph (1946) for which he was awarded the Nobel 

Prize for Physics in 1970. This position oriented problem- 

solving approach to the presentation of the literature 

review is intended to: a) contribute to the scienti-fic 

evolution of brain theory research by developing hypotheses 

for this study; b) lead to the development of methodological 

procedures to support the hypothesized VGM in pre-logical 

thinkers; and c) result in an experimental design to be 

applied within the context of the educational learning 

environment of early years subjects. 

While molecular explanations of memory appear to be 

more sophisticated, to the theorist they are actually less 

complex because they can provide quantifiable, logical 

explanations for memory at a microscopie level. Technology 

reduces to simple biological terms a mystery that for over a 

hundred years has been widely studied from a macroscopic 

behavioral perspective (see Figure 4 lnverted Macro to Micro 

Cascades Mode1 of Memory). The behaviorist perspective has 

proven to be less quantifiable. Despite the testing of 

assumptions, evidence fails to show support for the 

experimental hypotheses which have persisted to shape the 

way in which academics, psychologists, and educators shape 

the ways in which subjects are studied and taught. 



Macro to Micro Inverted Cascade Models of Memory 

1850- Human Body Behavior; Psychological Data 

1960- C e n t r a l  Nervous System; 

Physiological Data 



Traditionally, learning and memory have been studied as 

though they were different phenomena (Donahoe 6 Wessels, 

1980). Viewed this way within its own respective theory, 

learning is defined by Tarpy and Mayer (1978) as "an 

inferred change in the organism's mental state that results 

Erom experience and which influences in a relatively 

permanent fashion the organism's potential for subsequent 

adaptive behaviorw (p. 3). The general mode1 of memory when 

viewed as a distinct phenomena from the process of learning 

is that memory is a repository for acquired information. 

Four memory storage systerns widely accepted during the 

1960's include; short-term sensory store (STSS) ,  short-tem 

memory (STM), working intermediate memory (WM) and long-tem 

memory (LTM) (see Figure 5). Defined by Tarpy and Mayer 

(1978) : 

STSS has infinite capacity, represents visually 

presented information as an exact visual image, and 

loses information by having it decay very rapidly... 

STM is a limited capacity store, represents information 

as an auditory echo, and loses information by having it 

displaced by something else...LTM [has a! capacity 

[that] is technically inf inite. .. information is 
represented in a meaningful, organized, abstract way, 

and information is lost because of interference or 

retrieval failure. (p. 271) 



unperceived 
short-term information 

memow 
-0 bits) 

Figure 5 .  Rahmann and Rahmann's (1992) d i a .  of the stages in human memory: short-, 
medium-, and long-term. (a) Duration of memory in seconds. @) Conceptuali7lltjon of 
information infiow, outflow, and capacity. Human mawry funaions on three levels. Short-tenn 
memory is where aii iaforrnation amiving fkomsensory organs is stord for cs 6 to 25 seconds. It 
includes our active consciousness whidi is gathered fiom ~ensory o r p u  or that is reactivated 
from long-temi s t q  in the sense of remembering. bpproximatdy 1 oq to l0"biits of 
information reaçh the nervous systan each seand. But only 16 bits pa second can flow into 
consciousneos or short-tem m e m q  starage with the r e d u a i  idmat ion  gohg uapaceived. 
Short-term storage has a capacity of approximately 100 to 400 bits. Medium-tenn memory takes 
only a fiadon (0.3 to 1 bit/= j of the ~~ h m  the shoct-term resmroir. S t o f a p n t  
ranges from several minutes to s e v d  hom. Storage capacity is thought to be caat 10 to 1 0 ~  
bits (see Figure 4 b). It represents the unstable precursor stage to long-tammemory~flering 
from the continuous inmming information only that which is most essential to the recipient. 
Long-te= memory, reaives very fcw bits of infiDrmation (0.03 to 0.1 bitslsac) per unit timc. 
These bits are passed on fiom medium-tam memory subsequent to selective controt processes 
and are aored fo~days, momhs . or a lifetime. The capacity oflow-terrn m e ~ ~ r y  storage is 
thought to be 10 to IO'* bits. [ From Rahmann and Ralmiann, I99Z.I 



Information moves from one memory store to the next through 

a series of control processes, attention, rehearsal and 

encoding. Attention regulates transfer from the sensory 

organs or STSS to STM, rehearsal in STM maintains the 

information keeping the information available for encoding 

and WM integrates them into LTM where it may be retained 

permanently. 

Evidence ernerqing from the studies of the 1960's led to 

the information processing approach based on a humadmachine 

analogy which is lirnited because humans are qualitatively 

different than machines and unlike cornputers are not soley 

processors of information. For the purpose of experimental 

analysis memory has been postulated into four sub- 

categories with three stages of information processing, 

encoding, storage and retrieval. While these distinctions 

are tentative, they have shaped the direction of scientific 

inquiry. As a result, the multistage storage distinction 

among the short-tem sensory store (STSS), short-tem memory 

( S T M ) ,  long-term memory (LTM), and working memory ( W M )  as 

independent and interrelated entities has been widely 

criticized (Melton, 1963; Atkinson & Shiffrin, 1968; and, 

Craik & Lockhart, 1972). Learning and memory may be seated 

differentially along the same continuum. According to Tarpy 

and Mayer (1978) this framework: 

assumes that memory is a unitary continuum with 

differences in learning and memory due to differences 

in the type of rehearsal and coding processes used; 



this alternative shifts the focus from the distiction 

among memory stores to the controlling processes like 

attention, rehearsal, and encoding. (p. 293) 

The domain of classical brain theory research includes 

associationism, behaviorism, Darwinism, Gestalt Psychology 

and cognitivism or the constructivist learning theories, 

none of which can wholly account for the following five 

phenomenas which have become of interest to this researcher. 

They are proposed as theoretical missing links in widely 

accepted learning theory. While merely speculative in 

nature, they are phenomenas which cannot be accounted for 

within the current field of classical brain theory research. 

First, according to Csikszentmihalyi (1990) the human 

brain stores more information in a lifetime than is 

physiologically possible due to the rate at which data can 

be stored during neuronal electrical impulse transmission. 

Based upon Czikszentmihalyi's proposa1 that it takes 1/18th 

second to discriminate between seven bits of information, 

this researcher performed a calculation to determine the 

nrimber of bits of. information the human brain could be 

expected to store during a lifetime (see Appendix C) . The 

result of this calculation, estimated on the basis of 16 

waking hours per day during which input may be received-and 

a lifepan of 70 years, is that the human brain may be 

expected to store approximately 185 billion bits of 

information. Oschman, J. and Oschman,  N. (1995) cite John 

van Neuman's calculation on the vast capacity of memory. 



"The Hungarian physicist and mathematician, John van 

Neumann, calculated that during an average lifetime some 
21 

28O,OOO, 000,000,000,000,000 or 10 bits of information are 

stored in the brain" ( p . 7 ) .  The discrepancy between the two 

estimates confounds the anatomical, biophysical and 

electrophysical theories of information transmission because 

the accumulaticn of knowledge over a lifetime exceeds what 

can be transmitted electrically at the physiological l e v e l .  

' Discounting the acceleration of the nerve impulse rate (akin 

to increasing the baud of a telephone modem) to accomodate 

an increase in the rate of data transmission, or by 

extending life beyond a conventional lifespan it seems 

reasonable that another means by which information is stored 

within the brain may exist, operating concurrently with 

nerve impulse transmission. 

Second, the mental manipulation of letters to perform 

an abstract substitution was observed by the researcher in 

her daughter Jennifer McCall (1992). who at the age of five 

chronolgical years made the following declaration one day 

while driving alonq in the car: 

"Mommy, did you know that if you keep the M and the 

little cf and change the D for a C f  and the O for an A, 

and leave out the N and the A, and keep the L, and 

change the D for an L, and add the apostrophe S, you'd 

have McCallVs instead of McDonaldls?" 



This confounds cognitive Piagetian theory which proposes 

that developmentally children begin to acquire the ability 

to reason abstractly during the Concrete-Operational Stage: 

7-11 years a time at which =the child develops the ability 

to perfom mental operationsw (Sund, 1976 p.  11) . 
Third, once the ability to read is achieved, it is 

possible to read mirror images. In 1998 the researcher 

observed girls between seven and eleven chronological years 

of age reading the mirror image on Spice Girls washable 

tattoos. Children of this age are believed to perform 

concrete operations, with objects. To reverse a thought 

process (in this case manipulating the tattoo image) it is 

necessary for the child to manipulate it to modify it. The 

thought of changing the form of the tattoo must be preceeded 

by actually doing it physically. An example of the abstract 

right side up orientation in a young child is found in an 

observation of the researcher's three and a half yearold 

nephew. He was seated with a Duplo catalogue which he had 

arranged perpendicular and upside d o m  on a step to his 

right. When asked if he wanted to read it the right s i d e  up 

he responded by saying he could do it like this and 

proceeded to point out the familiar items in the catalogue 

indicating those he had and the ones he would like to have 

from the section for children zero to three years of age. 

He then turned to the section for children three to £ive 

years of age called Duplo Tools. He indicated that he 

didn't have any of these toys and became deeply engrossed in 



a kit in which he recognized a bulldozer and a helicopter. 

He then hesitated and questioned "Aunty Linda 1 wonder what 

this is?" (1998), indicating a third item he was unfamiliar 

with. When informea that the item in question was a rocket 

and rocket launcher Eliot stared at the picture for a 

moment, then he hopped off the step rotating his complete 

body a full 180 degrees, positioning his body directly 

i n f r o n t  of the picture which was now right side up. He 

appeared to intuitively reposition h i s  bodyr to the 

necessary orientation to bring the picture into line uith 

his initial upside d o m  view of the items. These two 

examples confound Piaqetian theory, as the transformation 

that must be performed to read a mirror or upside d o m  image 

of a pictorially concrete stimulus requires the 

propositional thinking associated with the Formal-Operation 

Stage: 11-14 years. 

Fourth, the instantaneous recall and spontaneous 

recovery of stored information f rom human memory which 

according to Sandberg (1997) can occur in a few hundred 

rnilliseconds is a phenornena which cannot be accounted for by 

a biomolecular perspective. The search for the memory 

engram or memory trace has been aggressively pursued in the 

literature of the twentieth century. According to Oschmann 

and Oschmann (1995); 

"The most significant lines of inquiry arose from 

studies of neurophysiologists who continued Penfield's 

research for the location of the [memory] engram [in 



the 1920s i... Harvard psychologist Karl Lashley's body 

of research spanning thirty years, resulted in an 

unsuccessful search for the engram" (p. 3) . 
The search for the mernory engram continued from the 1950% 

influenced by the biomolecular pursuit of a single memory 

molecule that cou= not be faunci which lead to the curzent 

investigation of DNA-RNA-protein complexes. Yuzaki (1998) 

is investigating the modification of rnammalian gene 

expression by examining the effects of two neurotransmitters 

on the new synapse formation associated with the long- 

lasting memory that requires new RNA/DNA protein synthesis. 

Nicholoson (1997) summarizes the research in process 

conducted by Cavallaro, Meiri, Musco, Goldberg, and A l k o n  

who are attempting to identify the proteins responsible for 

associative memory using RNA fingerprinting to identify 

candidate memory-related genes in the hippocampus, a region 

of the mammalian brain involved in spatial learning. Their 

preliminary results find that successive RNA screening 

illustrates a spectrum of memory-related genes in the 

hippocampus. According to Oschmann & Oschmann, 1995; 

"The brain's monopoly on rnemory has been eroding -for 

many decades. Studies done as early as the 1940s 

demonstrated that certain simple reflexes can be 

conditioned or learned by spinal cord neurons that 

have been surgically disconnected £rom the brain 

[leading] to the conclusion that memory may be found in 

al1 parts of the nervous system" (pp.2-3). 



Karl Pribram, contirrued the search for the engram with the 

view that memory is distributed throughoüt the brain and not 

localized in specific sites. A theory of memory that was 

consistent with this evidence needeù to be developed. The 

time was right for a paradigm shift in the conceptualization 

of brain function. According to Oschmann and Oschmann 

(1995)  in 1964, Leith and Upatnîeks introduced modern 

holography, provinq the holography theory postulated by 

Dennis Gabor in 1946. "Pribram ... recognized that holography 
provided a single conceptual framework that could account 

for many of the remarkable aspects of memory... Pribram's 

subsequent work is responsible for the wide-spread 

application of the holographie mode1 to brain function" 

( p . 6 )  . 
Fifth, some students can read upside down and backwards 

with ease or horizontally, vertically and at 45 degree 

anqles (Roberts, 1998) while others are unable to overcome 

the spatial disorientation of reversals, inversions, 

transpositions, and substitutions to decode the printed 

form. While the former can be accounted for within Gestalt 

theory reflecting the Gestalt principle of similarity, the 

latter confounds the same Gestalt principle which specifies 

that a visual stimulus will be oriented toward a Cartesian 

axis when forming visual perception. 



The virtual gyrostatic mechanism (VGM) proposed, 

examines these five phenomenas and attempts to expla in  how 

iearners can gain control of their spatial orientation 

abilities to develop self-riqhting tendencies. This vieq of 

memory cannot be nested soley within the classical brain 

theories because t h e s e  theories alone cannot explain it. 

The models of holographic brain function provide a 

theoretical f rarnework within which a phenomenological VGM 

may exist. These include the holographic memory models 

proposed by Prideaux (l998), Gabor (1949, 1961, 1969, l99l), 

Longuet-Higgins (1968) , van Heerden (1970) , Pribram (1969, 

1971, 1985, 1986, 1991, 1993), Griffith (1968, 1973) and 

Cavanaugh (1975) . These holographic models attempt to 

explain the ability of the brain to store an infinite 

capacity of information, the redundancy principle of the 

brain to store and use localized information that is not 

stored in a site specific repository, the retention of 

memory despite removal of portions of the cerebral cortex 

and during dream states, storage and retrieval of 

information that is not semantically encoded, how the 

function of an injured site of the brain may be assumed by 

another part of the brain, in particular when that damage 

occurs during early years developrnent, the intuitive 

properties of acquired knowledge without prior physical 

experience, and of most importance to this study the 

existence of a three-dimensional perspective of visual 

information during encoding and retrieval. 



Fundamental differences exist between the classical 

brain theories and the concommittant conventional 

anatomical, electrophysical, and psychophysical approaches 

to brain function, and, the HMM. For example, in 

holographic memory the processes of input storage and 

retrieval may be spectral transformations, rather than the 

generation of an action potential by electrical impulse 

transmission. This transformation occurs in a holographic 

domain located within the visual system (see Figure 6) where 

the main computational evant of neurons is the polarization 

(input) and depolarization (retreival) at the dendritic 

membranes which resembles a Fourier-like transfom. More 

specifically, in holographic memory input is stored in the 

brain in the holographic domain (three-dimensionally in a 

non-localized fashion). Each part of the hologram contains 

information of the whole as its features are distributed, 

not localized. Prideaux (1998) states: 

"the dendritic processes function to take tims and 

spectral transformation of the episodes of perception. 

This transformed spectral transformation is stored 

distributed over large numbers of neurons. When the 

episode is remembered, an inverse transformation occurs 

that is also a result of dendritic processes" (p. 2 ) .  



Figure 6. Prideauxls (1998) Diagram Expressing the Holographie Nature of Light Incident on 
the Su* dthe Lens ofthe Eye. The holographie nature oflight incident ontbLkns is 
iilustratexi, showing the light reflected hom the spatial domain, or the spatial position of the 
stimulus object, uodagoïng a F h a  transform as it is receEved by.the lem c o ~ ~ v d r i g  the 
information to a spearal domain with a spatial frequency generating the holographie diction 
pattern which then fimases uponth mina through aninverse E d  ttaasfi)nnmdhg in a 
spatial image of the stimulus object. [ From Prideaux, 1995. J 



Evidence emerging from the studies of the 1960's led to the 

information processing approach based on a humanIrnachine 

analogy which is limited by the qualitative differences 

between mankind and machines. For example humans are not 

soley processors of information. To analyze experirnental 

data memory was postulated into four sub-categories with 

three stages of information processing, encoding, storage 

and retrieval. Input is first received by the sensory 

organs or STSS, rehearsal occurs the STM to maintain the 

information by making it available to the WM where it is 

encoded and integrated into LTM (see Figure 7). While these 

distinctions are tentative, their postulation has influenced 

the direction of subsequent scientific inquiry. 
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Figure 7. Rahmann and Rahmann's (1998) reprinting of Frank's (1969) diagram of the 
information flow underlying consciouness in humans. The factors which p e d n  to the flow of 
information responsible for regulating human consciousness are presented in Frank's overview. 
Human memory fiwictions on three levels which inctude short-term memory, medium-term 
memory and long-terni memoryr Sh- memoryincîudes our active consciousness which is 
cornprised of information that the nervous system &tains directiy throughtht smsary argans ot 
that is reactive fkom long-tenn storage. Idormation arrivuig fiom the sewory organs is stored for 

Q ca 6 to 25 seconds. Approximateiy 10 CO 1 O" bits of ùiformation reach the nervous system ~ v a y  

second ftom al1 the sensory organs, however only 16 bits per second can fiow into one's 
consciousness, or shoct-tecm s t o w  Consequently the storagecapôcity of short-tam m e m ~ f y  is 
100 to 400 bits. Medium-term memory takes a fiaction, 0.3 to 1 bit/sec of the information b m  
the  shon-tenn r-oir- Medium-term songe capacity-is-ca 1 O ' to 10 Y bits It's -rage t h e  
ranges from several minutes to several hours. It represents the unstable p r m r  stage to long- 
term mernory. Long-term memcuy raxivcs oniy-0.03- to 0.1 b W s s  These are passed onfrom 
medium-tem memory subsequent to the selective control processes and are stored from &YS to a 
lifetime. The capacity of long-temi- io thought to be l0"to 1owbito. [ From R.bmann 
and Rahmann, 1998.) 



As a result, the rnulti-stage storage distinction among the 

short-term sensory store (STSS), short-term memory (STM) , 
long-term memory (LTM) , and working memory (WM) as 

independent and interrelated entities has been widely 

criticized (Melton, 1962; Atkinson 6 Shiffrin, 1968; and, 

Craik and Lockart, 1972). Learning and memory may be seated 

differentially along the same continuum. According to Tarpy 

and Mayer (1978) this f ramework: 

assumes that memory is a unitary continuum with 

differences in learning and memory due to differences 

in the type of rehearsal and coding processes used; 

this alternative shifts the focus from the distinction 

among memory stores to the controlling processes li-ke 

attention, rehearsal, and encoding. (p. 293) 

T- 

A comprehensive explanation of holographic memory 

theory and models of holographic memory is provided in -the 

Models of Holographie Brain Function discussion which 

follows as part of this presentation of the background to 

the problem. To understand the ways in which the models of 

holographic brain function may be derived from or operate in 

distinction to the more widely accepted models prevalent in 

the field, an overview of classicical brain theories, the 

conventional anatomical, electrophysical, and psychophysical 

approaches to brain function is discussed next, to create a 

basis from which the VGM and holographic concepts introduced 

can be compared, and analyzed. 



Historically, learning and memory are defined as 

distinctly different from one another. For example the 

study of learning focuses on the processes involved in 

acquisition and extinction while the study of memory focuses 

on the factors that affect acquisition and retention. While 

this traditional distinction is convenient for the purpose 

of research. it appears stronger in tradition than  in its 

substance (Donahoe & Wessels, 1980). The construct that the 

two are mutually exclusive may be erroneous because memory 

is implicit in al1 learning, and learning and memory may be 

different aspects of the same phenomena. 

Early experiments on memory were based upon 

associationistic theories, the predecessors of information- 

processing theories, where simple memory phenomena were 

analyzed in terms of their formations and associaitons. 

Researchers attempted to eliminate the effects of prior 

experience by manipulating experimental procedures (using 

nonsense information stimuli) and avoided complex memory 

phenomena. Critcisrn of these early theories resulted in the 

formulation of information-processing theories in the 1960s 

that adopted the strategy of studying complex memory 

phenomena and the development of cornputer technology. 

Information processing theories fail to adequately address 

the effects of prior experience in short-term memory on 

encoding and retrieval processes. For the purpose of 

experimeiltal analysis. the field of memory has been 



postulated into three subcategories, sensory memory, short- 

term memory, and, long-term memory, with three stages of 

information processing, encoding, storage, and retrieval. 

While these distinctions are tentative, they have shaped the 

direction of scientific inquiry to date. 

Cl- brain the-5: Assnciationistic 

n e o r y .  This contemporary mode1 originates with the 

philosophies of Aristotle, the early research of Hermann 

Ebbinghaus and the British associationists John Locke, David 

Hume, and George n P r r l P y  ( D o n a h o e  k Wessels, 1980). Wichin 

associationist theories, memory utilizes the activation of 

existing associations and forgettinq occurs as a result of 

unlearning or blocking the association with competing 

associations. The basic tenet of associationism is chat 

images and language can be analyzed in terms of the 

associations that are formed through experience. 

Associationists seek to discover the fundamental laws of 

memory by studying these associations under simple and well 

controlled conditions in which the effects of prior 

experience does not intrude. British associationist Jphne 

Locke (1632- 1704), who challenged Descarte's theory that 

ideas are innate hy propoçing that the content of the qind 

is derived £rom experience and adamantly supporting the 

notion of the mind as tabula rasa (blank slate), and David 

Hartley (1705-1757) proposed laws of learning that reflect 

a cohesian among r_nn+iguoiis ( o c m g  close toge-) 

sensations and ideas. Hermann Ebbinghaus (1850-1909) found 



support for Hartley's ideas, in particular that forward 

associations are s-ger t b n  hackward ones and fhat 

repetition of stimulii strengthens the corresponding 

association. He brought contiguity or association thqory 

into a central position in studies on modern learning and 

rnemory theory. A s s o c b t n n i s t  theary has contribute 

valuable findings to the study of memory, including the 

emphasis on thorough experimentation and the interference 

theory of forgetting. Unfortunately, the effects of prior 

experience were found tn j nt rude h t n  the experiments 

despite controls such as using nonsense syllables in paired- 

associate learning procedures. The inability of the 

associationists to empirically quantify their hypothesis-led 

to the subsequent cognitive k a r n  i ng theories w h i c h  bave 

dominated the field of memory research during the latter 

half of the twentieth cen tury .  The theory that the 

complexities of language can be analyzed adequately through 

the study of experience alone w a s  challenged hy m k y  

( 1 9 5 7 ) ,  who introduced biological factors and transform- 

ational grammar as a more suitable analysis of language 

ability. During the 1950's and early 19601s, computer 

technalogy was introduced and a machine modd of mpmnry 

became advantageous to theorists (Donahoe & Wessels, 1980). 

The computer simulation modelç of rnemory and learning 

contributed to the demise of associationist theory. As a 

result, associationistic mpmn~y theory was found inadequate 

to provide a complete understanding of language and memory. 



1 theory. Behaviorist tradition devoted 

entirely to o v e r t  behavior popUri zed hy John W a t s o n  (1878- 

1958) and B.F. Skinner (1963 - 1  proved to be restrictive 

because its precept that al1 behavior can be explained 

systematically and objectively was too inflexible to be 

accepted by the psychalogical cammunity. The research 

methodology of the behaviorism theory, which was opposed to 

explaining behavior through conscious or mental experience 

and sought to reduce learning to a series of muscle 

contractions, developed quantifiahle data under sttrict 

experimental controls that have shaped the way in which 

psychological investigation continues to be conducted today. 

Charles Darwin's (1809-1882) theory of evolution had two 

important implications f a  the study of learming, Fizstly, 

his view of survival depended upon immediate adaptation to 

the environment by learninq effectively from experiences. 

The survival of a species depended upon its ability to 

accomodate to change- Biologists examuied this phenornena 

through the study of genetics, while psychologists sought to 

explain adaptation through the study of learning. The 

second implication for human learning was that, because man 

was believed to have evolved fram L o w e r  species OZ lice, a 

continuity between species was implied. Therfore, if 

principles of genetics baseci on the study of lower animals 

could be applied to humans, then the principles of learning 

discovered through animal science m i g h t  also b e  applicable 

to humans. 



-Ge&alt&h. Gestalt psychology influenced leazning 

research in the nnm;lincr of perception and cognition, This 

field of inquiry was begun in Germany by Wertheimer, Kiffka, 

and Kohler and was brought by them to the United States in 

the 1930;. Wertheimer focussed his studies on the 

perception of m o u e m e n t  w h k h  Led, to the phi phenamenon 

commonly associated with the motion perceived in moving 

pictures. The apparent movement w a s  not dismissed as a 

perceptual illusion, but was perceived as a real experience 

which could n e  he explained by physica l  p r i n u ~ l e s -  Out of 

this discovery evolved the Gestalt approach to psychology 

which views an experience as something greater thétn the sum 

of its elements. Within this view, psychological experience 

can not be explained £rom the s y n t h e s i s  of its component 

parts. Ideas explaining the Gestaltqualitat or wholenh of 

experience insist that cognitive forces in the brain, not 

external sensory elements, influence perceptions, learning. 

and memory. The i n fo rma t ion  p r o c e b g  during L e a r n i n g  and 

memory are dynamic and become altered by the cognitive 

forces th& created them. 

rve theorv. Bartlett (19321, an early 

cognitivist, i n f  luenced hy Gestalt psychology, examined 

memory as a reconstruction of past learning subject to the 

attitudes and cognitions of the individual. He found that 

subjects, when unable to retell facts from unfamiliar 

s tories, substiîuted distorted r d -  modified to ref lect 

story details more in keeping with the subjectsl cultural 



experiences. Bartlett (1932) concluded, "Remembering is not 

the re-excitation of innrimexable fixed, lifeless and 

fragmentary traces. It is an imaginative reconstruction, or 

construction, bililt out of_ QU attitude towards a whale 

active mass of organized past reactions or experience" (p. 
8 

213). This uiev was unpapulac u n t i l  the 1960s when leazning 

and memory were brought into a new perspective by the 

constructivist models of learninq. 

eory. Information 

processing theary w a s  introduced i n  the 195& and developed 
a 

extensively through the 1970s. Using machines to physically 

embody a theory about learninq and memory perrnits the 

theorist to design and construct a mechanism which can 

simulate certain hPhxuinrs- Programming m a c h i n e s  ta hehave 

in predictable ways , demonstrates the interna1 consistency 
of the behavior theo~y (Donahm & Wesçles, 1980) . Computer- 

based theory of memory, introduced a new research strategy 

analyzing the campex phPnnmPn;l on a mnlecular l e v d  rather 

t han  the previous macro levels which attempted to isolate 

mechanisms of memory in their constituent parts. Cognitive 

psychologists perceive memory as a processing system that, 

analogous to the computpr, W e l y  encodes, stores and 

retrieves information. The computer analogy is popularly 

us& when analyzing the brain, and the visual system, in 

terrns of neurophysiology (hardware) which include the 

component physical stuictures s u c h  as the retina and the 

visual cortex, or its information processing mechanisms 



(software) which include the operations carried out such as 

pattern recognition and. s to rage  i n  m P m n r y  (Spaehr & 

Lehmkuhle, 1982). 

Conventional anatomical, electrophysical and 

psychophysical approaches have dorninated the field of 

i n q u i r y  into visual inhnution pmc~-csing,  Tb- 

approaches are discussed to provide  a working knowledge of 

the historical development of brain theory research as it 

pertains to visual memory. The aspects of visual memory 

which cannot be explained wi+hin each of the appraaches are 

explained and a new mode1 is proposed and takes the form of 

the VGM. 

C0nventiona.É- electrophvci- 

u. In conventional 

theory the brain consists of distinct communication modules 

(regions of the brain) in which input is processed or stored 

(see Figure 8). With vision, specific features of the 

stimulus are stored in dedicated cortical cells which have 

parallel pathways to other modules to create the visual 

experience. This theory is analagous to the computer signal 

processing on an image where dedicated circuitry for edge 

detection interfaces with circuitry for color. These 

indivudual features of the image are processed in different 

dedicated circuits which are then linked through parallel 

pathways to other brain modules and combined to form 

perception. Conventional theory views the generation of the 

action potential as the main computational event in neurons. 





Figure 8. Briedey's h u m  brain diagrams of (a) inside right hemisphae, and @) outside lefi 
hemisph- ïhe adult brain weigbs approxh~tdyl350 grammes tudis a b a t a d  to CO- 100 
000 million ceUs. It consumes oxygen at a rate of 46 cubic cm per hour and converts glucose at a 
rate of 1 O8 grammes per day. The breakdown of gbicoseby oxygen yiddr energyt approwimntdy 
twenty watts per unît the  or the amount of eledncity required to iiiuminate a 20W buib. The 
human braiD is a siagle o r g e n c o ~ ~ o f  fÔur intlnelated parts; th mebrnl -ex, tbebrah 
stem, the lower brain stem, ancl, the cerebeilum. The cortex is the outer su* of the braiwey - 
and white ma#er) uhich is rrspan*ble for learnhg, t b k h g ,  and plannmg- The bninsmi is 
located within the wrtex Ui the rniddle of the skuU undemeath the pdpy white matter(of the 
cortex) and is umsided the centraLcore ofthe brsin,. The brain stem indudes Uitedinked 
structures, the thalamus, hypothalamus, pitui- gland and the retiailu formation of complu 
neme &as responsible for attentio~slesp, wak&bhss and- uitimatcly  ou^- The- 
bau i  stem foUows the spinal cord into the JkuU and wntrols breathîng and temperature 
regdation. niecerebellumisrecoodinrirctoihem~exandissituated~tbebscLdkbwit. 
Deep comgated side to side ridges increase its surfâce area. R e f d  ta as the automatic pilot of 
the bain, thecerebeüurn acts upon.u>nscious thougtrts and c 0 0 1 ~ e s  the mus& to ped'onn 
the movernent fùnctions, w a h g ,  reaching, grasping, and fine motor s u .  When the cerebeilum 
can not pedorm these precision oriented actiongthe conex compeiuucr but the results obt;Cined 
are delayed, exhaustive and irnprecise. 

The coltex is an immensely folded d e  of approwiinately 2MX) cm square. The corto< 
is approximately 3mrn in depth and is formed fkom approximately 10 000 million nerve ceb  
(neurones). Beneath the grey matter of the cortexlies the white mat!er f o d  fionthe .Mlis or 
criss-crossing fibers of the neurones which conduct nerve impulses. These glial ceUs comprise 80 
percent of the brain's msps and are beiieved to be important to memory. The cortex colf- tM, 

halves connected by a band of nerves, the corpus calosum which enabies the two hemisphem to 
w o k  together, but how th m d w r i t y  a d  tFMfnwsieRof i&nnatiOII occuxs isiMkrr0- The 
right (a) and leA (b) hemispheres have dîerent domains of specialization. The speech and 
mouement fimetions are dominant firnctioas of the left while visuospatial dtib such as 
recognizing objects and reading are dominant fùnctions of the right. However these domains of 
specialization are xmt muaially exclusive as subordhate abiiity hmis kxn fou& to develop in both 
hemispheres with wmpensatory abilities emerging when one side of the brain has b e n  removed 
or damaged. Each hemisphereis diyided h o  four lobes; temporal, occipital, piàetal and k d .  
The temporal lobe or hippocampus contains specific parts, hippocampi which are crucial in 
leaming and rnemory. The le& temporal Lobe is invdved in verbalaoding d the 1- and 
retention of words and lettas. The right temporal lobe is involved in the recognition of verbal 
and auditory patterns with cenain sites responsible for the find summation and storage of simple 
feature analysis. The occipital lobe on the bock of the co ta  is the primary visuai area. The large 
side parts are the pareital lobes are.bdcived to s p e c i d b  im the processing and storage of m d t y  
specific information such as vision, hearing, taste, smeU and movernent. This region m y  account 
for spallal orientatioq the ability to nod one's way home,&esbg iuxi in asôociation with-otha 
parts of the cortex preserve a sense of bodily awareness. The large fiontal area of the cortex is 
believed to ée the association area ïbe sature of these enlwged lobes is bekvedto be 
heterogeneous with a vaiery of specializa+n funaion including; cspacïty to cooperate, remaint 
of aggresshe and scaial behaviow, and, judgiag conseQuences of bdiavior. 



The cortex has been mappai by recordmg the electricai impulses of the urnes that bring signais 
fiom the sense or- Motor, tou& vision and baveken wdl chancd wbüe tutr and 
smeil have yet to be explored. The motor anr of the conex maps the muscles on the oppsite 
si& of the body. Appmximatdy one hlf of the ara is dedicatd to the ha& ad speecâorgans. 
It takes 6 thes  more grey matter to move the lips than to move the entire trunk. Located 
the motor cortex, the samry coxtorrcprrsents the touchmap of the cmiubody mfhœfhm the 
sense organs of the skin, again with an overrepresentation of the fice and hands. The primary 
viaiai c o r t t x b a i i t t h e  ba& ofthe bninmqives input fiom the cycs inthe fod&q@!ied  
electricai and chemical d e s .  ïhe funaioning visuai cortex uses a greater amount of oxygen 
than other pirrts of the brain when active The vimdcortarcells are belicved ta have 
generalizing properties, rather than s p d i c  ones where a partidar cbhunn of ceils win dertcct a 
panicular shape. uiua copies of objects or precise respr- of seaies WC ~ o t  kücved to 
be sent to the bnin. However the way in which tbe brain c l d e s  and comb'ines the dearicrl 
and chernical signais imo htegrated hnns is unkmwn Othr areas ofthe~anararc LiaLed with 
the visual cortex and are believed to k re~ponsible for interpreting the visual aspects of d o r s  
orientation, depth, mobmqaed texture-. C ~ t ~ e n t  aairophysidogicri fcstafch hsr a d d  the 
undentandmg of the fùnction of the M d  cunq but how the visud patterns e n d e d  in the 
brain are d y z e d  and imaprrted to produce M y  inqped imagea is still unknawn. 

The brain stem contains the thaiamus which acts as a conduit for the sensory input mrwte 
ro the cerebd eortuc Evidence sugs-ts  that the thalamus is assoeiatcd with emotioddrive and 
may alter signals t'tom the sensory organs producing rnaps for vision, huring and touch The 
hypothdamiin is loeated beneatb the thlrlamus, on the floor of the sirilil. a d  regul;rtes thtorgans 
of the autonomie or invoiuntary navous system, and the pituitary gland which produces 
hormones. The piautrry g l d  Lies bdow the hypothalamus and ia cesponsible forgrowtb a d  
reproduction processes. 

Thelower ômh stem, r e f d  to as the buib is responsible for fiiactiom thet maint& Lifc. 
The nerve ceils of the spinal cord and bulb include synapses which transmit impulses on inbom 
pathways which remaia electrophysidy active evenduring slecp. 

The cerebellum has been referred to anafagously as a cornputer which programmed by the 
cerebrd cortex exeeutes tbe plans fbr skdif& complexmovemeats requiring coordiaation, 
balance, equüibrium and locomotion. [From Brierly, i 994.1 



This Euclidean-based geometric mode1 of neuron transmission 

regards the firing of the action potential for a single ce11 

or a network of cells as the trigger for memory or 

perception. Prideaux (1998) summarizes the principles of 

neural science proposed by Kendel, Schwartz and Jessel l  

(1991). The information flou for visual perception is as 

follows. The retinal cells respond to small circular 

stimuli, the lateral geniculate nucleus cells respond to 

input, the primary visual cortex transfoms the concentric 

receptive fields in at least three ways: a) the viçual field 

is decomposed into short line segments of different 

orientation, through orientation column to form early 

discrimination of form and movements; b) input about color 

is processed through blobs which lack orientation 

selectivity; and c) input from the two eyes is combined 

through the ocular dominance columns, a step 

required for depth perception. Connections in the visual 

sys ten  are specific. Certain parts of the retina project to 

the lateral geniculate in the thalamus so that a complete 

visual field for each eye is represented in the nucleus 

(see Figure 9). 



Cilüry muscle - 4 
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Figure .9. Spoehr and Lehmkuhle's schematic represc~ltation of the cyc. nie visMe parts of the 
eye are the white of the y e  or sclcrr, the coloured part oftbe y e  or iris anâ the dark center of 
the iris, or pupif. Ex~enial parts of the eye not readily seen UIclude the six muscles which art 
attachexi to the exterior gCok of the eye and cause the eye to move up and down and to rotate in 
its sockeî, and, the cornta which is a transpmt covering on the fiont of the eye which r e M  
iight rays focusshg them upon the backof the eye. Intanal parts of the eye indude; the maior 
chamber, or the cavity behind the cornea which contains the aqueOuJ humr (a clear 0uid 
absorbai as nutrition by the corata). The iris is located behind the aqucuus humor and intiont of 
the lens. It is a circular muscle which contracts and relaxes to conml the amount of light entering 
the eyes, The lcas is transparent and rrariYnits and focusscs Light upon the retina It cancbange 
shape to k q  a h t d  stimulus in focus in a process called accommodation. The vitreous hwnor 
is a ciear, jeUyiike fluid which the iatcrior of the ye to produoc its globe shape- The rcqri. is 
attached to the back of the eyt and performs the conversion of light energy to electrochemicd 
energy- There are three distinctive faturcs of the retins; the b l d  v d s  t&t provide nuttients 
to the retinal cells, the fovea, a shallow depression void of n a i d  tissue containing phototece~tors 
and the most sensitive a r a  of the raina for rtsolving detail, and, the optic disc, the exit point of 
all the retinal nerve fibers. The optic disc does not contain photoreceptors and is calleci the blind 
spot because we can not see through this hole in our visual field. The retina contains two types of 
photoreceptor ceils, rods and cones. Rods are concentrated outside the fovea and are most u x M  
for mghî vision and low Iiiminrrncr levds -se thq contain photopigment which is most 
efficient at converthg iight energy to electrochemical newe impulsts. Cones are concentratcd in 
and near the fovui and the photopipent of the coms varies to absorbe Merent waveleng.S of 
Iight. Light mua petrate the neural tissue S o n t  of the photoreceptors, including the 
&on celis in orda h r  tight to strikc the photoreceptors. 'Ihc signais fkom the photor 
are interpreted by the retinal ceUs with that output being trasnmitted to the  ganglion cells '=cm of 
retina which depart the eye thrwgh the optic nerve at the optic disc. Th- are three typ~s of 
ganglion ceils, X-, Y-, and W-cells(not shown). Y-cells are located in the periphery of the raina 
and have large d l  bodies and thick axons cQndllcting dcctrical m e  impulses qui*. X d l s  
are concentrate in and around the fovea and have srnaller ceIl bodies and axons that conduct 
dectrid nem irapuises at a slowa rate than the Y-cdls Tht W-celis are predomiaantly outside 
the fovea have very srnaü ceU bodies and axons which conduct electncal nerve impulses at a very 
slow rate. The axons of the gMglion d s  leave the eye through the optic nerve- The axons that 
originate fiom nasal halves of the two retinas (the half of the mina closer to the nose) cross at the 
optic chi- and travd to the opposite side of the btain whik the axons of the gangiion cds  in 
the temporal haIves of both retim (the halves closet to the temple) do not cross at the optic 
chiasm, staying on the same side of the brain. In this way ail the axons of ceils that are 
responsible for the sune part of the visual fiild arc routed to the same hmiisphere. The 
infocmation is carried to tbe visual cortex dong two pathways, gcniculo-striate or tectocortical. . 
From Snoehr and Lehmkuhle lof43 1 



Retinal cells target specific areas of the brain stem. 

Each geniculate axon terminates in the visual cortex, 

primarily in layer 4. The cells of the visual cortex are 

arranged into orientation specific columns, ocular dominance 

columns, and blobs. Horizontal connections between some of 

these neurons permits the flow of information between 

columns which seem to function like elementary computational 

models . Infornation travels v e r t i c a l l y  through layers and 

horizontally between columns with each ce11 group acting as 

dedicated circuits which process an transmitting input (see 

Figure 10) . 



Figure 10- Sinatra's (1986) adaptation of Lassen, Ingver, and Skinhoj's cellular architecture of 
the cerebral cortex(l978), with diagrsm adapted fiom Janos Szemtqgothai of the Semmelweis 
University Medical School in Budapest.. Neuro-scimtist Paul Maclean (1978) proposes a theory 
of the triune brain which proposes a vertid organization of the brain in which information is 
processed through three particular, but associated areas which were cal1ed fiom bonom to top, 
the reptilian complex or bain stem responsible for primitive behavior, the limbic sy- 
responsible for autonornic organ fiinction , and the cerebrum or neocortex which govems rational 
thought and encompassa consciouuiesr Madean propoxd that the bierarchical arrangement of 
the layers represents separate e v o l u t i o ~ s t e p s ,  over millions ofyean in the development of the 
human brain. 



The cerebnrm, the third Iiya of the brab and it's most rcccnt evdutioauy dtvdopaient accouts 
for 85% of the brain's Nc.. Thi, newa bmin operates at a level whae thinlong and 
c o n s c i o ~ c p n ~  oau ,wliüe theeafik morrprimJ hinspafonn the mdimatary 
hctiom of homeostasis. To incrc~se the caebnun's capacity to proces verbal d non-verbal 
thought this-outa bnLi laya has fùrrowsar convoiuti~ll~which appcar on it's outa surface. 
This five arîiiimeter layer of newe cdls arranged vcr t idy  in six nami circuits intapias sensoy 
~ n ~ s c h a M t i c  m o n  of greviotrsiy storcd data rad p d y  pro- 
successfui strategies for problem rcs01utior Hanisphe~ic baiance is achieved through the 
neuralnba systems that connect the diffmtpafta oi the bnip Thc corps dorum p l v i d a  
laterd comections, whiie 0 t h  systems mch as the rctiailu formation produce vertid 
c0~ection.s withtk bwec brain stan The eercbrpl c o r i n  a n x t a i ~ v d @  orgainIcd 
coiumnar modules made up of v d ~ a f l y  ansngcd circuits of nave &. Shom is 8 shpued 
version d a  whnam rneasuring 250 micrometers in diameter. HUILdrCds afiacoming m e h  
carry seirsory ùirofmation which converges on the spUry steiîaîe ceils in Laya N of the cortex. 
The vemcal ciraiits of iaterneurons ,~ed in hi* e c  s p d  c o n f i g u d o ~ ~ o r m s  
the raw data into c o ~ o u s  experiaice a d  behavior. W e  a iimited number of neurons arc 
show to simpiiQ the UusMltim of the ceiiular architecture, th= u e  approximatdy tenidiion 
neurom compactcd inside this rational part of the brain, each of which is interwmected thtough 
denciritic networkhg [ From . Sinatcs, l.9861. 



While anatomical and el ectrophysiol ogical research, in 

concert, can explain the way in which cortical c e l l s  respond 

and presumably encode visual information these fields of 

inquiry cannot explain how the receptive field proper t ies  of 

cells relate to the way in which human visual perception is 

formed(Spoehr 6 Lehmkuhle, 1982) . The study af sensory 

psychology is incomplete if it fails to consider the uses to 

which sensory information is put or the relationship between 

sensory and cognitive issues. Conversely, cognitive 

psychologists should be -are aE the types of information 

supplied by sensory processes to the memory and problem 

solving systems (Spoebr & Lehmkuhle, 1982). There is an 

apparent conceptual gap between the study of the visual 

system at the sensory l eve l  and m o r e  cogn i t iue  approaches 

within the field of psychology (Spoehr & Lehmkuhle, 1982). 

If we want to understand human visual perception, we 

must not restrict our study of the visual system to the part 

that performs s ~ r i s o r y  analysis(Spoehr 6 Lehmkuhle, 1982). 

Some insight into the nature of v i s u a l  processing has 

been attempted by combining the anatomical and 

electrophysical fields of inquiry with a third, where 

psychophysicdl approaches have been used to investigate 

human perception. Each of these three fields of inquiry 

focuses  upon a particular feature of the visual system. 

Anatomy examines structure, electrophysiology examines 

response dynamics ,  and psychophysics examines f unction- Any 

valid explanation of h o w  the visual system converts light 



energy into a visual percept should incorporate the findings 

of al1 of these approaches (Spoehr & L e h k u h l e ,  1982) . 
The psychophysical approaches investigate function 

during pattern recognition using sensitivity experiments 

that ( a )  test for threshold reaction time, (b) isolate the 

dynamics of visual mechanisms thraugh techniques such as 

visual masking, selective adaptation, and subthreshold 

s r n a t i o n ,  and, (c) apply orientation manipulations, 

binocular stimulation procedures, and random dot sterograms 

to grossly subdivide the visual system into central and 

peripheral stages (Spoehre 6 Lehmkuhle, 1982). An overview 

of these three fields of inquiry is described to provide a 

working knowledge of the structure of the visual system. 

To explain how the visual system converts light energy 

into visual perception the findings of three field of visual 

information processing research must be examined (Spoehr 6 

Lemkuhle (1982)- Each of these three approaches contributes 

substantially to the overall knowledge of the visual system. 

Anatomy emphasizes structure, electrophysiology emphasizes 

response dynamics, and psychophysics emphasizes function. 

Intact visual hardware (without 

or with corrective lenses) is a requirement for subjects in 

this study. It is assumed that the eyes function 

accurately. The following overview provides a working 

knowledge of the visual rnecanism, Visual perception occurs 

when light radiating from a source is reflected by an object 



and focused by the eye ont0 a matrix of photoreceptors that 

convert the light energy into electrical signals which are 

carried along neural pathways and neural structures and 

individual nerve cells to the visual cortex (Spoehr & 

Lehmkuhle, 1982) . 
The major function of the eye is transduction, the 

conversion of light energy into nerve impulses. A second 

important function is accommodation, a reflexive process of 

the lens changing its shape to keep a fixated stimuli in 

focus. The external hardware of the eye includes the 

sclera, iris, pupil, six muscles attached to the globe of 

the eye and the cornea. The interior hardware of the eye 

includes t h e  a n t e r i o r  chamber, lens, zonula, retina 

containing the photoreceptor cells called rods and cones, 

the fovea and the optic disc, and the optic nerve. 

The cornea, a transparent covering on the front of the 

eye refracts light rays to focus them ont0 the back of the 

eye. The iris is a circular muscle that controls the amount 

of l i g h t  entering the eye by contracting and relaxing. The 

transparent lens is held in tension by a membrane called the 

zonula  and can readily change its shape by contracting or 

relaxing ciliary muscles to control the amount of 

refraction. During this process of accommodation not a l 1  

stimuli in the visual field of view are in focus 

simultaneously. For example fixating on near objects result 

in distant objects being blurred because their image falls 



somewhere beyond the retinal plane and visa versa when 

fixating on distant objects. 

It is in the retina that light is converted to 

electrochemical energy enabling the brain to interact with 

the e x t e r n a l  world (Spoehr & Lehmkuhle, 1982) . The fovea, a 

shallow depression in the retina contains the photoreceptors 

and is the most sensitive area of the retina for resolving 

fine detail. The photoreceptors in the retina point away 

from the incoming light toward the back of the eye facing 

the choroid membrane, which is dark and absorbs the light 

not absorbed by the rods and cones. The retina in inverted 

therefore the light is diffused by the neural tissue 

including the ganglion cells in front of the photoreceptors 

causing a decrease in the sharpness of vision everywhere in 

the retina except the fovea. The optic disc, also known as 

the Slind spot in the visual field because it does not 

contain photoreceptors is the point at which nerve fibres 

exit. The retina is composed of different types of cells 

among which are two types of photoreceptors, rods and cones 

distinguishable by their shape and the type of photopigment 

they contain. The photopigments absorb the light energy 

converting it into electrochemical nerve impulses. Four 

photopigments exist. The pigment in rods is efficient at 

low-luminance levels and is highly efficient at converting 

light energy to electrical energy. Each of the three 

pigments found in the cones form the basis for color 

perception as they are responsible for absorbing light 



containing the following wavelengths or colors: red, green, 

and blue.  The electrical impulses of these photoreceptor 

cells enter a rnatrix of retinal cells where processing 

occurs prior to reaching the ganglion cells the nerve fibres 

that exit the eye through the optic nerve at the optic disc. 

The neural pathrays are collections of nerve fibres of 

cells which channel information to the neural structures in 

the brain (see Figure 11). These include the axons of the 

ganglion cells which depart the eye through the optic nerve 

at the optic disc. 
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Figure 1 1 . Sinatra's (1 986) iüustrated neuron and means of synapse. The neuron is the basic 
fùnctioning unit ofthe brah ïhe newon is a complete di body which develops a comection to 
other neurons when a projection cakd the axon grows fiom the cell body of the neuron and upon 
the axon threadWce structures d e d  dendrites ewrge to fonn an axoddaidritic network that 
allows neurons to c o ~ e c t  with the dendritic growth of other neurons so that by miuunty a s i n e  . . neuron may be transmitting and receiving informatiion nom hundreds of other neurons. The axon 
conduas impulses âom the neuron to the dendrite. To facilitate the electrical impulse 
transmission aniaJulating mathg called the myeün shenh f o m  througha proaso ofnervc fiber 
maturation called myeiination. Myeiïnation occurs in stages, with rapid growth ocauring 
between the ages of 2 and 7 y-which correspond with Piage's lm- in cogpitive 
development. The gap between neurons and dendrites where chernical transmission of 
information passes ftom one neuron to the next is called the synapse. B o r n  Sinatra,l986.] 



The nasal ganglion axons cross at the optic chiasm 

travelling to the opposite side of the brain. The temporal 

ganglion axons stay on the same side of the brain. As a 

resulc of this partial crossing of ganglion ce11 axons, what 

the right eye s e e s  is represented in the left hemisphere and 

what the left eye sees is represented in the right 

hemisphere of the brain. The information from the two eyes 

is combined in the visual cortex, This visual information 

travels to the cortex by one of two routes; the geniculo- 

striate pathway or the tectocortical pathway (see Figure 

12a). 

The neural structures in the brain calLed nuclei, are 

the processing centers of the visual system and include; the 

lateral geniculate nucleus which connects to the ganglion 

ce11 fibres in the geniculo-striate pathway and projects 

ont0 cells in the visual cortex, the superior colliculus 

where the tectocortical pathway's ganglion fibres terminate, 

and the pulnivar nucleus ont0 which the cells of the 

superior colliculus are projected and in turn projected to 

the visual cortex (see Figure 12b). Spoerh and Lehmkuhle 

(1982) cite Diamond (1976) and Bexkley and Sprague (1979 1 ,  

indicating that while both pathways carry information from 

the eye to the brain, the geniculo-striate system has a 

vital role in processinq information carried by small 

spatial details, coding shapes, and depth perception. 
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Figure 12. Spoehr and Lehmkhule's (1 982) (a) Schernatic illustration of crossing ganglion celi 
f i h  and (b) Schematic illustration of the genido-striate and tectocortid pathways. In (a) 
axons for the sarne parts of the visuai field are routed to the same hemisphere. Axons of the 
ganglion ceiis of the nasal retinai ofthe lefk eye temiinue in the right hernpsphere of the brain, and 
axons of the ganglion ceUs of the nasal retina of the right eye terminate in the left hemisphere of 
the brain by crossing at the optic chiasm. The axons of the ganglion d is  in the temporal retina 
remain on the same side of the brain as they do not cross at the optic chiasm. The result ofthis 
partial crosshg of ganglion ce1 axons is that the right haif of the visuai field is represented in the 
lefi hemisphere and the lefl half of the visual field is represented in the right hernispere. Tle  visuai 
field shown is divided h o  12 regions. The leA visual hemifield (regions 1-6) falls on the nasal 
retina of the leA eye and the temporal retina of the right eye, and the right visual hemifield 
(regions 7-12) fidis on  the nssal r-of the right eye and the temporal rctina of the lefl eye. in 
(b) visual idonnation from the retinas is carried to the visual cortex by the geniculo-striate and 
tectocortical pathvrays. The geniculo-striate pathway i n c h d a  the retina and geniculate nucleus. 
The tectocurtical pathway includes the retina, superior colliais, and the pulnar nucleus. In the 
geniculo-sW pathvvay, ganglion ceIl fibers conma to the layeral geniculate nucleus, the oben 
of which then project onto ceUs in the visual cortex. This pathway is believed to be an important 
procesor ofinfonnation gamered from small spatial d u  codiag of sbpcs and depth 
~ c a p t i o n .  In the tectocortical pathway, gangiion ceil fibers tenninate on the super colliailus, a 
nuclais whose d o  then proiect to the puivinar nucleus which M y  projects to the visual 
cortex.. if one of these pathways is destroyed , visual idormation is transmitted f b m  the eyes to 
the brah by the remahhg pathway. When both pathways cease to nuiction, blindness occun. 
(From Spoehr and Lehmkuhle, 1982.1 
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. The brain processes 

visual information through single nerve cells, called action 

potentials which have a baseline of activity or spontaneous 

activity. Encoding of visual information occurs when the 

frequency of the activity is either increased or decreased 

by stimulating the ganglion cell. Different ganglion cells 

responds to light in specific areas of the retina when it is 

stimulated by light, A celL1s response region is called 

its receptive field. 

Cells respond or encode light information in a variety 

of ways dependent upon the type and function of the cell-. 

Most ganglion cells in the retina and cells in the 

geniculate nucleus have circular response fields, are 

monocular as they are activated by stimulation of only one 

the two eyes and respond in one of the following ways: (a) 

increased activity when certain wavelength light fa l l s  

within their receptive field, (b) respond to spots of light 

and Vary according to whether the spot of light is small or 

large, (c) sustained activity throughout the entire time the 

light is present in the receptive field, and (d) respond 

with transient bursts of activity when light is first turned 

on or off (Spoehr & Lehmkuhle ,  1982, Kuffler, 1953) . 
The cells in the visual cortex have elongated receptive 

fields, are binocular and respond ta stimulation either 

equally or to some extent from either eye, and respond best 

to d i t s  of light with s o m e  cortical cells preferring lines 

of moving light that are either moving in a particular 



direction or are of a certain length (Spoehr & Lehmkuhle, 

i982, Hubel & Wiesel, 1962). Representative maps of 

cortical receptive fields are show in Figure 12b. 

A limitation to the theories of anatomical functianing 

of the visual system as presented by Spoehr and Lehmkule is 

that many of the studies cited utilized mammalian subjects 

s u c h  as cats and monkeys and the findings of these studies 

may have been grossly overgeneralized to the human 

population. 

Psychophysical procedures 

can be utilized to measure sensitivity or the visual - 

th~esha ld-  of a stimulus and can provide information about 

the location and method by which visual information is 

processed. 

Several of the widely accepted psychophysical 

techniques utilized in experiments to study perception in 

human beings are measures of viçual sensitivity including: 

(a) visual threshold and reaction time (visual masking, 

selective adaptation, subthreshold summation) , and (b) locus 

of processing (Spoehr h Lehmkuhle, 1982) . First, 

measurement of visual threshold is studied by altering some 

aspect of a stimulus such as illuminance, contrast or size 

and recording the subject's response to that change. In 

response, the subject must adopt a criterion to help decide 

when the stimulus is present and when it is not. Data 

analysis techniques have been developed, based on the theory 

of signal detectability (TSD) that can separate the absolute 



threshold from the subjectvs criterion (Spoehr 6 Lehmkuhle, 

1982). 

Second, measurement of reaction time sensitivity, or 

how quickly a stimulus is seen, and h o w  long it takes to 

process and recoqnize a stimulus can be obtained by 

presenting a stimulus well above the threshold and measuring 

the time which e lapses  before the subject reports its 

presence. Reaction tirne experiments have shown that the 

reaction time to horizontal bars is faster than the reaction 

time to oblique bars, even when luminance, contrast, and 

size are held constant (Olsen & Atteneave, 1970). This 

suggests, as with the threshold experiment findings, that 

horizontal and oblique bars are processed by different 

neural mechanisms with different sensitivities (Spoehr & 

Lehmkuhle ,  1982). To further explore the hypothesis that 

different cortical cells are maximally sensitive to 

different orientations three methods are widely us&. They 

include: (a) visual masking, (b) selective adaptation, and 

(c} subthreshold s m a t ~ o n .  

In visual. masking studies, t w o  stimuli are presented in 

proximity in space and time. A destructive interaction can 

occur between the triIo stimuii. (Werne~, 1935) where the rqask 

interferes with the detectibility of the target. The 

temporal properties of v i sua l  masking provide evidence that 

there are limits to the rate at which information can be 

processed because, when the visual system mechanism is 

overloaded, some information is lost reflected in the 



reduced detectability of the target  (Spoehr & Lehmkuhle, 

1982). The amount of masking is greater when the target and 

mask have similar orientations than when the target and mask 

have different orient&ions ( H o i r l i h a n  4 Sekular ,  1968; 

Gillinsky, 1967). This implies that masking has greater 

interference when the two stimuli are processed by the same 

mechanisms, such as those for horizontal and vertical 

orientation ( S p a -  & Lehmkirble, 1982) , 

Selective adaptation occurs when a subject is required 

to fixate on a stimulus that is well beyond the threshold 

during a long inspection period (1 to 10 minutes) After 

this inspection per- a secorici stimulus is introduced to 

activate the fatigued mechanisms and to obtain a higher 

threshold for the second stimulus, If the threshold for 

the second stimulus is not higher than the first stimulus, 

then it is a s s d  tbt d i r e n t  mechanias w e r e  activated 

by each stimuli(Spoehr 6 Lehmkuhle, 1982). Findings of 

selaztive adaptation experiments conducted by Blakemore and 

Campbell (1969) also provide evidence to suggest that 

horiz-ontal and vertical contours a-re processed by di f  ferent 

neural mechanisms, 

Subthreshold summation iç a technique which uses the 

increase in sensitivity or reduction of threshold as a 

dependent measure, Lt diifers f r o m  v i sua l  masking and 

selective adaptation which measure sensitivity loss. In 

subthreshold summation, the subject is presented 

simultaneously w i t h  two stimuli, the background stimulus 



that is below the threshold and the target stimulus. The 

threshold of the target stimulus is then measured. Findings 

of these experirnents show that when both stimuli activate 

the same m e c h a n i s m ,  the backqound stimulus acts as an 

enhancer for the detection of the target stimulus. The 

information ftom both background and target stimuli are 

summed by the visual mechanism and the threshold for the 

target stimulus iS 1 o w e . r  than when the target is presested 

alone. When the two stimuli are processed by different 

visual mechanisms, the threshold for the target stimulus is 

not affected by the presence of the background stimuLus 

(Kulikowski, Abadi 5 King-Smith, 1973) , 

Third, psychoanatomical techniques inferentially 

subdivide the locus of processing for the visual systern 

between peripheral and central stages of processing. 

Per iphera l  stages include a J l  subcartical sites, such as the 

retina and lateral geniculate nucleus. The central stages 

include a l 1  the cortical areas. Behavioral work includes a 

number of psychophysical techniques to identify whether a 

given visual effect is the result of peripheral or cerebral 

mechanisms . These are orientation and grating, interocular 

effects, (Blakemore 6 Campbell, 1969), binocular effects 

(Blake & Levinson, 1977; Turvey, 1973), and cyclopean 

stimulus found in d o m  d o t  stereograms (Veuioy, 1976; 

J u l e s z ,  1971). 



i e p .  Findings of locus of 

processing studies show the centrAlity of visual 

processing. The affect is demonstrated in tests in which 

the orientation of grating patterns is changed. These 

grating patterns consist of a series of black and white bars 

( similar to a bar code) or squars (similar ta a 

checkerboard). The magnitude of selective adaptation, when 

the target grating is orthogonal to the inspection grating 

results in no threshold elevation. This is consistent with 

earlie~ f i n d i n g s  w h i c h  shcw that cartical mechanisms are 

sensitive to changes in orientation whereas peripheral 

mechanisms are not. 

teroc- effwt~..  Further, this grating adaptation 

effect exhibits interocular transfer when the inspection 

grating is viewed only by the right eye and the test grating 

is viewed only by the left eye at the same time. The 

adaptation effect is transferred to the central stage 

because input from two eyes is not combined until the input 

reaches the visual cor tex .  Therefore, this interocular 

transferred is presumed to involve the fatiguing of central 

mechanisms. Similarly, studies show that visual threshold 

and subthreshold summation effects involve central binocular 

mechanisms because a patterned mask presented to the right 

eye interferes with the detectability for the target 

stimulus presented to the left eye. In addition the 

threshold for the detectability of target stimuli presented 



to a single eye, in the presence of a grating pattern mask 

presented to the other eye, is lowered. 

st W. Random dot 

stereograms have been used to illustrate binocular 

properties of the central stage of visual processing. 

Separate dot stereograms which alone do not contain a 

visible pattern, but when combined create one, are presented 

to each eye ( a l s o  known as a cylopean stimulus). To see the 

stimulus pattern the eyes must interact to provide a 

carrelation of the information for the visual mechanjsm. 

The response to the cyclopean stimulus originates at the 

central stage of visual processing where stereoscopic depth 

occurs and the stimulus is internally formed. It is assumed 

that if an effect cannot be induced by a random dot 

stereogram, then the site of the mechanism responsible for 

the effect resides either in the peripheral stage or 

requires the cooperation of both central and peripheral 

systems (Spoehr & Lehmkuhle, 1982). 

ç of Hi- V l s u a . l P e . J t i o n  

The human visual system is selective In its sensitivity 

to visual stimuli. There are normal sensory limits within 

which stimuli must fa11 in order to be detected by visual 

mechanisms. These include; spatial aspects, movement, 

depth, and distance (Spoehr 6 Lehmkuhle, 1982). 



Spatial aspects include: (a) visual acuity or the 

ability to resolve sm;lll stimuli ,  and (b) the contrast 

sensitivity function ( C S F ) ,  a measure of the resolving power 

of the visual system not only for srnall spatial details but 

also for s i z e ,  orientation, and contrast. Normal visual 

acu i t y  is c l i n h l l y  cfPfined as the a b i l i t y  to resolue a 

stimulus of 1 minute of visual angle. A spatial CFS is a 

measure of t h e  contrast çensitivity to sinewave grating 

patterns for different spatial frequencies. Contrast, 

refers ta t h e  difference between the Light and dark points 

of the grating, and spatial frequency, refers to the width 

of the bars in the grating and is measured by t h e  number of 

light and dark bars per degree of visual angle. High 

s p a t i a l  freqirency gratings have narrow bars vhereas low 

spatial frequency gratings have wide bars. 

Contrast threshold is the  point at which the  bar or 

target stimulus is no longer distinguishable from a 

homagenous fieid, 1 f humans w e r e  equally sensitive to al1 

spatial frequencies then the contrast threshold would remain 

the same at al1 spatial frequencies. However research shows 

that humans are more sensitive to intermediate spatial 

frequencies ( 5 cycles per degree) than eith- low spatial 

frequencies ( 1 cycle per degree) or high spatial 

f requencies (10 cycles per degree) (Spoehr 6 Lehmkuhle, 

1982). 



Movement, or the speed at which a stimulus travels, 

affects perception by reducing visual acuity. While the 

passage of fast moving stimuli can be detected, small 

spatial characteristics of the stimuli cannat. T h e  slawer a 

stimulus moves the greater the number of spatial 

characteristics that can be recognized. Movement affects 

the CSF by reducing sensitivity at high spatial frequencies 

but does not reàuce sensitiuity at low spatial frequencies 

(Kulikowski b Tolhurst, 1973). 

Depth and distance are important aspects of the 

perception of three-dimensional patterns influencing 

perceiued size and brightness, and the recognition of 

patterns. Research in this area has just begun (Spoehr b 

Lehmkuhle (1982). Only two dimensions, the horizontal and 

vertical, have a geometric basis in the flat image formed on 

the retina. While depth is not geometrically represented on 

the retina, stimuli have the ability to evoke the impression 

of depth because the retinal image, in addition to the 

stereoscopic view provides the following monocular cues 

concerning depth: (a) interpositim (a near object partially 

covers a f a r  object) , (b) shadows or shading (the direction 

of shadows registers the relative depth), (c) aerial 

perspective (far objects contain less detail), ( d )  linear 

pwpective (physically paralle1 edges converge with 

increasing distance), (e) texture gradients (surface density 

inc-reases at *th-. distances), (f) familiar and relative 

size (objects at far distances appear smaller), and (g) 



motion parallax (in the case of moving stimuli the relative 

directions and velocities of movernent register the relative 

depths of objects in space) (Spoehr & Lehmkuhle, 1982). 

Distance influences the visual processing syçtem 

through size-scaling and simultaneous contrast. Size- 

scaling is performed to maintain a constancy of the 

perceived size of a stimulus across a variety of viewing 

distmcpç. The perceived size of a stimulus remains 

constant despite changes in the size of the retinal image 

which changes with viewing distance. This occurs because 

either the perceived size of a close stimulus is scaled d o m  

or the perceived size of a far stimulus is scaled up . or 
both (Spoehr & Lehmkuhle, 1982). Gilchrist ( l W 7 ) ,  

conducted a series of experiments on simultaneous contrast 

and reports that the perceived depth of a stimulus plays an 

important role in the perception of the brightness of a 

pattern. Changes in the perceived brightness of a stimulus 

of moderate intensity (grey) when it is surrounded by or 

adjacent to a second stimulus of either much brighter 

(white) or d a r k e r  (black) intensity w e r e  noted. 

Three approaches to researching the visual processing 

of sensory information have been discussed. Each emphasizes 

a particular aspect of the visual system. In addition to 

identif ying major structural divisions of the visual  system, 

anatomical studies emphasize structure and show that visual 

information passes along one of two neural pathways 

(geniculo-cortical and tectocortical) to the visual cortex. 



Electrophysiological studies emphasize response dynamics and 

have shown that ganglion cells and lateral geniculate cells 

have circular receptive fields and are monocularly 

activated, while cortical cells have elongated recept ive 

fields, are primarily binocularly activated, and are 

sençitive to orientation, direction of movement, length, 

width, and wavelength composition of a stimulus. 

Psychophysical studies emphasize function by emplaying 

techniques that can isolate the dynamics of the visual 

mechanism by; measuring threshold or reaction time, 

demonstrating the effects of visual masking, selective 

adaptation, and suhthreshoid summation, ident if ying 

peripheral and central stages of visual infonnat-ion 

processing through orientation manipulations, binocular 

stimulation, and random dot stereograms. 

However these theories and approaches alone cannnt 

explain some of the most common experiences that early years 

learners share in their failure experiences with reading and 

writing. The reasons for their inability to encode and 

decade orthographie systems remains elusive and the question 

of what causes the preemption of their pre-literacy skills 

development remains unanswered. An attempt to answer this 

question is offered by examining mernory as a 

phenomenological process within the context  of the HMM of 

learning proposed by van Heerden (1971) and Garbor (1943) . 
The proposed V t n  views learning as a chernical process, 

highly sensitive to spatial orientation which is believed to 



be regulated by a spatial orientation device analogous to a 

gyroscope. This VGM device, when brought under control by 

the subject, may result in a self-righting tendancy which 

may be trained through haptic stimulation and rehearsal 

strategies. 

Holographie Memory Models 

In short, the current literature on early years 

children's response ta stimuius manipulation to gain control 

over memory processes provides limited clinical insight for 

future research. However cautiously the conclusions of 

p r i o r  investigations are viewed, there is some direction 

presented for futue research to -ne £0- of 

holographic memory and the processes of mechanisms under 

which it is acquired, accessed and controlled. 

A brief overview of seven widely accepted information 

processing m a c i e l s  of memary is presented to provide a basis 

for the VGM as a hypothetical construct in this study. This 

anlysis of memory research compares and contrasts specific 

attributes for each of the seven theoretical rnodels under 

discussion to ilLustrate variations within th-, A 

chronology of holographic brain theory development provides 

a timeline for the evolution of holographic memory. A 

schema is introduced to discuss the principles of eight 

rnemory theories w h i c h  pertain to holographic brain function. 

The VGM is introduced, nested within the models of 

holographic memory, and related to visual information 

processing in early years students while reading. - 



The literature reviewed is primarily descriptive and 

anecdotal with few empirical investigations specifically 

geared toward early years subjects. Substantial 

methodological limitations exist hecause sampling procedures 

and subject selection were not randornized in those studies 

relying upon volunteer subjects. In some instances, control 

groups were not used to determine if subjects' behaviors 

were dependent upan independent variables wre the result of 

some unknown factor. Instruments and assessrnent techniques 

in many studies may not have been technically adequate. 

Important pre-existing behavioral, academic, and social data 

were not descrihed in m a s t  s t d a -  There were na 

longitudinal studies having assessed the development of 

early years subjects' mental rotation abilities over time. 

This lack of longitudinal data, concommittant with a lack of 

appropriate control groups, made it impossible to infer that 

behavioral changes were related to treatment conditions were 

a result of the treatments or from some other condition such 

as developmental maturity. Many researchers failed to 

adequately describe the relationship between the ex post 

facto independent variables (letter and numeral reversals, 

inversions, and transpositions) and pre-existing factors in 

the subjects' learning. 

c T h e o r i e s  of Memorv 

Seven information processing models are discussed, 

representing the attempt of cognitive psychologists to 

account for the complexities of rnemory by postulating 



equally complex interna1 processes. Included are the 

multistore ( A t k i n s m  d S h i f f r i n ,  1960, 1968) , levels of 

processing (Craik & Lockhart, 1972), visual information 

processing (Spoehr & Lemkhule, 1982), visual sensory or 

iconic (Neisser, 19631, eidetic (Gmerman, Gray & Wilson, 

l W 2 ) ,  haptic (von Bekesy, 1960, 1967; Tinbergen, 1972) and 

holographic (Gabor 1949, 1961, 1969, 1998; van Heerden 1970; 

Pribram, 1969, 1971 1985, 1986, 1991, 1993; Griffith, 1968; 

Cavanaugh, 1975, Prideaux, 1998) . 
An eighth topic. the virtual gyrostatic mechanism (VGM) 

is postulated, proposed, presented and discussed by this 

researcher, as a contribution to the evolving mode1 of 

holoqraphic memory. 

Broadbent (1958) and 

Atkinson and Shiffrin (1968) adopted the view of the 

organism as a processor of information who actively 

transforms, reforms, recombines, and restructures 

information from the external environment. Three stages of 

processing are postulated: encoding, storage, and retrieval. 

There are three main storage devices which are conceived of 

as permanent structural components of memory and are viewed 

to be specific to information processing in humans.  These 

are: (a) the sensory register (SR), which holds information 

from the environment in its original sensory form for two or 

three seconds before it decays or fades away, (b) the short- 

term store ( S T S ) .  with a limited capacity to hold encoded 

information (for example a phone number) over a longer span 



(15 seconds), and (cl the long-term store (LTS) , a 

repository for information with unlimited capacity retaining 

information for a long period of time (days, months, years, 

or permanently) but subject to retrieval difficulties . 
Control processes maintain information in the STS and 

transfer information to and retrieve information from the 

LTS. Rehearsal is an example of a transient control 

process. Forgetting in this model of memory results &en 

information is encoded inaccurately, stored ineffectively, 

or is inaccessible during retrieval. Within this model 

these three storage mechanisms are viewed as a set of fixed 

cognitive structures or anataaical structures within the 

brain. This hypothesis has not been substantiated - 

ernpirically and requires future research. The multistore 

model is a static conception of memory which views memory as 

an entity or a system of entities (Donahoe 6 Wessels, 1980). 

The Gestalt characteristics of memory, such as rnemory being 

f luid, active, and constructive in nature (Baçtlett, 1932) 

are ignored in the multistore model. Therein lies the need 

to explore m e m c i r y  as a set af ccsmplex processes. 

-. Craik and 

Lockhart (1972) in their Levels of Processing Model, suggest 

that the postulation of three memory stores is unnecessary 

if information processing is viewed as multi-Leveled and 

simultaneous analyses of stimuli. In this regard, the 

incoming information is processed on a number of different 

levels which include a first analysis of physical or sensory 



properties with simultaneous or concurrent (Craik h Tulving, 

1975) analyses on other levels, such as phonological 

properties, culrninating in the final and deepest level of 

analysis, currently belieued to be semantic in nature- 

Retention or remembering, in this case, corresponds to the 

depth of the processing with information that is processed 

semantically being retained longer. Brief retention results 

when information is superfici&ly processed at the physical 

level. In this model, memory is dependent upon the level to 

which information has been processed rather than the storage 

of that information being allocated to a particular memory 

storage device, The advantage of th- model is t ha t  the 

multiple processes can account for memory at least as well 

as the cognitive mechanisms in the multistore rnodel without 

assuming that the observation of a specific behavior 

indicates that a particular structure has operated in a 

specified way to process information, that information is 

stored in a permanent anatomical structure, or that memory 

is a fixed entity (Donahoe & Wessels, 1980) . 

hybrid model of memory, synthesizing the characteristics-and 

principles of the two earlier models, has been proposed by 

Spoehr and Lemkhule (1982). In this model, there is a 

direct emphasis on the role of visual input ui rnemory. The 

visual system as an information processor relates actively 

to input. It plays five active roles which include: 

transformation, reduction, elaboration, storage, and 



retrieval. The visual system transforms information from 

one form to another. For example initial light information 

is transformed into neural impulses, transmitted to the 

brain and returned to the e y e s  through a system of retinal 

circuitry that enables one to see an object. Information 

can also be reduced, a process viewed as a neceçsary 

function to prevent information overload (Spoehr 6 

Lehmkuhle, 1982). Conversely, a third function th& the 

visual system performs is to elaborate on information 

filling out details based on information stored in memory. 

The process of preserving information in memory is called 

storage and the process used ta recall experiences and 

things £rom memory is called retrieval. 

Important assunptions of the information processing 

approach include a sequential ordering of stages in which 

the time to complete a task is the sum of the times needed 

to perform each stage. The accuracy with which the task 

iscornpleted depends upon the accuracy of each component. 

Implicit in the sequential ordering of the stages is that 

the output from one stage provides the input for the 

succeeding stage. With respect to time and accuracy, 

because each stage is dependent upon information from the 

preceding stage, the time taken to process each stage 

accumulates and errors made at suhsequent stages will 

produce inaccurate input for latter stages (Spoehr & 

Lehmkuhle, 1982). 



Spoehr h Lehmkuhle (1982) cite t w o  caveats about the 

information processing approach. The first caveat implies 

that while each stage involved in information processing is 

depicted as a distinct rectangle in flowcharts, such 

operations do not necessarily take place in physically 

different locations of the brain at different times. They 

clairn that there is little knowledge about the specific 

cerebral mechanisms which facilitate this complex cognitive 

process. However, evidence supports the idea that many 

areas of the brain work concurrently, rather than 

independently at different times, The second caveat 

suggests that the direction flow for information processing 

indicated on flow charts does not imply that input travels 

only in a linear, uni-directional façhion. It has been 

found that stages mutually affect one another, even between 

nonadjacent stages. The sensory and cognitive mechanisms 

utilized in the human visual information processing system 

consist of two qualitatively different types, the control 

processes and mernory (Spoehr & Lehmkuhle, 1982) . The 

control processes include transformation, reduction, 

elaboration, storage, and retrieval. Memory, a storage 

system which is neither physically localized nor isolated in 

the brain creates space where information is stored for 

subsequent use and is divided into three types, sensory 

information store, short-tem memory, and long-term memory. 

The three types of memory are differentiated based on 

representation or the way in which information is recorded. 



The sensory information store is capable of retaining 

information for less than a second and creates the sensation 

that a briefly presented stimulus lasts longer than it is 

actually present. While visual information processing 

originates with this short-lived type of memory, minimal 

processing occurs as information has not yet been 

interpreted. As a result, the short-term sensory 

information store (STSS) is not a reliable or permanent 

memory storage system. Short-term memory (STM) allows an 

individual to retain information for as long as the person 

actively attends to it; a period of several seconds or 

longer with rehearsal. Information is transformed to 

identify salient features. The long-term memory store (LTM) 

maintains permanent records of information without the need 

for constant rehearsal by generating a representation that 

retains information semantically. It is responsible for 

creating abstract knowledge, real-world knowledge, and the 

rules and operations used to process information. 

Sensory memory, described by Donahoe 

and Wessels(1980) is the brief retention of raw, unprocessed 

information at the receptor level when environmental stimuli 

first make contact with an organism. In humans  this 

phenornena has been observed in the visual (Sperling,1960), 

auditory (Massaro, 1970) and tactile {Abramsky, Carmon 6 

Benton, 1971) modalities, with the visual modality being-the 

most thoroughly studied. 



Visual, The existence 

of iconic memory was established through experimental 

procedures developed during the 1960's utilizing 

tachistoscope technology. In studies conducted by Sperling 

(19601, following a 1/20th of a second exposure to the 

stimulus (e.g. an array of letters) the subject was asked to 

report everything that was seen. The time required to 

report an e n t i r e  array of n i n e  letters was found to exceed 

the storage time for this sensory information, This finding 

led to the deuelopment o f  a partial repart procedure 

designed to investigate whether subjects had actually seen 

and remembered more information than they could report 

before the memory faded away. Results showed that s u b j e c t s  

were able to recal l  irifomtian frnm each of the three rows 

o f t h e  array, indicating that their memory of the items would 

have to include al1 of the letters that had been presented, 

It was this observation, that sensory information fades or 

decays rapidly, that became t h e  basis for extensive inquiry. 

In particular the pursuit of a measure of the length or 

duration of iconic memory, the capacity of visual sensory 

memory, and the nature of the information stored. 

Zconic memory àuration which has been approximated at 

250 msecs (Haber 6 Hershenson, 1973). But procedural 

variables such as the brightness of the display and 

characteristics of the visual field following exposure to 

the stimulus have been shown to affect length of retention 

(Dick, 1974; Turvey, 1978) . 



The measuxe of iconic memory capacity, is estimated as 

in excess of four or five letters but is at best tentative 

and fallible because it is limited to the experimental 

procedures developed to assess it. The information stored in 

iconic memory has been reported to be visual (Averbach & 

C o r i e l l ,  19611 and c lose ly  reiated to the physical 

characteristics of the stimulus such as color (Banks 6 

Barber, 1977), size, shape, and brightness (Clark, 1969; 

Turvey & Kravetz, 1970; and von Wright, 1968) . The visual 

n a t u r e  of information in iconic memnry is evidenced in 

studies utilizing interference effect procedures such as 

erasure (Dick, 1974; Kahneman, 1968 & Turvey, 1978). In 

studies conducted by Dilollo, Lowe & Scott (1973) and 

Schiller (1965), the erasure effect was obtained when the 

stimulus was presented to one eye and the mask was presented 

to the other eye, indicating that erasure occurs at a 

central rather than retinal levei. Findings of the studies 

conducted on the physical characteristics of the stimulus, 

clearly indicated that simple information concerning color, 

size, shape, and brightness are involved in iconic memory 

Banks & Barber, (1977). In contrast, studies requiring 

subjects to recall visual  stimuli using partial report 

procedures by differentiating between letters and numerals 

were found to be incapable of facilitating recall (Sperling, 

1960; von Wright, 1970; Well & Sonnenschein, 1973) . The- 

interpretation of these findings suggests that the 

information stored in visual sensory memory must be 



processed at a deeper level before the visual discrimination 

of stimuli based on semantic propert ies  can be made. 

Presumably, the effectiveness with which the subjects 

respond in these studies depends not only upon their iconic 

memory processes but also the recoding of the information 

into verbal format. The extent to which iconic memory 

processes, recoding processes, or the familiar nature of 

stimuli influence iconic memory experiments (Mewhort h 

Cornett, 1972) are not adequately addressed by these 

researchers, and requires fut- ~esearrh ta define iconic 

memory in precise terms and to detemine the-effect of - 

familiar stimuli. 

P-anltion and sin- 
. . 

Pattern 
i 

recognition is the process in which precategorical 

information is identified or categorized. This process 

compares the raw information in the sensory memory to- the 

permanent information that the subject has acquired. to 

create a match called a pattern. The effortlessness.and 

automaticity with which humans recognize patterns belies the 

subtle complexity of the process involved (Donahoe & 

Wessells, 1980). Pattern recognition hypotheses include: 

(a) template matching, (b) feature detection (see Figure 

13), (cl context, data driven and conceptually driven 

processing, (dl synthesis, (e) selective attention,- (f) 

attention in serial and parallel scanning, and (g) data and 

resource-limited processes. 



Figure 13. Spoehr and Lehmkuhkle's (1982) adaptation of Kiatzky' (1980) schematic 
r e p r m n  of the featurc cktection p u d m  niodd f ScEidge, 1959). Wtthin this 
feanire d e i ,  vinid pattern recognition ip viewed as a series o f  processine stages, using the tenn 
demons ta d e a i b e  the fùndonaL elexnents of cad, stage. Four typa ofdemons an proposai, 
image demons, feahire demons, cognition demons, and a decision demon. image demons, the 
schematic CounterpM to the physi01ogical r d  riid cone rfccptors that transduce iight enagy 
into electrochemical aiergy, convert the tight information b g e d  on the raina into elecficpl 
neme ImpulçesImpulçes Eeature demons uidyze the i m c d  reprcsentation of the visual stimulus 
searchùig for pdcuiar  stimuius characteristics such as orientation, Iength, width, color, angle, 
curve-etc. Their phyùdogiul coumerpart are the p @ o n  and latuai geniculate d s .  Cogaibvt 
demons d t o r  the rrsponse of the feature demons while searching for a cemin combination of 
features containec! in the i n t d  representation,.analogous to a highiy s-c foitical cdl in tbe 
highiy visual inferotemporal cortex . The decision demon deciphers the activity of the cognitive 
demon and decides which cognitive demon is most active and indicaîes.that the pattern hasbcen 
recogruzed- In this way the information h m  aîî the v i d  ceIIs 0ows to a comparator. Prescat 
understanding of the visual oystan docs not indude nich a comparator which wouid k required 
to d i s e n m e  the responses of the cogoitive demons. [ From Spoehr and Letdahie, 1982.1 



The factors that facilitate or impair the retention of 

categorized information for brief periods of time have been 

the main foci of research on short-term memory (Donahoe L 

Wessels, 1980). A body of research indicates that the 

information in short-term rnemory can be encoded - 

phonologically, visually, and semantically (Donaime & 

Wessells, 1980). Other evidence indicates some support for 

olfactory (Engen, Kuisma, & Eimas, 1973), motor (Adams & 

Di j kstra, 1966) , and spatial (Healy, 1974) formats. These 

formats represent contemporary conditions under w h i c h  

encoding has been observed to occur. It is accepted that 

there is no singular format responsible for encoding and 

that the ways in which biological factors contribute to the 

dif fe ren t  encodhq processes are not clearly articulated. 

The antecedents of encoding are currently unknown and 

thoughts concerning the phyloqeny and ontogeny of encoding 

are speculative. 

Researchers have demonstrateci that information can be 

encoded, phonologically or in a verbal form by analyzing 

the types of errors subjects make when given visual stimuli 

and asked to record what they have seen. Evidence for 

phanalagical encoding was shown ta depend upon priar 

experience with a tendancy toward verbal labelling and 

visual rehearsal during recall being evident for 10 year old 

subjects but not for five or six year olds (Hagen h 

Staruivich, 1974) , The process of phonological encading has 

been prevented in studies using verbal masks, with good 



recall of the visual stimuli, supporting the notion that 

other forms of encading exist- E v W e  for visual encoding 

is demonstrated in studies of mental rotation conducted by 

Shepard & Metzler (1971) and Cooper & Shepard (1973), where 

subjects were shown alphabetical letters rotated various 

degrees fram the upr igh t  position, and asked to detect when 

the stimulus has reached the upright position and to 

indicate when the letter presented was a mirror image. 

Results indicate that reaction time increased with the 

diference in the angu- departue af the letter presented 

from the upright position. The assumption that subjects 

formed an image of the test stimulus, rotated that image to 

the typical orientation, and then decided whether the 

imagined letter was nonnaL has heen supported in suhsequent 

experiments (Cooper, 1975) . Semantic encoding, has been 

debated in the research, Early research conducted by 

Baddeley d Dale (1966) failed to provide evidence to support 

semantic encoding during shor t -  term memory encading . 
Subsequent research conducted by Shulman (1970; 1971; 1972) 

Wetherick (1975) and Wickens (1972) observed the occurence 

of semantically based errors where subjects identified 

sematically related w o i - d s  as identical. 

The most ubiquitous characteristic of short-term rnemory 

is lack of permancence (Donahoe & Wessles, 1980) . The 

apparent, inevitable phenomena of forgetting recently 

Ieamed informatinn hxc been the fOcu of research w h i c h  has 

found support for two theories of forgetting: decay and - 



interference. With the decay theory, forgetting is viewed 

in terms of storage processes w h e r e  memory loss is 

attributed to the gradua1 fading of stored information over 

time (Reitman, 1974; Shiffrin, 1973, Wingfield & Byrnes, 

1972) and has been found to increase when rehearsal is 

prevented by a distractor task (Brown, 1958; Peterson b 

Peterson, 1959) . Alone, decay theory, does not account -for 

al1 forgetting as interveninq events have been found to 

interact with decay to effect memory (Shiffrin & Cook, 

1978) - Interference theary, views forgetting in te- of 

retreival processes where memory loss is attributed to 

proactive and retroactive inhibition. Forgetting has been 

found to increase when when events preceding referred to as 

proactive interfP-rence (Loess, 1964; L o e s s  & Waughr 1967; 

Keppel & Underwood, 1962) or following, retroactive 

interference ( D W n  & Reid, L969; Pasner & Rossman, 1965; 

Watkins, Watkins, C r a i k ,  & Muzuryk, 1973) the learning of 

information h h & z  the subj ects a h i l i t y  to recall that 

learned information. It is accepted that proactive 

interference is a major determinant of forgetting involving 

retrieval processes in short-term memory tasks. The precise 

m e c h a n i s r n s  governing inter faence are merely specuhtjve, 

with some inconclusive evidence derived £rom experiments 

utilizing procedures which were found to produce a phenornena 

known as release from proactive interference, where the - 

similarity of test items in a series of consecutive t r i a l s  

were found t o  impair recall ability, whereas, for disirnilar 



stimulus items, a higher rate of recall was reported 

(Gardiner, Craik, d B i r t w i s t l e ,  1972) , Another major 

determinant of forgetting is retroactive interference, which 

has been found to depend upon both the similarity of the 

information presented during the retention interval and the 

camplexity of the processina tasks required to process that 

i n f  orrnat ion during the retent ion interval (Crowder, 1975) . 
hlhile t w o  modeis of retreival a discussed, n e i t h e r  

model can accoiint for the complex information processesing 

of the human organism because there is no way of eEfectively 

differentiating encoding and retrieval phenomena (Donahoe & 

Wessells, 1980). One retrieval model in short-term memory, 

is serial processing (Sternberg, 1966). The serial process 

has heen found to be exhaustive, w h e r e  al1 items in a memory 

set are compared to a probe, rather that self-terminating, 

w h e r e t h e  search would be expected to terminate once a match 

had been obtained. The occurence of this phenomena is - 

attributed to a hypo-ised two-step process involued in 

se r i a l  processing, where the exhaustive search, is completed 

first at a rapid rate prior to a decision being made about 

the probe. Whereas, with a self-terminating search, a 

decision would be made &ut the probe after compar ing  it to 

each memory set item ( s e e  Figure 14) . Sternberg (1966) 

speculates that t.he time required to make cornparisons is 

less than the time required to make decisions. Sternberg 

suggests that th- can a.ccoirri+ for the observation th& the 

same amount of time was required by subjects to identify a 
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Figure 1 4. Spoehr and Lehmkuhle's ( 1982) fiowchart of processing operations in a cornparison 
task experiment- Ushg a cornputer d g y  to dastand the visud systan as an information 
processor, the transformation of visual stimuli, reduction of information , elaboration of the 
hfbrmation dored inmanory, and- and reîrkd of ihrnratidn i n d  îxom mmiory are 
considered processhg steps or operations Rectangular boxes in the flowchart indicate disaetc 
anticipatecl operations,while diamonci-shaped boxa represemt decisioaa The m o w s  indicate the 
flow of information Resented with the v i d  stimuli of the chair and sentence, the pidure may 
i%st be recognized because it is on the top. 1 t . ~  rrcogiilled by id-g ifs parts, b a c L w  
legs, and deciding it makes up a chai.. In a seriai sequence the sentence is processeci next (b) by 
identwng .he segments t o  iden te  letters* cornbig the lettera to d e  w o r d s , c o m b i  the 
words and applying Engiish grammar fiom memory to comprehend the sentence. The next step in 
the cornparison taskrequires picture/sentencc.mitd, to make the clapping response. Bothpicture 
and sentence could be simultaneously p r o d  in a parallel process (c). Three assumptions of 
the idonnation pmcessing approach areiiiustrated here. Firstly* implicit in the oequentiai 
ordering of operations is the assumption that output fiom one stage is used as input for the next 
stage of the operation. Secondly,the amount oftirne necesazy to cornpiete a sequentially 
ordered task is e q d  to the mm of the times needed to execute each of the opentions or stages. 
Thicdly, the acairacy of the completd task relier upon the accuracy of a c h  of the wmpment 
steps. [ From Spoehr and Lehkuhîe, 1982.1 L 



matching probe on positive trial as to determine no match 

existed on a negative trial. However serial positioq 

inconsistencies were reported by Sternberg (1975), which 

conflicted with the v i e w  that serial scanning is exhaustive. 

Reaction time has been found to depend upon the size of the 

rnemory set and the location of the matching item within the 

memory set (Burrows 6 Okada, (1971) ; Clifton & Birenbaum, 

1970; and Raeburn (1974). 

T h e  seriai-exhaustive retrieval model  does net accgunt 

for al1 types of scanning. Evidence has been found to 

support parallel processing. Subjects have been reported to 

scan for ten items as quickly as they could scan for one- 

item (Neisser d Lazar, 1964; Sperling, Budiansky, Spivak, & 

Johnson, 1971). With this model, reaction time also 

increases as a function of the size of the memory set 

(Corcoran, 1971; Townsend, 1971) . 
-. Eidetic m e a i o r y  is a temparary foan of 

visual memory, with photographic like properties, in that 

the individual is capable of retaining detailed and accurate 

visual images from complex visual stimuli for a period of 

about a week. E i d e t i c  m a r y  is refered to as imagery 

because the stimulus remains on the original stimulus plane 

rather than as a memory image. The cause of eidetic imagery 

is unknown (Tarpy & Mayer, 1978) . However, Spoehr & 

LPhmkhuLe ( 1982) cite Haber d Haber ( 1964 ) , who suggest f ive 

criteria for determining whether an individual has eidetic 

imagery. These include: (a) an eidetic image persists 



longer than a typical perceptual afterimage, (b) eidetic 

images can be formed from low-contrast stimuli, while 

conventional afterimages need high-contrast stimuli, (cl 

colors are preserved in an eidetic i m a g e ,  (d) eidetic i m a g e s  

can be formed by scanning the stimulus, rather than fixating 

on the stimulus, and (el the eidetic image is stable, 

remaining in a fixed position while the eye scans the 

stimulus, while conventional afterimages move as the eye 

moves (see Figure 15) . 
Eidetic imagery has been studied among school children 

(Haber h Haber, 1964) who found eight percent of the 

subjects tested capable of foming  eidetic images on picture 

description tasks. This study is descbribed in Tarpy & Mayer 

(1978). The subjects, 150 schoolchildren from New Haven, 

were instructed to look at a detailed picture from the book 

Through the Looking Glass (Dodqson, C. L., 1871) in which 

Alice is looking up at the grinning Cheshire cat who is 

sitting in a tree. The subjects were instructed to scan the 

picture by moving their eyes al1 around it in order to take 

in details The st imulus WB r~mnved after 30 secon& and 

subjects were asked to keep moving their eyes over the space 

where the picture had been. Some children described the 

picture in complete detail for up to four minutes- 

The phenornena of eidetic imaqery cannot be explained by 

accepted theories of visual memory and may be relevant to 

the short-term memory store, considered to be the initial 

phase of perception and learning (Tarpy & Mayer, 1978). 



An example of the pictures used in the superimposition test for eidetic 
imagely by Leask, Haber, and Haber (1969). When images (a) and (b) are superim- 
posed. a face emerges (c) that is no< ob\ious frorn viewing the rrvo component 
piaures individually. [Counesy of R N. Haber.] 

Figure 1 5 .  Pichim cited by Spoehr and Lehmkuhle hom superimposition tests for cidetic 
imagery conducted by Lessk. Haber7 and Haber (1969). The formulation of the composte image 
(c) indicates an eidetic experience. The subject is exposed to images (a) and (b) in succession, 
which when niperimposeû in memory an image neither predictabie nor apparent individuadiy 
emerges to form a composite third image@). Image (c) can only be visiallled if the subject is 
able to form a tnie eidetic image of the first image (a) to me- supaimposc it upon the second 
image @), resulting in the third composite image (c). From Spoehr and Lehmkuhle, 1982.1 



The incidence of eidetic imagery, is more likely in the 

preadolescent population (Spoehr & Lehmkuhle, 1982). Tarpy 

6 Mayer (1978) cite Doob's (1964) explanation for the 

extrernely rare occurence of adult eidekers - that socie t  y 

requires information to be encoded verbally rather than 

visually, and as the ability to read and write increases, 

the use of imagery falls, 

HaPtic_. Memory acquired through the process of 

the touching experience, or sensorimotor interaction, is 

haptic memory. Also known as somatic rnemory, it is the 

earliest form of memory, developed initially during infancy 

when children are engagedin exploratory behavior for 

learning, According to Brierly (19941, touch "has a 

solidity that vision alone cannot give. Touch provides t w o  

or three independent checks about an object - movement, 
temperature, texturen (p, 77)- Brierly (1994) cites an 

example, given by Tinbergen (l972), of a twelve month old 

boy who walked barefoot on both ragwort and thistles at the 

beach: 

"having moved over the ragwort without a reaction, he 

crawled over a thistle, with a start ... he crawled on, 
then stopped and looked back over his shoulder. , .moving 

backward he moved h i s  foot over the prickly thistle - 

again, . . looked at it closely, touched the thistle 
moving his hand back and forth over it...then repeated 

the same procedure with a ragwort plant, touched the 

thistle once more and continued crawling" (p. 76). 



Sensorimotor interaction with the enviromnent develops the 

child's perception from seeinq things as flat to seeing them 

as having depth and dimension. Tt also helps children to 

develop object perzPanence and to coordinate physical actions 

(Sund, 1976) . Physical actions establish t h e  basis for the 

development of mental actions (Piaget, 1954) . Object 

manipulation helps the child develop representational 

thought, to see an object in the rnind, According to von 

Bekesy (1963), t h e  sensory experience o f  Seing touched 

creates a response which can be measured by mapping the 

"interaction between the patterns of energy change which 

exc i  te the receptor surfaces and the spontaneously occurring 

neuronal potential changes of receptor unitsu (p. 1276). 

The involvement of the hand in causing the brain to 

develop new representational systems for knowledge is 

examined by neurdogist F m n k  Wilson (1998) - Wilsan's view 

of the hand surpasses the commonly held belief that the hand 

is a subservient tool of the brain. He proposes that the 

hand and the brain evolved in a partnership, with brain 

functions developing in rresponse ta the increasing demands 

of the hand as it explored the world around it. A theory of 

knowledge that incorporates both the brain and 

musculoskelature of t h e  hand and a m  to form a type of body 

intelligence is postulated- The hand within this new view 

functions as an explorer, discoverer, divider, joiner, 

enumerator, dissectar, and assembler, Wilson d a i m s  that 

theories of intelligence which ignore the interdependence of 



hand and brain function and their effects on the evolving 

developmental dynamics in modern man may be misconceived. 

Wilson's manualcentric hypothesis encourages digression from 

the predominant c e p h a l o c e n t r i  view of defining the 

uniqueness of the human species primarily in terms of 

superior brainpower. 

troloaraphic -y m, The holographic meniory 
models popularized in the latter half of the tewntieth 

century are characterized by (a) the chronological 

development of abstract holographic theory (prior to the-mid 

I94O1s), (b) the mathematical proof of the postulated 

hypotheses (Dennis Gabor's physics interpretation of 

two-dimensional photqraphic holograms in 1945-1947), (cl the 

introduction of the technology to produce three-dimensional 

hologrms (invention of the laser in 1964), (dl the 

production of the first three-dimensional holograms (by 

Leith and Upatneiks, 1965), Ce) the application of 

holographic principles to human brain functioning (Pribram 

during the 1970's) , and (f) subsequent empirical 
investigations supporting holographic bcâin theory. 

According to Ferquson (1993) , Pribram is : 
"credited by the literature in the field [of b ~ a i n  

theory researchl with launching a 'cognitive 

revo1ution'- the shift of scientific interest £rom 

behavior to thought ...[ Pribram'sj holographic mode1 
attempts to marry brain research to theoretical 

physics; it accounts for normal perception and 



simultaneously takes the paranormal and transcendental 

experiences out of the supernatural by explaining them 

as part of naturew (p.70). 

Pribram selected the hologram model, for memory storage- 

Ferguson (1993) states, "our brains mathematically construct 

' ha rd '  reality by interpreting frequencies from a dimension 

transcending tirne and space. The brain is a hologram, inter- 

preting a holographic universe" (p-72)- The neural 

strategies performed by the brain are complex calculations 

on the data it receives and have been described using 

mathematical computation~~ According to Ferguson (1993) : 

" P r i b r a m  believes tha t  the intricate mathematics may 

occur as a nerve impulse travels along and between 

cells through a network of fine fibers on the tells- 

The fibers move in slow waves as the impulse crosses 

the ce11 and those waves may perform the calculating 

function. In taking a hologram, light waves are 

encoded and the resulting hologram that's projected 

then decodes, or deblurs, the image. The brain may 

similarily decode its stores rnemory traces" (P-71) . 
A chronology of the development of holographic brain theory 

is presented in table form to provide an historical 

perspective on the research and development of holographic 

memory models (see Table 1) . 



Table I 

v of Ho-c B r u  Theor- 

Date Researcher Theory Postulated 

1902 William 

James 

1907 Henri 

Bergson 

1929 Karl 

Lashley 

1714 Gottfried -Discovers integral and differential 

Wilhelm von calculus. Proposes that a 

Leibniz metaphysical reafity underlies and 

generates the material universe. 

Space-time, mass and motion of 

physics and transfer of energies 

are intellectual constructs. 

-Proposes that the brain normally 

filters out a larger reality. 

-Proposes that the ultimate reality 

is a vital pulse comprehensible only 

by intuition. The brain screens 

out the larger reality. 

-Publishes his body of research 

demonstrating that specific memory 

is not to be found in any 

particular site of the brain but is 

distributed throughout. 



Date Researcher Theory Postulated 

1947 Dennis 

Garbor 

1929 Alfred -Nature is an expanding nexus of 

Whitehead occurences not terminating in 

a sense perception. Dualism such 

as mind/matter are false; reality 

is inclusive and interocking. 

-Postulated mathematical formula 

for hologram. Used Leibniz's 

calculus to decribe a potential 

three-dimensional photography, 

holography. 

- I n t  roduce modern holography, a 

radically new branch of optics. 

1964 Emmett 

Leith & 

Juris 

Upatnieks 

1965 Leith & -Popular article on holography 

Upatnieks published in Scientific American, 

to announce their successful 

construction of holograms with the 

newly invented laser beam. 

-Recognized that holography could 

provide a single conceptual 

framework to account for 

remarkable aspects of memory. 

1965 Karl 

Pribram 



Date Researcher Theory Postulated 

1965 Ju le sz ,  B. -Propose that memory is stored 

& Pennington, w i t h i n  the brain as interference 

K. patterns compared to those used 

in holography 

1968 Longuet- -Proposes Holographic Mode1 of 

Higgens Temporal Recall. 

1969 Gabor, D. -Proposes Associative Holographie 

Memories Model to explain 

redundancy principle of brain 

functioning. 

1969 P r i b r a m  -Publishes f i r s t  article on 

holographic memory, The 

neurophysiology of Remembering in 

Scientific American in which the 

ways in which the brain can exploit 

holographic principles is outlined. 

Fourier transform in holographic 

memory is proposed as the 

equivalent of the action potential 

in electrical impulse transmission 

neural activity. Proposes hologram 

as a powerful mode1 for brain 

processes 



Date Researcher Theory Postulated 

1970 Longuet- -Proposes holographie mode1 of the 

Higgens & brain in an article published 

van in Nature, Models for the Brain, 

Heerden in which t h e y  postulate 

that a neural holographic process 

exists to account for the 

extremely reliable and extremely 

fast form of information processing 

involved in singling a known face 

out from among a crowd, and the 

ability to recall significant 

amounts of information about that 

person once recognized. 

-Proposes that the organization of 

the universe may be holographic. 

-Examines problems of memory and 

proposes holographic function of 

memory to explain how the function 

of a particular area of the brain 

can be assumed by a different area 

when the original site has been 

damaged. 

David 

Bohm 

Griffith 



Date Researcher Theory Postulated 

1975 Cavanagh -Examines formal aspects of cognitive 

processes and proposes two classes 

of hologxaphic processes realizable 

in the neural realm. 

1 9 7 5  Pribram -Synthesizes his theories and Bohm's 

in a German publication on Gestalt 

psycholoqy. 

1977 Pribram -Publishes book, Languages of the 

Brain (1971) , which outlines 

application of the holographie 

mode1 to brain function, 

Speculates on the unifying 

metaphysical implications of the 

synthesis of his own, Bohm's, and 

Gestalt psychological principles. 

1995 Oschmann & -1ntroduce soft tissue holography in 

Oschmann somatic recall. Define somatic 

recall as the release, during 

massage, of highly emotional 

memories or flashbacks. Defines 

living matrix as an interconnected 

molecular continuum of living 

tissue.. 



Date Researcher Theory Postulated 

-Proposes, a new theory of the 

relationship of mind and matter. 

Introduces term, holomovement which 

refers to the dynamic nature of the 

prirnary reality of the implicate 

order or enfolded order. Defines 

implicate order as the essential 

feature that the whole of the 

universe is some how enfolded in 

everything and that each thing is 

enfolded in th whole. Defines 

explicit order as the external 

relationships which are displayed 

in the unfolded order in which each 

thing is seen as separate and 

extended and related only 

externally to other things. The 

explicit order, which dominates 

ordinary experience as well as 

classical physics is secondary in 

the sense that it f l o w s  out of the 

implicate order. The holomovement 

or dynamic nature of the implicate 



Date Researcher Theory Postulated 

1998 Daily 

1988 Bohm order causes causes a l 1  things 

cont . found in the unfolded explicit 

order to emerge from the 

holomovement in which they are 

enfolded as potentialities. 

-Applies holographic rnemory model 

to holographic memory release 

technique (HMR) , Proposes an 

hypothesis for a healing model 

which promotes healing by 

accessinq a body/mind 

communication network that is 

locked in a state-dependent, non- 

local field of holographic memory. 

The HMR technique utilizes the 

holographic principles of 

localization, coherence, intensity 

1998 Prideaux -Compares Pribramvs, holographie 

brain theory to conventional models 

of neüronal computation to provide 

evidence for holographic brain 

theory and its importance in asking 

future research questions. 



According to Ferguson (19931, Pribram is: 

"credited by the literature in the field [of brain 

theory research] with launching a 'cognitive 

revo1ution'- the s h i f t  of. scientific interest fqom 

behavior to thought ...[ Pribram's] holographic model 

attempts to marry brain research to theoretical 

physics; it accounts for normal perception and 

simultaneously takes the paranormal and transcendental 

experiences out of the supernatural by explaining them 

as part of naturew (p. 70) . 
Pribram selected the hologram model, for memory storage. 

Ferguson (1993) states, "our brains mathematically construct 

'hard' reality by interpreting frequencies from a dimension 

transcending time and space. The brain is a hologram, inter- 

preting a holographic universe" (p.72). The neural 

strategies performed by the brain are complex calculations 

on the data it receives and have been described using 

mathematical computations. According to Ferguson (1993) : 

"Pribram believes that the intricate mathematics may 

occur as a nerve impulse travels along and between 

cells through a network of fine fibers on the cells. 

The fibers move in slow waves as the impulse crosses 

the ce11 and those waves may perform the calculating 

function. In taking a hoiogram, light waves are 

encoded and the resulting hologram that's projected 

then decodes, or deblurs, the image. The brain rnay 

similarily decode its stores memory traces" (P.71). 



To fully understand the physiological experiments which 

provide evidence to support holoqraphic brain theory, it is 

necessary to first explain the concepts of holography, the 

hologram, the holographic domain and Fourier transforms. 

Holography is a word with a Greek derivative meaning 

complete writing, in that every part of the writing contains 

information about the whole. Hologxaphy is a well-known 

method of generating three-dimensional pictures (Dittmann 

and Schneider, 1992). It is an optical imaging process that 

records and then reproduces the entire image of a three- 

dimensional object and differs from photography. According 

to Pribram (1971), in photography: 

"the electomagnetic waves reflected or generated by 

the object are degraded by the lens of the camera 

and then are registered in a photographic emulsion 

that records a degraded image of the radiant object. 

In technical terms photographs only register the 

amplitude of the waves (briqhtness). In holography, 

the use of a coherent light permits the waves from the 

object to be registered directly as an interferoqram 

(the interference pattern between two beams of light) 

and there is no degredation in the process. In 

technical terms, the hologram, equivalent to the 

impressed photographic plate, not only records and 

reproduces the amplitude of waves but also their 

phasesw (p. 1) . 



Lasers produce a coherent light source and have been in use 

since 1963 to generate holographs, This light is made up of 

waves that have the same wave length and the difference of 

their initial phase is conserved. According to Pribram 

(1986) : 

"In holography the laser beam is split into t w o  

beams. The beam called the object wave, illuminates 

the object  and is reflected ont0 the photographic 

plate. The other beam called the reference wave, 

does not cross any other media and it is aimeci 

directly ont0 the photographic plate. The 

superimposition of the object wave and reference wave 

on the photographic plate produces an interference 

pattern, the hologram, which includes a l l  the 

information of the original object. (see Figure 16) . 
When an object is beinq reproduced, a laser beam 

similar to the original reference wave is directed to 

the hologram. Under these conditions the hologram 

scatters the wave and the observer perceives a 

reconstructed imaqe of the original object" (p.2). 

The holographie process produces holograms which have 

become popular features on credit casds, breakfastcereal 

boxes, magazine covers, diagrams in instruction manuals and 

portraits (Altman, 1992). 



F i p r e  16. Prideaux's (1998) interpretation of Kasper and Fellefs schematic for making a 
hologram The hologpphic plate r-dr an intafcf- pattern b c ~ e o  the dive& 1"1;~& 
and the scattered laser light bouncing off the objecte The pattern recordeci on the bologhd ' c 
plate is inthe hoiographic domah. AU parts of the. holognphic plate contain inforniaton of the 
whole. Light bouncing off each point on the object is distributed to every location on the 
holographic plate. Th- is a one-to-ail mappingfor the holographic plate. From Pd- 
1998). 



According to Altman (1992) : 

"A hologram is a piece of film that can generate the 

same light-wave information as is refelected from a 

real object, When you view the hologram it appears 

as though you are looking at a real object. The 

effect is so dramatic that you can see around the 

holographic image, shadows behind the image, and 

magnification of parts of the image if a lens. was 

part of the original subject" (p.220) . 

The hologram is the material manifestation of a holograph. 

The physical hologram, first hypothesized by Gabor in 1946 

was described iiciirrq mathematical e-ns and existed in 

theory only within the domain of physics until the invention 

of laser technolqy in 1964, after whicb the first three- 

dimensional holograms were produced in 1965. The physical 

hologram is a photographie emulsion in which information 

about a scene is recorded. When the hologram is 

illuminated, a three-dimensional representation of the scene 

is viewed. In the event that the holographic plate were to 

be c u t  up into pieces, the whole image could still. be 

extracted from any one of those pieces with some loss of 

clarity. In this way, restrictive damage to the hologram 

does not disrupt the stored information because it is has 

becorne distributed, Holonomy is a tenn Pribram introduces 

to refer to a dynamic or changing hologram. 



Liglit is in the holographic domain before it gets 

transf oxned ( focused) by a lense. Prideaux (1998 ) 

dernonstrates this principle with the following t w o  

demonstrations that the liqht incident at the surface of a 

lense at any point is in a holographic form: 

"Take a pair of binoculars. Just look through one 

side focusing at a distant object. Now place your 

fingers in f r o n t  of the lens so that only light 

coming from in-between your fingers enters the  

monocular. You will still see the whole i m a g e .  If 

you bring your fingers together so that the light 

enters only throuqh tiny slits, the whole image will 

still be present, only d i m r n e r  (and there will be some 

loss of resolution) . If you ro ta te  your han& 

exposing the light to different parts of the lens, 

the whole image can still be formed..,Remove the 

converging lens in a slide projector that forms the 

image. Place a slide in the projector and project 

the light ont0 a screen. No image will form. 

Technically, the liqht incident on the screen is in a 

holographic fom. Each point on the screen is 

receiving information from every point f r o m  the slide. 

If a converging lens is place at a Location between 

the screen and the slide proiector, an image can be 

formed on the screen, The lens can now be moved to 

new locations in a plane cuttinq through the light 



path to the screen and in each case a complete image 

is formed (Taylor, 1978)"(p.2). 

The holographic domain where the spectral transformation of 

visual inpilt takes place is specified by Pribram (1971) as: 

"the arrival of impulses at neuronal junctions 

activates horizontal ce11 inhibitory interactions. 

When such arrival patterns converge from at least two 

sources their design would produce interference 

patterns. Assume that these interference patterns 

made up of classical postsynaptic potentials are 

coordinate with awareness. Assume also...that this 

microstructure of slow potentials is accurately 

described by the equations that describe the 

holographic process which is also composed of 

interference patterns. The conclusion then follows 

that information representinq the input is 

distributed over the entire extent of the neural 

pattern" (p. 152-53) . 
Prideaux (1998) defines the holographic domain for 

visual information more succinctly as the spectral domain to 

which images from the retina have been transformed. "The 

information in this spectral holographic domain is 

distributed over an area of the brain (a certain collection 

of cells) by the polarization of the variuos synaptic 

junctions in the dendritic structures" (p.14). 



The silver grains on the photographie film encode the 

Fourier coefficients in optical holography. In holographic 

brain theory, the Fourier-like coefficients are stored as 

the micro process of p~larizations and depolarizations 

occurring in dendritic networks at the synapses between the 

neurons . 
Mathematicallys a Fourier transform converts a function 

of tirne into a complex function of frequency. In this way a 

Fourier transform converts a signal from the t i m e  doma* to 

the frequency domain. It can also be used to convert 

something from a spatial [coordinates in space) to a 

frequency domain. In the HMM it is proposed that the bcain 

performs a Fourier-like transform for visual stimuli. 

Accordicg to Prideaux (1998) the holographic memory 

theory proposed by Karl Pribram (1971) hypothesises that: 

"the dendritic processes function to take a spectral 

transformation of the episodes of perception, This 

transformed spectral transformation is stored 

distributed over large numbers of neurons. When an 

episode is remembered, an inverse transformation 

occurs that is also a result of dendritic processes. 

It is the process of transformation that gives us 

conscious awarenessw (p.2). 



The holographic memory hypothesis is based on the 

premis that neural representations of input are not simply 

photographic because, in addition to being composed of an 

initial set of feature filters, there also exists a special 

class of transformations, which resemble an optical image 

reconstruction process devised by mathemeticians and 

engineers, called holography. Holography uses interference 

patterns and can distribute and store vast amounts of 

information. Pribram (1971) proposes that holographic 

properties can resolve the paradoxes posed in brain theory 

research by the demonstrated anatomical constraints in 

neural input organization and explains why local lesions do 

not selectively impair memory. According to Pribram (1971): 

"optical information processing by holography is 

described mathematically in wave [electromagnetic] 

mechanical terms, In physical optics, the equatiqns 

used to describe the behavior of light can be couched 

either in quanta1 [packetsl or in wave fonn. The 

physicist ... is concerned in describing the results of 
his observations as quantitatively ar,d f u l l y  as can 

be done and chooses his descriptive tools 

accordingly. Some observations can be crisply 

described as statistical probabilities of occurrences 

of quantal events; others y i e l d  more readily to the 

mathematics of wave formulations" (p.141) . 



The holographie hypothesis of brain function in 

perception is based on a phenornena called superposition. 

Superposition is a process where a light wave influences.the 

on- next to it and creates an inteEaction ef f e c t  q l e d  

interference. 

The mathematical equations that account for 

superposition are called convolutional integrals, as they 

refer to the way in which a description of one wave form 

becomes convoluted with that of another, The brain's 

electrical potentials are described in wave mechanical tqms 

to represent the shape of a stimulus figure. Pribram(l969) 

cites RocFiek (L965L on t h e  r e t h a l  s W t i a ~ -  of c=a.ts+ 

indicating that the interaction of convolutional integrals 

may producehalogram-like interference patterns in the 

visual system and elsewhere in the brain. The storage of 

these patterns can provide the b a s i s  of a distributed 

rnemory system (see Figure 17). The spatial interaction 

described by the convolutional integrals that defipe 

superposition facilitates the conceptualization of the 

interaction in t e m s  of interference et fects. hirqher 

evidence is found in the retina wh'ere neighborhood 

interactions in the horizontal cells are caused entirely by 

the inhibitory interactions of slow potential 

hyperpolarizations. and not as a result of the 

depolarizations that cause nerve impulses. 



F@re 17- Pribram's (1969) interpretation of Rodieck's (1965) rnap of visual receptive field. This 
map of visual receptive field reprtsents recordings fiom the axon of a single giuiglion d in the 
retina of the eye when a point source of light is presented. The map contains smooth contour 
Les because the gangiiou cdl integrata th+ response of ts neighbours with which it is 
interconnected. In mathematicai tenns , each contour iine represents the convolutiond int@ of 
the tun derivative of the shape of the stimulus figure. The intedon of many such conwlutiod 
integrals may produce hologram-like interference patterns within the visual systm and elsewhere 
in the brain- mom Pribram, i9691. 



Receptor events are the basis of the neural holographic 

process. The excitation of one unit in the optic nerve 

affects the discharge rate of neighboring units. The 

receptive field of a givea unit is composed of this spatial 

interaction among neighbors. The convolutional integrals 

that spell out the response relationships among neighboring 

events (spatial superposition) describe the basic process 

involved in holography, in optical information processing 

systems (Gabor, 1949, 1951) . The physical process based on 

interference ef fects, or the physical hologram, 

displayssimilar attributes of the neural process in 

perception. 

c Brain F m  

Compelling evidence exists lending support to the 

neurophysiological approach of investigating brain function 

to explain memory and learning. This electrophysical 

information provides a basis from which to explore mernory 

and learning beyond an educational context, £rom a 

biomedical position. Eight examples will be discussed to 

create a theoretical framework upon which the pxoposed 

virtual gyrostatic mechanism mernory mode1 (VGMMM) can be 

substantiated. A three stage octagonal web schema is used 

to illustrate these foundational brain theories as they 

pertain to holographic brain function at the rnacro, meso and 

micro levels (see Figure 18). The macro level represents 

the eight current theories, the meso level indicates 

applications to learninq. and memory which are consistent 
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Figure 18. Octagonal Web Schema of underlying memory theones for the 
v i  Gyrostatic Mechaoism (VGhl). Eght foundationd biornolecular and 
electrophysical memory theoriës creite the structural tiamework for the proposed VGM 
Each theory contributes speci.6~ characteristics which lend credence to the proposition that a 
three dimensional phenomenological process for memory acquisition and retreival may be under 
the control of a spatial orientation mechankm the VGM. The Octagonal Web Schema explores ' 
current brain research theory as it pertains to holographic brain function on three levels, rnacro, 
meso and micro. The rnacro levd represents the proposed themy, the meso level uidicatqs the 
application to learning and memory, and the micro level indicates the sustainability of the 
proposed VGM 6 



with a three-dimensional phenomonological process for memory 

acquisition and retreival, and the micro level indicates the 

sustainability of the proposed VGM by specifying how the VGM 

may operate functionally within this hybrid environment. 

The curent brain research theories which will be discussed 

are as follows. First, biomolecular memory theory will be 

used to explain hou neurons behave in visual processing 

during information encoding, storage, and retrieval. 

Second, biological neural networks are discussed to explain 

how- the brain usesa- redundant information to 

regenerate some neural circuits after brain injury. Third, 

visual information processing in a holographic memory model 

is discussed. Fourth, the mathematical equations derived 

from artificial neural network algorithms modelled on 

digital cornputers to create artificial intelligence (AI) are 

used to suggest th& the brain can process information 

within its parallel architecture. In addition, the role of 

the nonlinear property of neurons in in solving pattern 

recognition tasks is related to information processing in 

bidogical neural networks. F i f t h ,  three holographic 

hypotheses are presented to provide a philosophical basis 

for holographic memory. Sixth, the possibility that s t a t e -  

dependent memory may be re-coded to move the individual to a 

greater point of self-sufficiency using a Holographie Memory 

Release Technique (HMR) is explored. Seventh, Pribram's 

model of holographic memory is related to the phenomenon of 

recall. Eighth, the G e s t a l t  principle of continuation of 



good figures, and the phenomenas of multi-dimensional 

rnindshift and Cartesian axis orientation provide data to 

substantiate the proposed VGM. 

The theories which view 

information encoding, storage, and retreival in the nervous 

system by a structural neural alteration process in the 

brain were upheld until the 1960s. According to Gurowitz 

(19691, in the late 1960's "a n e w  type of theory has Some 
into prominence which gives changes in brain chemistry a 

c e m a l  role in memory storagen p . .  This evidence for 

the chemical basis of memory and learning was gathered 

almost exclusively through animal studies because of the 

intrusive nature of the experiments. Two approaches were 

used. In the first, the experimenter "attempts to alter the 

metabolisrn (using electroconvulsive shock, hypothermia, and 

drugs) of a suspected memory substrate and then  tests for 

t h e  effects of the intervention on learning or memory" 

(Gurowitz, 1969) . In the second approach, subjects yere 

trained on a task and tested for effects of the training on 

brain chemicals. The brains of the trained subjects were 

injected into the brains of naieve subjects which were then 

tested on the same learning task to determine inter-an+mal 

transfer of intelligence . 
Electroconvukive shock (ELCS) w a s  found ta i n w e r e  

with memory by producing retrograde amnesia when the ECS was 

administered during a short t i m e  following learning. This 

led to . t h e  hypothesis described by Gurowitz as "there 



(being) a period, as of yet indeterminate length, 

immedialtely following learning when memory encoding is 

liable to attack by the disruption of brain electrical 

activity" (P.6). 

The interface between short-term memory and performance 

is dependent upon continuous neural activity. Synaptic 

transmission is the L o q i q a l  site for this process to occur 

because of the chemical nature of the electical event of 

n e u r o n s  f iring, . Genetic information is stored and 

transmitted chemically through dioxyriboneucleic acid (DNA), 

so it was proposed that L e a r n e d  information was store4 in 

the same way. Two approaches to explain the chemical basis 

of memory are the mlar and the molecular. The molar 

approach examines the synapse to detect changes that occur 

in memory and views behaviar as the result of synaptic 

activity. The neural transmitter acetycholinesterase (ACh) 

levels and the displacement of calcium ions f rom the. synqpse 

by the acedic acid product of ACh hydrolysis have been 

pro~osed to have effects on m e m o r y .  Ln t h i s  view "learning 

is facilitated by a decrease of calcium ion concentration at 

the synapse and retarded by an increase" (Gurowitz,l969). 

The second approach to the chemical nature of memory is 

the rnoleular , G u r o w i t z  (1969) cites Katz and Halstead 

(1950) who suggest that "neurons contain protein molecules 

in random configurations which become ordered by impu3,ses 

coming into the neuron" (p.10). The search for the 



memory molecule examined nucleic acids and protein to 

identify a single potential rnernory molecule. 

Gurowitz (1969) , in a review of the literature on the 

chemical basis of long-tenn m~mn~y concludes that the memory 

substrate is macro-molecular in nature, but that the 

identity of the rnemory moleculeia unknown. Neucleic acids 

and proteins were the focus of the early research. Neuclei 

acid stud ies  cited b ~ G u r a w i t z  (L969). examined the work of 

early researchers who conducted studies primarily on animals 

ta determine the role of DNA in rnemory. 

investigation because of its role in the encoding and 

storage of genetic information. It was this information 

encoding function which created the belief that another 

function could exist on the DNA molecule. The pursuif of 

this hypothesis led investigators to find that: 

" narcatics and mechanical irritation of cells caqsed 

no change in DNA quantity ... &CS had no effect on DNA 
metabolism ......[ there is] an extreme constancy of the 
amount of DNA [both within and between mammalian 

species] ... DNA is extremely resistant to change ?rom 
outside influences ... there is no evidence that DNA, 
once formed, ever changes, or that the biosythqtic 

process can be influenced by the sort of 

electrochemical processes occurring in nqrve 

cells" (Gurowitz, 1969; p. 24). 



The most influential finding was the stability of the 

DNA molecule with regard to environmental influences which 

caused it to be refuted as the memory molecule. By 1964, 

the inquiry for a single mernory molecule shifted to another 

neucleic acid, riboneucleic acid (RNA). Subsequent theories 

of DNA involvement emerged as a result of the RNA findings 

which suggested that DNA may have a peripheral or subsidiary 

role in the DNA-RNA complex of new gene activation. 

Early research on RNA as the memory molecule was 

explored by examining RNA metabolisrn during behavioral 

events, drug induced effects, and yeast effects. Metabolism 

studies involved chanqes in RNA levels as a result of qrug 

induced neural excitation, neural inhibition, and learning 

at cellular and organismic levels. Drug research attempted 

to facilitate or inhibit memory, and concomittantly, the 

syntheçis of RNA using drygs. 

The data from these early studies resulted in the 

development of theories of RNA as the memory molecyle. 

Three proposals which assigned a central role to RNA in the 

formulation of memory include; Hyden's (1960) RNA- 

specification Theory, Landauerls (1964) Membrane-tuning 

Theory and, Brigqs and Kitto l s (.1962) Enzyme-induction 

Theory. 

Hydenvs early theory proposed a three-?tep 

intracellular machanism to create a memory trace. This 

theory naively assumed that there was a single rnTory 

molecule. His was one of the first and consequenUy best 



known molecular memory theories, even though Hyden's 

subsequent research caused him to refute his initial 

hypothesis in favor of a more complex theory involving DNA 

activation in the memory process. Gurowitz cites three 

problems with Hyden's hypothesis. First, "evidence from 

lesion and brain injury studies refutes t h e  n o t i ~ n  thatone 

ce11 provides the locus of each memory" (p. 43). Second, 

the inability of nerve cells t o  regenerate and the fact that 

no new nerve cells form after birth places severe limitation 

on memory capacity. Gurawitz indicates that this process 

must be finite because while, "there are billions of nerve 

c e U  in the brain, there are a h  billions of b i t q  of 

memory stored up in a lifetime, and one wonders how many 

cells might be allotted to one memoryw (p.44) . Third, to 
I 

store the information encountered in a lifespan, "it would 

seem necessary f o r  a given ce11 to have the capability of 

storing more than one memory trace" (p. 44). In view of 

these limitations, Hyden revised his theory in 1967 

assigning a lesser role to RNA and including DNA and 

prote ins  as substances which may provide the rnemory trace in 

the RNA-DNA-protein complex theory described in the 

fol lowing discusî+on . 
1 

In 1964, Landauer proposed t w o  hypotheses to account 

for for learning and retreival in biochemical memory. The 

learninq hypothesis proposed a sequential process of large- 

scale transfer of RNA through the cellular membranes of giia 

cells to the neurons in which the information is stozed. 



The retreival hypothesis suggests that the neural membrane 

acts as a pass-band f i l t e r  in which t h e  currents spread from 

a neuron to adjacent tissue during conduction and that these 

expanding currents affect neurons w i t h  the same pass-band 

frequencies. The tuning of a membrane is determined by its 

proteins and, when the RNA passes from the glia to fhe 

neuron, the tuning is altered because the RNA-dependent 

protein synthesis is altered. Within these hypotheses, 

Landauer pxovides a means by which conditioning is viewed as 

a change in the selective sensitivity of single neurQns. 

L a c k i n g  empirical support for Landauer's ideas, Gurowitz 

condudes that "what Landauer appears to have done is to set 

up a fairly plausible, although perhaps only partially 

testable, set of operations which m i g h t  provide a mechanism 

for the changes proposed by Hyden in his early theoryn 

( p . + )  - 
In 1962, Briggs and Kitto proposed that memory was 

based in the concentration of certain enzymes found-in 

neural t i s s u e  such as acetylcholine, the enzyme involved in 

the manufacture and breakdown of neural transmitter 

substances. This early theory provided a basis £rom which 

later research conducted by Flexner (1967) led to t h e  

development of a protein-~riented enzyme-induction t h e ~ r y .  

Drug research examined the effects of chemically 

altering RNA to facilitate or inhibit memory. Based upon 

the assumption that RNA is the rnemory substrate, researchers 

sought. to disrupt the metabolism of RNA using three duigs: 



(a) 8-azaguanine which affected new learning, but not 

p r e v i o u s l y  learned behavior, (b) actinomycin-D which was 

found to have no effect on forgetting learned behavior, and 

(c) maqnesium pemoline, a CNS stimulant, which affects ,RNA 

production. Gurowitz cites a series of studies using 

magnesium pemoline for which Talland (1966) found improved 

accuracy on short-term memory performance on tasks requiring 

sustained attention for human subjects and concluded t h a t  

the drug had an alerting effect enhancing attention rather 

than a direct effect on memory function. As a result of 

these early investigations, the effect of magnesium pemoline 

on RNA w a s  dic;missed h e m ,  w h i l a  it does have shnrt-tem 

stimulont effects on attention, it does not improve 

learning, memory, or performance over the long-term. 

Attempts to improve learning by increasing the quantity 

of RNA in the body by iniecting solutions of RNA extracted 

from yeast into human subjects experiencing memory deficits 

and confusion are discussed by Gurowitz. He cites Cameron 

(1958; 1963) who attempted to improve memory impairment in 

aged patients. Cameron found that the RNA iniections 

increased metabolic function and alertness and that the 

"memory-improvinq functions of yeast RNA, like those of 

magnesium pemoline may be due to a general stimulating or 

alerting effectw (p. 38) - 



This early research failed to provide data to support RNA as 

the memory molecule. The RNA metabolism studies 

demonstrated that neural RNA can be influenced by 

environmental occurrences. Drug studies showed that RNA 

metabolism and synthesis can be altered through sedative or 

stimulant effects, and increasing the quantity of RNA by 

injecting yeast RNA resulted in only stimulant effects. 

Proteinç. The first systematic theory of memory in 

which protein was veiwed as the memory molecule was proposed 

in 1950 by Katz and Halstead. They proposed an analoqy 

between genetics and memory, in which memory was the result 

of the formation of new protein molecules that encoded 

memory in the same mannes that genes encode hereditary data. 

The assumption that each qene was composed of one 

nucleoprotein molecule was upheld at the tirne of their 

research. As a result, Katz and Halstead erroneously 

proposed that the same application could be made to 

individual memories. They assumed that protein memory 

molecules would analogously read out memory, by forming 

protein latticeworks (distinguishable from each other by 

their chernical structure) that constituted the memory trace. 

They believed that neurans consisted of a random array of 

protein molecules that were inactive and incapable of 

conducting impulses until they were networked into a 

lattice- They proposed that the first impulse to enter a 

neuron rearranged the random p ro t e in s  into an ordered array 

and enabled it to conduct impulses. The organization of the 



first neuron spreads to the adjacent neuron creating a 

neural network tkough the cerebral cortex until it 

encounters an already organized neuron, Tn this way memory 

traces may not be linear, but distributed from the first 

organized neuron in a variety of directions. According to 

Gurowitz, while dismissed as untestable experimentally, and 

founded on the invalid construct of gene composition, this 

theory on rnolecular memory was the first to suggest a memory 

mechanism "based on the core conductor view of the neuron, 

and to consider the membrane ta he a semiconductor" (p.57) . 
In 1967, Flexner proposed a theory of long-term memory 

that proposed the establishment of a self-sustaining 

maintenance system for protein and nucleic acid molecules. 

Flexner hypothesized that memory is not dependent upon a 

particular memory molecule, but rather upon a self-inducing 

system for maintaining protein and neucleic acid synthesis. 

Hyden (1967) proposed a RNA-DNA-protein complex theory 

which provides a mechanistic mode1 of molecules for memory 

storage. The mode1 has three stages; the activation of DNA 

cells by the sensory information, RNA synthesis which 

produces new protein to transmit the sensory input along 

neurons creating a neural pathway coded for this specific 

input, and the protein maintenance of these cellular 

changes. 



While the memory substrate was not specified by these 

researchers during the 1950's to 1970's, the belief that a 

phenomenological event occurs in the formulation of memory 

still persists. In this way, the biomolecular research 

provides a basis frorn which to continue the exploration of 

memory on a macro-molecular level. Research in t h L s  field 

of inquiry continues with the exploration of the effects of 

the hormones serotonin and norepinephrine and a host of 

vitamin therapies for increased mental alertness and 

enhanced cognitive f unctioninq. In the 1990 ' s, 
pharmaceutical and homeopathic companies are investing 

millions of dollars in research and development in their 

cornpetition to capture the market for brain and health 

-t z -es. 

Once the attempt to realize a single memory enqram 

became exhausted over a period of thirty years of empirical 

investigation, researchers turned t~ward investigatinq a 

more complex phenornenon of neurobiological rnodels of memory 

A new view developed in the 1970's in which researchers 

sought to find the memory engram within the general protein 

metabolism of the nervous system and subsequently for 

specific proteins that may operate as memory molecules. 

Molecular memory transfer became scientifically untenable. 

However, the idea that highly specific proteins may be 

involved in memory formation led to tuture research 

involving the soluable protein of glial cells- SlOO protein, 

the 14.3.2-protein, vaso~ressin and the synapse membrane 



protein (SMPI which were shown to have attributed specific 

properties associated with memory st~rage. This led to 

models for the formation of memory through molecular 

facilitation in synapses with ganqliosides from the mid- 

1970's thru the 1980's. 

Rahmann and Rahmann U992) provide an overview of the 

most important steps involved in memory formation through 

rnolecular facilitation in synapses by gangliosides. 

Gangliosides in short- and long-term neuronal processes, are 

involved in molecular facilitation in synapses that is 

essential for the formation of mernory tracks. According to 

R a h r n a n n  and Rahmann (-921 this fiinr_tional m o I i P 1  o f  neuonal 

gangliosides provides evidence that gangliosides: 

"auz   IL i~uQLued- i~ the t x z u s a ~  of infannation betyeen 

ce11 surface and substances of the extracellular 

fluid..,In L i g h t  of these concepts, the phenomenon of 

short-term memory could be explained in terms of the 

activity-dependent Cvoltaqe-dependent) changes in 

configuration that occur at the outer membrane of 

hitherto unstable synapses, particularly in the region 

of the developing synaptic contact pointsw (p.261). 

R ; i h m ; l n n  &R;ihm;lnn (1992) cnnr_Lude that: 

"the phenomenon of memory formation on the basis of 

m o l e c W .  f a r i  f i tatinn is raated in the fact that the 

affected synaptic membrane regions in a neuronal 

network ... are modulated by physicochemical changes in 

the configuration of the varyingly polar Ca2+ - 



gangliosides complexes (possibly stimulation-specific 

~ t h e s e I x s s & ~ ' e L x t r i c a l r e s o r s a n c e o f  the. 

ganglioside structure'). Moreover, only those signal 

impulses are tranvnitted efficiently that correspond to 

the original impulses ... that occurred during the first 
msmory s t a a q e  event" (p. 262) . 

This field of research led to the exploration of the 

function of neural circuitry w h i c h  continues ta date. With 

regard to visual memory storage, during the mapping of 

ne.urona1. assemhlies ip the hi~pocampus and amygdala has 

provided structural correlates for the storage of visual 

data. They may. be represented as recigrocal feedback 

mechanisms between the neuronal representation centers in 

the. cor tex and thase af the hipp~campus and anygdala. 

Intermediate recall, such as visualizing a person's face 

when an item belonging. t~ h i d h e x  is touched,. has heen 

asociated with the amygdala because of its involvement in 

l inking sensory charnelsL Additi~nally, long-lasting 

memories are believed to be achieved through reciprocity 

between the cartrix and the. amygdala.. Long lasting mernoris 

are thought to be stored diffusely over a wide region of 

thse neuronaL W a r k s ,  In L i g h t  of this, other  more 

complex structures may exist which rnay account for the 

prQcess of rernemhering. H o l ~ w p h i c  hrain processes may be 

such structures and the VGM may be a mechanism operating 

w i U  a- three-- w h i c h  can exercise qome 

control over the event of memory. 



Piologk?l Ne.ural Ne+woJ;kS 

The existence of neural networks formed by the 

connection of synapse circuitry to form neuronal circuits 

i i i t h i n  the brain ia an accepted phenomena. Begley (1996) 

states : 

"NeurobialaQistta are s t i l l  aL the dawn of understanding 

exactly which kinds of experiences, or sensory input, 

w k e  the min in w h i c h  ways They know a great Qeal 

about the circuit for vision ... For other systems, 
researchera know what-happens. but not-at the level  of 

neurons and molecules-how. They nevertheless remain 

confident that m a t i v e  abil i t ieç work much like 

sensory ones, for the brain is parsimonious in how it 

conducts i t s  &foir;s= GL that w o r k s  fine- for 

wiring vision is not likely to be abandoned when it 

cornes to circuits f ~ r  musicLw Cp. 2 )  

Electrical impulse transmission occurs through the 

neurans and t h e i r  synaptic  mnne~tions~ One group of neurons 

initiate the impulse from the external sensory input 

received. Theae impulses are carried through the axqn 

terminals of the initiating neurons to a group of relay 

neurans and then f i n a l l y ,  a Qraup of. interneurons . The 

interneurons conduct impulses back to the relay neurons (see 

F i g u r e  191 and in daing so crea te  an equalized impulse. 

These equalized impulses are then conducted back to the 

relay neurons c r e a t i n ~  a feedhack loop. 



+//' EPSP 

Presynapiic rncrnbrrnc 

I 
Figure 1 9. Brown's (1 976) diagram for electorchemical events at a ~ynrptk junction- 
Synaptic transmission is orthodronic, ocaimng in one direction only and is graded renilting in the 
synaptic region becoming a modulator which fùnctions to make ftrther transmission conditional 
upon the relation between facilitatory and inhibitory influences. When a nerve impulse arrives at 
the synapse a new f o m  of transmission occurs. Described by Koeile (1965) as a four step 
process t hat is a four pan sequence of  events that ocnin  withui a few milliseconds. Firnly t here 
is a release of the transmitter substance stored within synaptic vesicles. ï h e  vansrnitter is 
discharged when depolacization of the axon temiinal occun, which then affects the dendrite of the 
next neuron Secondly, there is a combination of the tramminer with the postsynaptic receptors 
an indicator of  the postsynaptic potemiai. The transmitter diauses across the gap to combine with 
receptors located on the surface of the postsynaptic membrane. When contact is made a localized 
non-propagated potential called the postsynaptic generator develops. It may be one of two types; 
the usual depolarization is due to Na+ ion disequiiibrium and called excitatory postsynaptic 
potential (EPSP); the second involves hyperpolarization, an increase in membrane polarity and 
stability raisuve  rhreshold for an immediate sub~quen t  depolarization and is d e d  an 
inhibitory postsynaptic potential (IPSP). Third, there is the initiation of postsyaptic activity. [f 
EPSP exceeds the threshold values for the neuron an action potential is initiated and conducted to 
the nexr synapse. An IPSP opposes or  blocks excitatory potentiais initiated by adjacent neurons. 
Many axon temwials converge on a single neuron and whether a postynaptic action potential wifl 
result depends on the summation of aii the inputs at a given time. This summation can be spatial, 
in that the local potentids are initiated synchronously in the same region or they can be temporal, 
whereby local potentials arrive repetitively before the preceding ones decay. Four, the destruction 
or dissipation of the transmitter occun. Enzymes destroy the transrnitter substance once it has 
completed its influence on the postsynaptic membrane retuming the membrane to its initial non 
transminer state where transrnitters are continuouslv but slowly released in amounts insufficient to 
cause postsynapic excitation. wrom Bro* 19761. 



As a result reverse connections to the interneurons can 

a c c u .  In this w a y  m a n -  synaptic c~nnections may be made in 

a single synapse triad that consists of an input neuron, an 

interneuron, an& a relay EU~QD,, Mhen a number af these 

synapse triads are linked in a series or parallel fashion, 

for example as iri the case af the retina, a cornplex sy~tem 

of neuronal circuitry results. The linking of neuronal 

ckcuits  forms a netwarks. T h e  mode by which neuronal 

circuits may be linked depends upon type of synaptic contact 

and type o f  trnnnmittez Ustance secreted on the ce11 

membranes. Synaptic contact of the axon terminals can be 

m a h  with the. s m  t h e  dP_ndri +PA QL other axons of the 

receiving cell. Transmitter substances secreted by 

presynapses and the -anse made af the postsynaptic 

membranes c a n  be excitatory when stimulating the synapses or 

inhlhi toxy w h e n  i l i h i h i u  s w s e s .  

Simple neuronal circuitry systems include divergent, 

convergent,  c~nvergeace-divcgace, ~ e t r o i n h i b i t i ~ n ,  Lateral 

inhibition and positive feedback (see Figure 20) . 
Divergent c i ~ a L t r y  Csee Eigure 20a) ocurrs with the 

relay of one neuron to several receiving neurons. For 

example, peripheral r e c l e g t o ~  ce- adopt the m ~ d e  of 

divergent circuitry. Their sensory fibers enter the spinal 

card thraugb dorsal, r o a t s  hranching out and supplyj,ng..the 

nerves of the spinal column with impulses. 



(a)  Divergent Circuitry 

(c) Convergent-Divergent Circuitry 
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Figure 20. Rahmann and Rahrnann's (1998) schematic illustrations providing an ovemew of 

simple neuronal circuitry system. E From ibhnwm anb Relmt- 1998.1 



Convergent circuitry (see Figure 20b) occurs when the 

tenninal branches of several neurons converge at one nerve 

ce l l ,  resulting in a spatial and temporal integration of 

impulses at the receivinq nerve cell. According to Rahmann 

and Rahmann (1992) "in apes...the number of axon texminals 

believed to converge at one motorneuron in the spinal cord 

has been put at up to 19,000" (p.102). 

Convergence-diverqence circuitry (see Figure 20c) is a 

mode that describes a phenornena that occurs when both of the 

two previous modes are Linked. Individual neurons receiving 

convergent input integrate the information and then 

distribute it diverqently to several other receiving cells. 

The retina utilizes this mode of circuitry maintaining 

divergent connections with many receiving neurons in its 

photoreceptor cells and by receiving inward conducting 

converqent impulses from a multitude of photoreceptors. 

There are two types of simple inhibitory neuronal 

assemblies in the CNS. Qne group is postsynaptic and the 

other group is presynaptic. In postsynaptic inhibition, the 

inhibitory synaese addresses the ce11 body of the neuron 

that is to be inhibited to prevent the depolarization of the 

postsynaptic membrane. To achieve this, two modes may be 

used, retroinhibition (see Figure 20d) and (see Figure 20e). 

Retroinhibition is a reverse or recurrent process that 

provides negative feed-back. The excitatory neuron activates 

an inhibitory interneuron that reacts upon the excitatory 

neuron by reducing the discharge in the original neuron at 



the synapse. The Renshaw ce11 functions as an inhibitory 

matorneuron in the spinal cord. So, for example inhibition 

in the antagonistic system occurs when an inhibitory 

interneuron is stimulated directly by the afferent (or 

sending) neuron. This mode of circuitry is observed in the 

inhrbition of extensor muscle neurons at the same time as 

the activation of flexor muscle neurons. In presynaptic 

inhibition (see Figure 20f 1 , the inhibitory synapses of the 

inhibitor neuron addreses the presynaptic endings of 

excitatory cells to inhibit the secretion of the 

transmitter. In this way depolarization occurs at the 

presynaptic nerve endings and this results in weaker 

impulses that affect the filtering of signals and the 

intensification of signal ccmtrast. 

Lateral inhibition (see Figure 2 0 g ) ,  determines whether 

the inhibiting neurons will react E r e -  or postsynaptically 

upon both the excited ce11 and upon adjacent cells with 

similar function that h u e  either been weakly stimulated or 

not stimulated at all. The result is a very strong 

inhibition in the reqion surrounding the activated cells. 

This mode of circuitry is found in the retina where it 

functions to create or increase contrast. 



Positive feedback (see  Figure 20h)  refers feedback from 

impulse neuronsto cells that have already been stimulated. 

This is a mode of circuitry that is still in dispute. 

Negative feedback assemblies in the CNS are accepted in the 

literature, so it may be assumed that positive feedback 

assemblies rnay a l s o  e x i s t .  It is proposed that once 

stirnulated, these neuronal assemblies may sustain their 

activity over time and that short-term mernory may exemplify 

this type of circuitry, 

The study of n e u r o n a l  assemblies, or biological neura l  

networks has led researchers to examine how the human brain 

func t ions .  The simulation and replication of the input, 

processing, and output of information in the human brain has 

been attempted on camputer models. These experiments have 

taken the form of cornputer simulations, artificial 

intelligence (AI) and the engineering of artificial neural 
8 

networks. Further discussion will follow the information on 

visual information processin% b HM. 

HolographLC M m Q L y  

The main camputational event of visual information 

processing in holgraphic memory takes the form of a Fourier- 

Like transform. Before these first holograms were 

constructed using optical filters, Gabor (1949), explained 

them as phase r e l a t i ~ s h i p s  which can be exp~essed 

mathematically as Fourier transforms. "Fouripr transfurms 

are special transfarms of c~nvolutional integral which have 



the property that the identical equation convolves and 

deconvolvesw (Pribram, 1971, p. 149) . In other words the 

hologram behaves like a Fourier transform because 

information encoded at one stage can be decoded at a 

recurring stage. 

According to holographic brain theory the image formed 

on the retina is transformed to a holographic or spectral 

domain. The input in this domain is distributed over groups 

of brain cells by the po1ariza:ion of the synaptic junctions 

in the dendrite structures. During this process there is no 

localized image stored in the brain. Associations and 

correiations occur when other modules of the brain project  

ont0 these cells in the holographic domain. Memory, as part 

of consciousness, is a by product of the transformation back 

from the holographic to the image domain. The 

transformation occurs in response to the sensory experience 

of the stimulus and memory results by re-experiencing that 

initial sensation. 

Temporal and spectral information are stored 

simultaneously in the brain which operates as a dissipative 

structure which self-organizes around the least action 

principle of minimizing uncertainty. For example, if a rock 

is observed to be thrown into a lake, a circular ripple will 

emanate from the point at which the rock entered the water. 

The eye will observe this and see the first series of 

concentric rings which are formed and the brain will store 

that experience as if in a freeze frame of a video tape of 



the experience. The brain limits the processing of the 

visual stimulus, capturing the moment from beginning to an 

arbitxary end rather than speculating endlessly about the 

infinite motion of the water as it continues to move in 

outward circles that become increasingly more difficult to 

observe with the passage of time. By mimimizing the extent 

of the event, the brain is free to be responsive to new 

inputs. In this way, the brain operates as a self- 

correcting device that in a computer would detect and 

intuitively close d o m  open programs that are not in use to 

allow the operating system to maximize its efficiency in 

canducting the programs it is using.  

P d  ef Proce- 

The artificial neural networks (ANN), developed on 

digital computers demonstrate the parallel processing 

ability of the human brain. Beeman (1998a) srnarizes the 

development of ANN, which arose from the search for AI 

characterized by two generations: the First Generation pre- 

1955, and the Second Generation 1955-1970. Within the first 

generation, the philosophical basis of classical AI began as 

early as 1854 when George Boole proposed the hypothesis that 

human intellect could be represented by mathematical laws. 

In 1943, Warren McCulloch and Walter Pitts proposed a neural 

net mode1 which "consisted of a network of synapses and 

neurons which behaved in a binary fashion" ( p . 2 )  . In 1947, 

Arthur Samuel beqan workinq- on a checkers playing groqram 

for IBM designed to have the capability to learn from its 



mistakes. In 1950 Alan Turing hypothesized that "machines 

may someday compete with men in al1 prely intellectual 

pursuits" (p.3). In 1950, Claude Shannon proposed the 

hypathesis that a camputer c o u d  b e  programmed ta play 

chess. 

Within the second qeneration of AI development, âeeman 

r e p o r t s  that a hypothesis was proposed, in 1956, by John 

M c C a r t h y  and Marvin Minsky which stated that the search for 

AI should "proceed on the basis of the conjecture that every 

aspect of learninq or any other feature of intelliqence can 

in principle be so precisely described that a machine can be 

made to simulate_ i.tn p .  . McCarthy proposed the term 

artificial intelligence. In 1957, Allan Newell, Herbert 

Simon and J-C. Shaw developed two AI programs, the Logic 

Theorist, and the General Problem Solver which proved 

mathematical thearemsL N e w e l L  predicted that within a 

decade the world's chess champion would be a digital 

computer,  Simon hy~othesized that the human cognitive 

system is basically a serial device and proposed: 

"that when cansidered as a physical symbol system, the 

human brain can be fruitfully studied by a computer 

simulation of its processes, Information-processing 

psychology focuses on the problem of how strategies and 

constraints interact ta praduce effective behavior in 

tasks that require thinkingn (p. 4 )  . 



In 1961, Arthur Samuel was defeated by the AI checkers 

pragram he developed. In 1963& Jaseph Weizenbaum introduced 

a natural-language prograrn, Eliza that simulates a 

psychiatrist's work. In 1965, Edward Feigenbaum deveolped 

the first system to analyse spectrograph data called 

Dendral. In 1968, Bert Raphael w r o t e  a Sernantic Infamation 

Retrzival that makes deductions from facts. In 1969, the 

f i r s t  ambulatory robot, Shakey was built. In 1975, Edward 

Shortliffe introduced Mycin, a program which diagnoses 

b a c t e r i a l  infectians hased on symptoms. In 1976, R a i  Readdy 

developed a speech understanding program, Hearsay. In 1979, 

the world's backqammon champion Louis Villa was defeated by 

BKG 9.8, a program developed by Hans Berlinger. 

These e a a y  AL systems wexe characterized as imitating 

human reasoning, processing information sequentially, 

explicitly re~resentinq knowledqe, using deductive 

reasoning, and having learning that occurs outside of the 

system. There  are t w ~  prohlems &ch the early AL systems 

encountered. First, sequential computers of neural speeds 

could not approach human reaction tirne with the possible 

causes being incorrect algorithmic approaches or incorrect 

camputational stxuctures. A possible solution was to 

develop massive parallel computational structures. Second, 

the compter simulation of some fundamental higher mental 

functions remained unexplained, including memory storage and 

recall. recognition tasks fclr speech and vision, and cornmon 

s a s e  reasoning. 



The neural network approach attempts to study numan 

bra in  function as a dynamicaL system. Beeman (1998a) defines 

a dynamical system as having the following properties: 

"a dynamical systern, startinp £rom an initial 

condition, passes through a succession of states.. If 

the initia state is assaciated with a certain 

description of the worlà, the successive states consist 

of transformations of this description, and may be 

considered as a processing of the initial information. 

An attractar is a state towards which the system may 

evolve, starting from certain initial conditions. .The 

basin of attraction of an attractor ie precisely the 

set of initial conditions which give rise to an 

evolution termina- in that attractor. If an 

attractor consists of a unique state, it is called a 

fixed point or a stationary state" (p.6). 

Developed out of the research on AI, ANN share a common 

arigin and a cammon g a a l  t~ f ~ n n u l a t e  intelligence in 

reductionist terms. In effect, to display this intelligence 

with machines and to create intelliqent cornputers. Both 

approaches utilize qualitative information as input and 

output, have rnul t id i sc ip l iaaxy  applications, and f unction 

optimally when solving classification problems. 

However the characteristics of AI and ANN systems 

greatly differ. Beeman describes the AI system as a 

symbolic approach rprhich studies the human "mind, 



independently of the structure and functioning of its 

p h y u c a l  support" (p. 61, AL imitates human reasaning, 

processes information sequentially, represents explicit 

kmwledge, user deduc t ive  reasnnhc and learning occurs 

outside of the system. ANN are robust dynamical systems, 

w i t h .  the possihilitx ta facilitate autamated learn-, They 

are concerned with the emrnergent properties of the human 

hraul. reaching th& conclusiou hy applying r u w  to 

numerical values. Al1 units work simultaneously. 

"While every r u l e  ia an AL system has a pxec i se .  pre- 

assigned meaning, it is common that several neurons in 

a dynamicbL m a d e l  have nn pre-defuled meaning--they 

specialize, during the learning phase, in a rnanner 

w h i c h  is of ten  unexpected and dif  f icult t~ underzqand 

for human observers. Dynamical systems utilize 

d i s t r  ibuted zepresentatiPns-, .hic& level concepts can 

be defined as activation patterns over several neurons" 

Cp.6) - 
Beeman charactexizes an AtJN system as =tating the 

structure and functioning of the human brain, having 

parallel information processinq capabilities, representing 

implicit knowledge within its structure, applying inductive 

reasoning to the aquisi t ian af knawLedge, and mediafing 

learning that occurs within the system. 



With the introduction of ANN, in 1985, into the field 

of AI, the hypathesis that the. h\imAn hrain functions both as 

a sequential and a parallel processor of information became 

the focus of extensive research and development. This has 

resuited in the introduction of three dimensional 

interactive learninq ia virtuaL r e a f i t y  enviranments and a 

subsequent redefinition of haptic learning as it pertains to 

the humzin/computer interface. This aknowledgement of the 

brain as a parallel processor provides support to the 

ho.lographic memclry hmathesis, w h k h  functions pr imar i ly  as 

a simultaneous, parallel encoding and retrieval memory 

mechanism. 

c HvDo_fheses 

There are three PmminenL tesearchers who have been 

instrumental in the architecture of the holographic 

h ~ o t h e s e s .  The holoqra~hic hypotheses proposed by qpantum 

physicist David Bohm, neuropsychologist Karl, and biochemist 

R u p e r t  Sheldrake are based upan a natural philosophy which 

surpasses physics alone while remaining true to established 

physical laws and principles. David Bohm (1994). pro~osed 

the concept of the undivided wholeness implicit in 

relativity, quantum physics and halo-ams . Karl Pribram 

(1994), proposed a concept of memory based on holographic 

principles, in which the brain processes holographic input 

to re-synthesize images in inner space. Rupert Sheldrake 

(.in Smith, 19921 extended the h~lgraphic  process t~ examine 

the effects of animating matter to provide an understanding 



of evolution and the nature of a living planet. According 

ta Smith (1992L the halagra- models they prop~sed 

provided hypotheses "to explain the connection between the 

anatomical brain with it's s~iritual analogue and dimensions 

beyond time and space - the underlying frequency realm of 

t h e  hoLogramW t p . 4 ) .  

While space L i m i t a t i ~ n s  prevent further discussion of 

Bohm's and Sheldrake's contributions to the 

canceptualizatian of bbgraphic hyp~theses. they are w~rth 

mentioning because in doing so it becomes apparent that-the 

interest in holagxaphic applications is multidisciplinary 

and that what one researcher proposes has not been developed 

without  the impact ~f ather brilnchea ~f scientific inquiry. 

Central to this study is the concept of the HM 

hypothesis propased hy Erihram, The idea pr~posed by 

Pribram, that information is stored holographically within 

the brain's cortex and s u h c ~ ~ ~ t e x  in a dispersed m a m e r  has 

gained acceptance in the field of neurobiology. It is 

accepted that the repasibries far rn-ry are the locations 

in which the sensory impressions develop and that neuronal 

circuits e x i s t  beneath the cerehral c~rtex that priouide 

feedback to the cortex as the memory is being formed. In 

t h i s  way Rahman and Rahmana. C19911. suggest that "the 

structural correlate to a memory storage event of visual 

impressions may w e l l  b e  represented by the recipr~cal 

feedback mechanisms between the neuronal representation 

centers in the certex aa& tha neuronal assemblies of the 



hippocarnpus and amygdala" (p. 266) . Rahmann and Rahmann 

(19911, repart a study cmducted hy Lashley, in 1950, in 

which animal tesearchers were able to determine that an 

isolated repository for memory could not be located within 

the nervous system of rats by conducting lesion-induced 

memory L o s s  experiments. Lashley suggested that memory is 

stored in a distributed way among many structures and that 

the neurons responsible for storaqe could also be involved 

in retreival through a synergistic activity. Addressing the 

questim as to whether memary is hcated in the brain in a 

localized or diffuse manner, recent research on visual- 

perception has focussed uEon the neuronal processing 

pathways for light stimulation. 

The flow ~f a l i g h t  sLiaulus f r o m  the retina via the 

optic nerve to the lateral geniculate bodies in the - 

diencephalon is well documented. Visual impressions are 

initially processed in the occipital region of the cerebral 

cartex. HoweverL a secand pathway has been found in 

primates. It is presumed that the the flow of information 

detected in the visual impressions of monkeys is relevant to 

humans. In research discussed by Rahmann and Rahmann 

CLWl)  , tests were perhnned an monkeys to test visual 

recall. Surgical procedures were used to determine that a 

visual perception formed in the subparietal cortex 

stimulates t w o  parallel neuronal assemblies which constitute 

dual pathways. T h e  first neuranal. assembly is one which 

originates in the amygdaloid nucleus and the second is..one 



that originates from the hippocampus. According to Rahmann 

and Rahmann (1992) : 

" a m  ther  w i e c t i ~  patçsIay in the anterior pareital 

lobe is [also] responsible for processing spatial- 

relationships u i U ~  visual scenes, This other pathway 

for processing visual information, which is possible 

involved in memory f o m n  af visual impressions 

e ,  from the cerebral cortex into lower lying br-ain 

regions and, WC inta- the. underlying structures) can 

be identified ... Apparently both regions are 
responsible fir m a n . .  k h d s  QT cognitive Learning, i. e . , 
for the ability to recognize objects, to recall 

praperties f r ~ m  m e m a r y  t h a t  are not being perceived at 

the moment and to assign emotional significance to 

those properties, Bpparently, h~wever, ~ e i t h e r  of the 

regions represents the final location of those 

structures i n v o e d  in pe rce iv ing  and staring visual 

information, since projection pathways lead from here 

to the s t r i a t e  hody and to the diecephala  (thalamus 

and hypothalamus) which, in turn closes the circle of 

infamation pracessing insafar as it sen& neuronal 

pathways back to cerebral cortex." (see Figure 21). 



Figure 2 1 - n.hm.nn dBahrnana1o (1 998) diagram of of biiman hraio@olved in 
memory. Structures beiieved ta be i.nvolvcd in the dcpositing of memory content are underlined. 
vrom R a t i m m  and Rahmam, 1998.1 



Rahmann and Rahman (1991) conclude that there is 

evidence to s u p p a t .  the ide& that. the storage af meniory 

events occurs both in the visual cortex and in the 

hipgocampus and ammala. For this to happen the 

information must be distributed over the different parts of 

the brain. "Thus ,- W i d u a L  memory inventories are stored 

not so much as the individual reference points of 

photoqraph, but as of a holoqram, whereby it is possible to 

store and recall three-dimensional spatial scenes" (p.267). 

Acc~rding to 3 n i t - h  Li3921 : 

"the hologram is a three-dimensional image made with a 

laser, a source of coherent liqht waves. To produce a 

hologram a single laser light is split into two 

seperate heams, T h  first hem is. bounced oflf the 

object to be photographed; the second collides at the 

film plane with the reflected liqht of the first, 

producing an interference pattern, recorded on film. 

As saon a s  L llaht_ is s h e d  on the deveLoped f iLm, a 

three dimensional image of the original object appears. 

Unlike normal ~hotoqraphs, every small frapent of a 

piece of holographic film contains al1 the information 

rec~rded b the w u e ,  H d o g r ~ m s  con ta in  a fantastic 

capability for information storage, By changing the 

anqle at which the laser bearn strikes the film, or the 

beams wavelength, it is possible to record many 

different images an the same su~iace .  A one inch 



square of film can store the sarne amount of information 

as contained in f i f t y  large dictionaries" (p.  3 )  . 

Evidence suggests that memory and perception may be 

and 

accoun t for the virtually unlimi ted potential brain 

Support for the assumption that state-dependent memory 

can be re-coded to develop self-correcting abilities can be 

found in the work of Daily (1998a), a chiropodist who - 

develaped the HaL~ar; inhrc M m  Release Technique (HMR) : 

"HMR is an empowering approach to prevention and. 

improvement that restores the necessary vital capacity 

to the mind/body continuum,..Through very light and 

specific digital c~ntacts, a piezoelectric effect is 

created within the crystalline connective tissue memory 

system for instantaneous memory reframinqu ( W .  6-71 . 

While this approach pertains to the whole body as a 

micrasystem and mt. specifically the memory capabilities of 

centers located within the brain, it has some relevant - 

implications for the concept that somatic memory may be 

utilized in a restorative way which rnay lead to information 

rdease  at a celiular L e v e l .  _ in t h i s  technique, caherent 

waves of cellular resonance are generated in the connective 



tissue matrix to increase the ability to effectively process 

stmed information.  

According to DarlLy (1998h1, state-dependent memory 

refers to the phenornena that: 

"memory is dependent won and limited to the s t a t e  in 

which it was acquired ... Collateral communication - 

pathways may exist between the spinal cord, the 

bodyhind memory systems, and the cellular structures 

and the m e n i n @  coverings. QC the brain and spinal 

cord (p.1). 

The meningeal coveriP- of the spinal cord are seen as 

analagous to the multiple wave oscillator, and may generate 

a f i e L d  in which each c d l  can Lacatc  its specific frequency 

to vibrate in resonance. "A sacral cranial rhythm may 

hecome a recurrent mestahle..salution wave runnuig f rom the 

coccyx to the cranium. .. which may turn the dermatomal 

nervaus system infarmatinn inta vihrational infornaLian for 

full body communication." (Daily, 1998b; p . 3 ) .  

T h e s e  findings may Lend uippart. to the proposa l  that 

wrongful or multiple encoding of stimuli can be corrected 

u s i n g  the tactile sensory made as. the preferred mode of 

instruction for the study. In the study this took the form 

af haptic rehearsal s t u e q k s .  



Soft tissue m-ry and mit-tissue holography in 

somatic recall has been studied by Oschman and Oschman 

(1995a; 1995b). As a phenomenon, somatic recall does not 

fa11 within the parameters of the classical theories of how 

the human brais and CNS ope~dte and as a r e s u l t  has heen 

labeled an anomalie by conventional science. 

tic r ~ r u .  Reports £rom rnassaqe therapists that 

the phenomenon of touching someone to release and 

commiinicate m-ry tracez are- widespread, Oschmann and 

Oschmann (1995b) , define somatic recall: 

"as the release durinq massaqe and other kinds of 

bodywork of repressed and often highly emotional 

mernories. Often such 'flashbacks' are beneficial, 

leading to resolution of old trauma, pain or 

psycholoqical attitudes ... We take the view that the 
phenomenon is not only valid and therapeutic, but that 

F t  is an impart;int- clue that could help us answer 

unsolved questions about the mechanisms of learninq, 

rnemory, consciousness, and whole-system communication" 

( p.1). 

Samatic recall is explared by. Qschmann and Oschmann (1995a) , 

within the context of biophysics and ce11 biology to provide 

a scientific basis from which to consider this phenomenon: 

"Historically, physiological integration has not been a 

topic of great  interesl.for biomedical r e s e a ~ a  .which 

focuses on parts rather than wholes. Recent work of 



biophysists around the world is now providing a context 

in which the- --es QE massage t h e r a g i s t s - .  x a n  be 

validated scientifically .... Biophysics is now 
proqressinq rapidly because of the whole-systems 

perpective. The search for fundamental units is 

zeplaced hy the stuc& QL w e h  relations between- the 

various parts of the whole" (p. 8) . 

The livinq matrix is ca~able of qeneratinq and 

conducting vibrations which may occur as mechanical waves or 

saunds, called p-, e lectri îal  signals, magnetic- fields, 

electromagnetic fields, heat, and light. According to 

Oschmann and Oschmann (1995a) "these foms of enerqy obey 

the established laws of physics [and] signals are produced 

an.& distributeh throuqh~ut t_he h ~ d x  hecause of p m p e i e s  

that are common to al1 of the components of the living 

rnatrix" ( p . 3 ) .  There are six ~roperties which follow: (a) 

semiconduction- al1 components can conduct and process the 

vihrati~nal i n f 0 - U  and c a ~  convert energy f rom one C o r n  

to another, (b) piezoelectricity- al1 components are 

piezoelectric as waves of mechanical vibration pass through 

the living matrix to produce electric fields or waves of 

e l e c t r i c l t y  m a r e  through the matxix ta produce 

mechanical vibrations, (c) crystallinity- a large portion of 

the livinq matrix contains molecules that are reqularly 

arrayed in crystal-like lattices, including lipids in ce11 

msdxaus, thc-mahcuksin the c o n n e c t i u e  tissue, 



the actin and myosin molecules of muscles and components of 

the cytasketeton, Ca caherency- these crystauine mkcales 

produce giant coherent or laser-like oscillations, called 

Erohlich o s c i l L a L i a n s  Er ahlirib,L988;- Eopp, Li. -92; 

Popp, Ruth, Bahr, Bohm, Grab, Grolig, Rattenmeyer, Schmidt, 

anci N u l l e ) .  T h e s e  vibratians m~ye rapidy thrau-the 

living matr ix  and are radiated into the environment and 

QCU at specific m e s  in t h e  miçmwave anri v i s i b l e  

light continuum of the electromagnetic spectrum, (e) 

hydration- w a u  the d w  campaMnt of the 1- matrix 

is polarized (dipoles). Each matrix protein has 

dDDL aximate Ly LQQQ- water m d e c u h s  ass~c iated  wFth i t . 
These dipolar water molecules are organized to restrict 

t_heir a h i i t y  t~ v i b r a t e  in diff erent spatial 

planes, and, (f)continuity- the six properties just 

d e ~ c ~ i h e d  are distrihuLed thrau@aL the aganism. 

Sof t  tissize w o r v .  The continuum of communication 

meates a pattenn QE v-n~ U are fxequency 

modulated ( F M ) .  T h i s  process where vibratory signals are 

t rrinçmitted t h roua  the l i v i n g  matrix makes it p ~ s s i b L e  for 

the organism to function as a whole. Additionally, the 

Living matrix ret- t h e  memary aL the influences exerted 

upon it because when the vibrations are transmitted through 

tissues, the tisniies are altered hy the signature of the 

stored information. It is in this way that memory is stored 

at a c e l l u l a r  Level in the cytaskele- Qr the nervous 

system of the ce11 and in the connective tissue creating 



soft tissue memory. It is proposed that the biophysical 

p r ~ p e r e e s  aL the Liv ing  matrj IL may explain some af the 

unexplained phenomenas associated with learning, memory, 

c~ffici~usness~ and unit. & structure and function. 

The cytoskeleton contain microtubules which are rod 

LLke structures whi& gLve the ce l l  its shape, Qschmann and 

Oschmann (1995a) cite Hammerof f ' s description: 

"Nicx~tuhuLes .  are made up clf rrpnomeric s u h u n i t s  known 

as tubulin. These subunits are polymerized into 

rniuratubules at specific siLes knciwn as 'mi~~~~tuhule 

organizing centers.' Microtubules are polymers (poly= 

many), fa& t d ~ ~ m a n x  identical uNtsr called 

tubulin momomers (mono=one) join together ... Each 
t ubuLin  manamer is p a k i Z a  nnd has t w ~  differenr 

ways of fitting into the polymer. Additional proteins, 

called ' r n i c r a t u h .  associa. -teins ' ar MBP's, can 

attach to the microtubule. Information is stored by 

the orientatim QE the tuhulio mcnaners anci hy the 

position of attachments MAP's. The result is a record 

of the c o n c i i , t i ~  ira the c e L S  and in the enuirorrrrre~ at 

the time of microtubule assernbly ... The patterns of 
microtubuLes siihiinit ~QIIIL 'information strings'" 

(pp.4,5) 



Oschmann and Oschmann (1995a) cite Jablonka who compares 

t_his b f a r m a t i a n  stcuaqe pmcess .  i n  the microtubules t~ the 

computer information storage process of a word processor: 

"in the compute~ the information is stored on a 

magnetic medium in the form of a series of magnetic 

particles thaL can he ariente& in either ~f two 

polarities, 'north-south' or 'south-north.' The disk 

drive can read th es^ di- 'character strings' and 

reproduce the sequence of letters and words of Our 
. . 

[the] manuscxipt, Simllarl., Inf~131iatim is stored as 

the orientation of tubulin monomers along 

micratuhdes- The i n f a t i on  is in sbings t h a t . c a n  

move along the microtubules. In nerves, very long 

m i r _ r a f x h u ~  and-assnriat~d m a x n e n t s  c a ~  W i o n  

as devices that are known in computer terminology as 

s-CJ proceçs~fs" C p . 5 L .  

Continuing the computer analogy, character strings which can 

he erased f r a m  the disk d u v e  w i t b  a magne t that t m s _  al 1 

of the magnetic particles to the same orientation, a similar 

p r a c e s s ,  af d e p d g r e x i z b c  h m i m t r i b u i e  sa that it falls 

apart into its monomeric units, could erase information 

stclred in s a f t  tissue, E o r m a s s d q e  and other farms of 

bodywork, pressure, temperature change, magnetic fields, 

suhcutaneous e L e r W l  impuise trançmiss ion and iasm can 

cause the microtubules to depolymerize. 

> 0 ti- haloaraDhv, This m l e x  wa.. ~f -ring 

information appealed to Karl Prihram. He developed his HMM 



on the assumption that memory is a distributed property of 

the nervaus sys- and that is m t  erased hy the 

removal of brain tissue both of which are the hallmarks of 

h a h g r a p h y  where -on Fs_ star& through a 

distributive process and that retrieval of the entire image 

is possible f r m  a sinale paint QL the h~logram. 

The Gestalt d c i g k  of cmtinuation of goad flcrures 

and the phenomenas of multi-dimensional mindshift and the 

C a x t e s i a n  a x h  czientatim a vis& perceptian pr~vide 

additional structural support f o r  the VGM theoretical 

framewark. A n  ovenzi_ew QE the Gestalt pricipls and 

organization of visual processing will be provided to enable 

the VGK to he sitUated.~lzi,thin this faiuidati~ndl. memory 

mode1 . 

in the L92QV s, a wup ~f psy-gists investigated 

how individual stinuli are grouped together during 

perceptiDn i n .  whoiPn ar Grstnlt'+. IPcluded in U. grrpup, 

which became known as the Gestalt psychologists were Kurt 

Keffha, Molfgana Kohle~,  an&Mnx&.~theimer. Thekmain 

concern in the area of visual perception was to identify the 

p r i n c l p l e s  by w u  individual  elementç are camhined into 

organized wholes which possess unique features that are not 

ahvious when la- at t h e i ~  iridividual parts and to 

find the principles by which these gestalts are perceptually 

segregated frein each QUEL, Seven p r i n c i p l s  were 

established including p m x i m i t y ,  similarity, ccmmon f ate, 



good continuation, closure, area, and symmetry (see Figure 

2.22, Research ia this field W e d  rnainly of pres-ing 

subjects with visual stimuli patterns and asking them to 

descuhe what they sax, l i sx~~ding ta Spoehr and L.ehmkhule 

(19821,  these principles can be described as: 

"the p r i n w  a f _ p r e y , , , s t a t e s  th& grauping of 

individual elements occurs on the basis of nearness or 

smaU d i s t a n c ~ , ~ ' ï h u s  snia+ial p r a i x n i t y  faxces 

grouping ... and separation [of elernents],..The principle 

of similari& L s t a t e s  that P1ements. which are] 

physically similar form good perceptual . 

. . 
graups.. .~hu-~,ar~anization iL; p r o d u c d  hy similarity 

of fom.. .The principle of common fate [states thatl if 

sane af t h e d e m e n t s  simuitaneously çhifted in 

position ... the directionality of motion ...g ives them a 
common f ate [ b t h i c h  ~LQU cause the observer t~ g~oup 

them together] . . .The principle of good 
c a n t - s t a k s -  -the Wents IILLL he 

organized into wholes that yield few interruptions or 

changes in c- lines,,-The principle of 

closure ... states that our organization of elements 
tends to. ~QIIL than inta sAnple, chsed figures Lcalled 
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Figure 22 Spoehr and Lehmkuhle's (1  98 1 )  illustrations of Gestalt p ~ c i p l e s  oforganitation. 
[From Spoehr and Lehmkuhle, 198 1 .] 



good figures], independent of their other continuation 

similarity, or proximity prapert ies  . . . closure  works to 

counteract good continuation [and can] explain why-we 

s o r n e t i m e s  bave d i  ffi_ciilty pe&a&g embedded figure 

tasks ... The principle of area...states that the 

smaller QL t w ~  averlapping -es is more l ~ k e l y  to 

viewed as the figure, and the larger as the ground. 

Uea Lis au~facixx thaLc;iiisesl ane pa-n-to be 

segregated from another. [It has] a large influence 

h ~ w  the perceptua l  s y m .  s e g r e g a t e s  a figura . f r o m  the 

background against which it is showri. A second 

principleaf_ segregatianc the principle af symmetry, 

states that t h e  more symmetrical a figure is the more 

L i k e l y  it Fs. ta he_ seenas-& closed figurew Cpp. 65-67) . 

Spoehr and Lehmkuhle (1982) cited six studies which 

were canducted ta v a l i d a t e  t h e G e s t a u l t  principles., Eirst, 

in 1956, while conducting a study to determine the effects 
. - af praximity a n d - s i m i i t y ,  "Ha- and Silvutein 

found that vertical spacing had to be reduced quite a bit in 

arder EQX proximLy ta cmnteract the similarrity effect" (p. 

68). They determined that "the weaker the similarity 

grcluping, t he  L e s s  vertical -tien neccessary to 

counteract it" ( p .  68) . 



Second, in 1966 Beck explored the effects of the 

orientation and m e  QL the innividual el- in forming 

similarity groupings. Beck found that "the repetition of 

mdividuaL el- makes siibiects sclnçitive to ceztzin 

properties that are not so important when only a few 

demenu are presentn 42,691. 

Third, in 1970, Olson and Atteneave expanded upon 

Seck's research te thaL Simiiarity groupings are 

dependent not only upon the orientation of the elements but 

aisn "upan the çla- QL the- ccmpnent lîne segments La5 the 

elements] relative to a horizontal-vertical reference 

system" Cp.69) ,- They "sugggc;t. that g~aup ing  depends -the 

subject's ability to generate an adequate interna1 

de.Tcriptian ~f t h c i  rela- h-een el- --the 

field" ( p . 7 0 ) .  Their results showed that elements which 

have d ' g r  segment.s which are perpendicular ta the h ~ w t a l  

and vertical axes are easiest to describe. Next, elements 

w h k h  have some af these segneats in. c c J m h i n a t i ~ n  with d th ers 

are more difficult to describe. F i n a l l y  elernents in which 

a-11 Cartesian- s i s  elerrre- aze identical witk other 

distinguishing features are most difficult to describe. 

W h i  these fuLdiags_ perta i n  tp onl_. QIie dimensional 

stimuli, there are implications which the idea of a 

C a r t e s i a n  ax is r- brinas ta the VGM . Evidence U t  an 

orientation mechanism exists for unidimensional visual 

s U m u l i  suggests that silch a_ mechanism may operate in t I Iq  or 

three dimensional visual stimuli and provides a basis from 



which to explore this phenornena from a multi-dimensional 

p w e c  t ive  . 
E ~ u r t h ,  in. 1953 tiachbera andKcALister s t u d i e d  the 

characteristics of good figures including, measures of 

planar simplicity such as number of line segments, anqles, 

and points of intersection contained in drawings of three- 

dimensional figures (see Figure 23). "The processing system 

orqanizes input into the simglest interpretation possible, 

and that the Gestalt principles ... are statements about 
w h i c L  interpretatian% &a multieiement s t i m u l u s  a r e t h e  

simplest" (p.70). They found that when presented with a 

series of three drawinqs of a three-dimensional hexaqonal 

cube from different angles of view, the subjects reported 

that version 1 w h k L  the a b e s  cQntaining L2 L i n e  

segments were most simply described in three-dimensions (or 

qood fiqures) were viewed as a two-dimensional hexagon 

containing interior line segments 60% of the time. In 

. . v e r s i o n  2, in mes c- 11  lin^ segments were 

perceived, 49% of the time, as two-dimensional. A 

perce~tual f l i p  occurred causinq the cube to alternate back 

and forth between t w o  and three-dimensional perspectives. In 
. . version 3, with ciiheç ccnbuunq L6 Line segments Cubecause 

many of the edges of the three-dimensional cube break into 

two seqments at the interior intersection points in a two 

dimensional perspectiven (p.70), subjects reported viewing 

the cuhe as a twrdimensionalplanar tigure 1% of the  time. 



Figure 2 3, Spoehr and Lehmkuhle's (1982) uiterpretation of Hemenway and Palmer's ( 1978) 
effects of shading on figure simplicity. From Spoehr and Lehmkuhle, 198 1 .] 



Fifth, in 1978 Hernenway and Palmer studied the effects 

~f shading on t h e  m t i o n  of. st imuïus input for 

Hochenberg and McAlisterls two and three-dimensional cube 

drawinqs . T h e y  found orqani zation eff ects for dimensional 

perception when color cues were qiven by shadinq reqions of 

. . 
t h e  s;ime surface, elimina- the amhiguity o c  whether two 

adjacent areas were part of the same surface. In this way, 

the simplest fiqures were eerceived easily as three- 

dimensional. 

S i x t h ,  in -74- exdmiaed the principk. QL qood 

continuation (which predicts bow individual elements are 

orqanized w h e n  they- are arranaed in straiqht lines) to 

determine h o w  continuation is affected by ambiquous stimuli 

"such as when ~ K Q  l i n e s ~ e t a t a n a n g l e "  ( p . 7 Z l .  mytulak 

predicted t h a t  the orqanization of the elements would be 

de~endent upon the anqle between two segments and upon the 

nature of the segments or elements surrounding them. The 

s t u u i i  in this experiment HU a r r a w  dot patterns 

containing four dots in the shaft and two arms which 

radiated £rom a sinqle shared dot at the end of the shaft. 

Subjects were presented with stimuli that had different 

anqular =rang- a C  the armç anci asked to indicate  which 

arms were perceived as a continuation of the shaft. Results 

indicated that three stimulus characteristics 

rectilinearity, orientation, and enclosure had effects on 

the subjectsg perceplLon- The a r m n e ~ r e s t  to creatinq a 180 

degree angle w i t h  the shaft o r  rectilinearity, was judged to 



be a better continuation. An a m  whose orientation fell 

alonq the vertical = horizontal axis was grauped w i t h ,  the 

shaft more frequently than an a m  which fell at an oblique 

angle. Finally the rectilinearity ~rinciple was found to 

exert a stronger influence when the two arms fell on both 

sides of the shaft, than when the arms fell on the same side 

(enclosure . 
These studies, reviewed by Spoehr and Lehmkhule (1982), 

"show that the configuration of individual elements in a 

slnale s+imulus_ lead ta_ sLzxc erre-nal effec_ts_ that 

affect the interpretation or identification given to that 

stimulusw (p.72). The Gestalt ~sycholoqists were successful 

in identifying the principles which govern perceptual 

a ~ ~ t i o n ,  Thiç knowledgcQf-thc w a y  in w- fiaures 

are organized for visual analysis provided a basis for 

futher inquiry to determine the s~ecific aspects of the 

stimuli which lead to these effects. As a result, a series 

a f _ s t u d h s w h i c h a ~ t e d t r e a ~ f a r  -Gestalt 

principles within information theory followed. 

Within information theory, it is believed that a 

stimulus containing a lot of information is easier to 

i-y than ane i n  w h i c h  Eac t r i s u n l  CES are ~ ~ ~ i d e d ,  

According to Spoehr and Lehmkhule (1982), the identification 

of the aspects of the stimuli which convey information about 

it was first proposed by Attneave in 1954. This study 

pravided an inf- a p p m a c L  tn_ sLudying th& fam. of 

two figures, a bLack ink bottle sitting on a brown platforni 



against a white background. The images were created by 

cQLaw s q u a r e ~ w i t h i n  L 5Q-hp8Q arid containina a -ta1 

of 4000 squares to create the figures. Subjects attempted 

to recreate the pattern of the two f iqures by beinq qiven a 

blank grid and beqinning in the lower left square working 

across the row. te que--correct color of each square. 

Random guessing could result in 4000 errors before 

identifying the colors of al1 the squares correctly. 

However, the feedback provided by identifying a pattern and 
. . 

g--. that infnrmatinnte the nexL r w  reducedthe 

mistakes made in guessing to approximately 20 errors in 

total. The feedback from each of the quesses provided 

information about the stimulus, such as the color of each 

squax~and the locat-ion and shap.e  QE the desLand- the-ink 

bottle, that was helpful in recreating the stimulus, The 

feedback provided information differentially because a quess 

which correctly identified the color of a square in the . 

i n t u  QL ~ Q L  -fiaiires predic ted  -ore Uifarmation 

already known did not provide new information. This 

feedback is redundant as it was surmised from the structure 

of the stimulus, The feeàback about the squares along the 

edges af the fiaiires pravidedmare-inform;ltio~ becausethe 

edge contours are only predictable once the pattern is 

established. Therefore, the information about the 

structural organization of a figure is concentrated at the 

in part i r,ular wh.exe. there Fs a sudden change in 

direction of an_ edge. In this way, the elements which share 



the same information are grouped together perceptually to 

praduce arganized wholeç, W- the- context of 

"information theory the Gestalt principles of sirnilarity, 

proximity, good continuation, and common fate...each refer  

to a situation of hiqh redundancyn (p.74). In a restatement 

aC,chbe~g. and Mc;B1Fs="s_-t s .hp l ic i ty , -  Spaehr.-and 

Lehmkhule redefine the characteristics of good figures as 

" qpod figures are those that have both the fewest 

points of high informational content and the most 

redundaricy- Thuç t h e - r n o s t - p m t u a l l y  simple 

interpretation of a line drawing is that in which there 

are fewest U n e  seqments and anqles" ( ~ ~ 7 4 )  . 

The early Gestalt hypothesis of Continuation of Good 

Eicrureç Led ta a ~ k e s t i a a t i o n  af t h e  recognitiariprcicesses 

involved in the organization of individual elernents in 

~attern recognition. This research resulted in the notions 

of global and local processing. Global-to-local processinq 

aciirs, W ~ E I A  a s i r b i e ç t t  W ~ Q  is &man array af-ohje~ts, 

first organizes the elements into larger patterns and is 

aware of the ernerqinqproperties of the organized wnole but 

not the details of the component elements. When asked to 

cespond an- the h-af t h ~ s u b p r i r t ç .  the- suhiect  hqaks 

down the organized whole to analyze the components. .The 

lenqth of time reqgired for this analysis depends upon the 

number of elements, with more time needed when there are 

many elements,  G e s U  p-Le.s- c a ~  desu- w h k h  



groupings will occur but how the subject performs this 

~ x q a n u a t i o n ,  i s s + i l  m u a a n d  Lehmkhille Cl9821 

cite studies conducted by Prinzmeal and Banks (19771, and 

Won Ci9771 wirhichconfirm the- glahal, influeace of 

organization on the recognition of component elements. 

P r i n z m e a l  and U cmd~L&- exp-iments the. first 

using target characters in linear arrays and the second 

usina distrxtar & a a c h x z  i L  nonlinear good 

configurations. The results of the former experiment 

inclicated thait s i i b i e c t s w e r e  c p u c k e ~  te repaxt t h e  m g e t  

letter when it was presented next to the stimulus array 

~at_hert_hanaLit_c;e-~ T h ~ e f f e c t o f .  good 

continuation to organize al1 the elements in the array into 

a SU@E p a t t e r n -  the amponent elements. sl_awing 

d o m  the process of detectinq the target character. However 

whee the t arget chnriictAr was p z e s e n h d  as a Lane V n  t , 

it was organized into a pattern by itself and identified 

i m m e c l y a t  LLvsewn&exp- tmentee-arraqqnts 

of distractors and a target element were used to obtain 

simiar- r e s u L W  wcI i th  g a x i  conf i_guraqns .  

Predictably, the results confimed the following 

exgectatinns that: C a l  b&e~t-he- t_araet w a s  physical  ly 

separate from the distractor, the target stood out and-was 
. . 

i- hec.ause the dic%tar elements- were 

grouped into a pattern excluding the target, (b) when-the 

m a t e  pasi_tisurrias_ f i l l e d h y  tkie distractar and the 

target .  w a s  p a r t  af the triangular arrangement the target -was 



harder to identify because it is more difficult to detect 

ammg the dis-, 1d w h e ~  t h e  target anddistractor 

elements formeci a good figure, but with fewer elements in 

the arrangeme% pul- taok mare t ime than in_ C a l  but 

less time than in (b). 

This glahal---local pr- -en- af ah jec t  

identification may operate to confound the spatial - 
. * 

~ E i E l l t d A x L  abilitx C L  Y e a r S  cbildren~hlattaf@L t0 

perfom mental object rotation and other forrns of - 

manipwn ta hting ~ L Q   vie^ thair perspective af_ah;lect 

form with that adhered to within language and symbolic - 

systmz, IL kWglahal inf l i iAncn that may canfrj- to 

the inability of early years students to gain control of-the 

VGM& The_treatment&ltl- 
. . t ~ -  w h i c h  t h e  siibiects will be 

exposed will attempt to facilitate the organization of the 

stimiiliiç s.ymha& prese_nted Fn- çur-b & w q  ta -ove 

recognition by assisting them to create patterns or- 

g r a u p i a g s  whenpresented_witha- QL objects thrauqh a 

haptically enhanced procedure to increase awareness of the 

e ~ ~ ~ ~ ~ ~ ~ - e n t p ~ e r t k s a n h a n  increased focus upan the cietails 

of the component elements or symbols presented in the argay. 

W h i i e n a t  concliisive, î 3 ~  acceptane-e of 

biomolecular memory in the field of science, the redundancy 

o f  the h r a b  ta restare function after damagec the 

similarity of the Fourier-like transform to the receptor 

event_ af the v i s u a l  pat_hways, t_he sjmulatian Qf m h r a i n  

f u c t i o n  by d i g i t a l .  madels of paral le l  processing theory,- 



the hypothesis of the holographic domain and the non- 

L ~ c a l i z e d  fun- af_ m m  s b x a g ~  the a b w  ta rerode 

state-dependent memory using the HMR technique, soft tissue 

h a l a g r a p h y  in sanatir, recall, And spec=ified Gestalt 

phenomenas provide a framework within which it becomes 

paçç lb le  to canceivc that t h ~ V G K m a y  exist and -ion 

holographically as a spatial orientation device. The 
. . 

~ ~ a _ p h e n o m e n o l a ~ ~ c h ; i n i s m  P-1 exerting 

control over the position and orientation of symbols which 

milsthe Learnedta--in_learnino tQ read_seems 

reasonable. A synthesis of memory models and research 

trends -vides  a. h a s L ~  f a r  W i n q u i ~ y  which proposes a 

theoretical model, the VGM as a structural framework to 

e x a m b e  and ~ c e r t a i n a s p e r t s  of the phRnomena of 

memory, observed in pre -1  ogica l  early years students. 

Y i r t u a c  Me- 

An approach which views spâtial orientation as an 

i m p a ~ t a n t  aspect Qfl hdn- -y is int.dlltLedL It 

provides a way to link haptic rehearsal strategies with the 

v i s u a l  enco-cL t_hreP-dimençional s t i m u l i  hy m n g  

and gaining control of the hypothesized VGM believed to be 

i n u d v e d  in m m ,  ~ V G K m d . .  fiinctiari ta &velap_ self- 

correcting tendencies which may improve literacy skill 

p w .  ~ L t h p L i t ~ r a t l l r e  indicateSqhat 

spatial orientation is involved in the tranformation of 

v i s u a l  input from the imaae t a  the h o l o g r a p m  danain 



The V M  may act upon visual stimuli by orienting the 

perspective or  oint from which the brain sees it, akin to 

t h e  functional properties of a physical gyroscope. Within 

themodnl of hala--, there is a place-fari. sirch a 

mechanism to operate at a neurophysioloqical level. During 

the encodinq or retrieval of neural holoqraphic images. the 

gyroscopic mechanism may influence the lateral and vertical 

perps~ct ives CS the image an L thr;ee-dimensianal v w é l  

plane by facilitating a match between the stimulus and the 

stored image. 

1~iden~.-w the Q-QI~ 

features of holographic principles is provided by De Valois, 

I3eValoi- anbYuxL(L929L le-1 -dies---and 

monkeys, they found that the cortical cells of the subjects 

responrlnd ta. the E c u z k ~  tr;ln'iform af_ the. p ~ e s e n t e é  visual 

stimulus. In other words, that visual information - 

p r a c e s s i n g  in the s p ( 3 c t  ar damaieand 

not in the image domain (by feature detection) as is 

papularly hdd-ta-&thecase i n ~ c a n v e n t i a n a l m a d e l ,  of 

visual information processing. To obtain these results a 

series af experimnnts w e r e r n n r f t i c t n d  tP expl- t heappaq ing  

views of the Euclidean-based geometric mode1 of brain theory 

(canuenLiomL i n f n r m a t i o n  Drnrnsc;wno)chwhich.cnrtLcal 

cells act as non-linear edge d e t e c t o r s  and the holographic 

made QL brain theory i n w m - c n r t i c n i  ce- a c t  as Wear  

spatial frequency filters. 



The investigations conducted by De Valois and Yund 

(L97 9) , E r i b r ~ m  C-931, Prideaiix CL9981, pravided a i d e n c e  

that cortical cells respond to spectral information and that 

-y act  as spatial-fr-y U s .  This evidence 

suqgests that spatial orientation is an important aspect of 

v m  information praclesshg- Ln_ h d g r a p h i c  brain thwry, 

this transformation of the visual image formed on the retina 

into- t l ~  spect-ral dnm;iin Ih Eoiiri-olike transferml L t h e  

way in which information is encoded into HM where the 

informiitbn a -spectral- is_ d i s t r i b u t e é ~ v q  an 

area of the brain in a non-localized fashion. The 

imp~~.tanceaLsoatl;iioriantntionhasheend-Citgd, in 

the sensitivity to higher spectral harmonies experiements. 

InrLeed some r-mechaniçmexjsts w u o p e L a k s - t r >  

transform the visual stimuli into spectral frequency. It is 

pm~nsed that h m p r h n n i s m s L L ç i l . a ~ t h e V a  existz-can 

govern or control the ability to orient or perform these 

spectrn l  trans fnrmatinns durino th.e- enrodinc QL visual 

information. This proposed spatial orientation mechani-smm 

re~~onslbk far the sp- transfarmatinn QE visualiDput 

into Fourier-like transforms takes the form of a neural 

gyrasr;cipe w à i c h a p a r ô t n s  In cançert w i L L  the halo-ic 

principles of brain and mind. 

C m t r a l .  QL the VGkLmay explain hriw a s-1 can be 

recognized regardless of spatial orientation or rotational 

p o s i t i ~ ,  C o n v e r ç & y c t b P L a r k & W i t y  t~ exercise 

control over the VGM may explain why some students make 



repeated errors with letters and numerals by inverting, 

K Q ~  s-~~transDosrnatfrern- Utber,. 

access to controlling the VGM is believed to be a function 

QL fac i iss ing auentAx~ t_hrauah t_he rlse of haptiç, teheusa1 

enhancement strategies to bring learning into a conscious 

z t a u ~  T b e r e s e a r r _ h ~ a s k e d i . r ~ U  W y -  X - g a i n i n g  

control of the VGM, through attention techniques involving 

hapt_icreheacsaL w i L L L h a x e e f f e c t s ~ ~  Ut- -.for 

early years students, 

T h e  physical - isselectEld as t h e  stxuctural 

framework for this mode1 of memory because of its unique 

image of a gyroscope is a fairly massive rotor suspended in 

LqhL SUDT)QL~~- rinqs caLkL gimbals which m e -  almost 

frictionless bearings that isolate the central rotor f-rom 

fast-moving center a stable formation without impeding its 

apparatus that maintains the guroscope's plane of movement 

extraordinary stability of balance and maintains the 

rotor. 



Spin --- 
axis. 

Figure 29. Turner's ( 1999) schematic illustration of a typicai type of physicai gyroscope. 
S hown are the rotor suspendd -de t h e  rings called gimbak The rapidly spinning b e r  wheel 
will maintain its direction in space if the outside framework changes. [From Turner, 1999.) 



The implication of the conservation of angular momemtum is 

that t h e  angular momentum of the rotor maintains not only 

its magnitude, but also its direction in space in the 

ahsence af e x t e r n a l t o r o i l e ,  The_ classic type qyrascope 

finds application in gyro-compasses, When a gyroscope is 

tipped, the gimbals reorient to keep the spin axis of the 

rotor in the same direction because of the torque exerted by 

w v i t g  anUu=gvroçco~e CçeeEugu~e-252 .  

The neural gyroscope is proposed because the spatial 

orientation and motion detection abilities of the physical 

gyroscope provide an appropriate mode1 to hypothesize the 

t e  QL a V C ; M .  as_ h_ spatial arientaLion 

device in the formation- of v i s u a l  HM, 



Figure 2 S. Tunids ( L999) s c h d c  iîiustration of typical gyroscopic precession When the 
gyroscope is tipped, the gimbds will reorient to keep the spin axis of the rotor in the same 
direction. If released inthïs orientation, the gyroscope wiîl precess in the direction show because 
of the torque exened by gravity on the gyroscope. [From Turner, 1999.1 



Holographic brain theory for visual information 

p- pmposes that retinal cells respond not to the 

features (edges) of the visual stimuli but rather to the 

spectral transfarmatiaa af thaL stimuli. For example a 

lowercase b when rotated horizontally 180 degrees appears as 

a m e r c a s e  d. Wh- the lowercasc h Ls rotated 180 degrees 

vertically it appears as a lowercase p and while undergo-ing 

t he  same 180 de_wee.. ver- r a t a t i ~ ~ ~  the lowercase d 

appears as a tailess lowercase q. When these four visual 

stimtrli are presenterL aether they  appear to be visually 

d i f f e r e n t .  ( s e e  Figure 26) . - 



Figure 26. Visual Presentation of L O W ~ K C ~ S ~  Letters b, d, p, q 

P r a d i i c e d  by P e r f n r m 7  V e ~ t i c a l  and- Horizontdl Rotation. 

When these four visual stimuli undergo the appropriate 

spectral transf~rmaan, it can be noted that the four 

orientations of the original lowercase letter b do-not 

appeax visually different f r ~ m .  each other. 



The neural gyroscope or VGM is proposed to be a 

phenonenological device or event which occurs 

synchronistically with the spectral transformation of the 

v i s u a l  stimuli from the- -O-dimensional image domain ta the 

three-dimensional holographic domain in memory. The neural 

wroscope is selected as the theoretical mode1 for the VGM 

because of the spatial orientation properties associated 

with the physicaL g y ~ m e ,  



CHAPTER 3 

Methodology 

Qverview 

This study was a controlled inquiry with hypothesized 

observable effects upon the two dependent variables, VGM 

control and literacy ski11 performance by the independent 

variable visual/haptic rehearsal enhancement which had three 

leveis of treatment: (a) spatial-orientation identification, 

(b) manipulative re-orientation rotation, and (c) spatial 

matxix matching. 

To provide a detailed examination and scientific 

understanding of the phenomenon under investigation four 

specific objectives were met. These included description, 

explanation, prediction, and control. The phenomenon of VGM 

control of visual input within the context of holographie 

memory was precisely described to identify and determine the 

degree to which antecendent conditions or variables may 

exist to produce it. Presenting the historical background, 

and a review of the literature ta increase knowledge in this 

field of inquiry may result in the ability to predict and 

possibly control this phenomenoloqical process. Predictions 

anticipating the VGM event prior to its occurence were based 

u p m  the combinatians of vari-ables h u e v e d  by this 

researcher to be responsible for it. Knowledge of these 

antecedent conditions may make it possible to manipulate 

them to produce the desired effect of VGM control. In this 

sense control is. achieved by.. gain-. the knowFedge of the 



causes of the VGM phenomenon and differs from the 

characteristicz a the- scientific: appraach c o n t r d  which 

refers to holding constant or eliminating the influence of 

ex-aus variahLes- in thfi exgxriment. - - 

A n  experimental 1- approach was used ta. abserve 

the effects of systematically varying a single variable: 

haptic rehearsal strategies IindAr c~ntrolled cmditqns . 
The effect of haptically enhanced rehearsal strategies 

o a  gaining acce.s% t~ ; ind-dgVel~~inQ cmtrol 02 t h e  V G K  was 

examined, How does haptic rehearsal influence the encodinq 

~f visual infoxmat i rn durina du r ter m. and workinq memqry? 

How does the retrieval of these haptically assisted enc~ded 

memaLeses Erom hng-term m~-mnry. the perfo-q on 

literacy ski11 performance tests? Systematically varying 

t-.he methods a L  rehearsal,- may demonstrate t h r t  influence of 

haptic rehearsal on gaining access to and developing control 

QL the V a .  Thcdisadv-antaaes c& the experimen_tal method 

include the preclusion of the generalizability of results to 

any environment  autside afl  th^ experiment.al sctting, 

difficulty in designing an experiment in which sqbjects are 

tataLLy c o n t r m  rn--and measured, and, the time 

consuming aspect of conducting the experiment. 

r-s9+tana, The experimeqtal 
l 

research setting selected was a field experimentation, 

aclcarding- to ChrisLensfs~ CL9771 "The &ld experiment i q  an 

exper-imental research study that is conducted in a 'real 



life' setting. The experimenter actively manipulates 

v-ks and cwe- con- far the  i n f l u e n c e  QE as 

many extraneous variables as the sistuation will permit" (p. 

4 4 L  This st- rer>reçented a field study because iL was 

conducted in resource offices, natural settings for 

r e d v i r i q  t e s t a  andrcimedial instruction, duri- the 

course of the school day while subjects were involved in 

t h ~ _ i L d d i l y  actiyities L t h  representehanexperimeqtal 

study because variable manipulation was present- type of 

haptic rehearsal s t q ~  T ~ ~ . L c K ~ s -  randamiratian -.the 

subject selection for assignment to groups in this study. 

The basic outline of this ex~erimental study-was as 

follows. 

and S t u c t  Selprt 

Approximately 140 students aged 6,7, or 8 years artended 

early years classes in a larqe western Canadian urban school 

of approximately 450 students. Classroom teachers, resource 
* .  . 

tea- and L readina c b r u c u n  ~ e r e  asked ta put_ fimard 

the names of students they believed met the criteria of 

either of two groups. Group #1 consisted of students who 

demonstrated letter and numeral reversais, inversions, 

t ~ f ~ n ~ ~ ~ s i t i a r i s  ar suhstitirtinns in their writteo w a r k ,  who 

were experiencing early reading learning difficulties and 

who had intact visual hardware, with or without corrective 

prescription lenses. were not color blind or diagnosed 

eplleptic=s.. Grraup 112 ansiste& & stYdents w b  dibn~t 



demonstrate letter and numeral reversals, inversions, 

W p a s F t i o n s  QL s u b s t i t u t i o n s  in th& writan WQIL who 

had developed strong early reading abilities and who had 

i a t a c L  v i s u a l  -- w i t h ~ ~ w i  th& c o r x ~ ~ I L v <  

prescription lenses, were not color blind or diagnosed 

e p l t i c s .  

T e ~ n a m e s  fa1 each a 2  the 

two expeximental groups were randomly selected from the 

stratefied sample of al1 students identified by classrom 

teachers, resource teachers and the reading clincian as 

h a n n g m e t t h e ~ f o r ~ ~ L t h e t w o  gurups, N es Y 
and recommended group assignment of al1 students considered 

eliqible for ~artici~ation in the study were written on 

slips of paper and put in a box. The slips of paper were 

dr;lwn s u c l c e s s i v u  iintil ten- for e a c h e x p w t a l  

group were selected. Letters were sent home to the parents 

of these 20 students rewestinq-their informed consent for 

the voluntary participation of their child in the study. 

W h e n  ronsnnl w a s  dnnied far. any QL the suhj ects, addiwnal 

names were selected xandomly from those nominated by the 

classroom teachers, resource teachers and the reading 

cl inic ian u n t i l  there were ten subjects per group. 



D ~ s i ~ n .  A mixed design was used to evaluate the 

results of the between-subjects variable (VGM control) and 

the within-subjects variable (literacy skills performance) . 
A simimutaneous---design was_ used with mulule- 

baselines. Tests of Pre-Literacy Skills were administered 

to determine assiqnment of subiects to groups. This test 

measured pre-literacy skill performance and pre-logical 

thlRkincJ ab-& First, pxe.?literac 
- .  

y s k i 1 1  pexfarmance w a s  

obtained through a battery of informal tests including 

verbally s~ellinqthe subiect's name backwards, upide d o m  

recognition of images, reading mirror images, and logical 

reasoning Cu- the_ EL7 6 E?sycaxl_Misshg Elenents subtesf of 

The KeyMath Diagnostic Arithmetic Test-R). Second, measures 

of pre-loqical thinkinx-ablilitx were assessed usinq 

selected tasks from "The Development of a Piagetian Paper- 

U - E e n r i l .  T e s t  far-sessina-Qperational 

Reasoning", and through a test of conservation skills, hoth 

taken from Sund's, R. (1976) book "Piaqet for Educators". 

m. Assigrnent to Group #1- Students 

N a t  i n  C a n t r a l  af- V G t L  w a s  d p t  ermined hy s tudents- mee_ting 

the following two criteria. Criteria one, on measure one, 

students who demonstrated pre-literacy skill errors on some 

form of either letter, numeral and shape inversions, 

reversais, trancj~asit_ions and/= substitutions, and- Lagical 

errors. The second criteria was that students demonstrated 

only concrete operational reasoninq ability by obtained test 

scores. 



Assignment to Group #2- Students in Control of VGM, was 

determined by students rnoetinqthe following two criteria. 

The first criteria was that students failed to demonstrate 

p r e - L t e ~ a c y  skill errers_ L a n ~  form af letter, numqal,  

and shape inversions, reversals, transpositions and/or 

substitutions or loqical errors. The second criteria was, 

on measüre two- Pre-logical Thinking Ability, that students 

d-ted --a.perationaLalld~ox logiçal -ing 

by obtained test scores. 

er- Proce-res. After assignment to qroups, 

subjects in botn experirnental qroups were administered Form 

&a5 a T e s t e  Lit- Skillsc- by the researcher 

including letter and numeral recognition, printing the upper 

and lowercase al~habet, sipht word recognition (usinq-the 

Bader Word Recogniton Grade Placement Test; Bader., 

L,L9931, o r a l  readincr comDrehenslon Cusing Form L - U r t a  

Diagnostic Reading Test from the Alberta Diagnostic Reading 

Proqrarn-R; Alberta Ministry of Edcation, 19901, numeration 

knowledge and mental computation (using the Numeration and 

M W  ~ u t a t i o n ~ & t . h e  K c g K a t h  LLapostic 

Arithmetic Test-R; Psycan, l98l), puzzle making, a stimulus 

writinp sample and a iournal entry. 

Al1 subjects were taught to gain control of the VGM so 

tbeg wauld cievEJloD self-- tendencie~ uçinqa haptic 

rehearsal strategy. This procedure utilized concrete - 

s@ols (stuffed toy_s, wooden letters and numerals) as 

stimuli for input and rehearsal in short-term and working 



memory called. This strategy was called, visual/haptic 

rehearsal enhancement (WRE), in a s i n q l e  three treatment 

condition with three levels: (a)  stuffed toys -tiger, cou 

and raccaan; Chi W Q C Z ~ ~ L  ntuneralç- straight 1 ,L7, u v e d -  

2 , 3 , 5  and closed- 6,8,9; and (c) wooden letters- open/short- 

n, U r  v,m, w, closed- b ,dL&&g,  and oEen h, y, i, f ,  t. 

Each subject received each treatrnent condition in-al1 

of the p a s s i b l e  ordprs A B C . % ~ ~ C E & A C R  t~ -roi 

for order  of treatment effects. Checklists and anecdotal 

observations of student eerfomance were recorded. 

A post-test, (Form B an alternate form of the pre-test 

g iv en  faL skills QE the. Liter;lcy Skills 

Test compiled by this researcher was administered to all- 

sublects. This post-test included: a siqht word 

recognition test developed from Dolch Sight Word Vocabulary 

gLaduLmvelsdesi_ar,ed. and c~mxnerciallu. tP h e  an alternate 

form of the Bader Word Recognition Grade Placement Test, 

oral readinq com~rehension (usinq F o m  B- Alberta Diaqnos t ic 

Reading Test), numeration and mental computation (using a 

p a r a l l e l  farm deuehped_hztheresemr o L  the Pl-ion 

and Mental Computation subtests of the KeyMath Diagnostic 

Artithmetic Test, and ~uzzle m a k i n g  using a second, similar 

but- dif ferent puzz le  as is used in the pre-test. 



Data Processrno rinhBnalvsis ~ s t - a t l ( . t l &  

T e s t  Resu l t s  w e r e  compared between t h e  Ere- and ~ o s t -  

as se s smen t s .  Averages, means and medians were c a l c u l a t e d .  

S-l a-- includedl_ aL. 7 k . c  WilcoxmMatched-Pai rs  

Signed-Ranks T e s t  (p5.05) f o r  p r e - t e s t  t o  p o s t - t e s t  

cornparison f o r  each g_roupCie. Group #1 p r e - t e s t  t o  Group #1 

p o s t - t e s t  and Group #2 p r e - t e s t  t o  Group #2 p o s t - t e s t )  , -The 

andhl TheKilmor t e s t s  w e r e  t w a - u  agov-- Two- 

Sample T e s t  ( ~ 1 . 0 5 )  for qroup  t o  group comparisons (ie. 

Group #1 p r e - t e s t  t o  gr ou^ #2 p r e - t e s t  and Group #I p o s t -  

test t o  Group #2 p o s t - t e s t .  T h e  t es t s  were two- ta i l ed .  

Data w a s  aatheren, =.t_his tsdenty sub j.e& stuckg ~ u e r  a 

p e r i o d  o f  11 school  days  which were s p e c i f i e d  i n  t h e  - 

f o l l o w i n q  four  s t e g s :  a) D a x  l / S t e p  #1- P re -L i t e r acy  S k i l l s  

Sc reen ing  T e s t  t o  a s s i g n  t o  expe r imen ta l  qroups; #1- 

Students h I a t i n - C a a t r a l a L V C i K ï K a n b  E- S î u d e n t s i n C a n f r o l  

of VGM (aproximately 1 5  minu t e s  t o  a d m i n i s t e r ) .  Twenty, 

s u b i e c t s  were assessed ;  b) Days 2 and 3/Step #2- Form A Pre -  

T e s t  o f  Literacy S k i l l s  ( app rox ima te ly  30 minutes t o  

ciminism. a sii&iects w e r e - t e ç t e c f  pu. -day 

f o r  a t o t a l  of two days;  c) Days 4,5,6, 8,9,10/Step #3- - 

Treatment  Condit ions 1 , 2 , 3 .  Subjects were randomly a s s i q n e d  

t o  f o u r  qroups each w i t h  f i v e  s u b j e c t s ,  Groups a, b, C, and 

d, Order of. treatmentamdition 
* .  

.were-assigne& sa thatall 

p o s s i b l e  combinations w e r e  d e l i v e r e d  ABC,BCA,CAB,ACB,BAC,CBA 

t o  each s u b j e c t  over  a p e r i o d  o f  t h r e e ,  f i f t e e n  minute 

sessions over - three consecutive days ,. followed immediately 



on the fourth day by the post-test; d) Days 7 and 11/Step 

#4- Form B Post-test of Literacy Skills. 

Day Four 

Group (a) r-ed t r e a t m e n L  ccinilitions ARC, BCA. 

Group (b) received treatment conditions BCA, CAB. 

Day. Five 

Group (b) received treatment conditions ACB, BAC. 

Group (a) received treatment conditions BAC, CAB 

Group (b) received treatment conditions CBA, ABC. 

Day Seven 
. - 

Group (a) were arlm.Lniçt_ereh the. E a m  B mi-tfst. 

Group (b) were administered the Form B Post-test. 

nay. aght 

Gr- (cl rereivehtreatmentconditions CAB,. 4CB. 

Group (dl received treatment conditions ACB, BAC. 

Day- Nine 

Group c r e c e i v e d t r e a t m e n t  canditions BAC, SBA. 

Group (d) received treatment conditions CBA, ABC. 

Ila_y Ten 

Group (c) received treatrnent conditions ABC, CBA. 

Group (d) received treatment conditions BCA, W. 

Ray q v e n  
. . 

G r o u p  (c) bcere_ aciminlstered t h e  E ~ r m  B E a s t -  tgsto 
Group (cf) were administered the Fom B Post-test. 



l e s .  
4 

Lndependentv- e- -nt v-with 

three levels of variation; spatial-orientation 

ident i k a t i ~ ~ i , -  -ve E--tntion --and 

spatial matrix matchinq. The antecedent condition or- 

ua-~iatie-n & the am-tr& CS t u  variation w s  rehe-sa1 

with concrete haptic enhancers; stuffed toys, wooden 

T A  k a r d  T h p ~ e n f b n t v a ~ h h k  w a s  

defined by specifying the events used to generate it and by 

f-t- a nekt cmceptuaL v;lri;ihle called h-tic 

rehearsal strategy. A 

nepeaden t  va ri . . Qne -a. var- lit_eSpcy 

ski11 performance with three levels- ability to gain control 

a the VGtC ta y > a t i a U . o r i e n t & i e c U C  ability ta reqall 

visual information holographically and numeracy and literacy 

1 1 c; p e r f ~ m q c e .  

F i t - 1 0 ~ .  
1 

Wiçtn~y, refp_rçtn.-e~W, ot--the 

independent variable, which happen between the pre--and 

p a r i t - t e s t m e a s u x e m x L a L  the Lndependent varlqble 

(Christensen, 1977). To contxol for history, the time lapse 

hetxeen the p r e  and post-Wmannitrnm~nt of the thfee, 
I 

individual multiple-treatrnent variables was limited to a 

pw-d af time- that did n a t  ex- f ive  consecutive 

instructional school days for subgroups (a) and (b) and a 

per iad  of t h e .  t h a t u - n a t  eurinPd nine consecu<ive 

instructional school days for subqroups ( c )  and (d) .-The 



lenqth of the entire study including screening for 

assiqnmFlnt. to ~ t a e n L ~ u ~ % ,  Graup #1 a,d G m u p  k2,- pre 

and post-test measurement of the dependent variable did-not 

exceed eLeven i n s t r u r t i a o a l  srhoal y y s  . 
Maturation, refers to biological and physiological 

changes in t _ h e i n t - c c l n d i t i o n s a f  the suh_zec.t ege, 

learning, fatigue, boredom, and hunger) which take place 

wit_h  the pass-e af_ tirne, C C h r i s t e n s e n ,  1997) . Em,the 

potential rival influence of maturation, a control of 

limitiiZq the ienat_h QL the çtudv t~ e v e n  i-uctlnnal 

school days was used. 

LIE- r&exs-ta chnges  thaL crccurwizerqirne 

during the process of the measurement of the dependent - 

v W k  due ta the-tester Qaining skill overtimeanLcan 

result in the collection of more reliable and valid data as 
. . 

a r i r l i t i n o a l  tests are give (Christensen,. 1 9 7 7 L  T a q r o l  

for instrumentation effect a typed script was used for 

verbal directi-an&-daka- c&Ll-e~&iraa forms wsre useq to 

record behavioral responses. 

s t a t i t i c a l ~ s i o n ,  r z z  tn the fact thatextfeme 

scores in a particular distribution will tend to move, or 

r-ess t ~ w a r d  the mean af the- distribution as a firnctian of 
i 

repeated testing (Christensen, 1977) . As this study 

U z e d  2 g taups  w i t L  extr- c r i t e r i o n  scores,. çtatiçtical 

regression was controlled by limiting the repeated testinq 

ta- a single pre- and p a s t - t e s L e f  alternate-arms. 



Selection, refers to a bias created when subjects 

di f fe ren t i a l ly  arp_ ta_ treatment groups 

(Christensen, 1977) . There was no control for selection, as 

subjects although randomly assiqned within treatment groups, 

were differentially assigned to either of the two groups 

h d  c m  s p e m c r i t e r i a  -for gmug inclusion. 

Mortality, refers to subject loss from the various 

cornparison groups that may produce di£ f erences in the qroup 

that can not be attributed to the experimental treatment 

(Christensen, EL7111 ,- TQ c- for sub ject Lass ,  the study 

was conducted during the winter m i d - t e r m  period, when there 

are fewer school transfers and school closures for 

statuatory holidays. 

S ~ ~ & e c _ t b i ; i s ,  x&ezï t.nt_hFt_ at t i tudes and 

predispositions that a subject brings to the testing 

situation that can alter the subject's behavior in the 

experimental task (Christensen, 1977) . Included are subj ect 

motives_ and, p-- influenr~, Subject m o t i u e s  can 

result in good subject effects, where subjects attempt ta do 

their best to succeed in the testinq situation while 

attempting to figure out the true purpose of the experiment, 

evaUa t i y e  a p p w  w h e r e  sub3ects experience qome 

stress or anxiety about receiving good test scores,, 

faithful subject, where subjects attempt to do their best 

job, by following directions to the letter and do not act on 

any o f  their ~ w n  huncheS -ut haw to respond if tha.t_ 

response differs..from what they believe to be the expected 



response, and, uncooperative and hostile subject, where the 

suh-ject are untrustuq and pravide f a s e  respaases-hecause 

of their negative attitudes (Christensen, 1977). Techniques 

used for controlling for this t ~ e  of bias included; (a) the 

provision of a clear statement of the purpose of the 

exgmziment at t h e -  suh~ectd c~mDrehen.Fion level read ahud 

5 y  the tester prior to the initial pre-test, (b) the use of 

a qarnes format for testing- to reduce fears about formal 

testing, and, (c) the use of pre-selected verbal 

re_infar~ers. W U  nnn-vexbal gestures[ J o n e î a n d  Ccmper, 

1971; Felton, 1971; and Rosenthal, 1969) and paralinguistic 

cues (Adair, 1973) have been shown to mediate bias effects 

by communicating expectancy, this form of verbal 

r - W r c e m e n t - F s o n e t h a t  dy- y- situdents-_aref;imiliar 

with in their learning environments and was assumed not to 

be a confounding variable as no novelty in this form of 

praise and encouragement should exist, In fact, not 

p~a_vi.diTiq vexha l - fedbdckar  encallraaincr smileç w u c r e a t e  

a more artificial setting than the subjects are accustomed 

to and to use blatant hostility toward receiving instruction 

a criterion which would disqualify a student from the study 

p q i l a t 2 i o . n .  E-y,- siiblecL e-ts were c o n t r a U  by 

selecting a maximum of seven students per classroom,-to 

reduce the chances that subiects would talk togethex about 

their participation. In addition, the classroom teachers 

were- told the p u p x s c  LU a n c i  were iris-ed to 

n a t  a s k  the children ahout the study while it was in - 



progress. They were provided with a list of acceptable 

respcinses to ~ ~ ~ . k d h ~ x e s p o n d i n a  ta questions tkir students 

asked about the study, and told to redirect their child's 

questions to the researcher. Finally, the teachers were 

asked to make a conscious effort to avoid correctinq the 

l e e r  d n-errclrs_ the s - e c t s  made i n  their 

classroom work durinq the study. 

Experimenter bias, refers to the inability of the 

experimenter to illicit identical data from subjects based 

m.consistent  imDartial abservat ion-  and non-hiased 

recording, potentially biasinq the results of the experiment 

(Christiensen, 1977). The experimenter is at risk for 

creating two types of bias in the obtained results. These 

inclilàe hias-  thaL arises f rnmfThF!  &-Butes of the 

experimenter affecthg the role of the subject which-can 

Vary as a function of the social interaction with the 

experirnenter and bias that results from the expectancy of 

tbe exper imenw sucLas, matives-for conduc- the 

experiment(the ccnferral of a degree if significant results 

are achieved), ex~ectations to confirm hypotheses 

(unintentionally influencing the recording of data in 

suppmt of r - w & , -  Ta- cnntrol  far the 

experimenter bias, data was recorded in a straiqhtfordard 

manner on observation charts during testing and treatment, 

and brief anecdotal supplements were recorded immediately 

aLtxic the stu- leaf+  th^ man and post-tests were 

administered by t w a .  rtesearch assistants. - 



Sequencing and carry-over effects, refer to the 

~ r f l  i i~nce on U X L ~ ~  v m - t h a t  multiple 

treatment conditions create when subjects are exposed to a 

sewence of treatment conditions where participation in one 

condition affects the response the subject makes in a 

,.;(ibçeailent treatment- . . CChristpnsen, L9771, To 

cont ro l  for this bias, the order in which the treatment 

conditions was presented was varied (ABC, BCA, CAB, BAC, 

CBA, ACB), so that each subject received each treatment 

c&ti_an in a l L o f - m p a s s i h l e  a r d a  an equal nlrnùl- of 

times. To further Vary the presentation of the treatment 

conditions, there was a sta~ered starting point for each of 

the testing sub-groups, group (a), group (b) , group (c) and 

groiiD (d) - 
. . p o p 1  - t i m - = l  id1 ty rpfprs- th.e te m i z e  

1 

£rom the sample on which the study was conducted to the 

I x q e r  p a p u l a t i ~ ~  C C h r i s t _ P n F i s e n . -  L977L- In thisstUdy, 

generalizations beyond the experimental population to a 

l;ira-&h populatiZLILc& eazkg years_ pre- lagical  studFlnts cannot 

be made with confidence because the population from which 

the suhîects w- sekcted may ML he representative af the 

entire population and the selection was not random. - 

E c n l o g i L v a l  id iLy-xeEezs- ta_the  ability. ta w c a l i z e  O 

the r e s u l t s  from the environmental conditions under which 

 th^ s W y  was condiicteii W-tn-ane_ tutorial, w i t h d r a w a l )  to 

other environmental conditions (such as home and the 1 

cl.assrnan) (ChriStense~~- -77 1-,- The pbysicals_etLina -.the 



experimental condition was one of t w o  resource offices. The 

t_i QL day tha.t-th~-w aciministered i n c l  ded '1 
both a.m. and p.mot and the experimenter was a certified 

teacher. As the format was individualized tutorial, the 

treatment effects may be subject to environmental effects 

anci so the g m - a f  the ESLILS back ta the 

classroom f o r  learning formats in small and large group or 

any  o t h e r  than the one-to-one tutorial is not valid, 

Multiple-treatment interference refers to the effect 

thaL p a r t i c i p a L i a n  i n  candit ion bas upon 

participation in a second treatment condition (Christensen, 

1977) . This seqgencing or carrv-over ef fect impedes direct 
generalization of the study because the validity of the 

resullts is x-ta t.hc?axhz i n  which the conditions 

were administered. To separate the effect of a particular 

order  of conditions from the effect of the treatment 

conditions, the four subgroups groups (5 sub j ects each) 

recei~ed the- r- i~ the fnllnwing d i f f e r e n t  a-rs- 

Subgroup (a) ABC, BCA, CBA, CAB, BAC, ACB, Subgroup (bZ 

BCA, CBA, CAB, BAC, ACB, ABC. Subqroup (c) CBA, CAB, BAC, 

ACB, ABC, BCA. Subgroup (d) CAB, BAC, ACB, ABC, BCA, CBA, 

T h e H a w t h a r n e e f f e r t r e f e r S t a  the fact that suhjgcts 

performances in an experiment are affected by knowledge that 

they are in an experiment (Christensen, 1977). Shifts in 

experimental behavior such as higher deqrees of cornpliance 

ancF diligence may accur t h a L  KU afLect per- an. the 



dependent variable so that experimental results cannot be 

accounted for by just the treatment effect. 

The novelty effect refers to a phenomenon where the 

treatment conditian involves something new or unusual 

producing an effect which, once the newness of the activity 

w e a z s  off, dimîdshes. 

The- pre-testing -.CL refers to the influence that 

administering the pre-test may have had on the experimental 

treatment effect (Christensen, 1977). 

Other extraneous variables, refers to any variable that 

could possible-affect the experimenfL and can include 

physical variables such as setting, light, sound, apparatus, 
and materials. The adeqy-acy.of these variables was 

controlled for by using resource rooms settings which were 

The most striking practical implications of this study 

are the time lost to classroom instuction and the amount of 

direct adult supervision required to conduct the 

intervention. L m t e n s c  one-tCT-one ins.trruction- in a_ han&-on 

environment is needed to facilitate the haptic rehearsal 

through ongoinq- corrective physical and verbal feedback. 

This requires the instructional support of a teacher, 

teacher aide, volunteer or clinician. Given the limited 

human resources available at the classroom level, such an 

intervention is not realistic. A clinical envirorient such 

as a- diagnostic Learning center, attended outside of the 



regular school day may be a more suitable environment in 

which to deliver the intervention. 

Seven critical variables not considered in the research 

design hclude; the .QC time in seleqing 

subjects who met al1 of the eligibility criteria for each of 

the experimental and control qrou~s, the sensitivity of the 

instruments selected to assess reading skill performance on 

the- p r e  and p a s t - t e s t  subteçtci.. the hamoçeneous s-q of 

grade two students into classroom groupings, the dual track 

French/English school site, exeerimenter error for the order 

of treatment conditions, subject boredorn, fatigue and 

hunger, the de- Lstartdate -the study whichresuAted 

in the study coinciding with the Festival du Voyager Week 

durinq days eiqht throuqh eleven, the inclusion of two ADHD 

students, one on and the other off medication, and, novelty 
. . 

effects for p o s k t . e s L  hy the two p r c h  

assistants. 

R g ~ e a r c h  hYPoth-- (vv - s )  

The single independent variable will be shown to have 

s t a t i s t i d l y .  s i g n i f i c a n t e f f e c t s o ~  the sinqle depqent 

variable with alpha set at pc.05. The independent variable, 

visual/haptic rehearsal enhacement with three levels; 

spatial-orientation identification, manipulative re- 

o a t a t i o n  ro- and_.spaî-idL ma- rnatching bqth 

stuffed toys, wooden numerals, wooden letters) will improve 

the performance on the single dep-endent variable, literacy 

skill performanrtl w i t h  three levels; ability to gain control 



of the VGM to spatially orient objects, ability to recall 

visual information holoqraphicallb. and improved numerary 

and literary skills. 

a T k ~ ~ T h e r n  i ~ .  statistically w c a n t  

difference between pre- and post-test scores of subjects. 

The independent variable has no effect on the dependent 

variable. 

I 

A f t e r  p a u  ethics~ey- a- trial study wascanducted 

and involved three volunteer subjects of friends and famLly 

w h n  met  th^ papulati an-desx&t.~rs ,  Test instr-,ion 

and procedures were practised, evaluated and revised.- 

In conductinq t-his experiment which involved human 

subjects the American Psychological Association's (1973) 

cade of ethir_s- w h k L c n s F s t s  QLU phciples w a s .  adopted. l 

These principles included; (a) the investigator's moral. 

responsibility to evaluate whether the study violates any of 

the principles and if it does to seek ethical advice, (b) 
. . 

th9 investigatar ma. ntnp-y for in-ing 

ethical conduct throuqhout the research, multiplyinq the 

responsibility when CO-princi~al investigators are used, (c) 

the investiqator has the ethical responsibility of informing 

suh-jects of allaspact-s-af_ the study that rnight influence 

their willingness to participate and to answer any other 

q-gestions regardinqthe research ~roiect and to obtain 

infarmed consent frclm the sub jects+ (e) to respecLthe 



individual's right to decline to participate in the study, 

or to discontinue at a n x  time (freedom from coercion) , (f 1 

the establishment of a clear and fair agreement between the 

invesaator and .the- suhiectthLci-arifies the 

responsibilities of each and the obligation for, the 

investiqator to honor al1 promises made in that agreement 

and to protect the subject from any physical or mental harm 

o r  d i s c o m k r t ,  b.fdLw up_ &ter data coUect ian to 

provide subjects with clarification of the nature of -the 

study and t o  remove misconceptions that may have formed, (hl 

the investiqator accepts the responsibility to detect and 

irnmediat.ely r- anv -i. m e q u e n c e s .  W i c h  

procedures may have created for t h e  subjects and is required 

to do lonq-term follow-u~ to assure that harmful after 

effects have not persisted, (i) to plan and maintain 

confid-tiality Lm-datacdkcLedan the subj_ecltsJno 

disclosure without consent of the subject) , and, ( j  to 

explain these p.lans and to e x p l a i n  the limits of 

confidentiality in law as part of the procedure for 

ahtainiilq i n f u x e d - ~ n t .  

To acertain how information is encoded requires 

empirical evidence indicating how the information is 

represented inmema- T h c p x p x . e w a s  to facilitate-,the 

holographie encoding of visual stimuli. The following 

protocols were followed: a) The subiects were asked to look 

at a series o f  phatographs representing stuf f ed tays, waoden 



numerals and wooden letters. Each photograph showed a 

stimulus object from the followinq orientations; infront, 

behind, sideways turned right, sideways turned left, top and 

hattam; b) eacLsiihieçt v a s  aïked ta point ta the 

photograph that identified the stimulus object in each of 

the psitions; c) the ~hotoqraph was removed and a 

correspondinq concrete stimulus object was handed to the 

sirh-ect, T h e  -.sath- t h e  subject a n h q k e d  

the subject to demonstrate the orientation positions 

described above by holdinq and repositioninq the stimulus 

object. If errors were made in the orientation of the 

ahjert to the caurertp~~LLLPnirzthefirst -the 

researcher began a rehearsal trial, and physically assisted 

the subject in a hand over hand fashion to rotate and 

reposition the stimulus to the correct orientation 

--fi m s  W - t r r i a l - w a s  repeated -the 

subject's view matched the orientation specified or until 

two rehearsal trials were com~leted; d) the photoqraphs of 

the objects were shown again after the haptic rehearsal was 

campleted. a n h t h e s u h j e r r ;  war t h e ~ a s k e d  ta. matchthe 

position of the concrete stimulus with the orientation 

depicted in each of the ~hotoqraphs; and e) sub jects were 

given the following neutral verbal reinforcement when they 

performed tas .ks  , 'Thanks- far doing thatn a n d  "0:K.' 

regardless of whether they performed the task correctly or 

incorrectly. Durinqrehearsal trials, a failure to perform 

the task correcily was given the verbal reinfarcement, 'Good 



e f f o r t ,  l e t ' s  t r y  i t  aqain",  followed by t h e  p h y s i r a l  a s s i s t  

t o  r e o r i e n t  t h e  s t i n ü l u s  symbol. 

t : T-s #1, # 7 .  #3 s t u f f e d  toy a- 

. . 
2 - -- T h e  

r e sea rche r  showed t h e  s u b j e c t  an 3 x 2 a r r a y  of photographs 

of t h e  t i q e r  stimulus, Each ~ h o t o q r a p h  w a s  arranped i n  a 

s p e c i f i e d  p o s i t i o n  and numbered a s  fo l lows:  1 ) f r o n t a l ;  2 )  

behind; 31 sidehl- turned- rlclht: 4Lc;ideways t- L e ;  5 )  

top; and 6 )  bottom. T h e  subject was asked t o  identify the 

o b i e c t  i n  p h o t o  #l. Then t h e  s t u d e n t  was asked t o  d e s c r i b e  

wha t  p o s i t i o n  they saw t h e  i d e n t i f i e d  ob j ec t s  i s  i n ,  i n  each 

QL the p h o t ~ s  LZLl,L9, and 6, correct repcmïe~ far This 

task included;  a t i g e r ,  i n f r o n t ,  t h e  f r o n t ,  t h e  back o r  from 

behind, sideways tu rned  r i q h t ,  sideways tu rned  l e f t ,  t h e  t o p  

o r  on top, and t h e  bottom o r  underneath o r  from below. When 

a p a r w y  CQLEJZL was_ -en+ the ~ e s e d x q h e r  

v e r b a l l y  r e i n f o r c e d  t h e  s u b j e c t  and then  prompted t h e  

s u b i e c t  t o  c l a r i f y  h i s / h e r  response. The fo l lowing  prompts 

were used f o r  p a r t i a l l y  c o r r e c t  answers: 
. . 

L,) Ohiect Identlflcation 

R e s e a r c h e r :  " b d ~  a L  photo 4 4 L  Cari yau t e l l  m e  w h a t  t h e  

o b j e c t  i n  t h i s  photo is c a l l e d ? "  

Suhiect- "A s t i i f f e d  tay,,an anmql." 

Researcher:  "O.K. Can you t e l l  me what t ype  of  s t u f f e d  

toy,. .animal i,t.i,s?" 

Subjec t :  "A t i g e r . "  

-r " C L I C "  



2. ) Frontal Position 

Researcher: "Look a t  photo #1. What position do you see =ne 

tiger in?" (If subject incorrectly identifies objec: in 

p h ~ t a  #L then ELEL the term. the suhject haî designated 

as a name for the object for t h e  remainder of this 

trial). 

S u b j e c t :  " T h e  face." 

~e_sear-: "Q-K-- W-da. y u h a v e  ta he 

face?" 

S u b i e c t :  "Across from it." 

Researcher: "O.K. So what position does 

in far- y a r l t r r  he-a- f r m i t ? "  

Subject: "Infront." 

Researcher: "O.K." 

3) Behind Position 

Çuhj-ectr "The h ~ ~ ~ ~ , ~ e . ~ h u L t . "  

Researcher: "O.K. Where do 

bum...backside..butt?" 

Subject: "Across from it." 

Researcher: "Q-K- SQ w h i c h  

across from it? 

Sub ject : "Behind . " 
R e s e a r c h e r :  "OcK."  

you have to 

the tiger 

be to see 

have to be 

t h e  

direct i n  do you h a v e  tQ be 

3 1  Sideways Turned  IbqhLEasLfion 

Subject: "The side." 

Researcher : "O.K. Can yoou tell me which side, riqht o r  

leEtZW 



S u b j e c t :  "Right." 

Researcher: "O.K." 

4) Sideways Turned Left Position 

S ~ i e c t z  "The side." 

Researcher: "O.K.. Can yau tell me which side, right or 

left?" -. 
Suhject: "Left." 

Researcner: "O.K." 

5 Top Positi~n 

Subject: "The hea-d." 

b-r: " 0 - L .  Ta.s~~-theheahfram that vieri-acre 
f 

do you have to be looking from?" d 

Silk-ect:- "On Wp." 

Researcher: "0,K. " 

6 Battom E a s i t i q n  

Subject: "The belLy." 

Researcher: "O ,K,. Ta sec the. h e u  f r o m  that view where 

do you have to be looking from?" 

S u b i e c t  : "Below. " 

Researcher: "O.K." 

Phase #2-  ManipuLative- Re-orientation Rotation 

The photograph array was removed and the corresponding 

concrete stimulus of a tiger was passed to the subject 

inside a bag. The subject was asked to remove the oblect 

f ram the bag. T h e - a u b j e c L w a s  asked ta identify the ahject 

and to demonstrate the obj.ect in each of the positions.- 



Note that the verbal prompts for partially correct responses 

desccihed above ~ e r e - p d t t e d  ta_ a h t a i n  a correct- response. 

1) Object Identification 

R e s ~ ~ c h e x :  " P k a s ~ t e l l m e .  

is called." 

SiikiecL "A tigqr." 

Researcher: "O.K." 

2L E r n n t a l  E-ion 

Researcher: "Please show me 

the term specif ied for 

what the Qhrject yo.u are. h~Lding 

the Eront of the tiger (or use 

the object by the subject if an 

incorrect resEonse is qiven for object identification) 

Subject: Holds the tiger facing the researcher. 

Researcher: "Thanks for daing_t_hat." 

"Good effortw (for an incorrect response) 

Haptic Rehearsal Trial #1 

Researcher: "Let's try it again" (followed by a hand 

o v e r  hami p h y m i c n l  assj st ta reorient the stimulus 

symbol to the specified position. The subject is asked 

to put the tiqer back into the baq and then asked to 

take it out again and to show the front position of the 

tiger. 1 

Researchc " P u t  tuer hackinto the bag . " 
Subject: (Places tiger back in the bag) . - 

R e s e a r c h e c  Take the t_.i_aer aut af the bag. P l e a x  

me the front of tiger." 

S u b j e c t :  Ho. ti t iq -  facina- researqer. 

Researcher: "Thanks for doing that." 

show 

- 



k 
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with each of t h e  orientations depicted in t h e  photos 

numhered 1,2,3,-42, and 6- The following script was used: 

Researcher: "Look at photo Hl. Please  match the tige= to 

the position you see it in the photo. Place the tiger 

on top of the photo to make the match. 

Suhlect: Demonstrates c a r r e c L r e s p o n s e  by placing the tiqer 

on top of the photo in the correct position specified. 

Researcher: "Thanks for doinp that." 

This procedure was repeated for photos 2,3,4,5,and 6. 

This ended T~eatmentTrial L Thes~hese procedures were 

followed for each of the subsequent trials, Trial #2 used 

the cow stimulus and Trial #3 used the raccoon stimulus. 

t w s  #4! #5, # 6  w o d e n  nirmeralç. The same 

p r a d u ~ e s  w e r e f o l l o k t e c F  a s i n -  TU- (1, #2 and 113,. q i n g  

wooden numerals, and grouped; (a) Trial#4 Straiqht- 1, - 4 ,  

7,; #5 Trial#2 Curved -2, 3, 5,; and #6 Closed- 6, 8, 9. 

Verbal prompts for partiallly correct responses on object 

identification included; 

Researcher: "LPakatW~ K d  E k a s e t e l L m e  whaL-the 

object you see is called." 

S u h i e c t ~  "A. niirnher--alw 

Researcher: "O.K. Please tell me what that 

n h e  r , , - s u n r & r z L  1 i_-s--'Lad. " 

Subject: "It is a - ." 
Researcher : "O.K." 

Tàis was repeateh farphatas 23&5, and 6. 



t t r ~ l s  #7, #8. #9 wooden let ter^. The same 

procedures were repeated as in -Trials #1-86, using 

lowercase wooden letters that were grouped: (a)Trial #7 

Open/Short- n, u. v, m, w; (b) T r i a l  #8 Closed-b. d. p. g, 

q; and (c) T r i a l  #9-Open h. y, j ,  f ,  t. Verbal prompts for 

partially correct response for object identification 

included the following; -. 

Researcher: "Look at photo #1. Please tell me what the 

object you see is called." 

Subject: "A letter." 

Researcher: "Ocb=,- Pl- t e l l  me what that le t ter  is 

called." - 

Suhject: "It is cal led  ad-." 

Researcher: "O.K." 

Photo arrays were arranqed such that photo #1 depicted 

the frontal view of the stimulus. The rernaining 5 photos. 

were randomly arranged Cto eliminate the possibility that 

the subject would be able to predict the spatial position of 

the stimulus based uEon its location in the photographie 

array) . 
It was hoped that t h e s e  methadological procedures, 

which had been developed provided results which are valid 

and reliable. 



CHAPTER 4 

RESULTS 

c- 

The real differences observed in the raw data fo r  

combined pre- t o  p o s t - t e s t  subtest scores revealed an 

increase in the experimental qroup mean from 286.6 to 4 4 1 . 2 .  

There was a l s o  an increase in the mean for the c o n t r o l  group 

from 3 1 4 . 4  on the comhined pre-test subtes t  scores t o  4 4 2 . 9  

on the combined post-test subtest scores. 

A Kolmogorov-Smirnov Two-Samele Test revealed a 

significant difference between the experimental and control 

group pre-test.. scares f ~ r  the  reading subtest Cp<_O. OS) . The 

mean for the experimental group on the reading pre-test . 

subtest was 25.9.  The mean for the control  group on the 

reading pre-test subtest was 80.09. This result 

demonstrates that the two groups w e x e  different, a s  hoped, 

at the outset. 

A Wilcoxin Matched Pairs Siqned Rank Test revealed no 

significant (p<O.OS) - difierences for the pre-to post-test 

cornparison of readinq suhtest scares for the  experimental 

group. However there was an educationally significant 

difference as their reading post-test scores increased from 

a mean of  2 5 . 9  to 31.4 . As expected, there were no 
signif icant differences @<_O .OS) for pre-to post-test 

cornparisons of reading scores for the control group, despite 

a srnaller change in their mean which increased from 80.09 to 



83.3. Post-test cornparisons for experimental to control 

graup revealed significant differences (p<O.OS). 

The reading subtests selected for the statistical 

analysis fa11 within the category of literacy skills. In 

hindsight, the slight improvement in reading subtest scores 

is not an unpredictable result given the brief period of 

intervention of approximately two and-a-half hours  of 

Uls t ruc t iona l  t i m e  aver a periad not exceeding seven school 

days. The fact that scores improved is noteworthy. While 

mis increase in sceres may be due t o  variables other than 

the independent variable, the scores may in fact be 

underrated if the-instxuments. used to measure reading 

ability were not reliable, valid or sensitive enough to 

accurately assess oral reading performance over a. short time 

span. The strong real differences observed for the grouE 

rneans. i n  the raw da.ta- introduced the passibility that 

significant differences may be found in the category of 

- t e s t s  designed t~ measure pre-literacy skills. 

Subsequently a post-hoc analysis was performed for the pre- 

and post-tests. far the printing letters subtest, and is 

discussed following the recommendations. 

One of the. mast striking practicaf implications. of this 

study was the time lost to classroom instuction and the 

amaunt of direct a d u l t  supervision required to conduct. the 

intervention. Intense one-to-one instruction in a hands-on 

environment w a s s  needed to facilitate the haptic rehearsal 

through ongoinq corrective physical and verbal feedback. 



This required the instructional support of a teacher, 

teacher aide, t ra i n d  v a l u n t e e r  ar -cian, Given the 

limited human resources available at the classroom level, 

=ch an intervention may not be_ realistic. A clinical 

environment such as a diagnostic learning center, attended 

autside of the regular s c h o d  day may be a more suitable 

environment in which to deliver the intervention. - 
. . Seven crl t 1 r L v a r i  n h k s n n + c a u i d e ~ e d  in m. re_.;carch 

design included; the constraints of time in selecting . 

subjects who m e t .  al1 ~f the eligihility criteria for each of 

the experimental and control groups, the sensitivity of-the 

instruments sekcte.d ta- assess- reading ski11 performance on 

the pre and post-test subtests, the homogeneous streaming of 

grade two students inta dassraom groupings, the dual track 

French/English school site, experimenter error for the order 

~f treatment conditionsc sublect boredom, fatigue and 

hunger, the delay in start date for the study which resulted 

in the study coinciding with the Festival du Voyager Week 

during days eight through eleven, the inclusion in the study 

~f two subjects w i t h  ADHD, m e .  on medication and the other 

off medication, and, novelty ef fects for post-test - - 

administration by the t w o  research assistants. 

R e s g a r c h ~ u e s t i o n s  Beview=i 

In response ta the research-questions: 

Question X I -  There was statistically significant evidence 

(p<O. - 05) consisLent with a VGM found in the between 

groups cornparisons for both the pre and post-test 



scores for the reading subtest with the control group 

having higher scares than the experimental group. This 

meant t h a t  the two groups were distinctly different- 

f r o m  each ather a L  the  uts set w i t h  t h e  cantroL group 

scoring higher than the experimental group. T h i s  

pravided a pre-requis-e for the rest of the 

experiment. 

mution (12- T h e r e  was stotistically signif icant evidence 

(p50.05) consistent with the lack of control of the .VGM 

U1 pxe-logical t h i n k e r s  found in the between groups 

comparisons for both pre-and pos t - t e s t  scores for 

reading subtests with the experimental group having 

lower scores than the control group. T h i s  rneant that 

the frequency & errars made w h e n  subjects read graded 

passages out loud were higher for the experimental 

graup and th& sub.jects reached a reading frustration 

level that was lower than the reading frustration level  

of the c o n t r a i  g r ~ u p .  Reading sub-test scores-were 

derived by counting the number of errors made and 

subtracthg that numher frm the total number of words 

in the passage. A frustration level was reached when 

t h e  sub)ecL made three QI more errors on any given 

passage. 

Question #3- There was na statistically significant 

evidence ( p 0 . 0 5 )  i n  the analysis of literacy ski11 

performance on t h e r e a d i n g  subtests that-the VGM can be 

brought under control by pre-logical thinkers. This 



meant that  while real dif ferences  showing iraprovernent 

for the expeLimentaL g r a u  w e r e  &serve& these 

differences were not  s t a t i s t i c a l l y  significant. 

Therefore, the hyp~thesis th& the VGM may be braught 

under control by pre-logical thinkers having used 

haptically enhançed. i n s t r u ç t i a n a l  s t r a t e g i e s  may be 

f a l s e .  However, a post-hoc analysis was conducted to 

respond tp this questim fax the pre- literacy ski11 

performance on the printing letters subtests. A 

s t a t i s t i c u  sFgnifiçant dif ference (p<Q ,051. was found 

between experimental group pre- to post-test 

cornparbon. 

Question #4- Thera was no statistically significant 

evidence ( ~ ~ 0 . 0 5 )  - found for the literacy s k i U  

performance on the readinq subtests to su~port that 

having the VGM under the c o n t r o l  of pre-logical 

thinkers mag irnpr~ve l i t e r a r y  and numerary skills. 

This meant that the strong early reading abilities of 

the control  group w e r e  as a result of some unknown 

factor other than VGM control. For a response to this 

question for the statistically significant evidence 

(p<0.05) that was found for pre-literacy s k i l l s  on the 

printing letters subtests see the post-hoc analysis. 



Cnntrol Observations recorded during the 

treatment conditions indicated that subjects in the control 

group demonstrated verbal rehearsal (repeating the 

researcher's verbal prompt) and self-talk strategies ( e . g .  

"Tt goes like this."). They identified stimuli correctly 

when presented regardleas of orientation before reorienting 

them to the frontal position, and appeared to use their 

hands to perform kinesthetic visualizations of the 

rreorientat ion required to correctly identify the pictoral 

stimuli. These subjects developed the tendancies to - 

rearient the haptic enhancers (stuifed toys , wooden 

numerals and letters) to the frontal position before 

orienting thern to the desired position to create a match 

with the pictorial stimulus. They became aware o f  their 

e r r o r s  and either automatically self-corrected or were able 

to produce the correct response with only a verbal prompt 

given by the researcher, Additionally they appeared to make 

informed guesses when their responses were not certain and 

in this way had a lower frequency of repeating the same 

mistakes than the experimental group did, Subjects in this 

group approached the tasks enthusiastically, remained 

focussed, interested and completed the sessions without 

cornplaints of being tired. Subjects in the control group 

required less time to produce their responses to the stimili 

presented in the treatment conditions than the subjects in 

the experimental group did, On the average, the control 



subjects required 20 minutes and 38 seconds less time than 

the experimental subjects to complete their tasks. The 

total time required for the control group to complete the 

m e  treatment-cdtFans was 703 minutes and 30 seconds, 

with a group mean of 70 minutes and 48 seconds and a gdoup 

median of 69 minutes and 12 seconds. Subjects in the control 

group made a total of 913 identification errors with a group 

mean of 150-3 and a median of 168, Three hundred and sixty- 

four prompts were given by the researcher during the haptic 

rehearsal strategies and the subjects made 99 self- 

corrections, 89 inversions, 154 reversals, 32 vertical 

matches for horizont& st i n d i -  33 horizontal m a t c h e s  for 
l 

vertical stimuli and 17 nul1 responses. 

G r o u o .  Subjects in the experimental group 

did not demonstrate verbal rehearsal strategies or use self- 

t a l k  to generate their responses to stimuli. Stimuli were 

identifled correctly regardless of the orientation withl a 

lower frequency than the control group and without the 

concommittant reorientation of that stimulus to the frontal 

position. These subiects did not use their hands to perform 

kinesthetic visualizations to produce the reorientations 

required to create a correct match when identifying pictoral 

stimuli. There was a higher frequency of the incorrect 

identification of the stimulus when the subject removed it 

frorn the bag and a higher frequency of trials during haptic 

rehearsal. Fewer of these subjects developed the tendancy 

to reorient the stimulus to the frontal position before the 



orientation to create the desired match w i t h  the  pictorial 

stimulus. There w a s  a high frequency of random guessing 

when the response to a stimulus was unknown. Some subjects 

failed ta  b e c ~ m e  mare of_ their erra- despite the repeated 

haptic rehearsal which was provided. There was a higher. 

frquency of t r i a l s  f a  h a p t i c  rehearsal, more e u c m  were 

made than for the c o n t r o l  group with a lower frequency -of 

co~rect  responses-t~ verbal prompts than in the control 

group. More self-corrections were attempted than in .the 

cont ra1  group but many of t h e s e  resulted in errors. Despite 

high levels of energy and high mobility ( e . g .  swinging legs, 

d r m i n g  f i n g e r s  racking in chairs1 fewer subjects i n  this 

group had the same high level of enthusiasm in their . 

appraach to t h e  treatrnent- C O - n d i t i ~ n s  than the cont ra1  group 

did. There was a high frequency of off-task behavior (e.g. 

daydreaming, talking). that required refocussing of the 

subjects' attention by the researcher to the  task at hand. 

Some subjects complained of being bored and tired and 

required verbal encouragement to cornplete their t a s k s .  The 

t a t a 1  tirne required fo r  this group to complete the three 

treatment conditions was 898 minutes and 18 seconds with a 

group mean of .90 minutes and 6 seconds and a group median of 

8 5  minutes and 54 seconds. Subjects in the experimental 

gr- made a total  of 1641 identification errors, w i t h  a 

group mean of 249.9  and a median of 2 4 9 ,  F i v e  hundred and 

seventy-f i v e  prompts .were given by the researcher d u r i n ~ t h e  

haptic rehearsal strategies and the subjects made 128 self- 



corrections, 120 inversions, 164 reversals, 32 vertical 

~ ~ I Z U L S  fOr ho- s t ' m i r l i  32-hnrizontal e n o r s  for 
1 

vertical stimuli, and 52 nul1 responses. - 

it.rts ,- Direct observation of subjects 

and subsequent review of accumulated treatment condition 

data revealed an emergence of two specific types of visual 
I 

and concrete error patterns. Firstly, a pattern of - 

receptive and expressive inverting/reversing behavior ?as 

observed. Secondly, a pattern of receptive and expres&ve 

vextical/horizontal rotation was observe. For the purpose 
1 

were selected who each- 

patterns. Subject .#5 Xrom 
! 

reversing behavior which ... was 

of this discussion t w o  subjects 

expemplif ied one. of t h e s e  error 

Group#2 typified the inversing/ 

reflected. in the--treaaent. condition score which t o t a  led 'i 
253. The subject was observed to make 137 identification 

errors, received 60 prompts,made 8 self-corrections, 25 

inversions, 32 reversals, 3 vertical responses to horizontal 

stimuli, 4 horizontal responses to. vertical stimuli and zero 

null responses. Subject #9 from Group#l typified the --- 

vertical/horizontal behavior which was reflected by 

treatment condition score which totalled 252. The subject 
. . 

W= observeci to m a k e  Ig2 ident 1 m t i o n  errors, received 65 

pronpts, made 14 self-corrections, 14 inversions, 19 - 

r e v e r s a h ,  18 vertbcalmatches ta a horizontal stimulus, 7 
l 

vertical matches to a horizontal stimulus, and 1 null..J 

response. 



Additionally specific types of behavior earmerged which 

w a e  ohserved ta b e  indicative af successful respanses to 

stimuli. These included verbal rehearsal, the use of hands 

to rnentally rotate obiects, returninq to the frontal 

position ta begin the orienting process t o  achieve a change 

in position, visualizing before responding and the  

spontaneous self-correction of inaccurate responses without 

verbal or physical p-roxnpts from the researcher, Subject #9 

in Group#S typified these types of behavior which was 

reflected by the treatment condition score which totalled 

40. This subject was observed to make 24 identification 

errors, xeceived 11 prompts, made 9 self-corrections, 2 

inversions, 10 reversals, 1 vertical match for a horizontal 

stimulus and 1 horizontal match for a vertical stimulus and 

gave zero nul1 responses, 

The data from t h i s  study are inconclusive. The 

behavior of the subjects during the treatment conditions 

pravided insight into how early years students function to 

access and use their spatial orientation skills to deve-lop 

pre-iiteracy and literacy skills. Subjects  achieved 

improved treatment condition scores and performance times 

through subsequent trials. For example experimental subject 

# 4  in Group#l made the following identification errors; 

T1416, T2=96, T3- 75 (where T means trial) The prompts 

given were; Tl-35, T2-29, T 3 = l 4 .  Inversions made by .the 

subject were; T l - 6 ,  T2-4, T3=1. Reversals made; T l - 1 ,  T2-4, 



T3=4. Vertical responses to horizontal stimuli; Tl-2, T2-2, 

T3-0. Horizontal responses to vertical stimuli; Tl-2, T2=0, 

T3=0. Null responses include; T1==24, T2=3, T3=1. Subject #4  

i n  Group#l recorded the followinq times; Tl (a) 32 : 09, Tl (b) 

2 2 ~ 5 2 ,  T2(a)  21:29, T S ( b )  1899, T3(a) 15:58, T 3 ( b )  12:53 

far a total of 123 minutes and 4 8  seconds. 

These observations indicate that the subject, while 

initially making- many errors during Tl (116) was able 

through the repetitive process of the physical assistance of 

the haptic rhearsal strategies was able to reduce the number 

of errors by T3 to 75. Time to complete the treatment was 

also observed to improve fron 55 minutes and one second in 

Tl to 27 minutes and eleven seconds i n  T3. Whether the 

subject gained access t~ the VGM and was able to control it 

for the spatial orientation exercises is inconclusive. 

However there was indeed a qreat improvement in this 

subject's ability to remember through the t a c t i l e  mode used 

in the haptic rehearsal strategies indicating some f o m  of 

learning had taken place. 

As a second example control subject #l in Group#2 made 

the following identification errors; T1=43, T2==17, T3-4. 

The prompts given w e r e ;  T1=17, T24, T3-1. Inversions made 

by the subject were; T1=2, TZ=O, T3-3. Reversals made; 

T1=0, T2=4, T3=1. Vertical responses to horizontal stimuli; 

Tl-0, T2-1, T3-0. Horizontal responses to vertical stimuli; 

Tl=S,- T2-0, T3-0. Null responses include; Tl=O,  T2-0, T3=0. 

Subject #l in Group#2 recorded the following times; 



Tl (a)=12: 07, Tl (b)=9:53, T2 (a)-7:32, T2 (b) =5:27, T3 (a)=6:16, 

T3(b)=6:25 for a total time of 47 minutes and 36 seconds. 

These observations may indicate that the subject in the 

controi  group had access to and control of the VGM which 

enabled him/her to achieve better performance results for 

accuracy and tirne on the treatment conditions. Certainly 

the ability to focus attention to the task at hand, verbal 

rehearsal, self-talk, reorientinq the object to the frontal 

position, using visual imagery, making educated rather than 

random guesses and remaing seated throughout the procedures 

were observed to have a positive effect upon the subject's 

score and performance of the treatment conditions. 
. -  

Furtherjresearch in this field of inquiry is needed to 

produce consistent results. The following steps should-be 

taken to improve the research desiqn and methodology before 

attempting a second research project: 

1). Select instruments f o r  assessrnent which are more 

sensitive to achi.evement over a brief period of time which 

have been professionally developed, tested for reliability 

and validity and n o m  or cri ter ion ref erenced. 

2) . .  Build in m a r e  t imebetween thesample selectian and the 

start date of the study so that students who f a i l  to meet - - 

al1 of the criteria for inclusion in either group can be 

replaced with another subject randomly selected from the 

available popylathn. 



3 ) .  Ask the school staff how the  students are grouped 

within classr~oms~ heterogene~usly or homogeneously and 

c losely  review the baseline t e s t  results.  Two students 

perceived as c o n t r ~ l  graup candidates in classes streamed 

for low to average performance did n o t  perfonn as well in 

the study as t w a  students perceived as experimentai group 

students in a class streamed for average to above average 

per f ~rmance . 
4 ) -  Establish clearer s i d e l i n e s  for the teachers who are 

putting forward student names for the sample selection, 

improve the pre-literacy acreen to betker observe the group 

inclusion criteria and replace any subject who does not  meet 

or exceeds the criterfa for  q r o u ~  inclusion with a subiect 

t h a t  does fa11 soundly within the parameters fo r  one of the 

t w o  proups. 

U, ~ ~ n _ r i m h p t n f s t i m i i l i i s i t e m s  w i r h i n  d b f  fhe 

treatment conditions to reduce time required to complete the 

tasks ta reduce variables af b~redom and fatigue. 

6 B u i l d  i n  more flexibility in tenns of the time frame so 

that  the study can be maved up or s e t  back to avoid a major 

school event such as a festival. 

7.) Build more flexibility into the schedule for  t e s t  

administration by training a different research assistant to 

conduct each of t h e  following; baseline screen and pre-test, 

treatment condition #l, treatment condition #2, treatment 

c m d i t i o n  #3, and p~st-test. 



8). Incorporate training in s e l f - t a l k ,  the use of hands to 

mentally. rotate obiects, the return t o  the frontal position 

as a f i r s t  step i n  rehearsal, visual iz ing to  create mental 

imagery b.ef ore respcmding, and p a s i t i v e l y  reinf orcing 

spontaneous self-corrections of inaccurate responses into 

the training procedure. 

91, Confoundinq futars such a s l a c k  af attention to t a s k ,  

hypermobility, and self-depricating verbal behavior may be a 

c1usLe.r symptoms assaciated with some other disorder such 

as ADHD. It is important to be informed of this type of 

learning d i s a b i l A u  SQ t h a t  students diagnosed with a 

serious behavioral/attention disorder regardless of whether 

they arc cm or off their m e d i c a t i a n  CM be eliminated from 

the sample. Or if these are enough subjects available,-to 

trea-L them as a s e p e r a t e g r ~ u p ,  Gr~upa3 to compare the 

effects t h a t  haptic rehearsal strategies have on the 

development of pre-literacy and 1Fteracy s k i 1 1  for attention 

defecit and hyperactive children. Alternatively a calming 

strategy such as a guded imagery. cauld be delivered before 

the treatment to calm and relax al1 of the subjêcts. 

Pas* - 
A Kolmo~_o~ov-Smirnov Two-Sam~le Test revealed a 

significant difierence between the experimental and controi 

group pre-test scores for the  print ing letters subtest 

(~50.05). The mean for the experimental group on the 

~rintinq-letters pre-test was 42.4. The mean for the 

control group on the printing letters subtest was 51.4. It 



is assumed that because these gtoups demonstrated real as 

well as statistically siqnificant differences on this 

component on the pre-testing that similar differences might 

exist for  the ~ t h e r  pre-test subtests. 

A Wilcoxin Matched Pairs Signed Ranks  T e s t  revealed 

siqnificant ( = O . O S )  differences for the pre- to post-test 

comparison of the printing letter subtest scores for the 

experimental group. T h e  mean fo r  the experimental group for 

the printing letters post-test subtest was 4 9 - 7 .  

Siqnif icant (pzO. OS) dif ferences for the pre- to post-test 

comparison of the printing letters subtest scores for the  

c m t r o l  group were-also indicated. The mean for the control 

group for the printing l e t t ers  post-test subtest was 52. - 

Post-test  cornparisons for experimental to control group 

revealed significant di f f erences  (p10.05). 

T h e  p r i n t i n g  letters subtest f a l l s  within the category 

of pre-literacy s k i l l s .  T h e  s i g n i f i c a n t  improvement was a 

predicted result,  and can be attributed to the effects of 

the independent variable, haptic rehearsal strategies on the 

dependent variable,-pre-literacy skill performance. 

S.iunmaru 

The test scores for the printing letters subtests 

provides evidence that the concrete manipulation of three- 

dimensional wooden letters through haptic rehearsal 

strategies results in Fmproved pre-literacy s k i l l  

~erformance. Consistent with the proposed hypothesis, 

subjects gained access to and gained control of some form of 



a phenomenological spatial orientation device, and with 

haptic rehearsal were able to develop self-correctinq 

tendancies to reduce the frequency of inversion, reversal, 

transposition and substitution errors. This improvement in 

literary skills is believed to be a result of the effects of 

the independent variable on the dependent variable .and 

provides evidence that having the VQi under the control of 

p r e - l ~ g i c l a l - t h i d e z s ~  daes impmxep~editeracy ski11 

performance. 
i 

l - ; i r p t h E -  sI3ti-s- 
--=Ilts 

obtained for the pre- to post-test comparison within groups 

far theceadinq siibtest,- Rlrthez msearch isrequjs Y to 
determine whether additional evidence can be found to 

suppart the VGM hypathesis, - 
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autonomic nervous system (ANS) - ganglia, nerves, arid plexus 

which requlate activities of the viscera, heart, blood 

vessels, smooth muscle, and glands (Brown, 1976) . 
axa-  neuron fihelrs w U c c b  ccmdnct impulses away fram-the 

ce11 body; long neuron fibrers (Brown, 1976) . 
basal qanglion- a sgecialized qroup of nuclei lccated in the 

central nervous system consisting of masses of gray 
. . 

matter s i ~ t i n n a t ~  cane01 (Kuehn, -Lemme & 

Baumgaxtner, 1989) . 
bits- information such as differentiated sounds, or visual 

stimuli. The central nervous system is capable of 

processin% aL masL seyen-bits a f  information a t - o n e  

time (Csikszentmihalyi, 1990) . 
central nervous system (CNS)- the encephalized portion of 

the nervous system and its contiguous caudal or tail 

end which inchdes the-kain and spinal card cmtained 

within the skull and spinal cord (Brown, 1976) . 
chunkinq- the automation of a simple function l i k e  driving 

a car, leaving the mind free to deal with more data. 

Ln this w a y  stimuli are.-compressed thereby expanding 

the processing capacity of the conscious mind 

(Csikszentmihalyi, 1990) . 



Concrete Operational Period- within Piaget's (1954) theory 

of intellectual CeYeLapment,  A. stage between e i g h t  

to eleven years involving a child's performance of the 

l ~ g i c a l  ~ub~txacting. s e r i a t i n q  

classifying, numbering, and reversing (Sund, 1976) . 
c n n v ~ l u t i o n a l i n t - l  s - - m a r  mathFlmatiCal e Yns 

describing the wave forms of the brain's electrical 

p~ten t ia l s thaLresYLt .  a s u s p e q m s i t i a n  theholo-  

graphic hypothesis of brain function (Pribram, 1971) . 
çw-tical cells-- the s e L k  faxad- in- the cerebral uiwal 

cortex. There are two specific ce11 types; large 

pyramid Çellsd0minat.e-th- areas w U e  sensory 

areas are composed of simply configured granular cells 

CR- 

*dependent variable- a single dependent variable, literacy 

s k i =  perfnrnianrn with- three L e v d s ;  a b i l i t y -  t~ gain 

control of the virtual gyrostatic mechanism to 

spatia1l~ari~-ab-iects, ahility to recai.1 visual 

information holographically, and improved numerary and 

literary skLLls CDewick, 19981. 

dyslexia- the innate, inborn inability to learn to read 

(5enson, Le811, A selecLive reading disorder 

associated in 90% of the cases with a family history of 

speech d e f e c t  andlor readrng- and spelling ciifficullies 

(Brierley, 1994). School age children experiencing 



reading failiire w h a  have average to superior spatial 

ability with a preponderance of right-hemisphere 

processing and a relative left-hemisphere deficiency 

( D E z L & I A + E U ~ ~ & - ~  L982) . 
electrophysiological research- the investigation of-the 

electricaLchaxacLeristics a f  organismic function 

(Brown, 1976) . 

encade- the starageaf in format ian in  memory by fa-g a 

representation of stimuli utilizing a device or 

encoding s c h e n ~  w u c h  ceLies. upon prior knowledge and 

experience to spatially reference an interna1 register 

or- domain- CCarey &.Diammd, 19821. 

Formal Operational Period- within Piaget's (19%) theory of 

intellectual devel-ment, a_ stage f rom twelvq to 

fifteen years involving a child's performance of 

hypotheti&. proposi  tiaaal, and, ref lexive think-ing 

(Sund, 1976). 

Foür i e r  transform- mathmmticau. a Fourier transf orm 

converts a function of time f (t) into a function of 

frequency- ECjw) where the j indicates th& Lt is a 

cornplex function of frequency. A Fourier transform Can 

convert a signal Erom the the domain t~ the f requency 

domain or from a spatial locational domain, (the 

c~ordinztes ir~spacel ta_ a frequency domain L P r i d q u x ,  

1998) . 



Fouiex-like tzar~sfcumiations- in  hdographic nernory theqry 

the dendritic process by which stimuli are encoded and 

rernembered. Sensory modality data are stored in the 

spectral . C o r .  frequencyl. damain, distributed mer a 

region of the brain with specific cells responding to 

spatial. frequenciez of visual~stimuli (Prideaux,. 1998). 
t 

ganglion; ganglia- a group of peripheral neurons fond in 

the peripheral CPNS) (Brown, 

ganglion cells- retinal ce11 fibers of the optic nerve 

qeniculo-striate system- one of two pathways (the other 

being the tectocortical pathway) by which visual 

fibers connect ont0 a collection of cells, the lateral 

geniculate nucleus. The fibers of which project onto 

cells in the visual cortex carrying information from 

the eyes ta brain- Lt plays an imporLanLroLe in 

processing information carried by small spatial details 

and shapes (S~oehr & Lehmkuhle, 1982) . 
*haptic enhancers- three dimensional symbols which can be 

manipula tes i  b y  thesiibiert ta store infoxnatian *out 

those objects in their two dimensional form through a 

process of holographie memory including; stuffed animal 

toys, wooden numerals and letters (Dewick, 1997) . 



%-tic rnenory~ t h  -Ltme of memory *EL w i n g  

occurs through the ex~erience of touching and 

rnanipulating the subject's environment forming haptic 

perceptian, The s t ~ r a g _ e a n d  re-ieval of sensary data 

which is input physically (Dewick, 1997). 

haptic perception- information perceived through touch and 

kinesthesis. Touch provides feedback when an object is 

manipulaLeci. Stimulii are received through the skin by 

three types of sensory receptors. Themoreceptors 

respond to heat and cold. Noreceptors respond to 

intense pressure, heat and pain, and mechanoreceptors 

respond ta changes ieprgc;su~e, Kinesthesis describes 

awareness of body and limbposition (Storey, 19981 . 
*haptic rehearsal- the procedure or repetetive process 

whereby the subject manipulates or is assisted by the 

researcher ta n a n i p u l a t e  the haptic enhancer, tuuiing 

and rotating the object in until the correct match with 

the forrn found in the photoqraphic stimulus and the 

target stimulus is reached (Dewick, 1997) . 
- +haptiC re-orientation é ~ m a t c h  during- hap-tiç 

rehearsal, a subject is guided verbally and physically 

to reorient the haptic enhancer to the singular 

perspective, aknowledged in the printed form and 

observes We s à i f t  inp-ective or alternative p~int 

of viewing the letter or numeral shape (Dewick, 1997). 



. - 

holoqrams- a precise interaction between the  patterns of 

energy which excite the recpetor cells and the 

spontaneously occurring neuronal potential changes of 

recpetor units which create image forming pro~erties, 

called superposition. This additional mechanism is 

a v a i l a b l - b - t - h e  -Datt_Elrns of n e u r a l a c t i v i t y  

which can display image forming properties akin to 

optical information processinq systems (Pribram, 1971) . 
holographic memory (HM)- the hypothesis on brain function 

for per-in which superpasition (spatial 

interactions among phase relationships of neighboring 

junctural gatterns) occurs in neuronal aqgreqates 

creating the brain's imaging mechanism (Pribram, 

1971). 

hdagrapàir mpmnrvmndal LHKKL- ~ h r a i n .  theory m ~ d d  of 

memory proposed by van Heerden (1963) and Pribram 

(1971)  in-which a-hlagra.ph;icr comp~nent is b e l h v e d  to 

be part of thinking. In this model, holographic 

represen-are-asçaciative- mechanisms which 

instantaneously perform the cross-correlations 

attributecl ta_ t h a u g h t ~  in -the pmblem solving proces s 

Thought is the search in holographic memory to resolve 

uncertainty and halogxams are catalysts of thaqght 

(Pribram, 1971). 

* im;iain_q syst- t f i P _ w a v i n _  w h i r h t h e n e r v o u s  system cxeqtes 
I 

v i s u a l  images from stimuli and reproduces visual images 



*independent variable- a single independent variable, 

visual/hapii<r-r~ehearsal enhancement with. three l e u ;  

spatial-orientation identification, manipulative re- 

orientation rotation, and spatial rnatrix matching 

(toys, wooden numerals and letters) (Dewick, 1998) . 
~nth-ane ~~osens_arv~ - - infcmnat im received W h  one 

learning system and transduced into only one cognitive 

modality, wherein the data is not translated into the 

language of other cognitive complexes (Flaro, 1989) . 
iriiegrative ne~lroçen.szy--- using al1 cagn4ive 

modalities simultaneously so that al1 systems are 

brought to bear upon the input (Flaro, 1989) . 
interneurosensory learning- when input data is processed 

i n i t i a l l ~  k a n e _  mgnitive-madality system and thes is 

transduced into a different representational system 

prior to an out~ut response (Flaro, 1989). 

Levels of Processing Model- The human visual information 

pro ces sin^ w t e m  uses- s e n s p ~ ~  and cognLtive-mechani,sms 

divided qualitatively into two levels; the control 

processes used t o  process information including 

identifying components and retreiving information and 

rnemary (SpoehrL---19821. 

ltliteracy ski11 performance- a subjects' score on a two-fom 

Test of Literacy Skills, an instrument develo~ed for 

pre and post-test measures of subjects' abilities to 

recognize si,ghLwards, m L r e a d i n g  comprehension, 

mental computation, numeration, missing elements, 

p u z z l e ,  p r in t i ng -  and identifying -1etters and numerals, 
L. 

stimulus and journal writing. - (Dewick, 1998) . 



long-term visual-spatial memory- within the information 

processin~theory of learninq there exists a long-te= 

memory store in which permanent records of scenes, 

object s , ade-eriencesarre s tad  wi thom the qeed 

for constant, active rehearsal of that information. 

Visual spatial refers to items stored visually through 

pattern recognition (Spoehr & Lehmkuhle, 1982). 

nerve- a b u n d k  af- -ers trnveling in the 

peripheral nervous system (PNS), which refers to al1 

neural tissue outside of the central nervous 

system (CNS) including the brain and spinal cord 

(Kuehn, I & m m e . h B a i l m ~  1989). 

nervous system- neural tissue where specialized neurons take 

three forms; dîf ierentiation (receptors, inteqrators, 

motor neurons), centralization (clustered ce11 bodies- 

plexus, gangl iknucle i .  axonal fibers organired as 

nerves), and encephalization (where most of the ganglia 

are localized at one end of the organism). The nervous 

system is divided into parts according to location in 

the body- tlie C N L  EblS and ANS which di f fer  in 

structure and function (Brown, 1976) (see Figure .l) . 

*neural virtual aroscoge- a hvpothesized brain mechanism 

such as a feature or function either physiological or 

p h e n o m e n o L a g k a L w ~  as- upon visual stimuli by 



orienting the perspective or point from which the mind 

views or sees. that stim-.and..akin to properties, of 

the physical gyroscope (Dewick, 1998) . 
*ne h01r;ig.- l o ~ r L h d a - h i ~  m e m r y  -pracess 

proposed by van Heerden (1963), and Pribram (1971)' 

which explains-- thehra in ' s  dectrical potentialç in 

the mechanical wave forms and convolutional integrals 

of the physkalhalPgram_ CRewick, 1998) . 
neuron(e)- an individual nerve ce11 which is the basic 

strilcturaLand- fiuirtianalunit of the nervous system 

(Brown, 1976) .Each neuron has three components; 

dendritesssoma.  a r  c e l l h d y  and a single axmL -The 

dendrites receive stimulation (inhibitory or 

excitata- a n h c ~ v e y  it te the ce11 body, The -ce11 

body contains the nucleus, motochondria, Nissl 

s u b s t a n c ~ a n d G a L Q i - _  apparatus, lsee Figure LU . The 
dendrites and ce11 body are the receptor zone. The 

a x m  i s  the cnnducting z m e ,  ELectrochemical 

conduction occurs when molecules move across the 

types of axons; myelinated and unmyelinated (Kuehn, 

Lemme & Bauzngad~er. W9L 

neural ganglia- groups of ce11 bodies in PNS or nerve 



neural nucleus- groups of ce11 bodies that lie in the CNS 

forming a nervc-center z p a i n t  of i n t e r c ~ a t i o n  

(Kuehn et al., 1989). 

neuron theory- the view that neurons are structurally 

independent, but connected functionally (Brown, 1976). 

-siolog-aonroach~ &hirunedira1 i n v e s t i a ; l t i m  of 

memory formation through the molecular facilitation in 

sypapses. Founded within the theory that memoryy 

specific protein compounds are necessary for long term 

m e m ~ ~ y  e n r n u  and star- in neuronal neLworka.-but 

not for short-tem memory (Rahmann & Rahmann, 1992) . 
*parallactic erocess- interference effects in optical 

information processing systems which create virtual 

images, QL exa.ctaulti- dimensiPna1 repraducti~ns of 

the original scene (Dewick, 1997) . 
parallax- the reconstruction of a visual scene ~roducing a 

virtual image that has al1 the visual properties of 

the original scene, R n  parallax- parallax 

cued by binocular vision. Motion parallax- parallax 

cued by-. motion stimuli (Pribram, 1971) . 
parasympathetic nervous system ( P N S ) -  craniological division 

oc the-autanomirneuro~~ sysLem W S L  organ i r ed  with 

ganglion near or in the organ being innervated and 

usually-induces effects o ~ o s i t e  those of sym~athetic 



peripheral nervous system (PNS). PNS acts outside of the 

CNS. in a specific rnanneran m e t  organs and results 

in inhibition of heartbeat, facilitation of stomach 

contractians-anL=e+inns,- and. constriction of 

pupils. PNS work in unison with SNS to maintain 

integrity af organism (&-, 1976) . 
peripheral neurons- neurons belonging to the per iphera l  

nervous system CPNSl (Brownc_1976) . 
*physical gyroscope- technology used in aircraft to 

navigate, orienting the ship to horizon ( D e w i c k ,  1997) . 
*physical hologram- the photographic record obtained 

through the holagraphy technique originally invented by 

Gabor (1949). Images were reconstructed by creating an 

interference pattern with coherent background wave a 

refracted light waves, to store both both amplitude and 

phase i n f o r m a t i o ~  which is then combined with a 

transilluminated coherent light source to create a 

virtual (Dewick.-L998) . 
*pre-literacy skill performance- a score obtained on a 

hattery of i i f n r m n l t e s t s t ~  a w s  degree o f  u t r o l  

of VGM in subjects and includes; backwards verbal 

spelling, u p s i d e  dawn image- recognition, reading mirror 

images and logical reasoning, used as basis for 

assignment of subjects to groups (Dewick, 1998) . 



*pre-logical early years students- subjects who have not 

developed to wbat Piaget. refers as The Formal 

Operational Period, who are between seven or eight 

chronological years attending grades two or three 

(Dewick, 1998) . 
*pre-logical thinking abilty- a score obtained on selected 

tasks from diagnostic instruments derived from 

Piagetian theory used to assess subjects' degree of 

control of VGM. The second of two conditions used as a 

basis for assignment of subjects to experimental groups 

(Dewick, 1998) . 
physiological psychology- the study of how body structures 

I 
and functions affect and control the overt and 

subjective behavior of an organism (Brown, 1976) . 
psychophysical approach to visual perception; psychophysics- 

the study of the relationship between physical stimuli 

and sensory experience (Brown, 1976) . 
quantum; quanta- the basic unit of light transmission in 

quantum theory (Dewick, 1997) . 
quantum theory- the neuron theory that the NS functions as 

a set of conducting units. Each cortical point, cell, 

or ce11 aggragate is specialized for a unique function. 

The integration for behavioral and psychological 

processes is accomplished by the inborn presence of, or 

the establishment by experience of permanent 

connections between nesrons (Pribram, 1971 ) . 



frecode- the information previously stored in memory is 

retrieved, d p u h t e d  thraqh multiple encodings ,and 

rehearsal and then restored in memory (Dewick, 1968) . 
'selected tasks- structured activities in which the subject 

utilizes haptic enhancers to construct holographic 

memory images w h i c h  are. the= brought  under the control 
l 

of the gyroscopic mechanism enhancing long term-term 

memory recall (Dewick, 1998) . The treatrnent conditions 

of this study in which subjects utilize haptic 

enhancers to perform academic tasks related to numeral 

and letter recognition. 

*self-correction- the subjectls ability to develop an 

awareness that an error has been made when responding 

to a visual stimulus, the subject evaluates the error 

made and uses strategies to correct existing patterns 

of frequently repeated rnistakes such as the reversal, 

inversion, transposition and substitution of letters, 

numerals and shap-es (Dewickc 1998) . 
sensory psychology- the study of stimulus-response 

relationships explained by physical energies such  as 

the transformation of stimulus input to a receptor into 

a neural signal (Brnwn, .1976) . 
serisory register- in the visual system a sensory 

information store that is a very short-lived memory 

that allows the system to maintain information about a 

visual stimulus fbr a few fractions of a second a-er 



it has disappeared. This kind of memory gives the 

sensation that a briefly presented stimulus persists 

longer than it is actually present (Spoehre & 

Lehmkuhle, 1982) . 
serotonin -hydroxytryptamine- a substance present in 

neural, intestinal and vascular tissue thought to have 

neurotransmitter functions (Brown, 1976) . 
superposition- a phenornenon which occurs when nerve 

impulses arrive simultaneously at neighboring locations 

and interactions of an additive or subtractive nature 

take place.- Spatial interactians arnong phase 

relationships of neighboring junctional patterns. An 

image forming property akin to those of optical 

processing systems such as holograms. In quantum 

theory, a quantum of light exexts a force on its 

neighbor causing an interaction effect. 

Superposition is explained by a series of linear 

equations called convolutional integrals used to 

describe intexactions amnng wave forms (Pribram, 1971 . 
*symbol- a visual stimulus in the form of a three-dimen- 

sional represenational symbol of concrete form which 

may be a toy animal, letter or numeral (Dewick, 1998) . 
sympathetic nervous system (SNSL- thoraciolumbar division of 

the ANS which induces effects opposite those of 

parasympathetic nervous system (PNS) . SNS is organized 

to form a connected chain at ganglia that run parailel 



to the spinal cord. Fibers arising from these ganglia 

synapse with nerves that activate autonomic structures 

in the body; contraction of arteries, acceleration of 

heartbeat, inhibition of stomach contractions and 

secretions, and dialation of pupils. The SNS tends to 

trigger al1 systems it innervates at once. Works in 

unison with the PNS to maintain maximal integrity of 

organism (Brown, 1976) , 

*three dimensional forms- concepts such as letter and 

numeral recognition acquired through the association of 

solid concrete objects which represent that concept 

(Dewick, 1998). 

*virtual gyrostatic mechanism (VGM)- a theoretical mcdel'of 

a spatial orientation device available to the subject 

which can be utilized to facilitate short-tem memory 

procedures by manipulating holographic memory images or 

hologrms [ D e w i c k , .  1997L. F r a  gyrostatic, a branch of 

physics that investigates laws governing rotation of, 

solid bodies and v i r t u a l ,  -having effect but n o t - t o m  

(Freeze, 1997) . 
virtual- image-- a= image. of &.visual stimulus or. - v i s u a l  

scene which is created through the physical holographic 

process (Pribram, 1971) . 
visual information processing- the entire process by which 

human beings receive visual information and ad-st 



their behavior on the basis of that information (Spoehr 

& Lehmkuhle, 1982) . 
visual memory- an anlysis of perceptual and sensory 

phenomena involvinq the use of prior knowledge to make 

decisions (Spoehr & Lehmkuhle, 1982). 

'visual spatial- arient_ation- m u l t i p l e  perspectives or 

points of viewing visually represented concepts. 

Imaging on the brain as opposed to the visual image of 

the object (Dewick, 1997) . 
windaw of opportunity- the c r w  years of h t e l l e c t u a l  

stimulation fom birth to six years of age when children 

learn with naturalness and ease. Cognitive 

psychologists support the view that an individual's 

achievement in fife depends upon what has been-learned 

before the age of four years (Pines, 1966). The 

brain's greatest qrowth spurt draws to a close 

around the age of ten years. The neural connections 

from the retins to the visual co r tex  occur in infancy. 

The learning window for math and logic is birth to four 

years, for music three to five years and a series of 

windows of opportunity exist for language development. 

For example the- window for acquiring syntax closes as 

early as five years, while the window for adding new 

words may never close. By the age of one year the 

neurons for processing speech sounds grow an axon that 

carries an electical s i g n a l w h i c h  when it reaches the 

auditory cortex creates a dedicated circuit (Begley, 
& 



1996). The ability to learn a second language is 

highest  before the age a f  m e  year while the auditory 

cortex is developing i ts  perceptual map for language 

(Nash, 1997) . 



APPENDIX B 

CONVERSION TABLE FOR BYTES TO BASE 10 

Bytes Base 10 

1000 b i t s  

1000 bytes 

m i l l i o n  

million 

mi'llion 

million 

kilobytes 

megabytes 

gigabytes 

tarabytes 

= byte  

= kilobyte 

= megabyte 

= gigabyte 

= tarabyte 

= tetabyte/pedabyte 



APPENDIX C 

CALCULATION- FOR-LZFESP--sTT--TRANSMISSION BASED UPON 

RATE OF ELECTRICAL IMPULSE TRANSMISSION FOR LEAST 

AMOUNT OF TIME REQUIRED TO DISCRIMINATE BETWEEN ONE SET 

OF SEVEN BITS- AUû-AbZO-THEELSET OF SEVEN BITS 

T h e  fo l lowing  c a l c u l a t i o n  is  based upon t h e  s h o r t e s t  amount 
. . of_ time it takes tcl-disrrimln;i+p bpLween seven b i t 3  o f  

in fo rmat ion  = 1/18th second (Czikszentmihaly i ,  1990) . 

E s t i m a t e d  on the- hasis af a L6 waking hours -per- day during 

which i n p u t  may be rece ived  and a l i f e s p a n  of 70 y e a r s ,  and 

a r a t e  of 7 bits in 11.18th secand, the human b r a i n  may be 

expec ted  t o  s t o r e  a maximum o f  approximately 185 b i l l i o n  

hi&s of in fo rmayon .  

-----_--------------------------------------------------- 

1/18 x 18 x 60 x 60 x 16 x 364 x 70 

.sec- sec. min,- bour  da^ year life_span 

_-----------------_________________________________________________________________________________________________________________________----------------------------------- 

7 126 7560 453600 7257600 2639000000 18473000000 



CALCULATION FOR HUMAN BRAIN INFORMATION 

STORAGE CAPACITY IN MEGABYTES OF MEMORY 

The following calculation is based upon the estimated 

Lifespan Bit Transmissian Rate of Electrical Impulse 

Transmission provided in Appendix A. In a lifespan 

approximately LB5 hillian bits. of information may be. 

transrnitted at a fixed electrical rate along neural pathways 

far stolrage in memory. To campare this capacity to 

megabytes of memory the calculation is as follows given 8 

bits= 1 byte, LOQO hyte.si= 1 kilahyte, and 1,000,000 byteq= 1 

megabyte of memory. 

1 - L  Lifespan Bit Tmnsmiss ion  Rate. of Electrical Impulse 

l85,OOO,OOO, 000 bits/8= 23.1 billion bytes. 

2-l 23.1 billion hytes/LQOO= 23LdOO. 000 kilobytes. 

3. ) 2 3 . 1  billion bytes/l, 000,000= 231,000 megabytes. 

B a s &  on the electUcalimpulse transmission of input, in a 

lifespan of approximately 70 years the human brain may be 

expected to have the capacity ta .store 231,000 ~egahytes of 

information in memory. 
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APPENDIX E 

CALCULATION FOR STORAGE CAPAC 1 TY OF MERR IAM 

WEBSTER'S COLLEGIATE DICTIONARY: TENTH EDITION, 

1997 IN MEGABYTES OF MEMORY 

This calculation is derived to provide a concrete 

cornparision between the quantity of information stored in a 

1559 page dictionary and the calculated Human Brain Storage 

Capacity presented in Appendix D. To perform this 

calculation the number of characters (spaces excluded) on a 

randomly selected page of the dictionary (p.1339) are 

estimated. This is done by randomly selcting a sample of 10 

lines from the page, counting the number of characters per 

llne and calculating an average. The average is then 

multiplied by the number of counted lines on the page to 

deLemine the niImber af characters per page. This amount is 

multiplied by the number of pages. The total number of 

characters or bits is converted to megabytes. The 

calculation is a follows: 

LA Number of chnracters ~ a p a g e  1339= 9858 

a)  Number of characters in sample; 

(53,55,60,53,55,50,08,56,56,42) 

b) Average of sample (sum 488/lO) = 48.8 

C) Lines on. page= 202 x 4 8 . 8 =  9857.6 

2.) Estimate of number of characters per page x total 

number of pages= total number of characters in the 

dictionary; 9858 x 1559= 15,367,998.4. 



3.) Given a single character is synonomous with a single 

bit; 

1,920,999.8 bytes. 

calculated capacity information stored this 

dictionary is approximately 2 megabytes. Based on this 

amparison dur ing  a lifespan af 70 years t h e  humari brain may 

~e expected to store through electric impulse transmission 

t_hp w u n t  af infnrm;it_inn-con+a.ined in 1 1 5 , O O Q  dict inmies  . 
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