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ABSTRACT

Statistical computer systems from two major areas of computer
processing, batch and on-line, are evaluated. Comprehenﬁive
guidelines are developed and used in the eva]uatioh of

fifteen statistical systems, namely, ASCOP, OMNITAB, P-STAT,
SAS, SPSS, BMD, STAT-PACK (GODDARD), STATISTICAL PACKAGE
(MANITOBA), IMPRESS, MIDAS, ISIS, RAXQ SSIPP, STATPACKZ - APL,
and SOL.V Other systems are also evaluated, but in Tess

detail than the above fifteen. The SOL system is evaluated

in more detail as well as including its rationale for
development and its impact on statistical methods within the

author's environment.
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CHAPTER 1

INTRODUCTION

Most of the technical tools of the future statistician will
bear the stamp of computer manufacture, and will be used in
a computer. We will be remiss in our duty to our students,
1f we do not see that they learn to use the computer more
eastily, flexibly, and thoroughly than we ever have; we will
be remiss in our duties to ourselves, if we do not try to
improve and broaden our own uses.

John Tukey, 1965

1.1 Computers and Statistics

The success of statistical methods today in providing
quantitative measures that assist researchers in explaining
"phenomenological processes' is attributable as much to the
tools as to the theory. Without the desk calculator and
computer to bridge the gap between theory and practice,
statistics would never have made the great strides it has.
Nowadays, for many, the process of data analysis using both
the computer and statistics provides stimulation, excitement

and an impetus to learning more statistics.
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Statistics and computers together seem to befénother case

- where the whole is greater than the sum of its parts.

Carrying it a Tittle further, a Targe factor analysis

problem would not be attempted without a computer and a
simulation study would be near impossible. One tends to agree
with Yates (1966), who called computers "the second revolu-
tion in statistics" (the first revolution being desk
calculators) and Muller (1970), who made the-cogent analogy
of attributing the qualities of both the microscope and

telescope to the computer.

Although the power of computers could not be disputed they
were difficult to use because they had to be programmed.
Learning to program computers was not the answer for many

who had neither the time nor the inclination. Also, the
process of writing and debugging programs was a timé-consuming
task, to say the least, even for those who knew how to
program. There existed a need for a set of computer programs
that would cover many areas of statistics, as well as manib—
ulating the data (data management) before the actual
statistics were performed. Thus, since the early sixties,
those involved in data analysis have been trying to combine
statistical methodology and computers into statistical

computer systems (hereafter called statistical systems or
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systems).- These systems would enable the non-programmer

to use the computer easily for statistical analyses..
Designers' goals have been to provide powérfu] statistical
and data management procedures which are efficient and easy
to use. Many of these goals are now being reached, but as
we will see, however, there is no panacean statistical

systen.

Statistical systems have their share of disadvantages as

they become more powerful and easier to use. The usage of
statistical methods in data analysis is growing exponentially,
but the production of garbage is not lagging far behind
either. It is easy to produce invalid statistical analyses
unknowingly or otherwise. Forcing data through a simple

factorial analysis when a hierarchical design is appropriate,

or performing a factor analysis because it is the 'in

thing' is not uncommon of users. Van Reeken (1971) gives a
very good example about "someone [who] computed 5000 tests of
significance at a 95 percent level and wrote a thesis about
the 100 cases that weré significant instead of a thesis on why
he found only 100 significanf.“ Statistical systems are
misused and the best answer to rectify the situation is, of

course, more knowledge in statistical concepts imparted

through the formal statistical lectures -~ but it is not the
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whole answer. If the term 'statistical analysis’ is to
retain its integrity, then it is the statistical community
who must get more involved in acquiring and building

statistical systems and educating the user on their best use.

1.2 Early Developments

The number of statistical systems developed as compared to
the number that have been documented in statistical journals
‘seems out of proportion. It appears that since the early
sixties, when the development of statistical Systems
essentially began, statistical journals have accepted less
than a dozen articles on statistita1 computér systems.

Papers dealing with computers or statistical computing are
more plentiful, but, unfortunately, do not deal with specific

systems.

Development of statistical computer programs has been chaotic.
Wilkinson's comment (Wilkinson, 1969) is appropriate: "it

is a sad indictment....[that there are] one thousand or more
multiple regression programs in existence, plus a like
number for analysis of variance.” The'aeQelopment of

statistical systems is not quite as gross, but dissemination
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of information regarding them is certainly inadequate.
Chambers (1967) and Muller (1970) help to alleviate the
above situation by listing some of the available systems.
The systems are summarized in Table 1.2 to illustrate what
some of the earlier systems were. Then, as now, where
statistical systems belonged was confusing. This is borne
out by Cooper (1969a) in his hiétbrica] paper, "Statistical
Computing - Past, Present, and the Future", where he
disposes of statistical systems by saying, "No attempt

is made to survey the literature, and packages or systems

are not referred to specifically."

There seemed to be a consensus on at least one point in

the early sixties in that there existed a need for a
statistical computer language or equivalent, so that resear-
chers did not have to waste their time learning 'programming'.
Even before this, however, there appeared ahead of its time

a system called AUTOSTAT (Douglas and Mitchell, 1960) that
recognized the above need. It contained features that

could edit, select, tabulate, as well as performing statistical

- analyses and permitting variables to be Tabeled.

In 1959 the BMD - Biomedical Computer Programs package
appeared. This is a collection of Fortran programs

which has become very popular. The BMD concept has not




TABLE 1.2 -~ LIST OF USER'S GUIDES

REFERENCE SYSTEM AUTHOR(S) DATE PLACE OR COMPANY
"Chambers TISER - Fortran routines for time Beaton 1964 Bell Te]ephdne
(1967) series, linear regression, random Laboratories, Murray

numbers Hill, New Jersey

" BOMM - time series analysis routines| Bullard et al. 1964 La Jolla

oox P-STAT

" AARDVARK - generalized analysis of Hemmerle 1964 ITowa State University
variance

" TARSIER - non-linear regression by Hemmerle 1966 ITowa State University
Hartley's method

" ZORILLA - quadratic programming | Hemmerle 1966 ITowa State University
with linear constraints

" MULTIVARIATE STATISTICAL ANALYZER Jones 1965 Harvard University

ook GENSTAT IV - general statistical Nelder 1966 Australia: Waite
program Institute

noox STORM - statistical oriented matrix | Pomper 1963 New York: IBM
program

Tk BMD - Biomedical Computer Programs Dixon 1964 UCLA

Muller ISSS - Information Selection of Fan and 1964 IBM
(1970) Sampling Systems Shceidemantle

(* means the

system also appears in Muller's paper)




TABLE 1.2 (cont.)

REFERENCE SYSTEM AUTHOR(S) DATE PLACE OR COMPANY
‘Muller MEDCOMP - Medical Statistical Sterling and 1964 Cincinnati University
(1970) Computer Programs Pollack
" MSP - Multivariate Statistical Clyde et al. 1966 Miami University
Programs '
" OMNITAB - Computer Program for Hilsenwrath et 1966 National Bureau of
Statistical and Numerical Analysis al. Standards
" SSP - Scientific Subroutine Package 1967 IBM
" SSUPAC - Computer Programs for Dodson 1964 University of I11inois
Statistical Analysis
" STATPAC - A Bio-statistical Shannon and 1967 Goodard Computer
Programming Package Henschke Science Institute
" UNIVAC - Univac Statistical 1965 Sperry Rand Corporation
Programs
" STATJOB Hutchins et al. | 1966 University of Wisconsin
" SUMX Champomier 1964 University of California
" TSAR - Tape Storage Retrieval Gabor and 1965 Duke University
System Carlitz
Wilkinson SNAP - Computer Processor for Godfrey 1968 Princeton University
(1969) Statistical Analysis
" STATIST - Conversational Statistics { Claringbold 1968 CSIRO, Sidney
Package for Interactive Consoles .
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changed much and BMD 1is sfi1] a major system (Djxon, 1973).
In 1963 R: Buhler of Princeton had a different view when he
deveioped P-STAT. The emphasis was on one comprehensive
program and no matter what analyses were performed the same
data structure would be used. The P-STAT system worked with
data files with the ability to use output from one procedure
as input to another. P-STAT is ﬁow a major system (Buhler,
1973). Cameron and Hilsenwrath (1965) took an even different
approach. They felt a need to provide a language where one
would still progrém,‘but do so 'easily'. Their language was
based on natural English commands. The data was stored in

a 'worksheet' (a two-dimensional table) and by using the
commands one could 'program' analyses, but in the style of

a desk calculator. They called their system OMNITAB.

In 1967 four systems were presented in 4Applied Statistics:
METO - Meteorological Office (Craddock and Freeman, 1967);
ASCOP - A Statistical Computing Procedure (Cooper, 1967);
SEP - Survey and Experiments Program (Gower, Simpson, and
Martin, 1967); a conversational system (Colin, 1967). In
Colin's system the statistics were limited and the on-line
instructions were designed for a completely unskilled user.
The instructions, thus, were verbose. The other three

systems consist of one large program using procedures and

commands that could manipulate the data as well as perform
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statistical analyses. METO used numbers instead of words,
and SEP was much too 'computer' oriented in its commands.
ASCOP was the more user oriented and is discussed in

Chapter 3.

Chambers (1967), in his review of statistical systems,
discussed the design differences between BMD and P-STAT.
It is at this time that another evolutionary stage was
set down formally in the move from packages of programs
(e.g., BMD) to one comprehensive program (e.g., P-STAT).
Besides making references to MET0, ASCOP, SEP, and Colin
(see above), Chambers makes references to the user's

guides in Table 1.2 but does not discuss them.

Cole and Campbell (1969) present a brief discussion of

their conversational system STATCHAT which is implemented

on the IBM 1620 computer. Although the discussion is too
brief to assess the system, nevertheless, this is what is
needed -~ a chance to formally présent statistical systems.
Chambers (1969) presents his system of 90 subroutines called
FIT, which uses either of the following four criteria for
fitting the data: linear least squares, non-linear least

squares, maximum likelihood, and maximum log - likelihood.
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It appeared-aé if a retrograde step was to be taken in the
developemnt of statistical systems when Gower (1969) said,
"that the future direction lies in improving the autocodes.”
This is another way of saying that a special statistical
'language' is needed. He feels the abundance of statistical
systems has "demonstrated that existing lTanguages have
proved inadequate for statistical purposes,” and that we
will no longer need statistical packagesj "they will be
replaced by subroutine packages linked by programming at

the autocode level itself." Gower then proceeds to outline
a detailed autocode language which appears to be rather
complicated. Muller (1969) while acknowledging the power of
autocodes as described by Gower in some data analysis
problems, makes an important point when he says, "People,
given the choice, tend to choose statistical techniques or
computing procedures that are easy to use rather than the

best to use."

Both Wilkinson (1969) and Muller (1970) list, but do not
discuss, statistical systems in their papers (see Table 1.2),
except for the STATJOB system where Muller was a participant

in its development.

Myers' (1969) survey of social sciences computing systems

lists approximately twenty systems of which five could be
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classified as general statistical systems. Schucany,
Minton, and Shannon (1972) performed the first general survey.
They mention thirty-seven systems including some from
Table 1.2. Nobody, as yet, appears to have done a full
scale evaluation, although Chambers (1967) does compare
BMD and P-STAT philosophies on data handiing, and Schucany
et al. do a brief abstract on each package. There is
little discussion of on-iine systems (Schucany et al.

only 1ist four).

1.3 Sources of Information on Statistical Systems

At a recent conference, 'Computer Science and Statistics:
Seventh Annual Symposium on the Iﬁterface' held October
18-19, 1973 at Iowa State University, the author asked
participants involved in discussing the major statistical
systems of today, "Is there a central body where information
on statistical systems can be obtained?" The answer was,
"No." Some felt, "That is why we have conferences." Many
felt there should be a central body. Dissemination of
information is poor, as was revealed in a discussion with
one individual, who was unaware of a statistical system

deve]oped at his university.
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The statistical journals have articles on computers and
statisticé, but as we have seen there is 1ittle on the
formal presentation of statistical systems and, when
mentioned in historical papers, no detail is givén as to
what the system does, let alone an evaluation of them.
Applied Statistics has a statistical computer algorithm
section. Other types of literature contain information on
statistical systems. Some of these are: computer journals
and conference proceedings, the Computer Programs Directory,
computer centre newsletters, journals and conference pro-

ceedings from various other fields (e.g., sociology).

The above sources, although not exhaustive, should have
captured the major, viable systems and enough minor ones to
present the 'state of the art' in statistical systems. From
the plethora of statistical systems discovered, it was
apparent that many were obsolete, and many that fitted

the definition of a statistical system were too restrictive,
or when compared to the more major systems did not offer
anything extra of value as regards to its present day useful-
ness or to its promoting ideas of better statistical systems.
A user's manual or equivalent documentation was requested
from only those institutions whose statistical system appeared
to be viable or offered new concepts as regards to future

systems.




CHAPTER 2

EVALUATION GUIDELINES

By what criteria can a statistical system be evaluated, and
how much weight should eéch criterion have? In order to
answer that question we must first ask, "What do statistical
systems provide today?" Most of the guidelines appear by
gleaning the pertinent information from the available

systems, and the rest are points that one would expect

from any system, statistical or otherwise. Thus, the guide-
Tines as drawn up are such that all of the statistical éystems
contain at least some of the points mentioned in the guidelines,
but no one system has them all. What future statistical
systems 'might' contain is an important consideration,

but is not discussed in this thesis.

Evaluate means 'to examine and judge'. The word 'judge'
rings cold - 1ike a teacher marking exams - this one passes,
this one fails. In this thesis the word 'judge' should
connote the most liberal interpretation possible. Weak areas are

mentioned, and some systems are castigated in specific spots.
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but no system fails. Each has made a contribution to this
-rapidly ev61ving area of statistics. It should be mentioned
that the idea did occur to allot points to various criteria
and then rank the systems. A few moments of reflection
quickly dispelled the idea for a host of reasons. Statistical
systems are very complex. There are many subtleties, and
procedures are SO fnterwoven that a rigid assigning of ranks
could easily be misleading - if not destroying the intangibles.
In fact, one of the most important points is, "Is the

system successful in its present environment?" But, finding
that out for each system is impractica1.and even if it were

true, "How do you rank it?"

The evaluations are based on the point of view of the user.
He should not be required to know computer Tanguages (e.g.,
FORTRAN, ALGOL, APL, etc.) nor for that matter, understand
what a computer is. As far as he is concerned, the computer
is a black box, and if he has to understand certain aspects
of its operaion, then the necessary information should be
provided in lay terms in a user's manual or equivalent

~documentation.

The only problem with evaluating systems from a user's

manual is that you do notbknow if the system works the way
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it is supposed to work. Getting and implementing each system
is impractical - if not impossible. Some practical experience
has been gained by the author with a few of the systems and,
with few minor exceptions, all the systems perform as

stated in the user's manual.

2.1 Statistical Analyses

The areas of statistical analyses for this evaluation are
divided into eight areas: descriptive, frequency analyses,
regression and correlation, multivariate analyses, analysis
of variance, special two-sample tests, distribution theory,

and miscellaneous.

Descriptive statistics should include measures of central
tendency, viz., mean, median, and mode; dispersion measures,
viz., standard deviation, mean deviation, and range; other
measures, viz., skewness, kurtosis, lowest and highest
values, and percentiles. Facilities should exist for compre-
hensive frequency distributions and histograms. N-way tables
(e.g., sex by age by...) that include at least the means and

standard deviations are commonly needed.

Facilities to construct N-way'Frequency tables are necessary.
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The chi-square statistic should be avai]ab]evfor two-way
“tables inciuding options for displaying expected values.

For 2x2 tables one should be able to perform Yate's correction
and for small N perform Fisher's exact test. Other tests

of association for two-way tables are not uncommon; Options
should exist to provide percentages within the cells, as

well as for rows and columns.

Simple regression and correlations should be possible, with
the facility to generate variance - covariance and correlation
matrices. The simple regression should provide, besides the
basic estimates and tests of significance, options to display
predicted, adjusted, and residual values, as well as
confidence 1imits. Tests for examining residuals are not
uncommon nor are means to provide partial correlation coef-
ficients. Non-parametric correlations should be poésib]e,
e.g., Spearman and Kendall. Multiple regression with a
stepwise mode should be available with good options for the
selection and deletion of independent variables. Polynomial
regression is commonly needed. Non-linear and weighted
regressions are provided by some systems. Bivariate plots
(scattergrams) are necessary and other types of graphs are

useful.
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Factor analtysis should be available with opt%dns for the
type of factoring and types of rotation schemes to be
employed. Discriminant analysis in a stepwise mode is
necessary. Canonical correlations and multivariate analysis

of variance are sometimes needed.

Univariate analysis of variance and covariance procedures
should be comprehensive, i.e., be able to priht means,

standard deviations, residuals, etc. Hierarchical designs
.shou1d be possible, as well as methods for handling unbalanced.
designs. Multiple range tests are necessary and non-
parametric analyses for one and two-way designs are not

uncommon.

Two sample tests are exfreme]y popular and should be provided.
These include t-tests for paired and unpaired data, as well

as an approximate test when the variances are unequal. A

test of homogeneity of variances is necessary. The non-parametric
counterparts of the t-tests should be available such as

Wilcoxon's paired and unpaired tests, Kolmogorov-Smirnov test,

and the sign test, etc.

The ability to test data for goodness of fit to popular
distributions is common and useful. Generation of random

observations from the common distributions is available in
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| some systems, as well as the generation of probability

density function and cumulative distribution function values.

The above areas seem to be the common ground for general
statistical procedures used by the statistical community.
As will be seen, some systems cover certain areas compre-
hensively, while others may not even include certain areas.
Some systems have specialized areas, e.g., time series
analysis, scalogram analysis, bio-assay analyses, etc.,

which are noted in the evaluations, but not discussed.

2.2 Data Management

Data management is broken down into five areas: input,
output, storage and retrieval of the data, manipulation of

the data, and limitations on the data.

The requirements for the strUcture and input of the data
matrix should be the same for all procedures or programs.

In general, the best structure to use is the 'variable by

case structure'. Thus, each case (synonyms are observation,
record, or unit) consists of a number of variables (e.g.,
identification number, name, age, sex, height, blood pressure,

etc.). Each case consists of one or more 80 column data cards
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depending on the number of variables used. The variable by
case structure is standard and the best way to handle Targe
data bases. Exceptions to this structure would be valid

when small sets of data are used, or when procedures are
unable to handle missing values or when the design of fhe
system was to facilitate ease of use. Input should be
possible from punched cards, tape, disk, or other remote
access device. Alphanumeric data, which consists of at

least one non-numeric character, as well as numeric data should
be possible. Flexible input formats for describing the

data is necessary. Free-field, where the data does not have
to be in specified columns, is necessary for on-line

systems and is a useful option for batch systems. The process
of submitting the job for processing should require a minimum
of job control 1angua§e (JCL). IBM 029 keypunches are not
standard and means should be provided so that 026 keypunches

can be used.

The data matrices should be'capab1e of being named and
stored on tape, disk, or other device, as well as being
retrieved easily. It should be possible to Tabel variables
with an acronym and descriptor (e.g., YRBORMN is an acronym
and YEARBORN could be its descriptor). Labeling the values

a variable takes on should be permitted (e.g., for the variable
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_SEX it could be: 1 = MALE, 2 = FEMALE). The labeling or
numbering of cases is also desirable. The generation,
storage, and retrieval of more than one data matrix should

be permissible.

Fi]é utility procedures such as merging, sorting, concatenating,
and forming subsets are necessary. For special files such

as correlation matrices, mathematical routines might be
desirable (e.g., matrix inversion). Output from statistical
procedures should be capable of being stored and used as

input to other procedures, e.g., saving and ané]yzing

residuals. Also, files should be readable by other computer

and statistical systems.

Program control and data modification commands are needed.
Some of these are: relational operators (e.g., greater than,
less than, Boolean expressions, etc.);'transformations

(e.g., square roots, addition of variables, etc.); conditional
control (e.g., IF...THEN...); branching (e.g., GO TO...).

Very often the same set of modification commands are needed;
the only difference being that perhaps a different variable

is being used. It would be efficient and convenient if the
user did not have to repeat the same set of statements,

but yet use the commands already set down. Such facilities
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exist and they are called MACROS. A MACRO is analagous to

a Fortran subroutine.

Extremely useful are the special data analysis cohmands.
Thus, procedures should exist‘for recoding, selecting, and
deleting either cases or variables. A]so; the weighting of
cases and the provision to take random samples is desirable.
The data analysis and data modification commands should

act on a temporary or a pérmanent basis depending on what

the user desires.

For those systems that use the variable by case structure,
it is mandatory that provisions should exist for designating
and handling missing values. Handling of multiple measurements

on a variable within a case is a desirable feature.

OQutput should be adequately labeled, as well as permitting
the user -to add his own Tlabeling, if desired. One should
have control over procedures thaf produce voluminous output.
For on-line systems this is particulary important, as well
as catering to the various teletype widths, e.g., ASR's take
70 columns, IBM 2741's take 120 columns, etc. Also, for
on-line systems, teletype printing speeds of up to 30

characters per second should be possible.
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~Limitations should be realistic. For batch systems and
on-line systems that use data files the handling of at least
500 variables and 5000 cases is not unreasonable. The user,

however, should not be penalized if the amount of data is

small. He should be able to adjust the computer core size

to fit his particular problem.

2.3 Ease of Use

Unless the statistical and data management procedures are
easy to learn and use, only a handful will benefit. Those
few who know the intricacies become the ‘experts' and spend
large portions of fheir time instructing users on trivia;

a service that a good user's manual should provide. What is
lamentable is that it is human natufe to take the easy way
out and use procedures that are imperfect, often inaccurate,
and time-consuming - just so long as it is easy to use. The
time and organization required to write an easy to understand
user's manual, and easy to use system are reasons why it

is often neglected, but these reasons are not a justification.

Ease of use of the system and ease of understanding the
user's manual are for all intents and purposes the same

thing. The better manuals have most of the following
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basics: @) there 1is exp11citnes§ with regards to input,

output, and Timitations. The output is rigorously defined,
i.e., there is no doubt as to what calculations have taken
place; b) examples are meaningful, as well as abundant;

c) there is as much independence between procedures as possible;
d) references are provided; and e) the previous points are

presented in a readable style.

The rigorous defining of output is often neglected or done
poorly. A recent paper by Francis (1973) shows the confusion
that can reign when output is not defined. Four éna]ysis

of variance programs (ANOVA procedure from SAS, BMDX64
program from BMD, MANOVA program from OSIRIS, and a program
from the University of North Caroiina; CAROLINA) were run
using data from a standard 2x5 factorial design, but with
unequal numbers in the cells. Because the design is non-
orthogonal, the sums of squares for the various sources
depend on the order of selection; but the answers produced
are different because each program enters the source of
variation differently, and the ANOVA procedure from SAS is
invalid although the user's manual by Barr and Goodnight (1972)
does say what is done. BMDX64 is recommended by Francis,

but, for many, may be difficult to learn and use. The

confusion results because the user's manuals did not



make it clear how the sources of variation were entered,
“or even, to quote Francis, "that the order might be an

important matter.”

Ease of use is facilitated by using commands that are in
natural English, with ability to abbreviate for experienced
users. The editing of commands should provide meaningful
error messages and should not stop compiling after only one
error. Procedures fhat edit data (check for bad punches,
check sequencing, etc.) are helpful. On-line systems should
never lose control and leave the user not knowing what has

happened.

2.4 Other Considerations

Details of systems that do not fall into the previous three
sections are included as Other Considerations, in addition to
the following subsections: evolution, program documentation,

transportability, accuracy, and teaching.

2.4.1 Evolution

If a statistical system is to remain viable, it needs to be-

revised and updated. No system supplies all the answers




and users would Tike to know the System they are using can
be modified and improved, including the facility for the user

to add his own routines.

2.4.2 Program Documentation

Well documented user's manuals are few. Well documented
internal workings of computer programs are rare. A few
reasons for well documented progfams are: so those looking
at the program at a later date will know the 'who, what,
why, when, and where' of the program including the original
programmer; so that those involved with implementing, or
trying to find bugs, or modifying the system can do so with a
minimum of effort; a history of the project is maintained.
Good documentation does not require flowcharts or separate
systems manuals. Copious comments within the actual program
are usually sufficient. There are no excuses for not
providing comments. Kreitzberg and Schneiderman (1972)

provide some formal standards that should be adhered to.

2.4.3 Transportability

If statistical systems are to be run on other computers,

they must be written in the mdré common languages. Within



the language as much standardization of coding should be

used as possible. Some other factors that affect transport-
ability are: the particular computer and software used and
other special equipment used; availability; purchasing costs;
and ease of implementation. Some ther points that are
important are the costs of running the system and the

reliability of the computer system per se.

2.4.4 Accuracy

Define: X = IX/N ,

Sy = $(X-X)%2 , and S, = IX%2 - NX2

The above formulas have been studied to determine their
accuracy. Neely (1966) presents four ways of calculating
the mean and six ways of calculating the standard deviation,
as well as six ways for calculation of the correlation
coefficient. He concluded the best algorithm for the mean
as X + £(X-X)/N and S, as the best in computing sums of
-squares. Calculator algorithms like S, were the worst.
Youngs and Cramer (1971) conclude that the best algorithm
for the mean is the conventional X but suggest an iterative
approach to the sums of squares thus avoiding two passes

of the data.
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Similarly, . Longley (1967) and Wampler (1970) evaluated the
accuracy of least squares regression programs, and found
that programs that emb]oyed elimination algorithms were
inaccurate but those using orthogonal Householder transfor-
mations and Gram-Schmidt orthogonalization were the most

accurate on their ill-conditioned data.

What this suggests is that inaccuracies can occur in many

cases (e.g., large numbers, many numbers, ill-conditioned
matrices) when certain algorithms are used, and‘that efforts
should be made by developers of statistical systems to use the
most accurate numerical analysis methods. Many statistical
systems do not use the most accurafe algorithms, and users
should be constantly on guard and éxamine output for

inaccuracies.

2.4.5 Teaching

The highly specialized area of Computer Assisted Instruction
(CAI) in statistics is not germane to this thesis, nor, for
that matter, are statistical systems whose sole intention is
to assist in the teaching of statistics. How statistical

systems can be used in teaching - or even if they should be

used - is polemic, and no attempt is made in this thesis to
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‘resolve thq issues. The attitude.taken is if a system aids in
the formal teaching process, 'well and good'; but it is a minor
consideration in terms of this thesis framework only. For a
survey of teaching statistics at the university 1éve] with
computers see Evans (1973), and for information on how Ssome
specﬁfic statist1¢a1 systems are used in teaching see Kennedy

(1973).



CHAPTER 3

BATCH SYSTEMS

The precise definition of a batch computer system is not
necessary within the context of this thesis. It is sufficient
to say that those systems that use 80 column punched data
cards as their source of input and use a standard line

printer instead of a teletype may be considered as batch
processing systems. Remote job entry by submission of jobs
through a teletype is also considered batch, as there is no
true ‘'interaction' between the system and the user. Batch
systems, of course, may have the actual raw data entered

from tape, disk, or other device, instead of cards.

Within the batch systems there are two main categories:
integrated and non-integrated systems. Because the definitions
of the above two terms vary from author to author, let us
define an integrated system as a system whose input data
structure is the same for all statistical and data management
procedures and where there exists only one comprehensive

program containing all these procedures, instead of an
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organized package of independent programs.

The presentation is in alphabetical order except for those
discussed in the miscellaneous section where the order

does not reflect a judgment of the systems.
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3.1 1Integrated Systems

3.1.1 ASCOP - A STATISTICAL COMPUTING PROCEDURE

ASCOP was one of the first systems to be documented in a
stafistica] journal (Cooper, 1967). Early success . led to
more developments (Cooper, 1969b), until ASCOP 3 was written
(Cooper, 1972). This evaluation is based on ASCOP 3, but is

just referred to as ASCOP.

3.1.1.1 Statistical Analyses

Common measures of central tendency and dispersion are
available as well as frequency distributioné_and histograms,
but the user has no control, however, over determinfng the
classes. A normal fit can be applied to the histogram using
the chi-square statistic. N-way tables of means ére not
possible. Multidimensional frequency tables are possible
along with percentages, with the chi-square statistic being

computed for two-way tables.

Simple product moment correlations are possible. The multiple

regression procedure handles replicated values and a quasi-
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stepwise regression exists where one can request the system
to pick the 'best' variables as determined by the size of

the multiple correlation coefficient.

Unfortunately, ASCOP stops selecting variables once the
prescribed level is reached and does not give the user

a chance to see if other variables might have achieved the
same significance level. ASCOP provides facilities for storing
the predicted values, fesidua]s, regression coefficients,
residual mean square with its degrees of freedom,

and the square of the multiple correlation coefficient for
use in other procedures. A similar procedure exists for
polynomial regression. Other types of regression are not
available. A very general bivariate plotting procedure
exists, but, unfortdnate]y, it needs a plotter instead of
the standard line printer. Non-parametric tests are not

available.

Multivariate analyses include factor analysis using either
the principal factor solution or Joreskog's method. Varimax
is the only rotation method. . Factor scores as well as the
coefficients from the factor analysis can be stored and used
later. A non-stepwise discriminant analysis procedure

concludes the multivariate analyses, which permits the storing



of coefficients, scores, and misclassification probabilities.

Analysis of variance procedures are Timited to analysis of
a balanced complete factorial design. Special procedureé for
other designs and two-sample parametric and non-pakametric
tests are not available. Distribution theory is not available.
Miscellaneous procedures consist only of Diallel table

analysis, serial correlations, and a test of runs.

3.1.1.2 Data Management

Input is the variable by case structure with provisions to
identify replicates. If replicates are used then four new
variables are automatically created, i.e., the mean, standard
deviation, variance, and the number of replicates, and these
new variables may be used in other ASCOP procedures. Both
alphanumeric and numeric data are permitted with the ability
to use flexible formats. 1Input can be from cards, tape, or
disk. Storage and retrieval commands for data files are
simple. Labeling of variables is permitted and labeling of
cases is done automatically by.ASCOP in simple numerical order.
Generation of files within one run is permitted and utility
procedures consist of sorting and adding new cases. Program

control and data modifications. procedures are good with the.
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~facility to use many Fortran funétions and commands. Use of
MACROS is also permitted. Specialized data analysis procedures
do not include commands to recode data simply. ASCOP
procedures for handling missing values are vague. The

manual suggests that blanks are read as missing vaiues. The
user, however, cannot specify his own values and has no

control as to how the missing values are handled in the

statistical analyses.

One can use ASCOP probedures to augment output but the
defined procedures in ASCOP do not present enough examples
to assess the labeling. Most output is not defined

rigorously.

Limitations are stated within a particular section for all
procedures and are difficult to understand. The number of
cases permitted is not stated, but the maximum number of

variables is 230 for the ATLAS computer and 75 for the IBM 360.

3.1.1.3 Ease of Use

The ASCOP manual is well organized but quite verbose and
difficult to read. Its 158 pages could easily be cut in

half and filled with badly needed examples showing deck
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set-ups as well as output. Statistical output is generally
‘not defined and references are lacking. The commands are
in natural English, but without the examples they are

difficult to understand.

Nothing is mentioned about 026 or 029 keypunches, variable
core sizes, error messages, or control when errors are
found. It is doubtful whether one could run an ASCOP

procedure without assistance from someone with prior experience.

3.1.1.4 Other Considerations

ASCOP is mainly written in Fortran with a few routines

written in assember, and has abouf 18,000 Tines of source code.
Versions of ASCOP exist for ATLAS, ICL 1800, UNIVAC 1108,

and IBM 360 series computers. ASCOP requires 150K and runs

under the Fortran 4 H compiler on the IBM 360 system.
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'3.1.2 OMNITAB II

This evaluation is based on two manuals: OMNITAB II User's
Manual (Hogben, Peavy, and Varner, 1971) and Test Problems

and Results for OMNITAB II (Varner and Peavy 1970).

The name OMNITAB comes from 'omnibus' and 'tabular'. There
seems to be some ambiguity as to what the OMNITAB II really
is. It is a programming language, but is 'highly user
oriented' in its design. It is directed toward the individual
who needs computing power, but lacks kndw]edge of high

level programming languages such as Fortran, APL, etc. The
basic design philosophy consists of a 'Workspace' composéd of
rows and columns. A simple example would be to enter thé
data into the first column, then using an OMNITAB II instruction,
say, SQRT (square root), one could take the square roots of
all the numbers and put the resultant answers in column two.
Thus, the modus operandi is to move across the worksheet
performing calculations much as one would do with a desk

calculator,

3.1.2.1 Statistical Analyses

The descriptive statistics of OMNITAB II are comprehensive.
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Besides the standard statistical measures, the following
“statistics are provided for univariate data: 25 percent
trimmed mean, mid—range, mean deviation, two-sided confi-
dence intervals for the mean and standard deviation, linear
trend statistics, tests for non-randomness, sums of squares,
deviations from the mean, and ordering and ranking of the
observations. Frequency distributions and histograms are
possib]e}with the user a]fowed to determine exactly what
the class boundaries, class widths, etc. should be. Where
appropriate, procedures exist to do weighted analysis if
desired, as well as storing the answers.in the workspace 1in
order that more analyses may be performed. No procedures
exist to produce N-way tables containing either frequencies

or means.

Simple correlation matrices 1nc1ude'product moment and
Spearman coefficients. Partial correlation coefficients

are also available. Significance levels and confidence
intervals are possible as well as a test for linearity. The
above coefficients may be stored. Bivariate plots are
~possible. The regression analyses include simple, muitiple,
and polynomial procedures with the ability to do a weighted
analysis on each. Excellent features are the plots of the

standardized residuals versus each of the following: row
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numbers, independent variables, and predicted values.
A probability plot of the residuals is also possible.

Multivariate analyses are not available.

A one-way analysis of variance procedure exists along with
two'mu1tip1e-range tests, viz., Newman-Keuls with Hartley
modification and Scheffés. Kruska];Wa11is' non-parametric
statistic is also possible. A two-way analysis of variance
procedure is available with the ability to utilize weights,
if the design is unbalanced. Advanced design procedures and

special two-sample procedures are not available.
Distribution theory consists of two procedures: one to find

p-values from the F distribution, and another to generate

uniform random deviates between 0 and 1.

3.1.2.2 Data Management

Input of data for OMNITAB II is either the variable by case
structure (READ command), or by just declaring a variable

and assigning the values to it (SET command). For analysis
purposes only numeric data is permitted and either free-field
or standard Fortran formats are possible. Input can be from

cards or tape.
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Facilities do not exist within OMNITAB I1I to,stdre data files.
Data manip&]ation features exist for moving, sorting, and
selecting data about the worksheet. For matrices common

array operations are possible (e.g., add, transpoée, invert,
etc.). Other mathematical procedures are numerical analyses
and Bessel functions. Assignment statements and arithmetic
expressions are possible as well as branching and iteration.
OMNITAB II is, however, a programming language and the

aforementioned points are to be expected.

Procedures to handle missing values are not mentioned and

the system will input zeros, if blanks are punched. Missing
values can be handled, of course, just as in any programming
language by writing a program, but as said before, programming
should not be a prerequisite to using a statistical system.
Output is well labeled with the user being able to insert

his own labels if wanted. Output is defined. As mentioned

before, many forms of output can be further used as input.

The limitations in OMNITAB II are clear but they will vary
depending on the procedure used and also with the amount of
data. The product of the number of rows and the number of
columns must not exceed 12,500. 1If no intermediary calculations

are made by the user on his data, this restriction would permit
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.about 1000-observations and eight independent variables in
the multiple regression procedure. This is restrictive for

practical data analysis applications.

3.1.2.3 Ease of Use

The user's manual is not specifically geared to statistical
analysis. OMNITAB II is for all intents and purposes a
programming language and it attempts to satisfy the needs

of many disciplines including statistics; Nevertheless, the
section on 'Beginner's Omnitab' initiates the novice so that
a user with a relatively easy statistical problem can use
the statistical procedures described Tater in the manual
without foo much trouble. Although the manual is explicit,
and in certain areas very comprehenéive, it is not that
readable. One has to jump around completely outside of the
stétistica] section very often to answer many of the input,
data management, and output probiems and it can prove to be
frustrating. Two notable features are an abundance of
‘references for the statistical procedures and an attempt

to discuss the precision and accuracy of some of the algorithms
employed. Use of the data management procedures, although
conceptually easy, are cumbersome and difficult to use as

one has to remember column numbers and row numbers where
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data is stored as well as construct minor 'programs' to
manipulate the data as one procedure is not usually powerful

enough (e.g., recoding data, handling missing values, etc.).
Jowett, Chamberlain, and Mexas (1972) give an easy to

understand account of OMNITAB II including good statistical

examples in their paper.

3.1.2.4 Other Considerations

OMNITAB development began in 1963 with Joseph Hilsenwrath
setting down the basic philosophy and it has been under
development ever since, culminating with Version 5.0, called
OMNITAB II. A National Bureau of Standards publication
announcement in January 1972 says, "OMNITAB II is a virtually
machine-independent computer system." It does, however,
require a large computer, i.e., IBM 360/50 and up,

GE 265, CDC 3800 and up, Burroughs 5500, and UNIVAC 1108.
OMNITAB II is written in as standard a Fortran as is possible.
The ability for the user to add his own routines to OMNITAB II
" is possible but it is difficult. Besides the two manuals
referenced in this evaluation, there are two others which

were not obtained but are available: Source Listing of

OMNITAB II Program (371 pp.) and A System Programmer's Guide
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for Implementing OMNITAB II (43 pp.). The OMNITAB II

“package is available for $250.
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3.1.3 P-STAT

The P-STAT system was developed by Buhler (1973a). Initially,
development began in 1963 by Buhler at Princeton University
and has evolved to its present state, Version 3.05, 1973.

This evaluation is based primarily on the user's manual

which is computer generated, as is all documentation

described in the reference. Also available, but separate

from the manual, was a primer consisting of 33 examples

of P-STAT job set-ups with explanations, and nine examples

showing deck set-ups and resultant P-STAT output.

3.1.3.1 Statistical Analyses

Using the FREQ and DES procedures univariate descriptive
statistics can be obtained as well as frequency distributions.
N-way tables of means are implied, but it is not clear how

to obtain them from the user's manual or examples. Two-way
tables of means are, however, definitely possible. Statistics
like the median, mode, skewness, and kurtosis are not
~available. A histogram is not available from the previously

obtained frequency distributions.
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Up to six dimensional frequency tables are available with the
“chi-square and other tests of association being available
for two-way tables. Percentages are optional with the

frequency tables.

Pearson product moment correlations as well as biserial

and tetrachoric correlations are possible. A stepwise
regression procedure exisfs that is very flexible and has

many options for the entering and deletion of variables
including good output control and storing of residuals.

A non-stepwise regression program is a]éo available. A
plotting and graphing procedure exists but is mentioned

in a different section of the manual. Polynomial, non-linear,

and weighted regression procedures are not available.

Multivariate analyses includes factor analysis which does a
principal components or an iterative analysis with facilities
for orthogonal or oblique rotations. Discriminant analysis

is available but not in a stepwise mode.

One and two-way analyses of variance procedures exist while
hierarchical designs of analysis of variance and covariance,
both balanced and unbalanced, employ the MANOQVA program
(discussed in the Miscellaneous Section under Non-integrated

systems). Two-sample t-tests are possible but non-parametrics
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are not. There are no procedures for distribution theory

and no miscellaneous statistical procedures.

3.1.3.2 Data Management

Comprehensive input procedures exist. Input is the variable
by case structure and three procedures exist for reading

data fram cards depending on how 'clean' the data is. The
most powerful procedure treats blanks automatically as missing
values, sets mispunches to missing values, and checks if

cards within cases are out of order. Free-field formats are
not permitted nor are alphanumeric fields, except when

used as case 1abe1$. Input formats are f]ekible, with input

being possible from cards, tape, or disk.

The ability to generate, store, retrieve, and purge data
files is powerful and relatively simple to use. Facilities
exist to label the cases and the variables. Value labels,
however, are not available, except for the crosstabulation
procedure. There exist procedures to merge data files; the
‘most powerful being MATCH which is a véry general procedure
that produces output files matched according to the case
Tabels. Thus, the addition of new variables and cases is

possible. Sorting procedures as well as miscellaneous
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procedures are plentiful, e.g., scaling of vériab]es, ranking.
“For matricés, procedures are available to add, multiply,
invert, etc. P-STAT allows access to many files during one
computer run and many procedures allow output from a previous

procedure to serve as input to the next or later procedures.

P-STAT has editing facilities that check for bad data,
improper sequencing, etc., and informs the usef of these
problems. Transformation of data is limited to cumbersome
codes of which the first 24 transformations are based on the
BMD package of transformations. Facilities exist to use
Togical operations (greater than, equal, etc.); create

new variables; modify, select, delete, etc. DO-LOOPS

are permissible and the powerful MACRO feature is available
in P-STAT. In running P-STAT the user may select only
certain cases if desired - a useful feature but not’very
common. Only one missing value may be designated for each

variable and almost all programs can handle missing values.

Output labeling is good with the user being able to supply
his own. Value labels as already mentioned are absent -
except for crosstabs, but are being implemented in a future
version. Qutput from P-STAT is not defined. Limitations are

stated for each procedure.



3.1.3.3 Ease of Use

P-STAT's weakness is its user's manual and command language.
Many scans of the whole manual were needed before the

P-STAT evaluation could even begin. The deck set-ups and
P-STAT printouts for each procedure should be provided
within the user's manual. Examp]esvfor many statistical
procedures are missing. The statfstica] output is not
explicitly defined and references are minimal. Except

for the defining of the statistical procedures, the manual
is fairly explicit, but difficult to understand; Error
checking and retaining control are strong pointé and help

in ease of usage.

3.1.3.4 Other Considerations

P-STAT is written in 'clean' Fortran according to Buhler,
except for 100 assembly statements, comprising of 480
subroutines and 45,000 lines of source code. About 40

other computer centres besides Princeton have P-STAT. It
has been converted to the following computers: IBM 360/370,
PDP-10, SIGMA 7 and UNIVAC 1108. P-STAT comes in 7 sizes:
Wee, Tiny, Small, Medium, Large, XLarge, and Jumbo. The Wee
size takes 150K on a 360/370 and can handle 150 variables.

19
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The Jumbo takes 680K and can handie 3000 variables. Thus, it
becomes easy to adapt to other computers. For a detailed

discussion of making P-STAT portable see Buhler (1973b).

If it is installed at a university, P-STAT is available for
$540 per year for IBM 360/65 computers and up. It should

be noted that Buhler sends free of charge a mini tape of the
Wee P-STAT system to prospective users‘as well as the
“user's manual. Included with the tape are source cards that
theoretically need to be changed only in a couple of places
for the user's particular installation. The P-STAT system
provides facilities so that a user can add his own routines

and is discussed in the user's manual.

Future plans include the general use of value labels, as
well as making P-STAT run on CDC 6400/6600 and Burroughs
6700 computers. For an overview of the P-STAT system other

than the user's manual see Buhler (1973c).
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3.1.4 SAS - STATISTICAL ANALYSIS SYSTEM

This evaluation is based on the user's manual by Barr and

Goodnight (1972).

3.1.4.1 Statistical Analyses

A MEANS procedure is used to ca]cu1ate descriptive statistics.
However, statistics like the median, range, standard error

of the mean, skewness, and kurto§is are not available.
Histograms are also missing. Useful statistics are available
that are not usually included in other systems. They are

sums and corrected sums of squares. N-way tables of means

are possible by using the BY statement. The variables used

in the BY statement must, however, be sorted previously to
using the MEANS procedure. A SORT procedure is available

to do this, but this is inconvenient.

Up to five-way frequency tables are available using the

FREQ procedure. Cumulative percentages are missing from the
tables. The output of the five-way table is neat and compact,
in contrést to a series of twd—way tables. The compact
methdd, however, has its disadvantages in readability and

in interpretation. For two-way tables the only statistic of
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association available is the chi-square. No column and row
totals or percentages are available for any tables. Bivariate
plots are available using the PLOT procedure. The PLOT
procedure when coupled with the SAS data management facility
makes it powerful, lending itself to such things as contour

plots.

Simple correlations (Pearson, Spearman, and Kendall Tau-b)
are available using the CORR and SPEARMAN procedures.
P-values are given and for large correlation matrices an

option is available to print only the most significant p-values.

The multiple regression and correlation procedures are
excellent. The RSQUARE procedure performs all possible
regressions of the dependent on the independent yariab1es.
Various options are available with-this procedure so that
some degree of control over the selection of variables and
output is available. The STEPWISE procedure enables one to
do five types of stepwise regression. Again, various
options are avai]éb1e for controlling the process. Tests of
significance are ayéi]ab]e with the STEPWISE procedure,

but predicted values, residuals, and confidence limits are

not.
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_ Factor, distriminant, and canoniéa] analyses can be performed.
The FACTOR procedure allows only the varimax rotation.

Useful options are principal component scores and factor
loadings. The DISCRIM procedure is good. A test of homogeneity
of the within covariance matrices is available, and the
classifications scheme allows unequal prior probabilities

of group membership. The CANCORR procedure permits the

plotting of canonical variates.

The analysis of variance procedure ANOVA is comprehensive.
One-way analysis, factorial, and hierarchical designs are
possible. For unbalanced designs the sums of squares may

be invalid (See Section 2.4.4 on accuracy). The type of
model is easily specified in the MODEL statement. Pooling
and tests of significance are also possible. Before the
ANOVA procedure can be used the data has to be sorted with
regard to the factors using the SORT procedure. Although
nested analyses are possible using the ANOVA procedure,

a more comprehensive procedure is available, called NESTED,
its advantage being to estimate variance components and do
covariance if applicable. Also, a special LATTICE PROCEDURE
is available for analysis of variance and covariance for
lattice designs. Ana]ysis of covariance is not available
with the ANOVA procedure. A DUNCAN procedure can be used for

doing Duncan's multiple range tests.
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The most powerful procedure of SAS is REGR. The user's

" guide says, "The REGR procedure will apply the principle of
least squares in fitting a linear model of_virtua11y any
type to data." Thus, alternative methods of regression

are possible. Polynomial and non¥1inear regressions can be
performed by this procedure. The analysis of covariance
lacking in the ANOVA procedure can be done with REGR.
Analysis of variance is possible through the creation of

dummy variables.

SAS lacks specific procedures which can perform two-sample
t-tests and their non-parametric counterparts. Miscellaneous
procedures included are: RANK which ranks variates and could
enable one to write his own non-parametrics; and RQUE procedure
which produces restricted quadratic unbiased estimates of
variance components; GUTTMAN to do Guttman scaling; and

PLAN which can generate randomized plans for experiments.

3.1.4.2 Data Management

The variable by case structure is used and input can be
from cards, tape, or disk in flexible formats. Provisions
exist for alphanumeric data. Instead of using a standard

Fortran format statement to declare what type the variables
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Tare, i.e.y a1phanuheric or numeric, and what columns they
are in; each variable must be stated, followed by a dollar
sign if alphanumeric and then its column numbers of location.
For a novice this seems simpler, but for large numbers

of variables and many cards per case it is cumbersome as the
card number must also follow the variable name. Excellent
procedures exist for the generatibn, sorting, concatenating,
merging, and forming subsefs of data files. Ouptut from

the statistical procedures cannof be stored and Tater used
as input. If invalid characters appear where numeric data
should be then SAS assigns missing values to the variables,
and then carries on. Blanks found where numeric data

should be are also assigned missing values.

SAS contains a strong set of program and data analysis
statements with the ability to use MACROS. Functions that
generate normal, uniform, and other deviates are possible.
There is, however, an absence of a simple way of recoding
variables. The cumbersome 'IF....THEN' statements must

be used. The ability to designate missing values exists. A1l
the statistical procedures state explicitly what happens

when missing values are encountered, but unfortunately the
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user has no say whether they should or should not be used.

The output Tabeling in SAS is good. One can use a TITLE
statement to put out one's own headings. The title does not
have to remain static and can change within a program

run. The options available in the statistical procedures
give one control over the amount of output. The output in
general 1is not rigorously defined. The maximum number of
variables is 255 and must Be contained on 12 or fewer data
cards, or a maximum of 1000 characters if read off tape,
disk, or drum. Both Timitations could be restrictive. The
number of cases appears to be solely a function of the
storage space available with the computér centre. Limifations
on the number of variables, cases, etc. in statistical

procedures is usually not mentioned.

3.1.4.3 Ease of Use

With the exception of limitations and the rigorous defining
of output, the user's manual ié explicit. There could be
more examples. Independence between procedures is good,
and there is an abundance of references for each procedure

to assist interpretation. The command language is simple,
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as well as the JCL. SAS does not provide a comment saying
that 026 keypunches are possible. Error messages are not
Tisted in the user's manual. When errors are encountered
though, SAS implies that they are adequately flagged and

SAS carries on, if it can.
As a whole, the user's manual is quite readable. The intro-

duction starts with a simple example which conveys the basic

principles clearly.

3.1.4.4 O0Other Considerations

SAS has 35,000 source statements and is written in Fortran,
PL-1, and assembly languages. It runs under an IBM 360 or
370 with at Teast 120K of core storage. The user's manual
1ists approximately 60 other SAS installations. Transport-
ability to IBM 360 and 370's 1is easy but not to other
computer systems. Users can add procedures of their own

to SAS without great difficulty. SAS development and
maintenance has been guaranteed through the next five years
and is available for $600 pef year for degree granting

institutions (Goodnight, 1973).
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3.1.5 SPSS - STATISTICAL PACKAGE FOR THE SOCIAL SCIENCES

This evaluation is based on the user's manual by Nie, Bent,
and Hull (1970), as well as the three updates, Nie et al.
(1971, 1972, and 1973)._

3.1.5.1 Statistical Analyses

SPSS is excellent in descriptive statistics and frequency
tables - both one and muitidimensional. Six independent

procedures cover these areas.

Simple correlation (Pearson, Spearman, kenda]]) and parfial
correlation procedures are available. The multiple regfession
procedure provides plots of residuals and is capable of
storing them. A stepwise mode is possible but allows only

the method of forward selection of the variables. Bivariate
plots are possible, but polynomial and non-Tinear regression

are missing.

An excellent factor analysis procedure is available providing
five types of factoring and four types of rotation. Factor
scores are available. Many options are available to give

one control over the process. Procedures also exist for
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canonical correlations and stepwise discriminant analysis.

A one-way analysis of variance procedure with multiple

range tests, along with a very useful t-test proéedure exist.
That, however, is SPSS's scope in analysis of variance and
covariance. There are no procedures forvdistribution

theory, and the only misce]laneohs'procedure is Guttman

scaling.

3.1.5.2 Data Management

SPSS uses the variab]e by case structure for input. Formats
can be fixed or free-field and data can be either numeric

or alphanumeric with the facility to use 026 keypunches.

The data matrix is capable of being easily stored and
retrieved. Excellent facilities exist for labeling
variables and their values. Case labeling is not possib]e.
SPSS allows only one file td be ‘generated and saved per ruh.
Subsets of files a;e possible using'the SUBFILE LIST procedure,
but unfortunately these must be generated at the time of
input. Merging and concatenation of files is not possible -
though with the use of subfiles, cases or variables can be

added, but the procedure is rigid, e.g., when adding cases
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all the variables present in the original file must be
'present with the new cases. A SORT procedure has recently
been added. A special WRITE CASES procedure must be invoked,

if other than the SPSS system is to read the file.

Most procedures do not permit output to be saved and later
used as input. Editing of data is left to the user, but

a new feature is the EDIT card which edits the SPSS control
card deck prior to a live run. A good feature when fixed
format is used is that SPSS will 1ist each variable, its
format, and in what record and columns it is located. SPSS
prbgram control andvdata modification procedures and state-
ments are adequate. One, however, cannot define MACROS, and
branching with the use of a GO TO is not possible. Specialized
data analysis procedures are good. The procedures to recode
and select data either temporarily or permanently are easy

to understand and use. The ability to designate and handle
missing values is exceptionally good. ATT statistical
procedures give options to the user on how he wants to handle

the missing values.

SPSS output can be voluminous but it is very readable.
Most statistical output is well defined, but some of the
updates are not, e.g., the discriminant procedure. SPSS

is working towards saving output and then using it for input.
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One has fair control over output; Many procedure have
options that either present the output in a condensed and
compact fashion or if one wants, say, for various reasons

more labeling, different format, etc., that too is possible.

A maximum of five hundred variablescan be processed by SPSS.
A recently added feature called ARCHIVE, however, enables one
to store up to 5000 variables, but only 500 may be processed.
A maximum of one hundred subfiles is possible. There

appears to be no restriction on the number of cards per case,
and the number of cases is limited only by the amount of
direct access at any computer centre. Limitations are

statgd within each procedure and are clear, consistent,

and liberal. Also, formulas are given whereby the user can
adjust the amount of core size needed to run SPSS depending

on the size of his job.

3.1.5.3 Ease of Use

There is no doubt that much of the popularity of SPSS is
due to its professional and readable user's manual. The
original manual, bdt not the updates, ﬁas all the desirable
features mentioned in Section 2.3. The original manual
knows 'how' to say it and, hopefully, will set a

precedent. With three independent updates, however, it is
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becoming monstrous. The command language is lucid. There
are a host of minor commands, e.g., DUMP (dump the file),
NUMBERED (abi]ity to number control cards), which make data
analysis that much easier. Error messages are all listed in

the manual as well as being written on the computer printout.

3.1.5.4 Other Considerations

SPSS is currently in use at well over 100 IBM installations
with versions also running on other 1afge computer systems
or else being adapted. The original version of SPSS was

available for $400 with later versions costing around $200.

Future plans call for a truly conversational mode. A
notable feature to be included in the next version (6.0)

is an N-way analysis of variance procedure.
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3.1.6 Other Integrated Systems

3.1.6.1 DATA-TEXT

This evaluation is based on the user's manual (Armor and
Couch, 1972) and a paper by Armor (1972). DATA-TEXT was one
of the forerunners of integrated systems with the_first
version being implemented on an IBM 7090/94 system, becoming
operafiona] in 1963-64. It has been re-written and now is
available on IBM 360/370 computer systems, but requires,

however, a minimum of 200K core storage.

The DATA-TEXT system was designed for social scientists and
in many respects is like SPSS, but DATA-TEXT tacks procedures
that perform discriminant functions; canonical and partial
correlations; and histograms. DATA-TEXT provides procedures,
however, for an N-way analysis of variance for factorial
designs as well as repeated measures designs. Unweighted
means using the harmoﬁic means solution is employed for

unbalanced complete designs.

Data management is similar to SPSS with both systems being

easy to understand and use. DATA-TEXT's ability to define
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the variables and their values in one cohesive unit would

be preferred by many as compared to other systems. Some
other notable features are: data modification commands can

be applied to lists of variables; DATA-TEXT uses dynamic core
allocation permitting analyses to be run in small amounts of
computer core (Armor (1972) says, "A1l of the statistical
routines are almost Titerally without limitations."); the
ability to do analyses by various categories easily using the

GROUP BY option.

3.1.6.2 EASYSTAT

The EASYSTAT system (Tucker, 1973) is written in PL-1 and
runs on an IBM 360/40 in 108K of core, at Georgetown Univer-
sity. Statistical analyses appear Comprehensive including
procedures for Friedman's two-way non-parametric analysis of
variance and the Cochran Q test. Nothing is mentioned

about data management. The user's manual is designed to

be especially user orfented. For example, once the user
knows what statistical procedure he wants, he then goes
thrqugh a tree structure answering questions in order that

he does not get Tost in the maze of rules for data definition.
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3.1.6.3 SOUPAC - STATISTICAL ORIENTED USERS, PROGRAMMERS,

AND CONSULTANTS

The SOUPAC system has been under deve1opmént since 1962 and
is implemented at the University of I1linois and is presently
running using an IBM 360/75. Information on a user's guide
has been requested but has not been received to date and

this evaluation is based on the paper by Chouinard (1973).

SOUPAC has about 70 statistica]lprocedures. Its statistical
strengths lie in the multivariate analysis procedures which
includes a factor analysis procedure that contains the latest
factoring and rotation schemes, viz., the rotations are
binormamin, varimax, Qarisim, oblimax, oblique, orthogonal
procrustes, and personal probability function rotation,
Analysis of variance and regression procedures seem compre-
hensive. Its weakness lies in the inability to perform
multiway tables of means and frequencies along with the

associated tests of association.

The data management section has facilities to generate data
files and manipulate them. The labeling of variables and
their values are weak areas. From the commands presented it

appears as if SOUPAC is easy to use.
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There is some doubt as to the transportabi]ify of SOUPAC

“when Chouinard mentions in his paper that some of the package
is written in non-standard Fortran. Its development, however,
seems certain. Chouinard says, "The statistical procedures

in the remainder of the package are kept up-to-date and
represent, we believe, one of the largest and most well
rounded parametric statistics library." Also, an

interactive version is being planned for the future.

3.1.6.4 STATPAC

STATPAC is evaluated with the aid of the following literature:
a simplified user's manual (Ne1son; Hendrickson, Phillips,

and Thumhart, 1973) and a paper déscribing STATPAC (Nelson,
Phillips, and Thumhart, 1973).

This package, developed at the General E]ectric Corporation,
Schenectady, New York, is written in Fortran for GE and
Honeywell 600 and 6000 series computers. The authors stress
the need for an easy to understand manual, as well as a
system that does housekeeping chores. They say, STATPAC is
"a simple and powerful statistical package for all who
analyze data." That statement, however, is open to question.

STATPAC can only read and store a maximum of thirty variables
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and handle only 500 cases. In the two-way ckbéstabs tables
"(multidimensional tables are not possible), if a cell has
more than nine counts then the following are printed: the
letters of the alphabet for numbers between 10 and 35, the
dollar sign ($) for numbers between 36 and 50, and so on.
Also, the selection and transformation commands are not that
‘simple to use. For eXamp1e, to say Y=A+B in STATPAC would
require the following: USE SUM (A B) TO SET (Y).

STATPAC's strengths 1lie, however, in a serious attempt to
fecognize the need of helping the novice but not stifling
the sophisticated user and such aids are apparent in the
format of the user's manual. STATPAC contains statistical
procedures not common in other packages, e.g., fitting

distributions to data and analyzing censored 1life data.

3.1.6.5 TSAR - TELE-STORAGE and RETRIEVAL

The evaluation of TSAR is based on the user's manual (see
reference under TSAR). TSAR is implemented at Duke University

and runs under IBM 360 series equipment.

The statistical analyses section does not compare with the

major systems. That there are no multivariate analyses, and



3.38

easy-to-use facilities for multiway tables are big weaknesses.
TSAR 1acks-powerfu1 data management procedures. TSAR, however,
contains a procedure that is useful, but is difficult, or
absent, on many other systems; namely, the ease of updating
files and correcting data. Also, there is a function that
calculates the number of years elapsed, if the two dates are
given - a minor procedure but very commonly needed in data
analysis. Facilities exist to add user subroutines. The

user's manual is somewhat disorganized, jumping from statistical
to data management procedures and vice-versa, but it is

readable and provides good references.
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3.1.7 Miscellaneous Integrated Systems

The MINITAB system (Ryan and Joiner, 1973) is the 'little
brother' of the OMNITAB system, and 1is being used successfully
for course work and research at Penn State. It is free |

of charge, except handling charges, etc., and is wkitten up

in a 50 page user's manual, which is available from the

authors.,

The STATLAB system (Atkinson, 1971) although intended for
statistics labs is, nevertheless, capable of being used to
some extent for small research problems. Commands exist to
manipulate scalars, vectors, or matrices as well as perform
special statistical operations, e.g., sums, sums of squares,
etc. STATLAB is a programming 1ahguage but is, indeed,
"easy-to-learn [and] easy-to-use," as indicated by Atkinson.
STATLAB is written in assembler and Fortran IV for an IBM
360/370 computer. The system has changed Tittle from 1971

and the latest user's manual may be obtained from Atkinson.

The STATJOB system (Muller, 1970) appears to be a large
integrated system. Muller outlined in detail many of the
goals the STATJOB system should adhere to, but unfortunately

transportability was not one of them. Personal communication
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~with the University of Wisconsin indicates that STATJOB
runs only on UNIVAC 1100 series equipment and they estimate

it would take two man-years to convert to an IBM 360.

See Myers (1969) and Schucany et al. (1972) for some other

miscellaneous systems.
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3.2 Non-integrated Systems

It might be helpful to restate what a non-integrated system
is. A non-integrated system consists either of a series of
independent programs, or one large program where the basic

input data structure has to be changed for different procedures.

3.2.1 BMD - BIOMEDICAL COMPUTER PROGRAMS

This evaluation is based on the user's manual (Dixon, 1973).

3.2.1.1 Statistical Analyses

Six independent programs are avilable for descriptive
statistics, but not one produces the median. N-way tables
containing means, etc. are not possible, although two-way

is possible using BMDO6D. Frequency distributions and
histograms, however, are abundant. Multidimensional frequency
tables are possible using BMDO8D with its 'variable stacking'
feature. This program can only handle integers and does not
accept missing values, but BMD0O9D, which is another crosstab-
ulation program, can handle missing values but does not have
‘variable stacking'. Also, for two-way tables the chi-square

statistic is given for BMDO8D but not for BMDO9D. Another
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program in a different section BMDOZS performs a contingency
“table analysis and gives percentages. A maximum likelihood
statistic is produced with this program, a]ong with the chi-
square, of course, but other tests of association are missing.
As one can see, organization and consistency leave.much to

be desired.

Simple, multiple (stepwise), and polynomial regression are
possible as wé11 as.simp1e correlations. There is more than
one simple correlations program - there are three to add
confusion. No non-parametric correlations are available. Non-
standard regression programs, however, exist. They are:
periodic regression and harmonic analyses; asymptotic regres-
sion; and non-linear regression where the user specifies the

function,

Multivariate analyses include principal components, stepwise
discriminant analysis, factor analysis, canonical correlations,
and a program to detect outliers in multivariate data. For

the initiated a multivariate analysis of variance and covariance
as well as a multivariate genera] linear hypothesis program

are available,

The analysis of variance and covariance programs are also

very comprehensive. Factorial analysis with multiple covariates,
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~and analysis of hierarchical designs are possible, but the
designs must be balanced and complete. Unbalanced designs
can be handled by the general linear hypothesis program.
Duncan's multiple range test is available as a §eparate
program. Again, there are ten programs covering the ANOVA
and ANCOVA area. Three of these are the genera1 linear
hypothesis programs. There is a Qodd t-test program, but
there is a complete absence of any non-parametrics throughout

the package.

Miscellaneous programs include 1ife tables and survival rates,

probit analysis, and four time series programs.

3.2.1.2 Data Management

BMD uses the variable by case structure. Free-field is not
permitted. Whether alphanumeric data, integer, or real data
is allowed depends solely onAthe'particu1ar program. It 15
not consistent, e.g., crosstabulation program BMDO8D only
accepts positive or negative integers. JCL is minimized
where app]icéb]e and input can come from.cards, tape, or
disk. Input and output from tapes, etc., must be done with
JCL. Variables can have up to a six character label, but

only in a small number of programs. BMD does not have its
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own file system, so manipulation of data files is non-existent.
However, ; sort program BMD14S exists. Program control and
data modification are possible. Through the use of 'trans-
generation codes', one can perform a test of approximately
thirty transformations, é.g., square roots, reciprocals,

etc. These are difficult to use and very limited. To over-
come this, two programs BMD12S (openended transgeneration)

and BMD13S (multipass transgeneration) are available. One

can supply his own FORTRAN statements to modify data. The
process, however, involves putting the transformed data onto

an output tape or disk and then using the tape or disk as

input to the required program. This is.not practical. Special-
ized data analysis statements that are applicable to all

programs are non-existent.

The statistical output is labeled adequate]y, but, because
the input is not labeled, most output refers only to the
‘variable number', instead of a concrete name. The 'Compu-
tational Procedures Section' does a good job on rigorously
defining output, but at perhaps too high a mathematical level
- and with too much computer jargon, e.g., see BMDO3S (probit

analysis).

Limitations are clearly stated for each program. Some programs
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are liberal, some are not, e.g., BMDO8D (crosstabulation)
allows a maximum of one hundred variables and 1500 cases.
Most programs give the user an estimate of how long the job

will take and how many pages of output to expect.

3.2.1.3 Ease of Use

The user's manual is a formidable 773 pages. It is explicit
and programs are relatively independent. The first 66 pages
are basically about I4how to collect data and use BMD'. Even
though it is intended for novices it is still difficult to
read. Eaéh program in the manual is consistent in its approach,
but unfortunately the programs are difficult to understand

and use. The manual has a habit of using words that have no
meaning. For example, instead of saying multidimensional,
crosstabulation, or N-way tables of frequency counts, they
call it crosstabulation with ‘variable stacking' (BMD08D).
Another is 'multipass transgeneration' (BMD13S). The write-up

saying what BMD13S does is just as confusing.

Some programs handle missing values; some do not. Some handle
labels; some do not, etc. Error messages are not listed in

the manual.
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3.2.1.4 0Other Considerations

BMD was one of the first major statistical packages. Because
BMD consists of independent programs and runs on IBM 360/370
equipment, it is quite transportable. BMD is easily imp1e—

mented and costs $45.

BMD is under constant development. At the time of this
writing the BMDP series is currently under development.

Frane (1973) discusses the new BMDP series and says, "...[It
is] the start of a complete third generation package." From
Frane's paper it appears that the programs are more integrated,
i.e., all programs can handle missing values, all programs

can have variable labels, etc. More statistics are added,
e.g., non-parametrics., The examples have annotations written
on them to help in interpretation, etc. ATT1 in all it looks

Tike a much superior product.
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3.2.2 STAT-PACK - A BIOSTATISTICAL PROGRAMMING PACKAGE

A request to Goddard Computer Science Institute concerning
STAT-PACK resulted in the following user's manual (Shannon,

1967), upon which this evaluation is based.

3.2.2.1 Statistical Analyses

Comprehensive descriptivé statistics are possible, if one

has only one set of data, but if one wants to analyze multiple
sets then a different program must be used which is not as
comprehensive. A frequency distribution and histogram can

be obtained. N-way tables of means are not possible. Cross-
tabulations are limited to a primitive two-way program which

gives no tests of association.

Simple Tinear regressions are possible as well as a weighted
polynomial regression which can give confidence intervals.
Weighted multiple regressions, including stepwise, are
possible. A non-linear regression program is available, with
the user supplying his own Fortran subroutine of the model.

A useful, but not so common, program is available for simple
Tinear regressions where for various dependent values the

independent is derived and then confidence limits obtained
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about the independent values. A scattergram program exists.
_ A Pearson Eorre]ation matrix program is possible. Kendall's
tau correlation is possible but not as a matrix. Multivariate
analyses are limited to an optionless two group discrimihant

function.

Analysis of variance of one-way designs with subsampling,

and up to three—way'balanced complete factorial designs are
possible. Unéqua1 cell sizes, however, can be handled in the
two-factor model, assuming there is no interaction term.

Multiple range tests are limited to Duncan's procedure.

Special two-sample tests include paired and unpaired t-tests,
but no non-parametrics. Bartlett's test of homogeneity of
variances is available. Distribution theory includes the

use of fhe chi-square and Kolmogorov-Smirnov statistics to

fit six common distributions. Random numbers can be generated
from the uniform, normal, and exponential distributions,

but unfortunately the user must call a Fortran subroutine.

A similar feature exists to find probability values for

given functions.

Some miscellaneous programs are Kendall's coefficient of

| concordance, estimation of the parameters of the log and
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translated log normal distribution, time series, 1ife
“tables and survival rates, and a few mathematical routines

such as transformations and matrix inversion.

3.2.2.2 Data Management

Only numeric data is permitted and only from cards. The
user must supply the data in fixed fofmat, as requested by
the read subroutine which can be altered. Input is not

the same for all procédures. Data files cannot be generated
and thus, there exists no manipulation of them. Program
control and data modification features are non-existent
except for 25 predefined transformations, which are similar
to the BMD transformations and whfch exist in a separate
program and are, for all intents and purposes, valueless as
they cannot be used within the other programs. There are no
specialized data analysis statements(recode, select, etc.)
and thereis no way of designating and handling missing

values.

Output is adequately labeled, but not rigorously defined
statistically. Limitations are stated but very often are
not Tiberal considering this is a batch system, e.g., only

nine independent variables in the multiple regression program.
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3.2.2.3 Ease of Use

The user's manual lacks clarity on input and output. For
example, by reading the manual it is unclear whether the
user has to supply his own Fortran subroutine to read the
data and if so, where it fits in with the rest ofAthe cards.
In actual fact, the user does need his own reéd subroutine
and information on where it fits in ﬁhe deck set-up is
supplied in one of ‘the appendices: .The appendices, however,
are not listed in the table of contents. Unless the user
was familiar with Fo%tran, he would be unable to use this
package due to its heavy reliance on computer jargon in the
data set-ups. For some analyses Fortran knowledge is essen-
tial. Aside from the previous points the manual needs more

examples. References, however, are quite adequate.

Like most non-integrated batch systems the programs are
difficult to use due to their different input data structures
and other parameters for each program and their rigidity

in having to use numeric codes in exactly the right columns

to steer the analyses.
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3.2.2.4 O0ther Considerations

STAT-PACK is written entirely in Fortran with non-standard
features avoided according to the Preface. Each program.
runs in 8K words of core which is an advantage for transport-

ability to smaller systems. There are 53 independent programs.
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3.2.3 STATISTICAL PACKAGE - UNIVERSITY OF MANITOBA

This package is an organized collection of programs with

the evaluation based on the user's manual (Chebib, 1972).

3.2.3.1 Statistical Analyses

A program is avai]ab1e for descriptive statistics including
percentiles, frequency distributions, and histograms.

N-way tables of means are not possible. Another program
exists for multidimensional frequency tables with tests

of assocjation being available for the two-way tables.
Percentages are not available in the above program. For
data that has been previously tabulated, there also exists a
separate program to do a chi-square analysis. Fisher's

exact test is not available for small 2x2 tables.

Product moment correlation matrices aré possible as well

as simple, multiple (including stepwise), polynomial and
exponential regression. Spearman's rank correlation is
available, but only for two variables, i.e., no matrix of
correlations is possible. Partial correlations, scatter-
grams, and facilities for producing non-parametric correlation

matrices are unavailable. Multivariate analyses include
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factor analysis (principal factoring and varimax rotation)

and a canonical correlations program.

Analysis of variance includes factorial analyses using
Snedecor's harmonic means solution when cell sizes have
unequal numbers. Unfortunately, if the design is one-way
this approximation is also used. Analysis of covariance
allows up to three factors and nine covariates. There is
also a separate, but comprehensive, one-way analysis of

covariance. Other programs include latin squares, split

plots, experiments replicated in time and space, and partially

balanced Tattices.

Two-sample tests include the t-test and the Mann-Whitney
test for unpaired data and just the t-test for paired data.

There are no programs on distribution theory.

3.2.3.2 Data Management

Only numeric data is permitted, but a variable format is allowed.

The input structure is not the same for all the programs
and data input is only allowed from cards except for the
multidimensijonal frequency table (MFT) program where input

can be from tape.
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Data files cannot be generated, thus, storagé, retrievatl,

“and manipuiation of them does not exist. Editing of data

is not provided. Program Contro1 and data modifications
procedures are absent. Some programs permit up to nine
predefined transformation codes. The MFT program uses the
variable by case structure and permits up to 24 transformation
codes which are a bit more advanced (e.g., can subtract con-
stants, add two variables, etc.). Specialized data analysis
procedures do not exist except for the MFT program which permits
a cumbersome selection procedure. No provisions exist to
handle missing values except for the MFT program where the
minimum and maximum can be stated and all values outside

this range are excluded, but this could only be called

quasi-missing.

Output is adequately labeled. The user, however, is only
allowed one heading of 40 characters. Labeling of variables
and cases is not permitted except in the MFT program where
eight character labels are allowed for variables. Limitations

are stated in each program and are liberal.

3.2.3.3 Ease of Use

The user's manual provides no examples of output. Output is not
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rigorously defined and references are minimal. No introduction

~is given as to how to use the programs.

This package, not being an integrated system, does not

have a command language and uses éodes, numbers, etc. on the
cards to specify what to do and is subject to difficulty of
use. Besides this, the fact that examples are missing often

leaves one at a loss as to what is really meant.

3.2.3.4 Other Considerations

The programs are written in Fortran IV and are written for

an IBM 360/370 computer. There are 28 independent programs
covering the previously discussed‘areas. In addition to the
statistical analyses discussed, there exists a comprehensive
mixed designs (repeated measures) analysis of variance, Kendall's
rank correlation and coefficient of concordance, probit

analysis, cosine fitting, and discriminant analysis program.

These programs, however, are not listed in the user's manual.
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3.2.4 Other Non-integrated Systems

3.2.4.1 F4-STAT - FORTRAN IV STATISTICAL SYSTEM

F4-STAT (Beaton, 1973) is a system of Fdrtran subroutines,
but with some differences. Although the user must. supply
the main program there are ‘'utility' subroutines that permit,
for example, the printing out of‘headings and error messages,
or the ability to read data cardsvand~make assignment state—

ments such as‘X(1) = COL(17). Thus, the user is not burdened

by clumsy 'format' statements.

Statistical analyses are comprehensive including exact analyses
for unbalanced designs and regression routines that allow

for error in the independent variables. F4-STAT is written

in Fortran II and 360 assembler and is implemented on an

IBM 360/65, containing approximately 14,000 source statements.
According to Beaton (personal communication) F4-STAT is
transportable but the "documentation is not really good

enough for wide distribution." Also, he feels F4-STAT is

designed for use by competent programmers.

Nevertheless, notable points are that F4-STAT lies somewhere
between strictly 'subroutine sets' and 'organized collections
of programs' as is shown above. Also, something that should

be mentioned is that F4-STAT uses the ‘special matrix operators'
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(Beaton, 1964) in the subroutines. The philosophy behind this
is because~high speed computers are available, statistical
analyses (regression, analysis of variance, etc.) are
capable of being stated in the mathematical model form (for
analysis of variance dummy variables are created) and fhen
the exact so]utions are obtained{ Computational formulas that
originated for desk calculators are inadequate for unbalanced
- designs. Beaton feels the emphasis should be placed on
specifying the mathematical models rather than on special

techniques developed for calculators.

3.2.4.2 IMSL - INTERNATIONAL MATHEMATICAL AND STATISTICAL

LIBRARITES

IMSL is an organized collection of Fortran subroutines
covering both mathematical and statistical applications.
There are three Tibraries, one for each of the following
computers: IBM 370/360, UNIVAC 1100 series, and CDC 6000
series. This evaluation incorporates all updates since 1971

when IMSL first became available.

Theré are approximately 150 subroutines dealing with

- statistics covering most areas fairly well. Multiway tables




are not possible for means and frequencies; and the general
Tinear model analysis still requires the user to create his
own dummy variables, which is impractical. The sales litera-
ture indicates that canonical analysis, cluster analysis,
discriminant analysis, and factor analysis are availabTe in

the 1973 version, but this author was unable to find them.

Besides what one should definitely expect a good subroutine
to offer, i.e.; double or single precision, liberal comments,
specific instructions, etc., IMSL does provide algorithms
that are 'up to date' and gives some theory for each
algorithm along with an example. An actual listing of the
subroutines is not provided so evaluation of the programming
cannot be assessed. IMSL is being constantly updated (last
update was approximately 400 pages) and is available for

$960 per year.



3.59

3.2.5 Miscellaneous Non—integrafed Systems

The Scientific Subroutine Package (SSP) has been a popular
system of Fortran subroutines (also available in PL-1).

It has been indicated that this package may no longer be
supported by IBM. Information regarding SSP has been requested

from IBM but has not been acknowledged to date.

The MANOVA (univariate and multivariate analysis of variance
and covariance) program (Cramer, 1973) although not a systeh,
is of such comprehensiveness that it needs mentioning. To
illustrate its comprehensiveness let us quote Cramer, "....it
is possible to analyze every design in Experimentaz Designs
by Cochran and Cox....". To illustrate its ease of use for,
say, a two-way nonorthogonal design all one has to do is put
S, D, SD on the control card to signify that thé order to be
employed is: S ignoring D, D eliminating S, and SD eliminating
both S and D. The MANOVA program is implemented in the
P-STATsystem (see Section 3.1.3). MANOVA, however, can be
obtained separately for $50 along with the user's manual

(Cramer, 1967).

Lee (1971) provides an organized collection of Fortran programs,

but without data management; for multivariate analyses. It is
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mentioned because the user's manual also acts as a text for

"multivariate analysis.

OSIRIS is a large collection of programs developed at the
Institute for Social Research, University of Michigan. A
user's manual has been requested but has not been received

to date.

See Myers (1969) and Schucany et al. (1972) for some other

miscellaneous systems.



CHAPTER 4

ON-LINE SYSTEMS

The definition of an on-Iine statistical system Tike the
definition of a batch system need not be defined in computer
terminology within the context of this thesis. It is suffi-
cient to say that on-line systems (synonyms are: conversational
time-sharing, interactive computing, or some combination of
all three terms) have the following points: 1) the user
communicates with the computer using a teletype connected to
the computer, usually via telephone lines, and punched

cards are not used; 2) there is true line by line interaction
between the user and the computer. FIn the process of
communicating the user should not be aware of any delays in
computer responses, i.e., printed responses should appear
almost instantaneously to the user. Some systems permit the
user to access the raw data from a previously defined tape or
- disk, or to direct voluminous output to a high speed line

printer.

Like the batch systems, the on-line systems are similarly
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divided into integrated and non-integrated sections, and they
'are presenied in alphabetical order, except SOL, which 1is

presented in Chapter 5.
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4.1 Integrated Systems

4.1.1 IMPRESS - INTERDISCIPLINARY MACHINE PROCESSING FOR

RESEARCH AND EDUCATION IN THE SOCIAL SCIENCES

The IMPRESS 'system is "a computer system for selective
retrieval and analysis of large data files in the social
sciences” in use at Dartmouth College. This evaluation
utilizes three user's manuals: The IMPRESS Manual, Analyzing
Tabulations with IMPRESS, and The IMPRESS Primer (see

reference under IMPRESS).

4.17.1.1 Statistical Analyses

The 1VAR procedure gives descriptive statistics including
higher moments, quartiles, and histograms, but N-way tables
of means are not available. The MARG procedure makes
one-way frequency distributions. The XTAB procedure can

produce up to eight-way frequency tables including percentages.

| The measures of association that can be optionally obtained

with XTAB are comprehensive and exhaustive: Somer's coeffi-
cients, Goodman and Kruskal's gamma measure, tau and lambda;

Yule's Q and Y measures; the phi coefficient; Pearson's C
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statistic; Cramer's V; Tschuprowfs T; and Kendall's tau

family; and, of course, the chi-square.

The CORREL procedure prints out zero-order or Nth-order
correlation matrices, and the PLOT procedure produces

bivariate scattergrams. The REGRES and STEP procedures
perform multiple regressions and stepwise multiple regressions.
Multivariate analyses are limited to a factor analysis

procedure.

Analysis of variance, two-sample parametric and noh—parametric
tests are absent. Some miscellaneous procedures are:

path analysis; time-series analysis; Guttman scaling;

item analysis; as well as three other special procedures -
EFFECT, IDEA, and STD - to study relationships between

variables.

4.1.1.2 Data Management

Only numeric data is permitted in a fixed format. The
data, unfortunate1y; must first be entéred as a user data
file on disk before IMPRESS can access it. The structure
is variable by case for all procedures. Storage and

retrieval of files is adequate but cumbersome. Labeling



of variables and their values is possible.

By using commands similar to those in the BASIC computer
language one can create new variables or modify 61d ones.
Facilities also exist to recode, select, delete, and add
cases. Designation and handling of missing values is
possible. The facility to take random samples, with or
without replacement, from the user's data base is possible.
The facility to generate data files from the uniform and

normal distributions also exists.

Good labeling is provided, but the output is not rigorously
defined. Output from IMPRESS is not capable of being used

as input. Limitations on the number of observations are

not mentioned and a severely restricting 1imit of eight
variables is allowed for all the statistical procedures as
indicated in all the user's manuals. It does state, however,
(Chapin and Myers, 1972) that this limit has been increased
to twenty, but is left at eight in the user's manuals to

prevent indiscriminate use.

4.1.1.3 Ease of Use

The IMPRESS Primer is a successful attempt to present a
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sophisticated data analysis system to an ine*perienced user.
It is, hoﬁever, oriented toward sociological jargon and
examples, as are the rest of the manuals. The Analyzing
Tabulations with IMPRESS is equally effective as a primer
and besides just saying 'how' to run procedures, it explains
in simple terms the statistical concepts and how to apply
them. It should be noted that it is e]ementary, being aimed
at the novice in statistics and computers. The IMPRESS
Manual primarily contains information on data management
procedures and, unfortunately, does not come up to the

readability or simplicity of the other two manuals.

Besides the manuals there are instructional messages which
are available on-line to those using IMPRESS. The manuals
could provide more examples. IMPRESS uses many esoteric
statistical procedures (e.g., see those stated for the
crosstabulations), but provides no references. Also,

as stated before, the output is not rigorously defined

statistically in the user's manuals.

Commands are in a natural language. Effective controls
appear to exist in handling errors and in the actual running
of IMPRESS with regard to helping the user, controlling output,

etc.
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4.1.1.4 Other Considerations

IMPRESS 1is written in the time-sharing language BASIC.
Unfortunately, IMPRESS, because of the language and sophis-
ticated file structures, is not transportable to the more
common computers. IMPRESS 1is implemented on a Honeywell
G-635 computer system. Chapin and Myers (1972) state, "the
trade-off was between a powerful system written in BASIC or

a trivial one written in FORTRAN."

Information concerning IMPRESS comes under the heading
'Project IMPRESS'. The IMPRESS Manual lists a staff of 33
involved in the project. The IMPRESS Pfimer lists 27 |
publications including the three aforementioned manuals.
Needless to say, development of IMPRESS is not wanting.
Perhaps future goals will be to make IMPRESS transportabie
and to add more statistical procedures that would benefit
non-sociologists as well. This author, however, might be
doing the IMPRESS project a disservice by neglecting some
facts which serve to enhance IMPRESS. The IMPRESS system
provides a library of surveys that students or faculty can
access on-line. The ‘codebooks' (a description’of what and
where the variables are and what values they can have) are
available. Thus, users are encouraged to analyze other

people's data and draw their own conclusions. At present
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there are 51 surveys with an average of apprbximate]y 2000
 observations and 240 variables per survey. A1l these surveys
have been edited and analyzed, but in the process the variables
have been extensively labeled; values within variables have
been grouped into meaningful categories, etc. Thus, all the
user has to do is run the statistical procedures without
having to process, edit, manipulate, etc. the data. Also,
the user does not have to abide by the groupings set up and
can change it if he so desires. The accessibility of these
surveys to assist in teaching sociology is, indeed, an
innovative step and the IMPRESS manuals are geared around

this set-up.
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4.1.2 MIDAS - MICHIGAN INTERACTIVE DATA ANALYSIS SYSTEM

This evaluation is based on the user's manual (Fox and Guire,

1973) and a paper by Fox (1973).

4.1.2.1 Statistical Analyses

Facilities exist for providing one to‘N—way tables of means,
standard deviations, standard errors, minimum and maximum
values. Other descriptive measures are possible but the user
must employ cumbersome methods to obtain them. Histograms
are available. N-way frequency tables are possible as well
as percentages. For the two-way tables various tests of

association can be obtained.

Simple and partial product moment correlation matrices are
capable of being produced. Simple and multiple regression
procedures, including stepwise, are available as well as
polynomial regression. Thelpredicted and residual values from
the above may be saved and used in other procedures if desired.
Scatterplots are also available. Non-parametric correlation
matrices include Spearman's and Kendall's statistics.

Weighted and non-Tlinear regressions are not available.
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Multivariate analyses contain procedures to do principal
components~ana1ysis, factor analysis, discriminant analyses,
including stepwise, and canonical correlations. The principal
factor solution is employed in the factor analysis. Ortho-
gonal and oblique rotation schemes are available. The
non-stepwise discriminant analysis can also produce quadratic
discriminant functions. For the.above procedures various
types of output canlbe saved, e.g., factor scores for factor
analysis, posterior probabilities for the discriminant

analysis, etc.

Analysis of variance is Timited to one-way designs but includes
two non-parametric tests, viz., Kruskal-Wallis and the

median test. Special two-sample tests are available. The
unpaired tests are: t-test, Mann-Whitney, median, and Kolmogorov-
Smirnov. The paired tests are: t-test, Wilcoxon's, and the

median test.

Procedures exist to generate random deviates from the common
distributions. Some of the distributions are: normal, F,
exponential, gamma, beta, chi-square, student, uniform, and

Poisson.

Miscellaneous procedures are time-series analysis, profile
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‘ ana]ysis,\and two-stage Teast squares.

4.1.2.2 Data Management

MIDAS uses the variable by case structure although input may
be entered 'variablewise' if desired. Alphanumeric data can
be read but is translated to 'numbers'’ internally so it
essentially loses ifs identity. Free-field formats are
permitted, with commas being necéssary to separate numbers
instead of‘b1anks. Input may be from cards, tape, disk,

or directly from the teletype.

Variables can have up to eight character Tabels, but no

value Tabels are possible. Case labels are not possible,

but MIDAS automatically numbers the cases consecutively

(i.e., 1T to N). The user cén create and use mulitiple datasets.
Although the ability to merge and match datasets is mentioned,
this author is unable to understand the Jargon that MIDAS
employs. Many forms of output can be stored as was seen

in the statistical analyses section.

MIDAS defines two types of variables and the user must

indicate what type his variable is on input, i.e., categorical



(discrete) or analytical (continuous). If one wants to trans-
form data then, unfortunately, either of two procedures

must be used depending on the type of variable. Arithmetic
expressions are possible, but only one operator is available
per command, i.e., it would take two commands to produce
Y=A+B+ C. Use of IF....THEN, GO TO...., and MACROS are
unavailable. However, MIDAS provides functions other than the
usual square roots, logs, etc., such as minima, maxima, ranges,
sums, percentiles, etc. Good procedures exist for selecting
and deleting variab]és or cases for analyses. Provisions
exist to designate missing values, but the user has no say

on how they are to be used in the statistical procedures.

Output appears adequately labeled with facilities provided

so that the user can add his own Tabeling. Most of the statis-
tical procedures provide options for good control of output

and facilities exist so that output can be either 70, 105,

or 132 columns, depending on the make of teletype, or if output
is directed to a T1ine printer. The Timitations are not

stated within each procedure, but it appears as if all
procedures are liberal (for the multivariate procedures the

product of the cases and variables cannot exceed 131,072).
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4.1.2.3 Ease of Use

The output is not rigorously defined, but references are

given for all the statistical procedures. The number of
examples are minimal. Otherwise, the manual is explicit

and procedures are relatively independent. The terminology

used throughout the manual, e.g., terms like strata identifiers,
does not help the novice. Some procedures are very difficult

to understand, e.g., the COMPUTE procedure.

Some strong points are MIDAS's ability to do many analyses
in parallel with the use of the STRATA and BYSTRATA commands.
Also, in the on-line mode good error control exists as well
as facilities for prompting and éxp1a1ning commands to the

user.

4.1.2.4 Other Considerations

MIDAS is written in both Fortran and assembler languages

(90% Fortran) and runs on an IBM 360/67 virtual memory computer.
MIDAS also operates under the.Michigan Terminal System (MTS).
The.above points Timit MIDAS's transportability. MIDAS is

also usable in a batch mode.
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~4.1.3 P-STAT

The P-STAT system (see Section 3.1.3) is also available on-line.
Facilities exist to have input from the teletype, cards, tape
or disk and to direct output to the line printer; or direct
error messages to the teletype but other output to the line
printer. For a full description of P-STAT see Section 3.1.3.
(Note: on IBM 360/370 computers P-STAT would normally operate
under TSO (Time Sharing Operating System) and unless the
computer centre has large amounts of core for time-sharing

it may be impossible to run P-STAT.)



4.15

- 4.1.4 Miscellaneous Integrated Systems

Joycé (1972) discusses his on-1ine system, SSTAT, that is
"built around an ASCOP-l1ike command Tanguage" (ASCOP is

evaluated in Section 3.1.1), and runs on a PDP-10 computer.

TROLL - Time-shared Reactive On-Line Laboratory is a
statistical system developed at MIT mainly fof economic
research. Most procedures are 'econometric' but standard
regressions and graphs are available along with simple
univariate statistics, e.g., means and standard deviations.

TROLL runs on an IBM 360/67.

Myers (1969) and Anderson (1971) 1ist some on-line statistical
systems. Some that looked general enough were DATANAL, TROLL,
ADMINS, and TRACE. Documentation was requested for each of
them, but the only documentation received to data was the

TROLL system.
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4.2 Non-integrated Systems

4.2.1 ISIS - INTERACTIVE STATISTICS INSTRUCTIONAL SYSTEM

This evaluation is based on the user's manual (Brown, Goodin,

Meeter, and Soller, 1972).

4.2.1.1 Statistical Analyses

Comprehensive univariate descriptive statistics are available,
but N-way tables are missing. Four-way frequency tables are
possible with the ability to analyze two-way tables with the

chi-square test.

The simple, multiple, and polynomial regression programs allow
plotting and storing of residuals. Scattergrams, product
moment correlation, and rank order correlations are available

as well as partial correlations.

A factorial analysis program exists using unweighted cell means
in unbalanced designs. Ana]yéis of covariance, hierarchical
designs, and multiple range tests are absent. Two sample
parametric and non-parametric tests are not available, except

for the Wilcoxon signed-rank test.
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Program GENDAT can generate random observations from any one
“of fifteen common distributions. A test of normality also
exists. There are no multivariate statistics or miscellaneous

statistical programs.

4.2.1.2 Data Management

Alphanumeric data as well as free-field is permissible. Input
is the variable by case structure and can be stored and
retrieved from external data files with relative ease.

Labeling of variables is not possible.

Separate programs exist for manipulating data files including
sorting, Tisting, editing, dividiﬁg, and selecting data, but
they are limited. For example, to divide one data file up
into smaller subsets (maximum of 20).the division can be made
on the basis of only one variable. Programs for transforming
data and merging and weaving files are mentioned but no details
are given for these procedures. ISIS was designed so that
output from one program may serve as input to another program.
~Other than the above no more data manipu]ation procedures are
possible. Missing values are input as question marks (?),

but not all programs can handle missing values. For those

programs that can handle missing values, no mention is made
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of what is done when they are encountered.

Output labeling is adequate with the user being able to add
his own for some programs (e.g., scattergram). Procedures
exist for controlling voluminous output. The output, however,

is not defined.

For an on-line, instructional system the Timitations are
varied but liberal. For the simple descriptive statistics
program the number of observations a110wed is stated as
"practically unlimited", but only fifty pairs, however, are

allowed for the Wilcoxon matched-pair test.

4.2.1.3 Ease of Use

The user's manual for ISIS is stored on disk and printed out
on computer paper. Instructions for communiéating with the
computer and requesting the desired program are clear, as
well as the logistics of handling typing errors, making

data files, etc.

Each program is designed to be self-instructional when used

on-1ine and consequently only a few programs discuss detailed
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usage in the user's manual (wheré all that is done is to print
out what w5u1d occur on-Tine with the user, if he was unsure
what to type in). The programs where the self-instruction
messages are printed out are fairly easy to understand for
simple programs but would be very difficult to follow for, say,
the factorial analysis program. Again, no mention is made as
to what statistics are actually computed. For production
purposes the lengthy instructional messages would prove to

be frustrating and time-consuming. Complicating features

are that most programs require the input data to come from a
previously defined external file and that not all programs

can handle the missing data feature previously described.

4.2.1.4 Other Considerations

ISIS was originally developed at Florida State University

and was designed primarily for instructional use.

The programs were written in GE time-sharing Fortran and
re-written in Fortran IV by the University of Calgary to run
on the CDC 6400 KRONOS time-sharing system. Additional

non-parametric tests are under development.
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4.2.2 RAX - REMOTE ACCESS STATISTICAL SYSTEM

RAX is strictly an IBM system. The version presently being
evaluated wés developed by Tauchi (1968). Information on

the Tatest status of RAX has been requested from IBM but

has not been received to date. As late as May, 1971, however,

the RAX system had not changed appreciably (Kelly, 1970).

4.2.2.1 Statistical Analyses

Some descriptive statistics are available but medians, modes,
skewness, kurtosis are not available; neither are N-way
tables for means. One is able to generate two-way frequency
tables and then perform a chi-square analysis, but N-way

frequency tables are not possible.

Simple product moment and Kendall correlation coefficients

are available as well as a simple linear regression, with

the ability to test for extreme residuals, and bivariate

plots. Multiple, stepwise, and polynomial regressioh complete

the regression programs. Multivariate analyses programs

are available. They are: canonical correlations, factor analysis,

and discriminant analyses.
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Standard factorial designs are available using Hartley's
algorithm~(1962). Unfortunately, the write-up also uses
Hartley's 'operator' terminology which would prove incompre-
hensible to a user and for‘practica1 purposes is unnecessary
to explain in a user's manual. Hierarchical, unbalanced
designs, and multiple-range tests are absent, although

paired and unpaired t-tests are available.

Some miscellaneous statistical programs are triple exponential
smoothing and probit analysis. It should be noted that RAX

is built around the Scientific Subroutine Package (SSP).

4.2.2.2 Data Management

Only numeric data is permitted in RAX but it can be accessed
from both disk or tape in either free-field or fixed (but
variable) format. A1l input is done with the variable by
case structure, and facilities exist within the statistical
program to edit (replace, add, delete, etc.) data. Manipula-
tion of data files is limited to fourteen pre-defined trans-

formations, e.g., square roots, X + Y, etc.

A very serious Timitation of RAX is its inability to designate
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and handle missing values. If alsystem uses the variable
by case structure then missing values are bound to occur
for real data in such a matrix, and unless these can be

designated and handled accbrding]y, the system is very Timited.

Output is adequately labeled and defined. Tauchi's version
has unreasonable Timitations (i.é.,.regardless of the program,
the input matrix can have a maximum of twelve variables and
one hundred observations); Kelly's version has thirty
variables by two hundred observations - better, but still

restrictive.

4.2.2.3 Ease of Use

The user's manual gives a lucid and easy to understand
introduction along with an example. Each program is clear
and easy to use. Examples exist for each program as well
as references where necessary. The facility exists to use

either standard ASR-33 teletypes or the IBM 2741's.

A good feature is the 'SOS' command. When RAX asks the user
to reply, and if the user does not understand, then if 'S0S'

is typed by the user, instructional help is printed back.
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4.2.2.4 Other Considerations

RAX is written almost entirely in Fortran IV. To run RAX
(Tauchi's version) requires an IBM 360/40 or 50 and requires
the remote access computing system with 128K. Kelly's

version needs an IBM 360/67 model with 256K.
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-4.2.3 SSIPP - SOCIAL SCIENCES INTERACTIVE PROGRAMMING PACKAGE

SSIPP was developed at Beloit College, Beloit, Wisconsin as

an instructional system for statistics labs, with instructions
for use being obtained when actually running the program.

This evaluation is based on the user's manual (see reference

under SSIPP).

4.2.3.1 ’Statisticé1‘Ana1ySes

Three programs are available for calculating mohents

and frequency distributions. N-way tables of descriptive
statistics are not possible. Multidimensional frequency
tab]es are not possible, but a chi-square program is available

to analyze two-way tables.

Regression analyses of all types are absent as well as multi-
variate statistics. A progfam for product moment correlations
is available. There are no analysis of variance programs
except for the one-way design. For unpaired data for two-
samples the t-test, Kolmogorov-Smirnov, and Mann-Whitney

tests are available.

Distribution theory is SSIPP's forté. For the common
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distributions, programs are available to fina-critica1 values
~ given the level of significance, and vice-versa, for one

or two-tailed tests. Computations of the power of the tests
is also possible as well as computations of minimum sample
’sizes needed for given powers. Graphs can be generated

for the binomial distribution increasing the sample sizes

to illustrate the central 1imit theorem.

Forty-four individual programs cover the previous areas

with over eighty percent applied to distribution theory.

4.,2.3.2 Data Management

Free-field numeric data is requifed. Input is not variable

by case and depends on the requirements of each individual
program. Use of data files is not possible and no features
exist for manipulation and transformation of data. The

output is not rigourously defined. Limitations when mentioned

are small and no provisions exist for missing values.
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4.2.3.3 Ease of Use

The user's manual is self-instructional on-line. For the
novice using a program for the first time the on-line
instructions would be useful. Although each program asks if
the instructions should be typed out, the mandatory commands
needed for actual usé are too long and unnecessary. For
example, the one-way analysis of variance program types
"TYPE NUMBER OF SAMPLE VALUES FOR RANDOM SAMPLE X", where X
is the number of the sample. If one has, say, five samples,
this statement would be repeated five times even before the
data values are typed in. Even for instructional use the
amount of instructional output is verbose. There is no

discussion of error messages or how to correct errors.

4.2.3.4 OQther Considerations

The user's manual was obtained from the University of Calgary.
The author, upon discovering where SSIPP was

developed (Beloit College, Wisconsin), requested information
directly from Beloit College. Beloit College did not send a
user's manual, but sent a brief list of available programs.

Besides having computer assisted teaching programs and
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miscellaneous programs in other disciplines (e.g., psychology)
they mention the existence of a multiple regression program
and a simple two-way tabulation program which the University

of Calgary did not have in their user's manual.

Beloit College says, "Almost all SSIPP programs and subprograms
are written in Fortran IV....".  The programs. average less
than 8K words of core which is good for transportability to

small computers.

The SSIPP project is no longer funded, but the programs are
still obtainable from the Beloit College Computing Centre,

with costs they say, “[only for]l labor, material, and shipping."
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- 4.2.4 STATPACK2 - AN APl STATISTICAL PACKAGE

This evaluation is based on the user's manua] (Smillie, 1969).
In the author's environment, and in others, STATPACK2 is
implemented but no updates have téken place since 1969. Like
‘other systems, except subroutine sets, the user should not

be expected to know the computer language involved, whether

it be Fortran, Cobol, PL-1 or APL. Thus, the approach in
evaluating STATPACK2 is from the user's manual presented and
not from what APL may be capab]e‘of doing if a user were

fluent in the APL language.

4.2.4.17 Statistical Analyses

Programs are available for descriptive statistics. N-way
tables for means are not possible. Multidimensional frequency
tables are not available although one and two-way tables are.

The chi-square statistic for two-way tables is available.

Simple and partial correlations are possible along with a

stepwise multiple Tinear regression program. An analysis of
residuals is possible. Non-parametric correlations and other
types of regression programs are not available. Multivariate

statistics are absent.



4.29

A complete factorial, cross-nested design, and a one-way
design are all the analysis of variance programs available.
There are miscellaneous programs involved -in matrix operations

and operations research.

4.2.4.2 Data Management

Input is from files or directly from the teletype. Format

is free-field and is not variable by case, eXcept for correl-
ations and multiple regression pfograms. A1tﬁough data can
come from files there are no provisions for their manipulation.
Some programs can handle missing values. For those programs
that handle missing values the designation of them is imprac-
tical. For example, the simple correlations program, SCORR,
requests that all missing values be input as any negative
number, and the one-way analysis of variance program, ANQVA2,

requests that missing values be input as zero.

~Labeling of output is almost totally absent and the output

is not rigorously defined. There is no discussion of limitations.

4.2.4.3 Ease of Use

A user without an acquaintance with APL would be unable to

use the simple descriptive statistics program if he relied
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on the usgr's manual. The first.few pages describe the
organizational structure of STATPACK? using APL computer
jargon (e.g., workspace, function, etc;) which does not
promote understanding. Only one example is done and it fs
not helpful. To find the mean and standard deviation of a
set of numbers one has to prepare the data sebarate]y using
the APL assignment statements and then submit this to the
particular program.. For all the progfams the user must
assign values to 'vectors', 'arrays', etc., but nowhere
does it say how to do it. 1In short, the user's manual has
no examples (except one), is not explicit, and is difficult

to understand.

4.2.4.4 Other Considerations

The computer statements are listed for each program in the
user's manual. The fact that APL is a powerful, yet compact
lTanguage, cannot be argued, as can be seen by program MVSD
where the mean, variance, and standard deviation are calculated
for M variates and N observations in two program statements.
For this algorithm, however, ft does not say whether or not
each'variate has to have the same number of observations.
Similar feats of compactness are achieved for other programs.

It may be efficient for running the programs, but in terms of
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~understanding what is being done, it is difficult. Not one
comment is given for any of the programs. The programs
are well below the minimum programming standards (see Section

4.2 on Documentation).

To run STATPACK2 requires that the computer installation has
APL.  To run APL requires IBM teletypes (usually 2741's)

that need special APL typeballs for its set of characters.

Smillie in his introduction says, "STATPACK? is a package of
APL programs...". However, it is the author's feeiing that
from a typical user's point of view the programs just described
are not programs, but are really APL subroutines and be]dng

under the category of 'subroutine sets'.

4.2.5 Miscellaneous Non-integrated Systems

KiTpatrick (1972) presents two systems. in his '‘paper: CCSS
(Conversational Computer Statistical System) written in
Fortran IV and APL-SS (APL Statistical System). The APL
system appears moré user-oriented than the APL system in
Section 4.2.4. Many universities have some type of

conversational statistics programs. Carleton in Canada
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~and Oregon State in the U.S.A. have sent some literature on
their developments (this is not referenced). Anderson

(1971) lists four commercial systems.



CHAPTER 5

- THE SOL SYSTEM

5.1 History and Rationale for Development

An 1increasing dissatisfaétion with batch packages of programs
by both the author and users led to the initial development
of SOL. The process of keypunching and using job control
cards; the process of coding the controT cards within the
canned program; the process of coding the options; and
finally assembling the data cards amongst the above was
rigid, difficult, and time-consuming. If the control cards
for both the computer system and statistical program were not
specified to the Tetter and placed in the correct card column,
the run ended prematurely producing wrong, incomplete, or no
results. The error messages were usually in computer jargon
and provided Tittle assistance in informing the average user
of the exact nature of the problem. One of the resident
statisticians usually was involved in correcting the problem,
and spent, for routine statistical problems, more time on

computer preparation and problems than necessary.
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The above process has taken up to a week for a routine
~ problem of finding descriptive statistics and producing a
frequency distribution on a sample of data containing about

one hundred observations.

The coding of data into rigid formats and then keypunching
the data or submitting the data to keypunching services ahd
waiting was too time-conshming and restrictive for most
users who had small amounts of data - even apart from the

process of submitting and running the job.

It should be noted that prior to the implementation of SOL
in 1970 none of the major statistical systems emphasizing
the role of data management and catering to the novicé ih
statistical computing was available in the author's environment.
Those packages or programs available were not designed to
initiate the novice into analyzing his own data. For example,
a typical program would say, "Keypunch the number of obser-
vations in columns 1-5." The user has no idea that 'right
justified' is implied; or even if 'right justified' is stated,
what does it mean? Thus, aside from using a program, under-
standing how to use.it was Jjust as much a problem, and,
unfortunately, the statistician was involved in explaining

non-statistical problems more often than necessary.
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It was recognized that most of the problems involved small

or moderafe amounts of data and that many types of statistical
analyses requested were of a re-occurring nature. For this
type of problem the following points of need emerged: speed
up the process; provide a statistical system that is eésy

to understand and use; minimize the role of the statistician
as much as possible from becominé involved in the 'computer
aspect'. These points Ted to the design of an on-line

conversational statistical system.

5.2 SOL - STATISTICS ON-LINE

The SOL system (Rollwagen, 1973) was impTemented in April,
1970 and can be classified as an organized collection of
programs. Like the previous systems it is evaluated along
the same guidelines, however, some of the objectives of the

system are mentioned throughout the evaluation.

5.2.1 Statistical Analyses

Descriptive statistics are available as well as chi-square
tests for frequency data. Both areas are comprehensive in

what they give (e.g., expected values are printed out along
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with chi-square contribution of each cell and Fisher's test
"~ for 2x2 tables fof frequency data), but N-way tables are
not possible for means or frequency data. Reasons for not
including N-way tables were lack of computer core, and it
would have made the package harder to use. If N-way tables
were used then input would have had to be the variable by
case structure; which would have required the user with
small amounts of data to organize it in a rigid manner not
necessarily Conduciﬁe to ease of use, or to his collection

technique.

A comprehensive simple Tinear regression is available including
confidence Timits and bivariate plots. Multiple regression

is possible and because the program is interactive, decisions
can be made after each fit as to what variables to include

in the equation. A polynomial regression is also written

along the same Tines. Tests of significance and examination

of residuals are possible for each of the above.

A one-way analysis of variance program exists and has options
to do the Kruskal-Wallis non-parametric test and five multiple
range tests (i.e., LSD, Dunneft's, Duncan's, Student-Newman-
KeuT's, and Tukey's). Factorial analysis programs are

available. There are three separate programs: one observation
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per cell with the ability to estimate missing values; equal
 observations per cell; and unequal observations per cell
using Snedecor's harmonic means solution. A1l programs have
options to estimate the variance components and residuals.

Analysis of covariance and hierarchical designs are absent.

SOL provides two-sample parametric and non-parametric tests.
Equal and unequal variance (using Welch's procedure) t-test
programs are possible as well as Bartlett's test of homogeneity
of variances. The non-parametric tests are included as

options within the t-test programs. Thfs facilitates and
encourages their use. Examples of the non-parametric tests

are: Wilcoxon-Mann-Whitney, Kolmogorov-Smirnov, sign, and

Wilcoxon matched-pair test.

The chi-square and Kolmogorov statfstics provide goodness of

fit tests for five common distributions: normal, exponential,
uniform, binomial, and Poisson. A program is available to
generate random numbers from 1 to N. Generation of distribution

functions is not possible.

Some miscellaneous programs are: one-sample t-test, rankit
transformations and test for normality, least-squares fit to

a hyperbolic equation, avcomprehensive probit analysis program,
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a program that simulates the operations of a desk calculator,

and a simple transformation program.

A notable missing area is multivariate analyses. Because
multivariate analyses usually involve large quantities of
data, and usually reduire extensive editing before statistics
can be computed, the data is best punched on cards and stored
on disk or tape. SOL presently cannot access data files,
that being the reason for no multivariate statistics.

Also, the original design philosophy was to include common
procedures and for most people multivariate statistics are
still esoteric. The underlying philosophy was to make the
common statistical procedures as comprehensive as possible

and to educate the user on their best use.

5.2.2 Data Management

The variable by case structure is not used, except in the
regression programs, for reasons previously stated. For the
amount of data usually presented to SOL and the types of
Vana1yses required the input structure adopted (see Fig. 5.2.1)
has proved to be the best to date in terms of understanding
and ease of use for the majority of the users of SOL. There

is no doubt, however, that the variable by case structure is
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the best system for batch processing or for large amounts of
data conta%ning many variables. Input is a flexible free-
field format with data being entered directly from a teletype.
Use of data files as input is not available and consequently
storage and retrieval and manipulation of files is absent.

No provisions exist to alter data except‘for a few basic
transformations available in most programs such as square

roots, logs, etc.

The output labeling is abbreviated to speed up the printing
process (standard ASR-33 teletypes only print at ten characters
per second), but output is rigorously defined. The Timitations
are clearly stated for each program and are Tiberal considering
all data is to be entered by teletype input. The t-test

allow 400 observations per sample; the multiple regression
allows ten variables and up to fouf hundred observations;

the factorial analysis allows up to six factors and fifty

replications per cell.

5.2.3 Ease of Use.

Ease of use is one of SOL's stronger points. The user has
only to read three pages before he can use SOL. Entry into

the particular statistical program is easy, as can be seen in
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Fiqure 5.2.1 - Examples

Following are two annotated examples. All user input is bozxed.
To establish communications with the computer system, the
teletype is turned on and the appropriate phone no. dialed.

HEALTH SCIENCES COMPUTER SYSTEM
VED 21 NOV 73,

JOBNO..l?ﬂﬂﬂ

?7? [RON_STIT]

STI! IN

TITLE.. [AN _EXAMPLE OF ST11|

PORT 08

LCB’.I 405
Ch"" ‘

L OR B.d L |
DATA. ..
Te8 9.3 102 645
8.4 9.3 10,1 7.4
8.9 9.8 6.8 8.2
5.8 5.5 7¢O 643

6.9 4.9/
N = 18
MEAN = 7.778
VAR = 2.641
sD = 1,625
SDM = @.383
cV = 0.209
MED = 7.850
RAN = S.300
SKEW = -0. 0785
KURT = 1.693

The system acknowledges the phone call

and requests the user's job number. Each
line of user input must end by pressing the
RETURN key.

{

Anything may be typed in the TITLE, but
usually something identifying the datq.

By typing MSFH the

1. median and range,

2. skewness and kurtostis,

3. frequency distribution (LCB=lowest class
boundary, CW=class width),

4. and histogram (L=line graph, B= bar
‘graph) will be output.

The data values are typed in free format
and terminated by typing a slash (/).
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FREQUENCY DISTRIRUTION

CLASS CLASS BOUNDARIES FRE@ REL FRE@ CUM FRE@ CUM REL FREQ

1 4,506 5.500 2 o111 2 ﬂolll_
2 5.500 6.500 3 « 167 S P,278
3 6. 500 T.500 3 « 167 8 Ne 444
4 T.500 8.508 4 222 12 Pe 6617
5 8.500 9.500 3 167 15 ' A.833
6 9.500 10.50@a 3 « 167 18 1.000
R R e e L T LT ueur iy S ST SOy
o 20

1 o ok sk s sk sk ok ot sk ook ok ok sk sk ok s ke ok sk ke ok sfe s sk ok skok ke ok

.

.

o 3
2;************************##*******************

]

.

3D
3o e ok s v e ok e sk e ok ok ok sk ok ok ok stk sk ok ok ook sk o o sk o ok ok sk ok o sk ok o ol s kok ok e ke ok

. .

. l

o 4)
4.************************************************************

°

.

o )
5-*********************************************

. '

.
6.*********************************************

]

»

R e R e k. Rl DT U ST S S ST

RU FINISHED..[Y] ~The user is finished with program STLL.

ST11 oUT
STi11 USED FOR #8.0A7 HRS

.



»2_[RON STAT]

ST41 IN User now wishes to use ST41L.

TITLE.+|{AN EXAMPLE .OF STal]|

' By typing AK the analysis of variance and the
TEST. J2K Kruskul-Hallis test are both requested.
MRTESTié¥] The multiple-range tests are also wanted,

TFDo s No transformation is required on the data
NO. GROUPS.. [3) Are 5 groups. 7 . |

GRP_1..
|75 70 67

6871 Eqeh group is typed separately, and
terminated by a slash (/).

GRP_2.. :
(57 58 ém : 5 617}

GRP_3.. :
[s8 61 56 587 ]

GRP 4.,

{58 59 s8 5977

GRP_S.. .
|62 66 65 67/

MEAN _ Sb b SDM

<TOIANAOE P2 .398467T1E @1 .1260063E a1
+S93ARAPE P2 .1636444E A1  .S1T4893FE p@
«5B19999E N2 L 1873842E A1 .S92S6(8E anf
+S8AAGAAE 02 L 1414213E A1 4472136k P
+6AINNGRE B2 J1791909E A1 .S5666513E 00

+ 619400AE B2 +5195784E A1 .7347949E 0@




ANALYSIS OF VARIANCE

SOURCE DF SS

BETWEEN 4 1077.312
WITHIN 45 245.500
TOTAL 49 1322.812

MULTIPLE COMPARISON

DUNCAN
LSD SNK
DUNNETT TUKEY

: 3 8.191 8.271

432 1245 1.760

: 5 5.840 .  8.259

ar 1 11.584 16.382

3: 2 1.053 1.489

315 5.648 7.988

3: 1 11.392 16.111

2: 5 4,595 6+ 499

2: 1 10.339 14,622

5 1 S.744 8.123

KRU-WAL TEST
GROUP RANK SUM

450. 00
196.50
138.50
131.50
358.5@

D WIN =

CHISE 38.437
DF 4

RU FINISHED..[Y]

ST41 OUT
STatl USED FOR ¢@.@8 HRS

7?7 (L.OGOUT
LOGGED OUT

w N H N [S, 00 S A V] )

n

S ——
5.11
MS F
269.328 49.368

5.456

= NO. OF MEANS FOR RANGE TESTED

These values may be compared directly with
the tables for significance.

The Kruskal-Wallis test and the ehi-square
value to test for significance.

The user is finished.

The user logs out. Teletype shuts off.
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the examp{es. The user's manua1‘is explicit as to input,
output, and Timitations, and provides many examples. Error
messages use codes (again to speed up the process and minimize
core storage). Unfortunately, one cannot go back and correct
data on previous lines, although corrections can be made on
the 1ine of data being entered at the time. The user cannot

cause the system to lose .control.

5.2.4 0ther Considerations

Since SOL's implementation in 1970, the following changes
have been made: make the programs easief to use; Tncreaﬁe
the amounts of data that can be input; add non—parametric
tests; prepare the programs to handle data files; and last

but not Teast - improve the readability of the user's manual.

The computer programs are well documented and are written
entirely in Fortran IV. The coding is very modular and is

as standard as possfb]e to facilitate transportabiiity.
Efforts were made to restrict that codjng that would have to.
be modified on othér systems to a few specific subroutines
placed at the very beginning of the package. Also, the data

acquisition routines have the decoding facilities, using

standard Fortran coding, built into them, helping to give it
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~ independence of other operating systems. SOL consists of
twenty-four independent programs, 250 subroutines and 21,000

lines of source code.

SOL originally was implemented on a Control Data Cbrporation
(CDC) computer with 32,767 (32K) words of core storage of
which only 12K was available for the on-line statistics
package, as it was called then. The fime-sharing system

had not been developed at this time for the CDC machine;
however, using an overlay processor (Winspur, 1970) each
program if modularly designed~cou1d fit into approximately
4K and is described by Rollwagen, Protti, and Saunders (1971).

Without overlaying the average program is under 10K.

The only problem with the above restriction of 4K was that
only a maximum of three programs could be run simultaneously,
regardless of whether the program was statistical or other-
wise. When the usage of the statistics package increased
users were unable to gain éccess to the system - a serious
situation for on-line systems. To rectify the problem an
internally developed time-sharing system was developed for
SOL (Winspur, 1971), where up to six users may access SOL
simultaneously. When the need arises (probably late 1974),

the time-sharing system will be modified to handle 12 users
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simultaneously. Response times are excellent when six users
are on siﬁu]taneous]y and system reliability.is equally
good. SOL is available free of charge to non-profit organ-
izations and the original version has been sent to over

twenty other installations.

5.3 Influence on Statistica] Methods

Initially in 1970 only two teletypes could access SOL; only
one hour per day was permitted, and this time had to be
booked. The acceptance of SOL was good and usér needs have
reached the point where twenty-five ASR-33 teletypes and four
portable teletypes are distributed throughout the Health
Sciences complex as well as five remote teletypes at other
institutions - all with twenty-four hour accéssibi]ity. For
the last two years (1973 and 1972) users have spent approxi-
mately six hours per day of connect tfme at the teletype
terminals using SOL (i.e., the time the user logs on the

system to the time he logs off).

SOL was not designed to be a teaching aid in formal statistics
courses, but is, nevertheless, being used as such. In the
Medical College the graduate Bio-statistics and Biometrics
courses design course work, assignments, and take home exams

to a fair extent around SOL. 1In the Faculty of Education
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(University of Manitoba) SOL is also used in undergraduate

and graduaie statistics courses (Sandals, 1974) with success.
Sandals singles out the major advantage being that SOL is
easier and faster to use than batch systems. Also, more

time is available to do ékamp]es and in depth interpretation -

especially with those students having difficulty.

In both teaching and for production purposes SOL has helped

in decreasing the fear of using both computers and statistics.
In a typical consulting situation after decisions have been
reached on how to analyze the data, the researcher‘is often
incapable of doing his own statistical computations. Hand
calculations are impractical due to: lack of knowledge of

what formulas to employ; high source of error in calculations;
large quantities of data; Targe number of experiments; and
time considerations. If the researcher has an electronic
calculator he may wish to use it, provided the analyses is
preprogrammed, but, in general, calculators are within
specific departments and inaccessible. Even so, electronic
programmable calculators in the past have tended to be limited
~in statistical analyses and data management and often difficult
to understand and use for most researchers within the author's
environment. If possible, the researcher uses SOL. He is

not aware of the computer side other than the conversational
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interaction and he is not frustrated by the batch prob]éms
discussed~previous1y. Results are often obtained a short
time after a consultation dispelling fears of both computers
and statistics. The fact £hat the user is involved in the
process reinforces confidence and encoﬁrages a more

'statistical attitude’ toward future eXpériments.

In counteracting fears of statistical methods SOL's major
contribution has been availability, instant turn-around time,
and ease of use. For simplicity the t-test may be discussed.
If one can explain the t-test concept to a researcher in terms
of two samples of data a]bng with the assumptions and then
provide an easy method of doing it at the same time, then the
researcher will perform the test. Of course, the easier
something is to use the more Tikely it will be misused, but,
in general, most researchers will not knowingly abuse statis-
tics. For example, in ST13 (two sample t-test, Wilcoxon-Mann-
Whitney, and Kolmogorov-Smirnov program) a researcher unfamiliar
with non-parametric statistics réquested these options

without knowing what they meant. The user did not understand
the results from the two non-parametric tests and consequently
asked, "What are these tests? What makes them different

from the t-test and when do I use them?" There are cases,

however, where ease of use has permitted indiscriminate use of
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SOL, as well as inefficient use,'e.g., analyzing large

quantities of data.

Summarizing, more time 1s‘spent by the consu]ting statistician
on concepts and interpretation; and the user, because he does
his own work gains confidence in statistics enabling him to
prepare for more advanced statistical techniques, as well

as preparing the way for more formal data collection methods

needed in large scale batch systems.

5.4 Future

SOL has been programmed to accept input from data files and
will go into production when a general file system has been
developed for the CDC 1700 computer system (ﬁow nearing
completion). Implementation of comprehensive data management
procedures is unfeasible on the CDC 1700 computer system and
future -developments in this'area-may necessitate more computing

power,

Addition of CAI is being considered. A user will be able
to ask questions at any step of analysis and get appropriate
answers. For example, if the user is running the descriptive

statistics program and types, '??WHAT IS A STANDARD DEVIATION'
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then the program stops what it current1y is doing (because it
recognize; two question marks (??) as being a signal that

the user needs help) and scans the question looking for
keywords and finds 'STANDARD DEVIATION'. From the bank

of answers the reply is printed out. The user may'thén
continue asking questions or proceed on with running the
program. Statistical analyses will continue to be added.
With the addition of files, multivariate analyses will

probably be the next to be added.

SOL's original design was to complement - not compete with -
the Targer batch systems and future additions will be along

the same philosophy.
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CONCLUSION

Excluding the miscellaneous statistical systems, a total

of 22 systems has been presented and eva]ﬁated, of which

15 have been discussed in detail. Some general observations
can be made. It appears that the batch systems are more
powerful in providing statistical procedures and data
management than the on-Tine systems. The on-line systems
are faster and easier to use, and many are excellent teaching
systems. The major on-line systems, however, suffer from a
Tack of transportability. Looking at the integrated systems
versus the non-integrated it can be seen that the integrated
systems are the most powerful, and even with these extra
features, they are generally easier to learn and use for the

batch systems.

-Whether the integrated systems are going to phase out the
non-integrated systems remains to be seen. The trend indicates
they will, although the BMD system containing the new P-series
of programs makes a strong case for retention of a package of

independent programs. For those involved in programming or
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in developing statistical systems, packages 6F ‘subroutines’

- are an asset and it is probable that such packages will con-
tinue to be developed. Two such systems are F4STAT and

IMSL. It was stated in the introduction that only those
systems that did not require a knowledge of computer pro-
gramming would be evaluated, but it was felt that an exposure
to these two systems would be of benefit, even for non-pro-

grammers.

Besides there beihg four major areas: batch and on-line
éystems, integrated and non-integrated, there.is considerable
variety among the systems within each area. The reasons

for this are understandable. For example, 1) the particular
type of computer available; 2) the type of person using the
system (i.e., statistician, non-statistician, student, computer
scientist, etc.); 3) the personality of the user, regardless
of his professional type; 4) the types of data base and the
amounts of data to be expected; 5) ease of implementation,
costs, etc.; 6) the speed of obtaining results. In short,
there is no one best system. FEach of the criteria in the
guidelines has different weights depending on the particular
application and user. MNevertheless, some very general
conclusions can be made about those systems that were

evaluated in detail.
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. The batch integrated systems (ASCOP, OMNITAB, P-STAT, SAS,
and SPSS) are the most powerful. A1l provide fairly compre-
hensive statistical procedures with P-STAT containing
advanced analysis of variance procedures; SPSS providing
strong frequency analysis and multivariate procedures; SAS
confaining comprehensive regression techniques and an easy

to use analysis of variance procédure for balanced designs
and other procedures for unbalanced designs; OMNITAB provides
comprehensive descriptive and regression procedures with
facilities for weighted analyses. A1l have poWerfu] data
management procedures with SAS containing the‘most powerful
in terms\of allowing programming; and P-STAT and ASCOP |
strong in the use of creating, storing, and using data files
and using output from one procedufe as input to others. SPSS
and SAS are the easiest to use with the SPSS user's manual
(not the updates) being the most readable of all systems.

The OMNITAB system has sufficient power to enable the user

to program non-standard analyses and would prove useful more

for teaching than for production.

The batch non-integrated systems (BMD, STAT-PACK - GODDARD,
and STATISTICAL PACKAGE - MANITOBA) suffer from a lack of
data management and ease of use. The statistical analyses

provided, however, are good with BMD providing an extremely
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~ powerful set of statistical programs.

The on-Tine integrated systems (IMPRESS, MIDAS, and P-STAT)

are similar to the batch systems with MIDAS being the most
general. IMPRESS is an excellent teaching system and
comprehensive in the statistics it provides, but is not

very deneral. Neither MIDAS nor'IMPRESS is that transportable.
P-STAT is transportable to IBM 360/370 computers but whether

it works as it should may be suspect, as Buhler (1973c)

says, "...works fairly well...".

The on-Tine non-integrated systems (ISIS, RAX, SSIPP,
STATPACK2 - APL, and SOL) are a]]vweak in data management.
RAX and SOL are the more comprehehsive and general systems.
RAX is not that transportable and may be rather limited
because it uses the variable by case structure but cannot
handle missing values. ISIS and SSIPP are primarily instruc-
tional systems. STATPACK2 - APL_has potential, but it

Teaves much to be desired in its present format.

Concerning ourselves with the SOL system the evidence
indicates that it serves an important role in providing a
fast and easy to use tool for aiding students and researchers

in learning and applying statistical methods to their data.
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. It complements the major batch systems and has, within
the author's environment, greatly assisted in banishing

fears of computers and statistics.
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