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Abstract

The generally accepted level of dosimetric accuracy for the planning of radiation

treatments is + 5 o/o. Presented in this thesis is an evaluation of the quality of the

dosimetric predictions generated by the Focus (version 2.5 - ComputerizedMedical

Systems) and Helax-TMS (version 4.1 - MDS Nordion) electron planning systems in the

presence of inhomogeneities.

The dosimetric accuracy in a water equivalent phantom containing cylindrical or

slab-shaped inhomogeneities was investigated for nominal beam energies of 9 MeV and

18 MeV, and field sizes of 10 cm x 10 cm and 15 cm x 15 cm. Both air and aluminum

inhomogeneities were investigated. A novel PMMA phantom was designed, and used

experimentally to verify the accuracy of EGS4 Monte Carlo dose calculations in the

presence of these inhomogeneities. The accuracy of treatment planning predictions was

then established by comparison with Monte Carlo calculations.

Both treatment planning systems exhibited a decrease in calculation accuracy as

inhomogeneity thicknesses were increased. Distributions predicted for 15 cm x 15 cm

fields were found to exhibit accuracies and trends similar to those predicted for 10 cm x

l0 cm fields of the corresponding energy. Overall, neither treatment planning system was

found to generate consistently accurate dose predictions beneath the inhomogeneities

considered in this study. Dosimetric inaccuracies in excess of I0 %o of the normalization

dose were frequently observed for both slab-shaped and cylindrical inhomogeneity

geometries. The only dose distributions found to exhibit continual agreement with Monte



Carlo results within the therapeutic range were the 18 MeV Focus predictions beneath air

slabs (Maximum deviation <3 yo of normalization dose), and the l8 Mev Helax

predictions beneath aluminum slabs (Maximum deviation < 4 yo of normalization dose).

No straightforward interpretation of the restricting approximations implemented by the

Focus and Helax electron dose calculation algorithms could adequately explain the

observed discrepancies between prediction and theory.
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Introduction

Radiation therapy has proven to be one of the most effective methods of cancer

treatment available. This is because cancer cells can be killed or sterilized if they receive

a sufficient radiation dose. Unforfunately, the same is true for normal tissues. Hence, the

optimum radiotherapy treatment should maximize the dose delivered to cancer cells while

minimizing the dose received by healthy tissues. The improved implementation of these

principles serves as the motivation for many of the most modern advancements in

treatment technology. It is of critical importance that an accurate representation of the

expected dose distribution within a patient is obtained prior to treatment.

The dose delivered to a given tissue is defined as the amount of energy deposited

there by the applied radiation, divided by the tissue mass. For example, when 1 Joule (J)

of energy is absorbed by 1 kilogram (kg) of material, a total dose of 1 Gray (Gy) has been

delivered. The problem of predicting the patient dose distribution depends on the way

that a given radiation beam deposits its energy within a particular patient. This will

depend on the type of radiation used as well as the anatomy of the treatment site and

surrounding tissues.

Many different types of ionizingradiation beams have been used for radiotherapy.

Some examples include: photons, electrons, protons, neutrons, and pions. These types of

beams may be divided into two classes. If a beam particle is charged, it falls into the

category of directly ionizing radiation. Uncharged beam particles are referred to as
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indirectly ionizing. A radiation dose is deposited by interactions between energized

charged particles, and the particles which make up the medium being irradiated. A

charged quantum of radiation is therefore capable of depositing its energy directly to the

medium. A neutral quantum of ionizing radiation must first undergo a number of energy

transfer interactions, whereby it passes its energy to charged particles which themselves

go on to deposit the dose.

Relatively advanced treatment facilities are required in order to use proton,

neutron, or pion beams. However, almost all radiotherapy treatment centers in North

America have both photon and electron beams available. Being of two separate classes,

electron and photon beams deposit dose very differently within a patient. Each modality

exhibits characteristics which make it preferable in different situations. Photons are

uncharged particles with zero mass. They are therefore able to penetrate deep into the

patient, and can transfer their energy to charged particles over a large range ofdepths.

These energized charged particles subsequently deposit dose within the patient.

Electrons have both charge and mass. They begin to undergo multiple

interactions immediately upon entering the patient. Electrons are significantly less

penetrating than photons of the same energy, and the electron fluence can be expected to

decrease dramatically at depths greater than the electron range. Consequently, electron

beams begin to deposit dose much closer to the patient surface than do photon beams,

with a significantly more dramatic dose falloff beyond the depth of maximum dose (dn,o*).

This behavior makes electron beams preferable to photon beams for the superficial
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treatments often required in head and neck cancers, chest wall irradiation, and skin

treatments.[1]

Curative radiotherapy treatments are usually designed for individual patients, and

must therefore be tailored to each person's anatomy. Three dimensional treatment

planning systems can use a set of computed tomography (CT) slices or selected contours

to reconstruct an accurate computerized model of the patient. Different beam

configurations are then investigated in an attempt to obtain the optimum patient dose

distribution. Many combinations of beams may be used, each with a selected energy,

field size, and source to surface distance (SSD). Each of these parameters will affect the

pattern of dose deposition. Treatment planning systems make use of a set of approximate

theoretical models and measured data in order to predict the resulting patient dose

distribution.

Electrons, being very light charged particles, experience many Coulomb

scattering events and may follow a wide variety of torturous paths while traversing an

object. As a consequence, electron dose deposition is difficult to model analytically,

particularly when the object irradiated is not homogeneous. Currently, the most accurate

method of dose calculation is Monte Carlo simulation. With the Monte Carlo dose

calculation technique, the paths of a large number of individual electrons are simulated,

each being tracked until it is no longer capable of depositing a meaningful dose. Note

that simulated electron tracks are not expected to represent the actual paths followed by

the electrons within the patient. Rather, alarge number of simulated electrons are
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expected to yield an accurate statistical representation of the pattern of total dose

deposition resulting from the actual treatment beam. Unfortunately this technique is often

too time consuming for regular clinical use.[2]

This work examines the accuracy of electron dose calculations performed by two

different treatment planning systems: Focus (version 2.5 - Computerized Medical

Systems), and Helax-TMS (version 4.1 - MDS Nordion). Each of these treatment

planning systems has been studied independently in the pastf3,4], but the direct

comparison presented in this work explores the differences between the algorithms

implemented by Focus and Helax, and the resulting discrepancies in the calculated dose

distributions. Doses were calculated in a water phantom containing either cylindrical or

slab-shaped inhomogeneities. Both air and aluminum inhomogeneities were considered.

These materials and geometries were suggested by Van Dyk et al.[5] as appropriate when

evaluating the accuracy of electron dose calculations. Dosimetric predictions were

computed along the central axis for both 9 and 18 MeV electron beams using field sizes

of 10 cm x 10 cm and 15 cm x 15 cm. Of all the electron beams used clinically at

CancerCare Manitoba, beam energies of 9 and 18 MeV were selected because they

represent the most stable low and high energy beams. They are also similar in energy to

the 10 and20 MeV beams used by Shortt et al. [6] The selected field sizes correspond to

those most commonly used for electron treatments at CancerCare Manitoba.

Central axis measurements were performed in an adjustable

Polymethylmethacrylate (PMMA) phantom which was designed to model all the required



(lhapler' I : intlocluction

inhomogeneity geometries efficiently. Dose measurements were performed by loading

LiF thermolumeniscent dosimeters (TLDs) into the phantom such that the measurement at

any particular location was not influenced by the presence of TLDs at other depths. The

corresponding dose distributions were then calculated by Monte Carlo simulation. These

simulated results were verified to be nearly equivalent to experimental measurements.

Exploiting the observed reliability of Monte Carlo dosimetry, the accuracy of each

dose distribution predicted by Focus and Helax for each inhomogeneous water based

phantom was evaluated through a comparison with Monte Carlo calculations.

Quantitative similarities between Monte Carlo calculations and treatment planning

predictions were used to rank each distribution produced by Focus and Helax either as a

pass, as indeterminate, or as a failure. An identical ranking procedure was followed for

each combination of inhomogeneity, beam energy, and f,reld size. It is believed that

clinical results may improve as a result of the identification of the strengths and

weaknesses in these treatment planning systems.
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Theory

The primary objective of this work is a comparative analysis of the performance

of the Helax and Focus treatment planning systems. Both of these systems make use of

pencil beam algorithms for electron dose calculation. According to this formalism, a

broad beam of radiation is considered to be composed of a continuum of pencil beams.

Initially each of these pencil beams has an infinitesimal cross section. As the pencils

traverse a medium, they broaden, and begin to overlap. The total dose deposited at a

particular location within an irradiated phantom is determined by adding up the dose

contribution from each pencil beam at that point.

Pencil beam algorithms have been used successfully to determine the dose

deposited by photon beams.[7] They enable differing f,reld sizes and beam modulations to

be accounted for in a straightforward fashion. When predicting the dose deposited in the

presence of inhomogeneities, pencil beams are scaled according to broad beam dose

measurements.fS] One of the most well known shortcomings of the pencil beam approach

is its reliance uporl the semi-infinite slab approximation. Under this approximation all

electrons represented by a given pencil beam are treated as if they encounter only the

medium traversed by the central ray of the pencil. The breakdown of this assumption

becomes increasingly likely when a large amount of scattering takes place. Hence pencil

based algorithms are expected to yield considerably less accurate predictions for electrons

than they do for photons. This work is an investigation of those inaccuracies.
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Although both Focus and Helax calculate electron doses using similar algorithms,

their predictions are often incompatible. It is therefore important to understand how these

treatment planning systems implement their algorithms. Of particular interest is the way

that Focus and Helax predict pencil broadening with depth in an inhomogeneous

phantom, and the approximations involved. Sections 2.1 and2.2 describe the pencil

beam algorithms implemented by Helax and Focus respectively. A comparison between

these two approaches is then presented in section 2.3. The remaining sections of this

chapter describe the physics and implementation of the Monte Carlo simulations used in

this work.

2.1 Helax Dose Formalism

Electron doses calculated by Helax are evaluated using a pencil beam approach

developed by Lax and Brahme.[9,10,11] In this section, the important aspects of this

approach will be presented. Each pencil beam is characterizedby a kernel which

describes the fraction of energy deposited per unit volume (or mass) in the surrounding

region. Pencil beam kernels have been calculated by Helax using the EGS4 Monte Carlo

code by simulating the dose deposited by a narrow beam of energy E, normally incident

upon a semi-infinite block of water. Following the work of Lax and Brahme [10] a linear

superposition of three Gaussians is used to paramet erize the radial variation of each

pencil kernel at various depths. This parameterization is expressed symbolically in
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equation (2.1).

fu(r)=f,+-uto,)' e.t)P \ / 
?-tna;

By tabulating the fitting parameters (C, and a,) for various beam energies and penetration

depths, Helax has amassed a library of pencil kernels describing dose deposition in water.

The Fermi Eyges theory of radiation transport provides a mathematical description

of the radial and angular broadening of an electron pencil beam due to interactions within

the medium traversed. Helax uses Fermi Eyges theory in order to determine how a

homogeneous pencil kernel expressed by equation (2.I) canbe scaled to take a particular

inhomogeneous geometry into account. The related equations may be expressed for a

multi-layer geometry as shown below.r These equations have been written for a geometry

consisting of n slabs perpendicular to the z axis, with each slab indexed by the letter i.

0' (r,,) = 0' (r,,-r) + T,(2, (2.2)

Equations 2.2 - 2.4 are consistent with equations 4.3 - 4.5 in the Helax manual [1 1]. In order to
make these equations consistent with those developed by Lax and Brahme [9] the stopping pov/er in layer i
(S') should be divided by the corresponding beam energy (E). The reason for this discrepancy was not
resolved.

- z,-,){t - oi s,(,, - ,,-,)+ 
X,r,,(,,, - ,,,-,)}
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,0 (r,,) = ,0 (r,,-r¡ + 0'7",,-)(r,, - ,,,-r)

,-(',,-',-r)'1,,,-F' .,/ \ k-t 'l Q'3)+T,- 
" \r* 

n L,=,o,(r, - t,-r)+ it,,(t,,- ,"-,)¡

12 (zn) = r' (r,,-r) + 2r0ç2,,-)(r,, - ,,_r) r 0' (r,,_r)(r,, - ,,_r)'

,r(r,,-r,,-r)'Jr,,-F.,/- - \, k.r .l Q'4)
+ lr----,' 3 I'**2o'(''-''-')+X'"("-'"')j 

\L'1

Where zn is the depth of the slab of interest, 02 and 12 describe the respective mean

squared angular and radial spread of the pencil beam, and r0 expresses their covariance.

Here S,, is the total linear stopping power at a depth zn, andT. is the linear scattering

power at a depth 2,,. The constant k is determined using the assumed exponential

relationship between the energy (E) and the scattering power (T) shown in equation (2.5).

T æ E-k (2.s)

Helax uses a value of 1.85 for k.[11]

Following the approach taken by Lax and Brahme [9], two convenient depth

related quantities are determined. These are: the fractional CSDA range ((o) and the

effective depth ((*).
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-L, -2.
1on(r,,) = ) Q.7)

i=l ,rp,i

Where Ro,' and \,r are the CSDA and practical ranges in the medium making up slab i

respectively.

Using the semi-infinite slab approximation, equation (2.2) is consulted to

determine the mean square scattering angle as a function of depth through the geometry

of interest. (o is then used to calculate E"rr, the energy of the pencil beam which would

have exhibited the same mean square scattering angle after traveling an effective depth

€no through water.

€o(,,,)=Ð,:-# (2.6)

Here Z* is the effective atomic number of water, Eu is an energy related constant, and

both c and q are non-trivial constants taken from Lax and Brahme [9]. The parameter ô is

defined as:
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kt^
6 - ---!v- (2.9).

2

When Helax evaluates the effective energy it assumes that the initial mean squared

scattering angle @l ) is zerc.

One of the major limitations of the Fermi Eyges theory is that it describes a

perpetually broadening pencil beam and does not take range straggling into account.

Helax adjusts the mean square radius of the pencil beam calculated by equation (2.4)

using a range straggling correction factor (C*.orrr).

tlor, = Crt,.ocstl2 (2'10)

The parameterization of C,noggr is accomplished using a comparison between the widths of

Fermi Eyges and Monte Carlo pencil kernels for a homogeneous water phantom. Helax

performs this parameteúzationusing a complex function of beam energy (E) and effective

depth in water (O.

Crtrogst(E r€) =

+

r2
Ç

fo

1

I+ f,(E).(+ fr(E)('z+ fr(E)(3

(tl
f,G)lt- ^ 

|(. t+expfto(t-f^@)1)

(2.tr)

r + expfr o(t - f^@)]



where

Éoo,rro = (Q) = (2.12)
Rp,Hro

The parameters denotedby f, (n : 1-5) represent polynomials in E. Helax specifies the

coefficients of these polynomials to 5 significant figures.[11] When computing the

straggling correction factor for a treatment plan, Helax uses E"r, rather than E, and (*o

rather than (. These dependencies are shown explicitly in the following equation.

c,n'ggt(E"a,{,o)r' (2.r3)

The corrected pencil beam radius is then used to scale the homogeneous water

kernels represented by equation (2.1). The scaled kernels are considered suitable for the

inhomogeneities present in the treatment being planned. This kernel scaling is

accomplished using the parameter I defined as

2
rTr,"or, =

(2.r4),

where rrf"' is the 7le radius of the parameterized Monte Carlo distribution. The scaled

pencil kernel may then be represented as
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E"r, and €np are used to select the appropriate pencil kernel (C, and a,) for use at each depth

within the patient.

Fermi Eyges theory is also used to predict the radial and angular broadening

which occurs while the beam traverses the air gap between the collimator and the patient

surface. Radial broadening in the air is assumed to be negligible near the beam center,

but angular broadening is not.

IIELAXáir Gap

0(L*)=0r" r(-L*)=0, r0(-L*o)=0

0(0) = 0*0,

Figure 2.1 The treatment of air gap broadening
by Helax-TMS. This figure was adapted from
Helax fig. 4-5.[11] The curved path within rhe
patient is intended to represent the lateral
broadening described by equation (2.2)

The angular broadening at the position of the collimator is designated by 0,",,.



While traversing a distance Lrno from the collimator to the patient surface, the angular

broadening will increase from 0,n,, to some larger value (0r"0) according to equation (2.2).

Thus, at the patient surface, the pencil beam is considered to have an initial angular

spread of 0rup. As a result of the presence of this air induced angular broadening,

equation (2.4) predicts an increase in the radial broadening of the pencil beam such that r

increases from zero to rproj at a depth of z.

= 2zr0 ,oo + z2 02 rop e]6)

The net effect of interactions in the air gap and interactions in the medium may be

determined using a convolution. The resulting pencil kernel is

"-tf(A,,)'*,.Í,.,) e.I7).

2
Tproj

P.r, - $p -2
ci

3_T_L
i= I

ci

o((to,)' r ri-,)

When modeling the effects of the air gap near the penumbra, radial broadening

can no longer be ignored. Assuming an initial pencil radius of Vroo at the patient surface

and taking the convolution yields

-,'f ((tn,)' *,-i- *7 ,"n) 
(2. I g).

Prus W



Consider a point P located in a plane at a depth z" within the patient. In order to

calculate the dose at P, Helax assembles a series of concentric annular rings in the plane

around P and divides them into segments. Rather than integrating over every pencil

kernel in the entire plane, one kernel is assigned to each segment, and the dose

contribution to P is added up one integrated segment at a time. More specifically, the

absorbed dose due to segment k is calculated as

Dt =wr+ ilrf,rr,a)r'drda 
e.ß).

,*,)-),*,,.f, 
{'' o )r' drda *l''i'

Jìekl

Here (Þu is the electron fluence directed toward segment k, r and a are the polar

coordinates in the plane at 2,, and wu is a segment weighting factor used to take field

shape into account. z.,u denotes the water equivalent distance which corresponds to a

depth 2,, within the phantom, and is calculated as

7-
s,l( >,(,,

j= I
-z¡-t)¡} (220)

D(2'J represents the dose deposited to a water segment at a depth 2.,u, and is determined

from a bank of measured depth dose curves provided by the user. The measured dose

includes a contribution from contaminant photons. This is the only consideration that
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Helax gives to contaminant photons when calculating the dose from an electron beam.

2.2 Focus Dose Formalism

The physics of the Focus-CMS approach for electron dose calculation is based

primarily on the Hogstrom pencil beam method.[12,13] Both electrons and contaminant

photons deposit dose in an electron beam treatment. Focus calculates the dose

contribution from each of these sources separately, and then adds them up to determine

the total dose.

D(x,y,z) = D"(x,y,z)+ Dr(x,y,t) e.2l)

The f,rrst step is the characterization of the relative intensity of a pencil beam located at

position (x,y) in the field. Even directly beneath the collimator opening, the beam

intensity distribution is not perfectly uniform, nor does it drop immediately to zero at the

field boundary. Hence, the beam intensity is not well characterized,by a square

modulating function. Focus uses the function shown as C(x,y) in equation (2.22) to

describe the beam intensity across the collimator plane as a function of distance from

each set of collimating jaws. The center of the field is taken to be the origin of the xy

plane.

t6



c(x,y) = F(x -
L
;)- F(y- *,1

w) I

?J tor,*
tl w
o\or. r t) - (2.22)

Where'W and L are the width and length of the field respectively. F is a function which

exhibits the following behavior.

F(arg): -1 for arg < -1.5 cm

F(arg) : 0 for arg:0.0 cm

F(arg): +1 for arg > 1.5 cm

From this definition it can be seen that the intensity modulation factor C(x,y) varies from

a maximum of I to a minimum of 0.

Focus assumes that the electron transmission is zero beneath a block, and unity if

no block is present. This transmission function, T.(x,y), is clearly not valid for

contaminant photons present in the electron beam, and it becomes necessary to treat

electrons and contaminant photons separately. Thus the intensity of the electron

component of the beam is modulated by l"(x,y), and that of the contaminant photon

component is modulated by Ir(x,y).

I"(*,y) = C(x,y)'1@,y) (2.23)
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Ir(x,!) = C(x,y).Tr(x,Ð e.24)

As developed above, I"(x,y) describes the electron intensity distribution at the

collimator. Focus extends the electron intensity modulation factor down into the patient

by including the radial smearing which occurs at depth as a result of the air traversed

between the collimator (z: -Lroo) and the patient surface (z: 0). Radial smearing

resulting from multiple coulomb scattering within the patient is not considered until much

later.

EOC-US AirGap

0(L*o) = oe., r(-L*) = 0

Figure 2.2 The treatment of air gap broadening by
Focus-CMS

The initial angular spread at the collimator surface (or.) is calculated using the

lateral spread of measured air profiles. Starting with os*, Focus uses a simple
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trigonometric relation and

broadening (ou,.) at a depth

small angle approximation

z within the patient. This

to determine the subsequent radial

approach is illustrate d in figwe 2.2

6 o¡,(z) = r ,) * o u,(tr,, + ,) e.2s)

A normalized Gaussian exhibiting a standard deviation of on,.(z) is then convolved

with l.(x,y) to give Iu,,(x,y,z):

Tan(o r)(Lr"o

1",,.(x,Y,z) =
2no],,.(z) I I'"@', r') .*p[-

L(:) w(z) 
L fo, 

or' (2.26)

The limits of integration extend over the field width

improve the calculation efficiency, this convolution

summation of error functions:

Ior.(x,Y,z) =

(2.27).

{-lffil"rlffil}

(r'-*)'r(y,-y)'
2oi,,(z)

and length at depth. In order to

is actually evaluated using a

1

4

ll'li) I.(:\
-r+2cx¡ -t+2til'22\- \-.L .L

-¡l(:l -¿(--)
i= 

2 -t-zc[t j= 
2 

-)-2.n'

The limits of the summation have been adjusted to ensure that I"(x,,¡) is zero everywhere



outside of the summation. It should be noted that Focus evaluates all convolutions in this

manner. However, for mathematical clarity only the integral version will be shown in the

following equations.

Focus proceeds by calculating the central axis term, G"ro(0,0,2.). This term

represents the electron dose which would have been measured along the central axis of a

water phantom in the absence of radial smearing. It is calculated by dividing the electron

percentage depth dose in water by a quantity equal to the corresponding fraction of the

dose which is permanently scattered away from the central axis. The Focus manual [12]

writes the central axis term as

(2.28).

Here the electron dose at awater equivalent depth of z,rris determined from a percentage

depth dose (PDD) measurement performed in a water tank. The equivalent depth is given

by

Gr,o(o,o,z*¡ = PDD"o(o'o''"r) - D' '"o!o'o'"Í')
1r,

,r r r1"ør) r,)r, *,)*,1 ".n.o(x',!') 
t*pl ;añ# l*' 

n'

z*(x,l,z) =

z

J
_f

"ßap

S,,u¿(x,!,2') , ,

=*4Ð 
dt' (2'2e)'

where Sn,.o(x,y,z') is the stopping power for the medium located at (x,y,z,), and S",o(2,) is
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the stopping power at a depth z' in water.

As shown in the numerator of equation (2.28),the electron pDD"ro along the

central axis is determined by subtracting the correspondingphoton dose component,

Dr, Hro(0,0,2"r), from the measured PDD"ro(0,0,2") data. For effective depths less than

the practical range (\), or, 
",o(0,0,2") 

is given the same value as pDD"ro(0,0,\+5¡¡¡¡¡.

For effective depths beyond \, Dr, 
"ro(0,0,2") 

is set equal to pDD"ro(0,0,2") and the

central axis term becomes zero.

The term shown in the denominator of equation (2.28) is a combination of the

intensity modulation factor corresponding to the setup used when PDDHT. was measured

(I.,"ro), and a distribution describing the radial smearing due to interactions in the air and

multiple coulomb scattering (MCS). The width of the radial smearing function is

characterized by o"ro.

l1

The calculation of o20,.(2.¡) is performed according to equation (2.25). The multiple

Coulomb scattering contribution (orcs) is calculated here for a water phantom using the

following equation from Fermi Eyges theory:fl4]

o'rrr(x,y,z"î) = : _=[G 
-,,)' Tçr*(x,y,z,))dz, e.3r).

"gup



Here T(z.J is the linear angular scattering power. The linear angular scattering power is

more properly a function of the mean energy (E), but may be expressed as a function of

z"r, using the following approximate relationship:

E(z*) = (2.32).

Equation (2.31) leads to an underestimation of or.r. fmcs is a multiplicative comection

factor designed to compensate for this effect. Hogstrom recommends an fmcs value of

1'4. [15] Focus allows the user to modify fmcs to obtain optimal agreement with

measured isodoses. [12]

Focus then combines the central axis term with Iu,,(x,y,z) and,an inverse square

correction factor.

u(o)[ ,'A

I SS¿ t zon(*,y,r)\'I(x,y,z)=ro¡,"(*,y,z)G,,o(0,0,z*(",y,,))[ffi)Q3)

It is this new parameter,I(x,y,z), which is convolved with an inhomogeneity dependent

MCS smearing Gaussian to calculate the electron component of the total dose (D"(x,y,z)):



Du(x,y,z) = ,!'rz)

(x-

(x',!',2)

2. frncs . o l"r(x' , !' ,z)
dx'dy'

Here or", is calculated for the actual phantom using equation (2.31).

Focus calculates the photon component of the total dose (Dr(x,y,z"r)) using

equation (2.35).

2r.fmcs.oT*

*')'+(y- y')'

LJ,,.
t

. 

""pl
L

x'
(2.34).

D, (x, !, z) = PDD r,o(0,0, ú ¡ . I, (x, l) (tt' 
r 

#:.''' 
n)'

Wil *l#:l@l#:l -l#:l) (2.3s)

I

4

Here q is defined as:

q:Rn+0.5 mm. ifz < \+0.5 mm

:z ifz>\+0.5mm.

The total dose is then obtained by summing the photon and electron components.
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2.3 Comparison and Limitations of the Focus and Helax Algorithms

As evidenced by the previous two sections, there are considerable differences

between the pencil based dose calculation algorithms used by Focus and Helax. There

are also several similarities. For example, both use the angular broadening which occurs

in the air gap between the collimator and the patient in the determination of the

corresponding radial broadening at depth. Focus specifîes the initial angular distribution

at the collimator using or*, and extends this distribution into the patient. The

corresponding radial broadening is then predicted at depth using a small angle

approximation of Tan(or-). Helax begins with an initial angular distribution, specified by

0,n,,. However Helax uses Fermi Eyges theory to take account of the evolution of this

angle as the gap is crossed. Fermi Eyges theory is then used a second time to determine

the radial broadening at depth within the phantom based on the calculated angular

distribution at the patient surface.

The radial pencil broadening which results from interactions within the patient is

also treated differently by Focus and Helax. Focus specifies radial broadening using

o""r, which is calculated directly from Fermi Eyges theory and does not include the

effects of range straggling. Helax also uses Fermi Eyges theory to specifo phantom

induced radial broadening, but goes one step further and employs a range straggling

correction.

Neither treatment planning system models large angle scattering very well. By
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fitting a superposition of three Gaussians to Monte Carlo dose deposition kernels, Helax

enables the large angle scattering contribution to the kernel edges to be accurately

represented.[11] This is certainly more accurate than the single Gaussian that Focus uses

to characterize pencil beam width. However, one must not lose sight of the fact that the

Fermi Eyges treatment of radiation transport, which plays a crucial role in both treatment

planning systems, is based upon an assumption of small scattering angles.

Another difference between these two treatment planning systems is their

treatment of the dose deposited in an electron treatment by contaminant photons. Focus

subtracts the photon contribution from the measured depth dose data, and uses the result

to scale the electron pencil beams. The photon dose is then treated separately and added

to the electron dose at the end of the calculation. Helax takes account of the dose

contribution arising from contaminant photons by using unaltered depth dose data to scale

pencil beams.

Perhaps the most severe limitation of both of these treatment planning systems is

their reliance upon the semi-infinite slab approximation. Under this approximation all

electrons represented by a given pencil beam are treated as ifthey encounter only the

medium traversed by the central ray of the pencil. These concepts are illustrated in f,rgure

2.3. As indicated in parts (A) and (B) of this figure, the semi-infinite slab approximation

accurately predicts the broadening of a pencil beam when there is no lateral

inhomogeneity variation. In part (C) however, over the depths for which the central ray is

within the inhomogeneity, the entire beam broadens as if it has encountered this material.
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This leads to an inaccurate representation of dose deposition for that portion of the beam

on the right hand side, which has not traversed the inhomogeneity. In part (D) the

opposite effect takes place. Here the central pencil ray does not interact with the

inhomogeneity, and the entire pencil beam broadens as if the phantom were completely

homogeneous. This is reasonable for the right half of the beam, but is clearly incorrect

for the left. When predicting the total dose distribution, a continuum of pencil beams is

considered to be incident at the phantom surface. When inhomogeneities are not infinite

in lateral extent, adding up the contribution from pencil beams behaving as shown in

pats (C) and (D) of figure 2.3 diminishes the effecr of the inhomogeneity.

Figure 2. 3 This figure illustrates the broadening ofa pencil beam as it passes through different phantom
geometries.
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The semi-infinite slab approximation becomes increasingly likely to fail when the

scattering power and stopping power of the inhomogeneity material begin to differ

significantly from that of the surrounding medium. The air and aluminum cylinders used

in this work differ substantially from their water surroundings, and failure was anticipated

in some degree.

When an inhomogeneity has a larger atomic number (Z) than its surroundings, it

is expected that more electrons will scatter out of the inhomogeneity than will scatter in

(the scattering power is proportional to 22). Hence there will be fewer electrons beneath a

relatively highz inhomogeneity than would have been present in a completely

homogeneous phantom. This results in the production of a low dose region, or a cold

spot. The reverse is true when the inhomogeneity has a lower atomic number than its

surroundings. In this case in-scattering exceeds out-scattering and a hot spot is created.

These concepts are illustrated in figure 2.4.
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Figure 2. 4 An electron beam that encounters an inhomogeneiry which has a higher atomic
number than its surroundings will experience more out-scattering than in-scattering. This creates
a cold spot directly below the inhomogeneity. The opposite is true for an inhomogeneity which
has a lower atomic number than its surroundings.

EGS4 Monte Carlo Calculations

In Monte Carlo simulation the path and corresponding energy deposition of each

individual quanta of radiation are simulated and tracked through a particular object. The

simulated path is constructed by using random numbers to periodically select a physical

interaction from a library of probability distributions. The specific effect that each

selected interaction has on the simulated path is determined by theoretical equations and

randomly sampled probability distributions.

The finite period of random number generators represents a fundamental limitation on the

number of independent tracks that can be simulated. Very accurate results can be



generated when the number of independent tracks becomes large.

EGS4 (Electron Gamma Shower version 4) is a Monte Carlo code used to

simulate the radiative transport of electrons (e-), positrons (e*), and photons (y). EGSa is

considered reliable over an energy range of lkeV to "several thousand" GeV for photons,

and from 2 or 3 keV to "a few thousand GeV" for charged particles. [16] The code is

written using aFortranTT preprocessor known as Mortran (version 3). EGS4 uses

RANMAR, alagged Fibonacci pseudo random number generator with a period of

2t44.¡171

In order to simulate radiative transport through an object composed of a number

of different materials, EGS4 must have access to a set of material dependent interaction

probabilities. The PEGS4 (Preprocessor for EGS4) software may be used to generate

these data for elements or mixtures using archived cross section data for elements with

atomic numbers ranging from 1 to 100. Once this data file has been generated, it may be

saved and accessed repeatedly. After EGS4 has located the required data for each

medium present in the specified geometry, the transport of photons and electrons is

initiated.
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2.4.1 Photon Transport

Photons are present in an electron beam treatment as a result of initial beam

contamination, bremsstrahlung radiation, and positron annihilation. An accurate Monte

Carlo simulation of an electron beam must therefore also handle photon transport. EGS4

models the following interactions to determine the path traveled and the energy deposited

by photons.[8,19]

. Coherent Scattering (y + Atom * y + Atom)

. Photoelectric Effect (y + bound e- * free e-)

o Compton Effect (y + lightly bound e- - y + free e-)

o Pair Production (y - e- + e*)

The contribution from each of these interactions to the total cross section is illustrated in

figure 2.5 for a water phantom. These data were generated using a Mortran program

called Examin to analyze the 700ICRU PEGS4 data file. The Examin software and

700ICRU data were provided with the EGS4 Monte Carlo package.

Once it has been determined that an interaction will occur, the PEGS4 data are

consulted in order to select which specific interaction that will be. As a result of the

relatively small contribution from coherent scattering, this interaction is usually ignored.
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Components of Photon Cross Section

0.01 0.1 1 10 100
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Figure 2.5 Contribution of photon interactions to the total cross
section. AE:0.700 MeV, AP:0.01 MeV

Since the absolute magnitude of these cross sections is not exceedingly large, the

total number of photon interactions is manageable, and each interaction may be treated

discretely. The photon mean free path (1") is used to determine the distance between

successive interaction sites. More specifically, PEGS4 calculates ), as the reciprocal of

the total macroscopic interaction cross section. The number of mean free paths (N^)

traveled from one interaction site to the next is then determined by sampling from a

distribution (P(Nr)) which describes the probabilify that a photon will travel less thanN,

mean free paths without interacting:
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P(N^) = I- e-*^ (2.36).
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Once N^ has been determined, the actual distance between photon interactions may be

calculated by inverting the following equation.

'.. dx'
Nt= 

)"M 
Q'37)

Here xo is the location of the previous interaction and x is the position of the cuffent

interaction. I(x') is a function of the photon energy and the medium located at position

x'. PEGS4 data files are consulted to obtain the mean free path as a function of energy

and material. Figure 2.6 illustrates the photon mean free path for various materials.

These data were extracted from the 700ICRU PEGS4 data files using the Examin

software.
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Figure 2.6 Mean free path between photon interaction sites in water,
air, and aluminum. AE = 0.700 MeV, AP:0.01 MeV
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Each individual photon being tracked is followed only until it reaches a location

where its energy falls below a user specified value (AP). All remaining energy is then

considered to be deposited immediately.

2.4,2 ElectronTransport

Electron interaction cross sections tend to diverge toward infînity as the electron

kinetic energy approaches zero. Consequently, electrons undergo too many interactions

to allow for discrete modeling. EGS4 employs a condensed history technique whereby a

small number of 'catastrophic' interactions are treated individually, and the remaining

'non-catastrophic' interactions are considered collectively.

Catastrophic interactions are distinguished from non-catastrophic interactions

using energy thresholds specified by the user. An interaction is considered catastrophic if

it yields a charged particle with total energy greater than AE, or a photon with energy

greater than AP. All remaining interactions are non-catastrophic.

The catastrophic interactions modeled by EGS4 are: [18, 19]

o large energy-loss Møller scattering (e- + e- - e-+ e-)

. large energy-loss Bhabha scattering (e* + e- - e+ + e-)

_l -l

o hard bremsstrahlung

. positron annihilation

(en * nucleus - e* f nucleus f y)

(e*+e--yfl).



a

o

a

a

The non-catastrophic interactions are: [18, 19]

low energy-loss Møller scattering

atomic excitation

soft bremsstrahlung

elastic multiple scattering from atoms

(et + nucleus - e* + excited nucleus)

(e* * nucleus - e+ + nucleus)

Energy losses arising from the first three non-catastrophic interactions are

accounted for using the Beth-Bloch theory of charged particle energy loss.120,21] That

is, while traveling its convoluted path the electron is subjected to continuous energy loss,

chatacterized by the restricted stopping power. Low energy-loss Møller scattering and

atomic excitation contribute to the collisional component of the restricted stopping power

while soft bremsstrahlung interactions make up the radiative component. The material

and energy dependence of the restricted stopping power is obtained from PEGS4. Figure

2'7 illusttates the restricted stopping pov/er as a function of energy for several materials

of interest. These data were extracted from the 700ICRU PEGS4 data files using

Examin.

Although multiple elastic scattering is always a non-catastrophic event, it cannot

be treated in a continuous manner. The angle by which this interaction will alter the

direction of the electron must be sampled randomly. Multiple elastic scattering is treated

using Bethe's version of Molière scattering theory, which is reasonably accurate for both
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large and small scattering angles.l22l

Restricted Stopp¡ng Power

1 10 100

Energy (MeV)

Figure 2.7 Restricted stopping power in water, air, and aluminum.
AE = 0.700 MeV, AP:0.01 MeV

As was the case for photons, electron interaction cross sections depend on particle

energy and the materials encountered. Since electrons are considered to lose energy

continuously when traversing a medium, their c';oss sections will vary continuously with

path length. This complicates the calculation of the distance between discrete electron

interactions. In EGS4 a fictitious null-interaction cross section (on"(*)) is introduced such

that the resulting total cross section (o.n"(*)) is kept equal to the actual total cross section

at the previous interaction site (o,.,"o,qxo)):
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o t,¡"t(*) = o r,,uot (x) + o ¡",(x) = constant= o,,"ot(xo) (2.38).



The actual mean free path between discrete interactions ()") is determined from

PEGS4 data. Figute2.8 illustrates the energy dependence of Lo for a variety of different

materials. These data were generated from the 700ICRU PEGS4 data set using Examin.

It should be noted that it is thefictitious meanfree path corresponding to o,,n", which is

used to determine the distance to the next interaction.

Once the interaction site has been reached a random number is generated. If the

generated number is greater than the ratio between o,,,".,(x) and o.n.,(xo) the null-

interaction is selected and the electron proceeds without energy loss or deflection. If the

random number is /ess than this ratio one of the catastrophic interactions is selected.

Electron Mean Free paths for Discreet lnteractions
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Figure 2.8 Mean free path between discrete interactions in water,
air, and aluminum. AE:0.700 MeV, Ap:0.01 MeV
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The effect of both catastrophic and non-catastrophic interactions must be

combined in order to simulate an actual electron path. As mentioned above, deflections

in the path of an electron arising from multiple elastic scattering are randomly sampled

from a probability distribution based on Bethe's version of Molière scattering theory.l22l

Electrons are assigned a scattering angle after each of these interactions, between which

they are assumed to travel straight lines. As with photons, the electron is only followed

until its energy falls below a user specified value (AE), at which point all remaining

energy is deposited.

Unlike the method used for catastrophic interactions, the step size between

multiple elastic scattering events is not determined using a mean free path calculation.

Frequently one specifies the step size by assigning a f,rxed value for the fractional energy

loss per step. For this work, an algorithm know as PRESTA was used in conjunction

with EGS4 in order to optimize the step sizes used.

2.4.2.1 PRESTA

One of the most important considerations in electron transport involves the

determination of an appropriate distance by which multiple elastic scattering events

should be separated. Small step sizes yield accurate results, but may be unnecessarily

ineff,rcient. Large step sizes certainly lead to faster calculations but are generally less

accurate. PRESTA (Parameter Reduced Electron Step Transport Algorithm) determines
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the optimum step sizes during the Monte Carlo simulation, and increases calculation

accuracy when using large step sizes.

The electron trajectory is constructed assuming a straight line path between

multiple elastic scattering events. However, this results in an underestimation of the

actual path traveled between interaction sites, which will most likely exhibit some

curvature. Since the actual electron path length should be used when considering

continuous energy losses, this curvature should be accounted for. The EGS4 path length

correction is based on the approach of Messel and Crawfordl23l which is itself rooted in

the Fermi-Eyges theory of multiple scattering. The PRESTA path length correction

(PLC) is based on Molière scattering theory and has been shown to be more accurate than

the default method employed in EGS4.[24]

Very large step sizes can be used with the increased accuracy gained from the

PLC. However, when an increased step size is used the space between the two bracketing

interactions has replaced other multiple elastic scattering events. If explicitly considered,

each of these dismissed events would have introduced another scattering angle and

contributed to the deflection of the electron path. Hence, as very large step sizes are

introduced, the lateral electron deflection will be underestimated. PRESTA includes a

lateral correlation algorithm (LCA) which introduces an additional angular deflection to

compensate for this effect.

'When 
the straight line trajectory joining two interaction sites has not crossed any

media boundaries, EGS4 assumes that the actual electron path has remained entirely
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within the original medium, regardless of proximity to a material interface. When the

interaction step occurs neaÍ a medium boundary, the curvature of the path that the

electron actually follows may render this assumption false. The breakdown of this one-

medium assumption becomes increasingly likely when large step sizes are considered.

The boundary crossing algorithm implemented by PRESTA (BCA) compensates for this

effect by forcing electron paths to exhibit small step sizes near material boundaries.

Furthermore, an electron which is crossing a media boundary is forced to undergo an

interaction at the interface.

2.4,3 CombinedTransport

A photon, electron, or positron undergoing a discrete interaction may result in the

production of a secondary source of radiation (particle or photon). This secondary

radiation must also be tracked until the appropriate energy cutoff (AE or AP) has been

reached' When a single quantum of primary radiation and all of its subsequent progeny

have been followed to their energy cutoff values, one history is said to have been

evaluated. A very large number of histories must be considered before an appreciable

statistical accuracy will been obtained. December 19,2001

_19



t'ltliItcr' I: Thr-orr 40

2.4.4 The OMEGA-BEAM Software Package

The OMEGA-BEAM software package [25] contains a number of EGS4 based

simulation codes. These codes use EGS4 for radiation transport, but provide the user

with a more convenient interface for geometry specification. The following discussion

will focus primarily on three such programs: DOSRZ, DOSXYZ, and BEAM.

2.4.4.1 Input Specifications

Geometrical def,rnition of the object through which the simulation is to take place

is different for DOSRZ, DOSXYZ, and BEAM. Despite this diversity, the different

materials used to make up the phantom are specified in the same manner; a medium is

selected from the PEGS4 database and assigned to a particular geometrical region. Once

the phantom is defined, one must speciff the source which will be irradiating it. The

source composition and geometry are defined by IQIN and ISOURCE respectively.

Sources used in this work include narrow electron pencil beams and phase space files

which model clinical electron beams.

DOSRZ, DOSXYZ, and BEAM record the dose scored in selected regions of the

object being irradiated. The accuracy ofthe dose recorded in each ofthese scoring voxels

will depend on several parameters which influence the radiation transport directly.

ESTEPE gives the user the option of speciffing the fractional energy loss between
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electron steps. A zero entry implies use of the default EGS4 step size algorithm. SMAX

represents the maximum allowable step size between interactions. With the

implementation of the PRESTA algorithm, the importance of ESTEPE and SMAX is

diminished.

ECUT and PCUT represent the energies at which electron and photon tracks are

terminated (respectively). Since aparticle is considered to deposit all of its remaining

energy into the scoring voxel in which it is terminated, the smaller these parameters are,

the more accurate the pattern of dose deposition will be. For example, as ECUT is

increased it becomes increasingly likely that a terminated electron would have penetrated

into the next voxel. If ECUT is set to 700 keV, the transporl of electrons will cease when

their total energy falls below this value, leaving the electron with a kinetic energy less

than 189 keV. Since the CSDA range of 189 keV electrons in water is about 0.41 mm,

the remaining electron energy would have been deposited in a sphere smaller than 0.5

mm in radius. If ECUT or PCUT are less than their PEGS4 counterparts (AE and AP

respectively), then these parameters will automatically be replaced in favor of the larger

PEGS4 values. Decreasing the values of ECUT and PCUT increases the simulation time

dramatically.

The total number of histories to be evaluated (NCASE) is of critical importance in

any simulation. Increasing the number of histories will lengthen the simulation time.

However, if the scoring volume remains constant, an increased number of histories will

improve the statistical accuracy of the dose calculation. The statistical methods used to

41
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calculate dose deposition are described in further detail in the following section.

2.4.4.2 StatisticalMethods

When specifuing the phantom geometry, the user selects the regions in which dose

will be scored. For simplicity, the following discussion considers the calculation in only

one such region. In DOSRZ, DOSXYZ, and BEAM, a simulation consisting of N

histories is divided into n statistical batches. If the energy absorbed in this region volume

from a single batch b is eo, then the total energy there absorbed (e) is found by summing

over all batches.

t =ftu e.3s)
b=l

The average energy absorbed per batch ((e ))

are then calculated.

and the standard error of this quantity (o <,t)

,t ")

/-\- €
\¿/-

n

zç:l-,G)'
b=1

n(n- I)

(2.40)
6, , =

The validity of this statistical calculation depends upon the applicability of the central

limit theorem, which is a reasonable approximation when the number of batches is
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large.l26l Although DosxYZ, DosRZ, and BEAM default to ten batches, larger

numbers are preferable. Each of these programs records the total energy absorbed in each

region (e). The associated error (o.) is calculated as shown below.

.l-3

o,= I4oqu) = I s Q.aI)

These quantities are converted to units of dose by dividing by the total mass of the

scoring region in question. The mass of each region is determined using the material

density from the PEGS4 data file and the geometrical volume of the scoring region. Final

results are reported per unit incident fluence in order to remove the dependence on the

number of histories simulated.

2.4.4.3 DOSRZ

DOSRZ uses a right cylindrical coordinate system to specifii the geometry of the

phantom through which the simulation is to take place. Naturally this software is most

useful when the phantom exhibits cylindrical symmetry.

The computer representation of the phantom may be constructed as follows. The

z position of the uppermost portion of the phantom is declared, and then the location of

successive slabs may be specified in one of two ways. The first method enables the user



to record the depth of each plane according its z coordinate. The second method enables

the user to specify the total number of slabs, along with the corresponding thicknesses.

Finally, radial boundaries are assigned. The result is a stack of concentric disks of a

specif,red height, each of which is divided into a series of annular segments of a defined

radial thickness. If desirable, the user can restrict the region of the phantom in which the

dose will be scored.

One advantage of using DOSRZ is that upon simulation, the phantom geometry is

immediately illustrated using a simple ASCII f,rgure. This figure summarizes the

geometry and material composition of the phantom in2D. Another advantage associated

with DOSRZ is that the user can request the output in a ready-to-plot format. This feature

may be used to generate plots as a function of either depth or radius.

2.4.4.4 DOSXYZ

DOSXYZ uses a cartesian coordinate system to define the geometry of the

phantom. This platform is best applied to situations exhibiting rectangular symmetry, and

is somewhat less restrictive than DOSRZ.

Phantom definition is accomplished by dividing the phantom volume into a set of

rectangular voxels and assigning a material to each. The voxel dimensions need not be

uniform across the phantom. The user may then select the region of the phantom within

which the dose will be scored. Typical simulation output will record the dose deposited
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to each voxel in a given plane, one plane at a time. The disadvantage of this form of

output is that the resulting file is often very large, and is difficult to interpret directly.

However, the OMEGA-BEAM software package also includes a Moftran program called

Statdose, which may be used to extract and plot data from this hle along any ray within

the calculation region.

2.4.4.5 BEAM

The BEAM program is used to simulate the evolution of a radiation beam as it

progresses through the head of a linear accelerator. The output from this program is in

the form of a phase space file, which contains position, energy, direction, charge, and

history information for each quanta of radiation at one or more user defined planes in the

simulation geometry. A phase space file which accurately characterizes the state of the

accelerator beam at the phantom surface is the most realistic form of source input for

DOSRZ and DOSXYZ.

When writing the BEAM input file, the geometries of the components which

make up the accelerator head need to be specified. In order to simplify this process,

BEAM includes a list of relevant component modules (CMs). The user may select an

appropriate series of CMs from this list, and tailor each one for the geometry and material

composition of the accelerator being used. All of the available CMs are described in

detail in the BEAM users manuall25l. The CMs used in this work are listed below.
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' SLABS Used to create slabs perpendicular to the beam axis.

o FLATFILT Used for stacks of truncated rotationally symmetric cones.

' CHAMBER Used to characterize a parallel plate ionization chamber

. JAWS Defines apair of bars of specif,red thickness.

' APPLICAT Constructs rectangular apertures of defined thickness and

width.

The BEAM package contains graphics software which allows the user to view the

specified accelerator geometry in 3D. One can also view the photon, electron, and

positron tracks as they traverse the different components. This provides a useful visual

verification that the simulation of the accelerator head has proceeded as expected.

2.4.5 VerifTcation of Monte Carlo Calculations

A verification of the accuracy of EGS4 dosimetry in PMMA was be judged to be

indicative of a similar accuracy for EGS4 calculations in water. This conclusion was

based on the similarity of the radiation transport characteristics between these two media.

This similarity is illustrated in figures 2.10 and2.9 whichshow the components of the

photon interaction cross section and the restricted stopping power respectively for these

two media. These data were extracted from the 700ICRU PEGS4 data files using

Examin.

+6
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Figure 2.9 The energy deposition characteristics of electrons in water (solid
line) and PMMA (dotted line) are shown here. As a result of the similariry
between these two data sets, our PMMA verification of EGS4 dosimetry was
assumed to be applicable to water phantoms as well.
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Figure 2.10 The three main components of the photon cross section are
shown here for water (solid line) and PMMA (dotted line). As a resulr of the
similarity between these two data sets, our pMMA verification of EGS4
dosimetry was assumed to be applicable to water phantoms as welì.
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3 Materials and Methods

Focus version 2.5 (Computerized Medical Systems) and Helax-TMS version 4.i

(MDS Nordion) were used to calculate central axis depth dose distributions in the

presence of various cylindrical and slab shaped inhomogeneities. These calculations were

performed for two different electron energies (9 MeV and 18 MeV), and two different

field sizes (10 cm x 10 cm, 15 cm x 15 cm). The overall performance of these treatment

planning systems was evaluated using a comparison with Monte Carlo calculations. The

accuracy of the Monte Carlo calculations was established using a comparison with

measured data obtained at CancerCare Manitoba using a linear accelerator (Siemens

KD2-B) which was capable of producing electron beams with nominal energies of 6,9,

12,75,18, and 21 MeV. Actual beam energies determined from measured PDD

distributions for the 9 MeV and 18 MeV beams were found to be well within +3 %o of

these nominal values.

The slab-shaped inhomogeneities were positioned so that the axis which

characteúzed the slab thickness was parallel with the beam direction (z axis). In this way

the slab geometries represented an inhomogeneity in the z direction only. Each

cylindrical inhomogeneity was oriented so that the rotationally symmetric axis was

parallel with the beam axis. Cylindrical geometries therefore represented

inhomogeneities along each of the x, y, and z axes. These concepts are illustrated in

figure 3.1, which shows a cross section through the center of the irradiated geometry.
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Figure 3.1 Cross section through the center of slab-shaped and cylindrical geometries.

The dimensions of the inhomogeneities simulated in this work are listed in table

3.1. The apparently awkward dimensions tabulated correspond to standard imperial

thicknesses of PMMA, and were chosen in order to minimize the amount of machining

required when constructing a phantom capable of reproducing all of the required

geometries. The tabulated geometries span the range considered by Shortt et al [6], who

used EGS4 to simulate the electron dose distribution beyond air and aluminum cylinders

exposed to 10 and 20 MeV point sources. The cylinders considered by these authors were

1 cm in diameter, and either I cm (aluminum) or 2 cm(air) in height.
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Table 3.1 Summary of the dimensions of simulated inhomogeneities. These values correspond to
standard imperial thicknesses of PMMA: l/8" :0.3175 cm, ll4',: 0.635 cm, ll2', : l.2j 

".n, 
t" :2.54

cm.

The outer boundaries of an ideal phantom would be large enough so as to appear

semi-infinite to an incident electron. A cylindrical phantom with a diameter and height in

excess of 30 cm was determined to be acceptable for the fîeld sizes and beam energies

considered here. A justification of the adequacy of these phantom dimensions is

provided in Appendix I.

All numerical analysis, curve fitting, and interpolation reported in this work was

performed using Microcal Origin (version 4.10). [27] This software was also used to plot

all graphical data.

,, ' Cylindricalceometries ,' ,

ll
Radius frÐ I Height (cm) | Depth (cm)

' , Slàb,Geometrieg, ,: .: :

I

Thickness (cm) | Depth (cm)

9 MeV

0.635 0.3175 0.635 0.3175 0.635

0.635 0.635 0.635 0.635 0.635

0.635 r.27 0.635 r.27 0.63s

18 MeV

0.63s 0.63s t.27 0.635 1.27

0.635 1.27 t.27 r.2l t.27

0.63s 2.54 r.27 2.54 1.27
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3.1 The Phantom

A layered PMMA phantom was constructed by Medical Devices at CancerCare

Manitoba, and was used to veri$' the accuracy of Monte Carlo dose calculations in the

presence of slab-shaped and cylindrical inhomogeneities. This phantom was composed

of a series of slabs of varying thickness. The slabs came in five varieties:

o

o

o

o

PMMA slabs (x 9)

Aluminum slabs (x 4)

Square PMMA borders (x 4)

PMMA slabs with a cylindrical cavity in the center and corresponding cylindrical

aluminum plugs (x 4)

Detector slab (x 1)a

The aluminum slabs and the square PMMA borders were used to create aluminum

and air slab inhomogeneities respectively. The aluminum slabs were square in cross

section, measuring 32.0 + 0.1 cm on each side. The PMMA borders were also square,

wìth outer dimensions of 30.50 + 0.09 cm and inner dimensions of 28.06 t 0.02 cm. The

outer dimensions of the remaining slabs were machined to be identical in order to

facilitate convenient alignment. These slabs were 30.11 + 0.02 cm long on each side.

PMMA slabs containing cylindrical cavities (diameter :1.286 + 0.001 cm) were
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accompanied with tight fitting aluminum plugs (diameter : L283 + 0.001 cm) allowing

the creation of either aluminum or air inhomogeneities.

52

The detector slab consisted of a PMMA slab with

a thin rubber mat embedded into the center of its upper

surface. This rubber mat had a thickness of 0.86 + 0.01

mm and contained nine square holes in a 3 x 3 grid.

These holes were each engineered to contain one LiF

thermoluminescent dosimeter (TLD) of dimensions 3.19

+ 0.01 Írm x 3.19 + 0.01 mm x 0.88 + 0.01 mm. Thus,

when placed into the detector slab, both the TLDs and

the rubber mat were flush with the upper surface of the

slab. When mounted into the detector slab, the central

position of the 3 x 3 grid coincided with the center of the

RubberMatwith3x3Grid

E E.E
EEE
EEtr

| ,.0',
i+
i 0.01
icm
v

4.0
+

0.1

mm

<_)
2.9 +0.2 cm

Figure 3.2 This figure illustrates
the rubber mat which was placed

into the detector slab.

slab. This rubber mat is illustrated in f,rgure 3.2.

All desired inhomogeneity configurations could be modeled with this phantom by

arranging a stack of the appropriate slabs. The basal slab was a 5.013 + 0.003 cm thick

slab of PMMA, which was used primarily as a source of backscatter. Positioned on top

of this base were a collection of thinner PMMA slabs and the detector slab. The

measurement depth could be varied by changing the position of the detector slab among

the homogeneous slabs. Finally, a slab containing an inhomogeneity was added to the

stack and placed beneath a homogeneous PMMA slab which had a thickness
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corresponding to the desired inhomogeneity depth. These concepts are illustrated in

figure 3.3.

Figure 3.3 This figure illustrates the different slab types, and one possible phantom aruangement.

three pillar system was used to ensure that all of the slabs well aligned when

These pillars were mounted to a large slab of pMMA, which was clamped to the

couch. The treatment couch was used in conjunction with the radiation light

lasers to maneuver the phantom into the center of the beam. Thus, when the

field was centered on the phantom surface, the central axis of the beam
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intersected the TLD located in the middle grid position (position 5). All phantom

irradiations were performed with the surface slab at an SSD of 100 cm.

Thìs phantom was designed to be capable of reproducing all of the inhomogeneity

geometries listed in table 3.1 as closely as possible. With the exception of the 5.013 +

0.003 cm thick backscatter slab, all slabs were cut from PMMA sheets of various

standard thicknesses. The measured thickness of each of these slabs has been tabulated in

Appendix II. It was found that these measured thicknesses often differed significantly

from the nominal standard thickness. Despite these differences, the slabs were not

machined to match the ideal. Excessive machining of PMMA results in a buildup of

material stresses which eventually produce warping effects which are detrimental to the

alignment of the phantom. unforfunately, a small degree of slab warping was

unavoidable, and a 6 kg UPVC border was centered on top of the phantom in order to

counteract this effect. This square border enclosed a20.I + 0.2 cmx20.I I0.2 cm

opening and did not interfere with the radiation field incident upon the phantom.

All reported phantom dimensions correspond to the mean of several

measurements made using a digital caliper. The uncertainty in these measurements was

calculated as the standard error of the mean. When the standard error was less than 0.001

cm (the smallest digit reported by the caliper), this value was used to represent the

measurement uncertainty.

The phantom arrangement was most susceptible to misalignment when

measurements were made atlarge depths beneath cylindrical inhomogeneities. Since the



dose distribution beneath these small cylinders was expected to exhibit dramatic lateral

variation, the TLD in position 5 had to be located directly underneath the center of the

cylinder.

In order to test the phantom alignment, a piece of lead and tin solder was molded

into the shape of a TLD and placed into the detector slab at position 5. The phantom was

then stacked up in the following configuration: I.23 +0.01 cm of PMMA (buildup), a

PMMA slab containing a r.28 + 0.01 cm thick aluminum cylind,er,4.33 + 0.05 cm of

PMMA, a 0.579 + 0.001 cm thick detector slab containing the solder TLD, one sheet of

ready pack diagnostic film (Kodak X-Omat V), and f,rnally 5.013 + 0.002 cm of pMMA

for backscatter. These slabs were all aligned carefully to the three pillar mount and

positioned at 100 cm SSD. The phantom was then exposed to 100 MU from a 6 MV

photon beam. The film was developed (Konica SRX - 101 developer), and digitized with

a film scanner (Lumiscan model number 50, serial number 5391). Osiris (version 3.1)

[28] was used to optimize the contrast of the digitized image. The resulting image is

shown in figure 3.4, and was judged to exhibit an acceptable degree of alignment.
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Film Image of Solder TLD
Beneath Aluminum Cylinder

Figure 3.4 The large grey circle depicts the cross
section of the aluminum cylinder (1.283 + 0.001 cm
diameter). The relatively bright central square
illustrates the position of the solder TLD beneath
the cylinder.

The close alignment achievable with this phantom enabled accurate and

reproducible results to be obtained along the central axis. The phantom design offered

several advantages, such as: cost effectiveness, ease of set-up, and portabilify. As a result

of the versatility of this phantom, many different inhomogeneities could be modeled with

a limited number of slabs. Only slight modifications or additions would be required to

extend the applicability of the phantom to other situations. For example, only a single

slab need be constructed to introduce an entirely new inhomogeneiry. Furthermore, if off-

axis measurements were desired, TLD pockets could be punched out of a second rubber

mat and inserted into the present detector slab.
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3.2 General Monte Carlo Methods

BEAM was used to generate a phase space file which modeled the accelerator

beam at the phantom surface. A separate f,rle was required for each energy and field size.

Since two energies and two field sizes were considered, a total of four phase space files

were used: 18 Mev i0 cm x 10 cm, 18 Mev 15 cm x 15 cm, 9 MeV 10 cm x 10 cm, and

9 Mev 15 cm x 15 cm. These files were prepared by Dr. John Lewis and Dr. Boyd

McCurdy at CancerCare Manitoba. When changing the field size for a beam of fixed

energy, the accelerator components above the main jaws were not changed. Thus a

preliminary phase space file was constructed for the geometry illustrated in the left half of

figure (3.5). This consisted of a double exit window, primary scattering foils, primary

collimator, secondary scattering foils, and an electron dose chamber. The radiation

source incident upon this initial set of accelerator components was a cylindrical pencil

beam ofelectrons.



h''later ia Is ancl Mcrhoc'ls

Figure 3.5 This figure illustrates the different components used to model the accelerator. The radiation
beam leaving the primary components was used as the source for the components which change with field
size. The final phase space file characterizes the radiation beam right at the phantom surface itOO ",SSD). This figure was generated using the BEAM graphics pactagi.¡ZS1

Output from this type of preliminary phase space file was then used as a source,

incident on the remaining accelerator geometry. In this way only the latter half of the

accelerator needed to be simulated when generating phase space files for the two field

sizes. The remaining components in the accelerator geometry are illustrated on the right

half of figure (3.5), and include: secondary collimating jaws (X,y),tray,applicator, and

final collimator.

Primary Components Comnoucuts¡uhiehchange with field size

-Y Jaws

-X Jaws

_Primary
collimator

- Secondary scattering/-..
Iorls

Electron dose
chamber Final*-s%
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The geometry and material composition of each individual accelerator component

were determined using information provided by Siemens.[29] The CMs used to construct

these components are summarizedintable3.2. Since only square fields were considered

in this analysis, the multileaf collimator was modeled using the JAV/S component

module rather than the more complicated MLC component module. The ultimate

justification for using each of the tabulated CMs was the close agreement observed

between phase space files and measured data.

59

Table .2 çomponents and associated CMs used to define the accelerator geomet

Primary ComponentS Com¡onênts Depe[dent upon
Field Size

I

Component I CM
"" """'ï"""

Component I CM

Exit'Windows SLABS Y Jaws (MLC) JAWS

Primary Foils FLATFILT X Jaws JAWS

Primary Collimator FLATFILT Tray APPLICAT

Secondary Foils FLATFILT Applicator APPLICAT

e-Dose Chamber CHAMBER Final Collimator APPLICAT
Materials and geometrical dimensions used to specif, the tabulated components were obtained from
Siemens.[29]

All phantom simulations were performed using a phase space file as a source.

Furthermore, all phantom simulations used the 700ICRU PEGS4 data files to define the

phantom media. Consequently ECUT was set at 0.700 MeV, and PCUT at 0.01 MeV.

The number of batches used for each of these simulations was changed from 10 to 20.



Cìha¡rtcr' 3 ; NT¿ltct'ials ancl \4ethoc'ls 60

3.3 General Helax Methods

The exact method used to defîne a particular phantom geometry in Helax differed

for each of the cases considered. Section 3.5.2 discusses the specific details of phantom

definition for the homogeneous case. Sections 3.6.1.3 and3.6.2.2 discuss the definition

of phantoms containing slab-shaped and cylindrical inhomogeneities respectively.

In general, Helax allows the user to define a phantom geometry using a stack of

two dimensional slices. Polygons and circles are used to specify regions of parlicular

phantom materials in each slice. The three dimensional material composition of the

phantom is determined by interpolation between slices. Polygons were defined by

inputting the mathematical coordinates of their vertices, and circles by inputting their

center, radius, and the number of points along the circumference. The circumference of

every Helax circle defined in this work was composed of 10 points. The relative mass

densities of the phantom materials may be specified as either air, water, PMMA,

aluminum, or vacuum. Once a phantom was defined, it was divided into a matrix of

voxels for the putpose of dose calculation. The size of these voxels was dependent upon

phantom size, and the separation distance between slices. The maximum resolution (128

x 128 pixels in the transverse plane) was used in all cases. This resolution was sufficient

to reproduce all inhomogeneity dimensions in table 3.1 to within + 0.1 cm.

After the dose distribution was calculated, a depth dose curve was exported as an

ASCII file using the LineDose option. The dose was calculated along the central axis
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through the entire phantom in depth increments of 0.1 cm. The depth dose curves were

smoothed by averaging each point with its two nearest neighbors on either side, provided

that those neighbors were not located outside of the phantom or within an inhomogeneity.

Using this adjacent averaging technique, the water portion of the depth dose curve

consisted of average doses within overlapping 0.5 cm segments. The normalizationdepth

was defined to be 5 cm along the central axis for 18 MeV calculations, and 2.5 cmalong

the central axis for 9 MeV cases. These specific depths were chosen because they were

both below the thickest inhomogeneities considered, and yet they were not so deep as to

correspond to extremely low dose regions.

A single fraction dose of 10 Gy was prescribed to the 100% isodose line, and the

corresponding number of monitor units was recorded (MUrrr). The dose distribution

was then scaled to that which would have resulted if 1000 MU were applied. This was

accomplished by multiplying the distribution by 1000/MUrMS.

3.4 General Focus Methods

The exact method used to define a particular phantom geometry in Focus differed

for each of the cases considered. Section 3.5.2 discusses the specific details of phantom

definition for the homogeneous case. Sections 3.6.T.3 and3.6.2.3 discuss the definition

of phantoms containing slab-shaped and cylindrical inhomogeneities respectively.

Focus does not allow the phantom geometry to be entered directly, it requires the
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user to trace phantom slices on a tablet surface using a mouse-like pointer. Using this

apparafus scaled diagrams of several transverse cross sections through the phantom were

defined. The proper phantom dimensions were established by specifying the appropriate

scaling factor. A button indicator was used to enter important contour points. The

remaining contour points were read in automatically at a specified sampling rate of 1

point every 5 cm. This coarse sampling rate was used to ensure that phantom contours

were drawn as straight as possible. Phantom inhomogeneities defined in this way were

capable of reproducing the geometries listed in table 3.1 to + 0.1 cm.

Contours defining material boundaries were traced onto each phantom slice. The

f,inal material composition of the phantom was determined by interpolating contours

between transverse slices. Focus does not provide the user with a list of available

phantom materials. Rather, the user defines the phantom composition by assigning a

value for the relative electron density of the material within each contour. Table 3.3 lists

the relative electron densities used for the materials of interest. Note that Focus only

allows these values to be specif,red to two decimal places.

A series of interest points were positioned along the central axis. These interest

points were placed every 0.5 cm when using the 18 MeV beam, and every 0.25 cm when

using the 9 MeV beam. The calculated dose at each of these points was printed out with

a hard copy of the treatment plan.
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Table 3.3 Relative Electron Densities for Different Media

Mass densities and electron densities were obtained from appendices 8.1 and 8.2 of Introd*tio7 to
radiological physics and radiqtion dosimetry by F.H. Attix.[30]

In order to compare dose distributions computed by Helax and Focus, a consistent

normalization scheme was required. Consequently, Focus dose distributions were

normalized at the central axis interest point located either 5 cm below the phantom

surface ( 18 MeV beam), or 2.5 cm below the phantom surface (9 MeV beam). A single

fraction dose of l0 Gy was prescribed to the 100% isodose line, and the MU required to

deliver this dose was recorded as MU.r.. Finally, the dose distribution was normalized

to 1000 MU using the multiplicative factor 1000/MU.MS.

3.5 Homogeneous Dose Distributions

The electron dose calculation algorithms used by Focus and Helax make use of

homogeneous water measurements when predicting the dose within complicated

phantoms. Therefore, any differences in the homogeneous dose distributions used by

these treatment planning systems will also affect the inhomogeneous dose distributions.

Mass Density Electron Density
(I0".e./cm3)

Relative Eléction
Density 1

'Water
0.998 3.337 1.000

Air 1.205 x i0-3 3.622 x 10-3 0.001

PIVTMA 1.19 3.984 1.194

Aluminum 2.69 7.804 2.339
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Corrections can be made to the inhomogeneous distribution if such differences are

identified. Consequently, the dose distributions for a simple homogeneous water

phantom were evaluated before performing dose calculations in the presence of any

inhomogeneities.

Homogeneous dose distributions were generated using both Helax and Focus, and

the resulting central axis percentage depth dose curves (PDDs) v/ere compared to

measured data. Several numerical parameters characterizingthese data sets were

calculated and used to quantitatively assess the agreement between these homogeneous

distributions. The first such parameter was d.0". dn,,* was recorded as the depth

coordinate at which the maximum central axis dose value was observed. The uncertainty

of this parameter was taken to be the distance between successive depth dose values.

A second numerical parameter recorded was Rro, the depth at which a given PDD

crosses 50 %. The method of least squares was used to fit a straight line to each

homogeneous PDD across the range extending from 70 o/o to 30 %o. The correlation

coefficients describing the quality of these fits were typically above 0.ggg, indicating an

excellent representation of the data. Rro was determined from the depth coordinate at

which each line crossed the 50 o/olevel. Uncertainties were calculated according to the

rules of error propagation.

Rro was used to calculate the mean energy of the electron beam at the phantom

surface. The following equation was used for an electron beam incident on a

homogeneous water phantom:

ó4



Clrapicr' 3: N4at.erials ancl lViethocls {r5

E(z = 0) = 2.33. Rso (3.1).

Here Rro is specified in cm and the mean energy (E) is in MeV. The constant2.33

MeV/cm is widely accepted for the determination of \0.[1, 31] The uncertainty in the

mean energy was calculated by multiplying the uncertainty in Rro by 2.33 }y'reYlcm.

The final parameter used to characterize these homogeneous PDDs was the

practical Íange, \. The value of \ was determined as the depth coordinate of the

intersection point between two lines. The first line was fît to the bremsstrahlung tail of

the PDD, and the second line was fit to the region of the PDD located between \o and

the beginning of the bremsstrahlung tail. Both linear fits were performed using the

method of least squares, and uncertainties were calculated by propagating the

corresponding errors.

The homogeneous dose distribution was also calculated using Monte Carlo

simulation. This dose distribution was compared to measurements in order to investigate

the validity of the phase space file being used to describe the accelerator beam. Both a

central axis PDD, and transverse dose profiles were considered. The PDDs were

evaluated as described above. Transverse dose profiles were obtained at depths of 1.0

cm,2.5 cm, and 3.5 cm for the 9 MeV beam, and 2.0 cm,4.5 cm, and 7.5 cm for the 18

MeV beam. In order to ensure that the prof,rles were evaluated independently of the

PDDs, the center point of each Monte Carlo profile was norrnalized to the central point of

each measured profile. A separate Boltzman function was then fit to each side of every
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individual profile. This function is shown in equati on (3.2), and was used to determine

the distance (x,¿) at which the profile drops to half of its maximum value. This sigmoidal

Boltzmann curye was found to represent the data with a confidence level in excess of

99%.

Boltzman(x) = A, +
Ar- A,

'*..0[ï3] 
r,,r

Here, A, and A, represent the initial height and final height of the profile respectively.

Ax determines the slope with which the sigmoid varies between maximum and minimum

amplitudes. The xr/2 parameter was recorded for each side of the profile being analyzed.

and compared with measured data. The uncertainty in x,,, was dominated by the

positional uncertainty of the chamber, and the accuracy with which each voxel dose could

be ascribed to the central position of that voxel.

3.5.1 Homogeneous Monte Carlo Calculations

DOSRZ was used to compute the Monte Carlo PDDs in a homogeneous water

phantom. The phantom was defined as a large cylinder concentric with the central axis of

the beam. The outer diameter of this cylinder was set a|30.48 cm. Dose was scored

within a smaller cylinder, which was also concentric with the central axis. The scoring
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cylinder had a diameter of 1cm, and was segmented along its length by planes located

every 0.635 cm in the 18 Mev simulations, and every 0.3r75 cm in the 9 Mev

simulations. The scoring geometry is summarized intable 3.4. The depth position of each

recorded dose was taken to be the center of the associated scoring voxel. 50 million

histories were simulated in each case.

Table 3.4 This table summarizes the scoring geometry used when simulating the homogeneous pDDs.
ECUT was set at 0.700 MeV and PCUT was set at 0.01 MeV.

9 MeV 18 MeV

Height of cylindrical scoring voxels 0.3175 cm 0.635 cm

Radius of cylindrical scoring voxels 0.5 cm 0.5 cm

Number of scoring planes' 25 t8

To obtain transverse dose profiles, calculations were performed with DOSXyZ

for a homogeneous water phantom. In this case the geometry was defined from -15.75

cm to + 15.75 cm in the x and y directions, and from 0 cm to 31.5 cm along the direction

of the beam axis (z). This cubic volume was then divided into 633 cubic voxels, each

having a dimension of 0.5 cm on a side. After simulating 10 million histories, dose

profiles were extracted for the appropriate depths using Statdose.

It should be pointed out that the abovementioned PDD data could also have been

extracted from this DOSXYZ data set. However, PDD values used throughout this work

were obtained using DOSRZ, and hence the homogeneous dose distributions were

evaluated using the same geometry.
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3.5.2 Homogeneous Calculations with Helax and Focus

Homogeneous dose distributions were

calculated using a cubic water phantom with

sides 30.5 + 0.1 cm in length. This phantom

was constructed by defining a square contour,

and copying this contour onto three transverse

slices as shown in figure 3.6. The phantom was

assumed to be in the supine position, and the

beam was applied to its surface at an SSD of 100

cm. The gantry and couch angle were set to

0.00.

Figure 3.6 Geometry involved in the
definition of a homogeneous phantom.

3.5.3 WaterMeasurements

A series of dose distributions v/ere recorded in a homogeneous water phantom.

These measurements were performed by Yuri Mandelzweig at CancerCare Manitoba

(then Manitoba Cancer Treatment and Research Foundation) in December of 1996 using

a scanning water tank (PTW-Freiburg MP3-S model number 41002-0037). The tank was

composed of perspex, and had inner dimensions of 59 .4 cm x 49 .6 cm x 50.2 cm.l32l

The tank was equipped with motorized stages which maneuvere d an ionization chamber

Ilomogeneous Phantom Composed of
Ihree llansre¡se S ection s

30.5
+

0.1
cm

+ 0.1 cm

30.5 + 0.1 cm

lBll"ll" I

{*
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along the x, y, and z directions. A second chamber was f,rxed above the tank to serve as a

reference, monitoring any fluctuations in beam output. Both chambers were thimble

ionization chambers (PTW-Freiburg model number 31002, serial numb erc 0423 and,

0424)' The ionization produced in these chambers was measured using an electrometer

(PTW-Freiburg MP3-S model number 41004, serial number 0038), and recorded using

the associated Software (Mephysto version 6.0 - prw-Freiburg).[33]

The scanning tank was leveled, and aligned beneath the accelerator head. With

the water surface at 100 cm SSD, the scanning chamber was used to measure the

ionization produced along the central axis. The 18 MeV measurements were taken in 0.5

mm intervals over a distance extending from the water surface down to a depth of 12 cm.

Further measurements were then recorded every 10 mm, to a total depth of 30 cm. For 9

MeV measurements, 0.5 mm steps were used from the surface to a depth of 6 cm. The

remainder of the distance out to 30 cm was sampled every 10 mm. In both cases the

chamber was held at each measurement location for 0.2 seconds. Mephysto was used to

conveft the resulting depth ionization curves into depth dose curves according to the

IAEA TR2l7 code of practice.[33]

In order to measure the beam profiles, the chamber was moved to the required

depth (1.0 cm, 2.5 cm, and 3.5 cm for the 9 Mev,2.0 cm,2.5 cm, and 7.5 cm for the 1g

MeV beam), and then scanned laterally across the field in 1 mm steps. This scan

extended ftom -7 cm to 7 cm for the 10 cm x 10 cm field, and from -9.5 cm to 9.5 cm for

the 15 cm x 15 cm field. The chamber was held in place for 0.1 seconds at each location.

ó9



fìhaittcr 3: \4atcrials ancl \4etl¡ocls l()

The positional uncertainty of the chamber was + 0.05 cm.

3.6 InhomogeneousDoseDistributions

Inhomogeneous dose distributions were calculated by Focus and Helax for the

geometries listed in table 3.1. The accuracy of these calculations was evaluated along the

central axis using a comparison with Monte Carlo simulations. These distributions were

expressed as PDD cutves, with the vertical axes norrnalized to I00% at the maximum

dose of the corresponding homogeneous distribution. Both Focus and Helax make use of

homogeneous depth dose data when predicting the dose in the presence of an

inhomogeneity. When these homogeneous distributions differ, corresponding differences

arise in the inhomogeneous prediction. In order to minimize these effects when

comparing dose distributions calculated by different modalities, each inhomogeneous

curve calculated via treatment planning computer was multiplied by a ratio of

homogeneous dose distributions. The numerator and denominator of this ratio were taken

from the homogeneous distributions predicted by Monte Carlo simulation and the

appropriate treatment planning system respectively. More specifically, Focus and Helax

predictions were interpolated linearly to depths at which a Monte Carlo dose had been

scored. The homogeneous and inhomogeneous interpolated distributions may be

represented by (Hom PDD(d))rps and (Inhom PDD(d))rps respectively. In this notation d

is the interpolated depth, and TPS represents the treatment planning system involved. The
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corrected inhomogeneous distribution was calculated as shown in equation (3.3).

Here (Hom PDD(d))Ecro is the dose calculated by Monte Carlo simulation at a depth d

within a homogeneous water phantom and (Inhom pDD(d)):ï is the correcred

inhomogeneous distribution. Although this ratio multiplication technique was only an

approximate correction method, it was judged to be sufficiently accurate that any

differences between corrected treatment planning predictions and Monte Carlo results

could be attributed to a weakness in the way that the treatment planning system expected

the inhomogeneity to affect the dose distribution. The effectiveness of this ratio

correction method is discussed in further detail in appendix IIL

The difference between the corrected data and Monte Carlo calculations was used

to represent the deviation between treatment planning predictions and the actual depth

dose values. This deviation was calculated over two different depth ranges. The first

extended from directly beneath the inhomogeneity to the depth at which the

inhomogeneous Monte Carlo PDD dropped permanently below 80%. The second range

was defined in a similar fashion, but was extended all the way down to the 50% depth.

The maximum and mean deviations were tabulated over both of these ranges for each
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individual inhomogeneity.

3.6.1 Slablnhomogeneities

3.6.1.1 Verification of Monte Carlo Calculations

EGS4 was tested to ascertain its ability to accurately calculate absorbed dose in

the presence of slab inhomogeneities. This was accomplished by comparing the EGS4

predictions with data measured in the PMMA phantom. One air slab and one aluminum

slab were considered for each energy. The nominal slab geometries used for this

verification are summarized in table 3.5 below.

Table 3.5 Summary of the dimensions of slabs simulated for Monte Carlo verification. These slab
inhomogeneiti

The simulations were performed using DOSRZ. The homogeneous phantom was

defrned as a cylinder 30.48 cm in diameter, and composed of a stack of PMMA disks.

Each disk was 0.635 cm (0.3175 cm) thick when the 18 MeV (9 MeV) beam was used.

ln both cases, the total thickness of the stack was greater than 15 cm. For the

lnnomogenertres wer( srmulated tn a ntom ified to consist of PMMA

I

Depth (cm) | fhtckness (cm)

Aluminum Slab ,

I

Depth (cm) | Thtckness (cm)

9 MeV 0.635 0.3175 0.63s 0.635

18 MeV r.27 r.27 r.2l 1.27
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inhomogeneous phantom, the required thickness of consecutive PMMA disks were

replaced with either air or aluminum. The thickness and depth of these inhomogeneous

slabs were def,rned as tabulated above. The central axis scoring volumes were cylindrical,

I cm in diameter, with heights of either 0.635 cm (18 Mev) or 0.3175 cm (9 Mev). 50

million histories were evaluated in each case.

The corresponding geometrical arrangements were then assembled beneath the

linear accelerator using the PMMA phantom, and doses were measured at several depths

beneath the inhomogeneity. When using TLDs, a certain amount of statistical fluctuation

was expected between similar measurements. Thus the average of five TLD

measurements was used to calculate a single dose value. The uncertainty of this average

value was expressed by calculating the standard error of the mean. Measured results were

compared to simulated values after being corrected through the use of dose ratios. This

ratio corection is shown in equation (3.4). (Inhom PDD(d))rro denotes the mean of five

inhomogeneous TLD measurements at depth d, and (Hom pDD(d))rLo denotes the mean

of five corresponding homogeneous measurements. Homogeneous Monte Carlo data

(Hom PDD(d))EGS4 were calculated at the measurement depth using linear interpolation.

The uncertainty of the corrected dose value (tnfro.tr PDD(d))i; was determined using

the ordinary rules of error propagation.

(Hom PDD(d))ro"o

(uo- PDD(d))?zD
(Int'o- PDD(d))i; = (Inhorn pDD(d))?zD (3.4)
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In order to minimize any systematic errors arising from gradual changes in the

beam intensity, each homogeneous and inhomogeneous pair of dose measurements were

obtained one after the other. That is, TLDs were placed into the detector slab at positions

l, 3, 5, 7 , and 9. The detector slab was positioned at a depth d within a homogeneous

phantom, and the TLDs were irradiated. Immediately afterward, a set of five new TLDs

were loaded into the same grid locations, and the detector slab was positioned within the

inhomogeneous phantom arrangement at the same depth d. Following the second

irradiation, the process was repeated at other depths. Measurements were concentrated in

the range extending from the base of the inhomogeneity to the depth at which the

inhomogeneous dose distribution was expected to fall permanently below 80% of the

homogeneo¿¿s dose maximum. The lateral dose distribution was sufficiently uniform that

there was no statistically significant difference between TLD measurements from grid

positions I, 3,7 , and 9, and measurements from the TLD located directly on the central

axis (position 5).

3.6.1.2 Monte Carlo Methods for SIab Geometries

Once the accuracy of the EGS4 simulations was established in the presence of

slab inhomogeneities, simulations were executed for all slab geometries listed in table

3.i. The method of phantom definition was identical to that described above, except that

water was used in place of PMMA. 50 million histories were evaluated for each case.
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3.6.1.3 Helax and Focus Methods for Slab Geometries

Slab phantoms were defined using three identical transverse slices as shown in

figure 3.7. The outer periphery of the volume contained by these slices was a cube, with

each side measuring 30.5 + 0.1 cm. The slab inhomogeneity was drawn into the upper

portion of each transverse slice using a rectangular contour. The depth and thickness of

this rectangle def,rned the depth and thickness of the slab. The phantom was assumed to

be in the supine position, and a 0.0o gantry and couch angle was used. The field was

specif,red at an SSD of 100 cm.

D-eJinltiolof_S_lalIn_ho¡nogeaeitie_s_U_úug_Ihre_ej_Li_c_e_s

E]
l"l

\TZ
-r-- Slab Depth + 0.1 cm)

Slab Thiclcress + 0.1 cm

Rectangular Cross
Section of Slab

30.s
* 0.1 cm

30.5 * 0.1 cm

Figure 3.7 Geometrical construction of slab geometry in Focus and Helax.
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3.6.2 Cylindricallnhomogeneities

3.6.2.1 Verification of Monte Carlo Calculations

An examination was made of the accuracy with which EGS4 simulations

represented experimental measurements in the presence of cylindrical inhomogeneities.

One air cylinder and one aluminum cylinder were simulated in PMMA for each energy

and compared to measured data. The nominal cylindrical geometries used for this

verification are summarized in table 3.6 .

Table 3.6 Summary of the dimensions of cylinders simulated for Monte Carlo verification. The cylinder
height is defined as the cylinder thickness along the z axis. These cylindrical inhomogeneities were

Simulations were performed using DosRZ. As before, the homogeneous

phantom was defined by a cylinder 30.48 cm in diameter, which was composed of

PMMA disks stacked up to a total height in excess of 15 cm. When the 18 MeV (9 MeV)

beam was used each of these disks was assigned a height of 0.635 cm (0.3175 cm). For

the inhomogeneous phantom, the center of the required thickness of PMMA disks was

simulated in a m defined to consist of PMMA.

Depth

(cm)

Air 
,

Height

(cm)

Radius

(cm)

Depth

(cm)

Aluminum

Height

(cm) '

Radius

(cm)

9 MeV 0.635 0.635 0.635 0.635 0.63s 0.635

18 MeV t.27 2.54 0.635 t.27 1.27 0.635
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replaced with an air or aluminum cylinder. The geometry and position of the

inhomogeneous layers is defined in Table 3.6. The scoring volumes were cylindrical, 3

mm in diameter, with heights of either 0.635 cm (18 MeV) or 0.3175 cm(9 MeV). The 3

mm diameter was chosen so that the amount of laferal variation within each scoring

volume would be similar to that experienced by a single TLD. 200 million histories were

evaluated for each simulation.

The physical PMMA phantom was then assembled accordingly, and doses were

measured at several depths beneath each inhomogeneity. As before, the dose ratio at any

particular depth was evaluated by dividing the mean of five inhomogeneous TLD

measurements by the mean of five homogeneous measurements. The lateral dose

distribution beneath cylindrical inhomogeneities was expected to exhibit significant

variations. Therefore, measurements were made one TLD atatime,with each TLD

located directly on the central axis (position 5 of the detector layer). Five homogeneous

and five inhomogeneous measurements were collected for each depth. Measurements

were concentrated above the depth at which the inhomogeneous dose distribution was

expected to fall permanently below 50% of the homogeneozs dose maximum.

The agreement between TLD measurements and Monte Carlo simulation was

evaluated using equation (3.a). As before, the EGS4 data were interpolated to the

measurement depth.
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3.6.2.2 Monte Carlo Methods for Cylindrical Geometries

Once the accuracy of the EGS4 simulations was established in the presence of

cylindrical inhomogeneities, simulations were executed for all corresponding geometries

listed in table 3.1. The phantom was defined as described in section3.6.2.1, with water

being used in the place of PMMA. 200 million histories were evaluated for each case.

3.6.2.2 Helax Methods for Cylindrical Geometries

Four transverse slices were used to define a phantom containing a cylindrical

inhomogeneity with a height H, and a radius R, at a depth d. These slices were square,

with each side measuring 30.5 + 0.1 cm. The top and bottom slices were separated by a

total distance of 30.5 + 0.1 cm, and therefore defined the boundaries of a cubic phantom

volume. The two remaining slices were placed a distance d and d + H from the top

section respectively. These sections contained a circle of radius R at their center, and

were used to define the upper and lower boundaries of the cylinder. The depth, height,

and radius were all within + 0.1 cm of the nominal values listed in table 3.1. In order to

align the beam axis with the cylinder axis, the phantom was defined to be in the supine

position, and the couch and gantry were rotated through an angle of 90". A i00 cm SSD

was used. This was judged to be the most accurate method for defining cylindrical

inhomogeneities in Helax-TMS.
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3.6.2,3 Focus Methods for Cylindrical Geometries

Due to limitations in the allowed orientation of electron beams in Focus, the

procedure outlined above could not be used to plan a treatment for a phantom containing

cylindrical inhomogeneities. If one tries to use the previous method, the initial beam

affangement is illustrated in figure 3.8 as 'beam position O'. The desired treatment

orientation could be arranged by rotating the beam by 90o, as illustrated by 'beam position

Ø'. Unfortunately the Focus user cannot make this rotation. This restriction is

presumably intended to safeguard against patient-applicator collisions.

Figure 3.8 Beam positon @ is the initial beam configuration. The
beam cannot be rotated through 90o into beam position @.

P-o-siXio¡¿l Restrictio_ns of Focus Electron Beams

Transverse Slice

"\
""\l**la

('(' t
- -B.ut i ri"l l lpãriä, I ll(]l 

l(]l- @ lll
I))t t)

Interpolated Cylindrica lVolume
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In Focus, phantom electron densities are calculated by interpolating between

transverse slices. Therefore only contours drawn on transverse slices could be used to

define a cylindrical volume within the phantom. These slices were oriented parallel to the

cylinder axis. Thus, each slice which cut through the cylinder contained a rectangle. Only

the width of this rectangle varied from slice to slice. This concept is illustrated in figure

3.9.

Re-cJangular c-o,ntqur-re-s-ultjng-ftqm-across-sectlo-nlhrough-a cylirder

Cylinder
Height a'--- A r- ]t_l

{__Þ
Rectangle

widrh

Rectangle
Height

Figure 3.9 This fìgure illustrates the rectangular contour present in a cross section through a cylinder.

In order to define a cylindrical inhomogeneity using this set of transverse sections,

the width of each rectangle had to be determined for every slice. The slice position was

measured from the central axis of the cylinder, and denoted as y. The width of the

corresponding rectangular inhomogeneity contour was denote d as 2x, where x was

calculated according to the following equation.
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(3.s)

Here R is the cylinder radius. Nine rectangular contours were traced out over y values

ranging from -R to R.

Geometric Relationship Between
Plane H-eight an-d-Reclangle Wldf-h

Plane Height: y

Plane Height:6

\ Cros Section of
,<______> Cylinder

Rectangle Width
:2x

Figure 3.10 Geometrical reconstruction used to
speciñ7 the relationship between rectangle width
(2x) and plane height (y).

The outer boundary of the Focus phantom was a cube, with dimensions of 30.5 t 0.1 cm

on each side. The depth height and radius of the cylindrical inhomogeneity imbedded

within this cube were all within + 0.1 cm of the nominal values listed in table 3.1 . In

order to obtain the proper alignment with the treatment beam, the phantom was oriented

in the supine position, with an SSD of 100 cm.
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A photon calculation was used to verify the equivalence between a cylinder

defined in this way and one defined by two circular contours (as with Helax). Both

methods were used to create a similar cylindrical inhomogeneity. In Focus the orientation

of photon beams is less restricted than for electrons, and a percentage depth dose curve

was generated for cylinders defined by both methods using a 6 MV photon beam. The

resulting distributions did not differ by more than 1 o/o, with a mean deviation of 0.6 %o.

Although different algorithms are used to calculate photon and electron doses, both make

use of the digitized electron densities used to represent the phantom. Based on the close

agreement between these distributions, the two methods of cylinder definition were

considered to be essentially identical in Focus.

3.7 Reading TLDs

Before being irradiated, the TLDs were annealed in an oven (PTW-TLDO model

number 1321, serial number I4I9). The temperature was raised to 400oC, and held there

for I hour. The oven was then cooled down to 100"C and this temperature was

maintained for 2 hours. Finally the oven was lowered to 45oC, at which point the TLDs

were left to approach ambient temperature on their own. [35]

The TLDs were then read individually using a TLD analyzer (Harshaw QS model

number M3500, serial number 9209017). Once placed into this unit, a TLD was

immersed in a nitrogen atmosphere and preheated at 50oC for i second. Data acquisition
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commenced shortly afterward while the temperature was raised 8oC per second up to a

target value of 240oC, at which point the temperature was held constant. The total

acquisition time was 30 seconds.[36]

During the acquisition process, light given off by the TLD was intercepted by a

photomultiplier tube. The TLD analyzer reported the total amount of charge that was

induced while the TLD glow curve was being recorded. This charge value was linearly

proportional to the absorbed dose.

ò)
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4 Results and Discussion

This chapter presents the depth doses calculated for homogeneous and

inhomogeneous phantoms. Homogeneous results are presented in section 4.1. The

Monte Carlo phase space files are validated, and justification is provided for using ratios

to correct inhomogeneous dose distributions. The corrected inhomogeneous distributions

are presented in sections 4.2 (slabs) and 4.3 (cylinders), where the accuracy of the Monte

Carlo simulations is compared to measured data. The dosimetric accuracy of Focus and

Helax predictions in a water based phantom is then presented for each field size.

4.1 Homogeneous Dose Distributions

Presented in the following sub sections are the results of an examination of

homogeneous dose distributions for 9 and 18 MeV electron beams. Both the 10 cm x 10

cm and 15 cm x 15 cm field sizes were investigated.

4.1.1 Depth Dose Curves

Percentage depth dose curves calculated by Monte Carlo simulation and the Focus

and Helax treatment planning systems were compared with water tank measurements

obtained using an ion chamber. These comparisons are presented below for both
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energies.

4.l.l.l 9 MeV Beam

Figure 4.1 shows the homogeneous percentage depth dose distributions predicted

by Monte Carlo, Focus, and Helax for both the 10 cm x 10 cm field (top graph) and the

15 cm x 15 cm field (lower graph). From these figures it can be seen that the Monte

Carlo and Focus predictions agreed well with the measured data. At depths greater than2

cm, the Helax predictions underestimated the actual dose.
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10 cm x 10 cm Homogeneous Dose
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Figure 4.1 Homogeneous electron dose distributions in water for a 9 MeV beam.
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Table 4.1 Summary of the parameters extracted from each individual 9 MeV homogeneous dose
distribution illustrated in figure 4.l. Monte Carlo and treatment planning results should be compared with
ionization chamber measurements.

The curves plotted in figure 4.1 are further characteúzed by the parameters listed

in Table 4.1. The Monte Carlo and Focus results for do,u*, Rro, the mean surface energy

(E1,=o¡) and the practical range (\) were in good agreement with the corresponding

parameters of the measured data set. Helax values were smaller than expected. The

discrepancy between ion chamber measurements and Helax parameters was more

pronounced in the 15 cm x 15 cm distribution.

Van Dyk [5] has stated that an electron planning system should be able to

reproduce the homogeneous dose distribution along the central axis to within +2 Yo of

measured data. The maximum and mean deviations between predicted and measured

doses were calculated over arange of depths extending from 0 to R o. These results are

87

Field Size Data Source d,n"i

:..
(cm)

&0,
.t,,

(cm)

Eø=o)

(MeÐ

.'Ro

(cm)

10 cm

X

10 cm

Chamber 2.20 +0.05 3.8 + 0.1 8.9 + 0.3 4.7 +0.1

EGS4 2.1+0.3 3.8 + 0.1 8.9 + 0.3 4.1 r0.1

Helax 2.1 + 0.1 3.7 +0.1 8.6 + 0.3 4.6 + 0.1

Focus 2.3 +0.3 3.8 + 0.1 8.9 + 0.3 4.8 +0.2

15 cm

X

15 cm

Chamber 2.25 + 0.05 3.8 + 0.1 8.9 + 0.3 4.7 +0.1

EGS4 2.1+0.3 3.8 + 0.1 8.9 + 0.3 4.7 +0.1

Helax 2.0 r 0.1 3.7 + 0.1 8.6 + 0.3 4.5 + 0.1

Focus 2.3 +0.3 3.9 + 0.i 9.0 + 0.3 4.8 + 0.1
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tabulated below.

Table 4.2 Deviation Belween Calculated and Measured Homogeneous Doses calculated for the 9 MeV
beam. Tabulatedatecl values have been expressed as a percentage ofthe central axis normalization dose.

Field Size rI)ata:Source Mean I)ev.

(Y,)

Max Dev.
.

, (o/o),

10 cm
X

l0 cm

EG54 0.7 1.8

Helax 1.9 7.1

Focus 0.4 1.3

15 cm
X

15 cm

EGS4 0.6 1.1

Helax 2.1 8.3

Focus 0.4 1.3

The 7.I %o and8.3 % deviations exhibited by the Helax distribution represent a significant

departure from the Van Dyk criteria. These differences in the homogeneous data

demonstrate the importance of using dose ratios to correct inhomogeneous depth dose

distributions before evaluating algorithm performance.

4.1.1.2 18 MeV Beam

The homogeneous dose distributions predicted for the i 8 MeV electron beam

were analyzed as described in section 4.I.1.1. Figure 4.2 lllustrates the homogeneous

percentage depth dose curves obtained for each field size. The parameters do,u*, R o, E1=o¡,



a(ì

and Rn were detennined for each homogeneous distribution and are listed in table 4.3. It

can be seen that Helax underestimates the measured dose for the 10 cm x 10 cm field.
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10 cm x 10 cm Homogeneous Dose
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Figure 4.2 Homogeneous electron dose distributions in water for an l8 MeV beam.
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Field,Size Data'Source d."*

(cm)

*rO,

Gm)

,Eo=.t

grteV)

Re

(cm)

10 cm

X

10 cm

Chamber 2.40 + 0.05 7.55 + 0.09 17.6 + 0.2 9.2 + 0.1

EGS4 2.2 + 0.6 7.5 +0.2 I1 .6 + 0.5 9.3 L0.2

Helax 1.2 +0.1 7.4 +0.1 17 .I t 0.3 9.1 + 0.1

Focus 2.0 + 0.5 7.6 *0.t 17.7 +0.3 9.3 + 0.1

15 cm

X

15 cm

Chamber 2.25 t 0.05 7.5 + 0.i 17 .6 r 0.2 9.2 + 0.1

EGS4 2.2t0.6 7.5 r0.2 17.5 t 0.4 9.3 +0.2

Helax 1.9 + 0.1 7.5 + 0.1 17.5 + 0.3 9.1 + 0.1

Focus 2.0 + 0.5 7.6 +0.2 17.6 t 0.4 9.3 + 0.1

Table 4.3 Summary of parameters extracted from the 18 MeV homogeneous dose distributions shown in
frgure 4.2. Monte Carlo and treatment planning results should be compared with ionization chamber
measurements.

The homogeneous dose distribution from the 18 MeV beam exhibited a very

broad high dose region. This explains the larger differences observed between the 18

MeV dn,o* results relative to the 9 MeV case. Helax results for d'nu* were not in agreement

with ion chamber measurements for either field size. \0, the mean surface energy

(Ei,=o¡), and the practical range (Rp) agreed for the 15 cm x 15 cm field. However, the 10

cm x 10 cm Helax curve yielded R5¡, E1,=o¡, and \ values which were consistently less

than those obtained from the other distributions.

Table 4.4 shows the maximum and mean deviations calculated between measured

and predicted distributions. This analysis was performed over a range of depths

extending from 0 to R o.
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Table 4.4 Deviation Between Calculated and Measured Homogeneous Doses calculated for the 18 MeV
beam. Tabul ated values have been expressed as a percentage ofthe central axis normalization dose,

Field Size I)ata Source Mean l)ev,

(%)

Max I)ev.

' (o/o)

10 cm
X

10 cm

EGS4 0.8 r.9

Helax 2.7 5.5

Focus 0.6 1.8

15 cm
X

15 cm

EGS4 t.2 2.3

Helax 0.2 1.4

Focus 0.5 0.6

The 2.3 o/o deviation in the 15 cm x 15 cm Monte Carlo data set may initially be

considered unsatisfactory, however the uncertainty in the corresponding dose value was *

0.5 %. This implies that the EGS4 data met the + 2o/o target within the limits of statistical

uncertainty.

Tables 4.3 and4.4 indicate that the 10 cm x 10 cm Helax distribution was

signihcantly less accurate than either the Monte Carlo or Focus distributions. In fact the

homogeneous dose distribution predicted by Helax for the 18 MeV 10 cm x 10 cm field

was found to be consistent with depth ionization data obtained under these same

conditions. The maximum and mean percentage deviations between the Helax PDD and

the measured depth ionization data over arange of depths extending from the water

surface to Rro were found to be 0.360/o and 0.13% respectively. It was inferred that depth

ionization values were erroneously used in place of depth dose data when the Helax

92
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planning system was conf,tgured for the linear accelerator used for these measurements.

A similar impropriety could not be verified for any other homogeneous field size or

energy.

These discrepancies between homogeneous dose distributions again emphasize

the importance of using dose ratios to correct the inhomogeneous PDDs before evaluating

algorithm performance. The 18 MeV 10 cm x i0 cm depth ionization data was used to

demonstrate the effectiveness of the ratio correction. This analysis is presented in

appendix III.

4.1.2 Homogenous Dose Profiles

A comparison between Monte Carlo dose profiles and measured data was

performed in order to verify the accuracy of the phase space files generated by BEAM.

The transverse profiles in figures 4.3 through 4.6 are plotted for three different depths,

and are normalized to the value of the measured central axis PDD. The right and left

f,reld positions at which each profile fell below 50% of the maximum of the

corresponding Boltzman f,rt (equation3.2 ) were recorded as fX,,, and are included

directly on each figure. Figures 4.3 and4.4 illustrate the behavior of 9 Mev

homogeneous profiles for 10 cm x 10 cm and 15 cm x 15 cm field sizes respectively.

Figures 4.5 and 4.6 represent the analogous 18 MeV profiles.
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Beam Profiles at Various Depths (g MeV: 10 cm x 10 cm)
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Figure 4.3 Homogeneous electron dose profiles at three different depths in water. The beam
energy was 9 MeV, and the field size was 10 cm x l0 cm.. The + X,,, parameters correspond to
the distance from the center of the field at which the profile drops to half of its maximum value.
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Beam Profiles at Various Depths (9 MeV: 1S cm x 15 cm)
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Figure 4.4 Homogeneous electron dose profiles at three different depths in water. The beam
energy was 9 MeV, and the field size was 15 cm x 15 cm.. The + X,,, parameters correspond to
the distance from the center of the field at which the profile drops to half of its maximum value.
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Beam Profiles at Various Depths (18 MeV: 10 cm x 10 cm)
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Figure 4.5 Homogeneous electron dose profìles at three different depths in water. The beam
energy was 18MeV, and the field size was 10 cm x 10 cm.. The + X,,, parameters correspond to
the distance from the center of the field at which the profïle drops to half of its maximum value.
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Beam Profiles at Various Depths (18 MeV: 15 cm x 15 cm)
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Figure 4.6 Homogeneous electron dose profîles at three different depths in water. The beam
energy was 18MeV, and the field size was 15 cm x l5 cm.. The * X,,, parameters correspond to
the distance from the center of the field at which the profile drops to half of its maximum value.
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All Xr/2 parameters obtained from the Monte Carlo data set were within 2 mm of

the corresponding measured values. Furthermore, the distance between !_Xr,, and, -Xr,r,

when extrapolated to the water surface, differed by less than2 mm from the nominal field

size in all cases. This close agreement was judged to be more than adequate for the

central axis calculations considered in this work.

4.2 Dose Distributions Beneath Slab Inhomogeneities

Dosimetric calculations in the presence of slab-shaped inhomogeneities are

presented in the following sub sections. Both Focus and Helax make use of the semi-

infinite slab approximation when calculating electron dose distributions. Since the slab

geometry considered in this work satisfied this approximation, dosimetric predictions

beneath slab inhomogeneities were expected to be very reasonable. Van Dyk has

suggested atargetaccuracy of + 5 o/ofor central axis dose calculations beneath slab

inhomogeneities.[5]

4.2.1 9 MeV Beam

4.2.1.1 Verification of Monte Carlo Calculations

Dose measurements were used to verifu the dosimetric accuracy of EGS4 Monte

Carlo simulations beneath air and aluminum slabs. These measurements were performed

()a
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using TLDs and the PMMA phantom described in section 3.1. The slab inhomogeneities

used were placed below 0.635 cm of PMMA, and had thicknesses of 0.3175 cm(air) and

0'635 (aluminum). The results of these measurements are shown in figure 4.7. Both

homogeneous and inhomogeneous measurements were used in equation Q.\ toproduce

the corrected inhomogeneous data shown.
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Air Slab (Thickness = 0.3175 cm)
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Figure 4.7 TLD measurements (square points) are shown here for a PMMA phantom containing
slab inhomogeneities. The Monte Carlo data and the TLD measurements differ by less than 5 o/0,

veriffing the ability of EGS4 to accurately predict the dose behind air and aluminum slabs in
PMMA. The beam energy was 9 MeV, and the field size was l0 cm x 10 cm.
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Differences between the Monte Carlo predictions and TLD measurements shown

in figure 4.7 were found to be within the t 5 Yo target. The EGS4 simulations were

therefore determined to yield an accurate representation of the 9 MeV electron dose

distribution beneath slab inhomogeneities in a PMMA phantom. As discussed in section

2.4.5, EGS4 was expected to yield a similar accuracy if the phantom were composed of

water.

4.2.1.2 10 cm x l0 cm Field

Figures 4.8 - 4.i0 illustrate the dosimetric predictions calculated for a slab

phantom exposed to a 10 cm x 10 cm beam of 9 MeV electrons. The slab thickness is

illustrated on a scale identical to that of the bottom (depth) axis. The top graph of each

figure shows the predictions for an air slab, while the bottom figure gives the results for

an aluminum slab.
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Air Slab (Thickness = 0.3175 cm)
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Figure 4. 8 This figure illustrates the dose distributions predicted beneath a0.3175 cm thick
slab, located 0.635 cm below the surface of a water phantom. The beam energy was 9 MeV, and
the field size was 10 cm x 10 cm.
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Air Slab (Thickness = 0.635 cm)
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Figure 4. 9 This figure illustrates the dose distributions predicted beneath a 0.635 cm thick
slab, located 0.635 cm below the surface of a water phantom. The beam energy was 9 MeV, and
the field size was 10 cm x 10 cm.
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Air Slab (Thickness = 1.27 cm)
120

100

BO

60

40

20

0

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

Depth (cm)

100

BO

60

40

20

0

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5

Depth (cm)

Figure 4. 10 This figure illustrates the dose distributions predicted beneath a 1.27 cm thick
slab, located 0.635 cm below the surface of a water phantom. The beam energy was 9 MeV, and
the field size was l0 cm x 10 cm. This very thick slab geometry is not of direct clinical interest.
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From these figures it can be seen that both the Helax and Focus results deviated

significantly from the Monte Carlo predictions. A qualitative examination of these

curves revealed that both treatment planning systems had a tendency to over predict the

dose in the descending portion of the distribution. Helax had difficulties predicting the

dose beyond the thickest air slab. Interestingly, when the material of the thickest slab was

changed to aluminum Focus yielded the worse prediction. To allow for a more

quantitative analysis, the maximum and mean deviations between Monte Carlo and

treatment planning predictions were calculated. Table 4.5 lists these results for slabs of

increasing thickness T.

Table 4.5 Summary of the deviation between Monte Carlo and treatment planning calculations for a slab
inhomogeneity. The beam energy was 9 MeV and the field size was l0 cm x l0 cm. Tabulated values have
been expressed as a percentage ofthe central axis normalization dose. Quoted slab thicknesses correspond
to the simulated geometry, these dimensions were reproduced to within + 0. I cm on the treatment planning
systems.
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From these data it was observed that the accuracy of treatment planning

predictions degraded as slab thickness was increased. With the exception of the thickest

slab, the behavior of Focus and Helax was very similar.

A three level rating system was introduced to summarize treatment planning

performance. This approach is based upon the + 5 o/o target accuracy specified by Van

Dyk [5] for electron dose calculations in the presence of slab-shaped inhomogeneities. In

the past [37] electron dose calculations have been considered satisfactory when one

standard deviation of the dosimetric calculations were within the Van Dyk criteria. The

rating scheme presented here differs from this approach in that a maximum allowable

deviation is specified. Furthermore, the same rating scheme is used for both slab-shaped

and cylindrical inhomogeneities. A rating of 'Pass' was assigned if the maximum

deviation between Monte Carlo and treatment planning doses was below 5 %. Arating of

'Indeterminate' was assigned if the mean deviation was less than 5 o/obutthe maximum

deviation was between 5 %o and 10 o/o. Finally, if the mean deviation exceeded 5 o/o or the

maximum deviation exceeded l0 o/o the dosimetric prediction was considered a 'Failure'.

These ranking criteria are summarizedintable 4.6.

Table 4.6 Summary of performance rating criteria. Maximum and mean deviations are expressed as
percentages of the central axis normalization doseo axls nofïnallzatron

r Rating Criteria for Qulaification

Pass MaxDev. <5yo

Indeterminate Mean Dev. < 5 Yo and 5 o/o < Max Dev. < l0 yo

Failure Mean Dev.> 5 o/o or Max Dev. > I0 yo
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Table 4.7 Performance Ratings for Slabs. The beam energy was 9 MeV, and the field size was l0 cm x
10 cm. Quoted slab thicknesses correspond to the simulated geometry, these dimensions were reproduced
to within t 0.1 c the treatment planning svste

4.2.1.3 15 cm x 15 cm Field

Since a large degree of correlation was expected to exist between the dosimetric

predictions for a 10 cm x 10 cm field and a 15 cm x 15 cm field, only one slab thickness

was considered for the larger field size at this energy. The depth dose prediction beyond

a 0.635 cm thick slab are plotted in figure 4.I 1. The inaccuracy illustrated in these two

graphs was quantified in table 4.8, and the corresponding performance rating for each

treatment planning system is given intable 4.9

.l cm on nn ms.

Data Above,R o Data Above \o
FOCUS HELAX FOCUS HELAX

Slab T:

0.3175 cm

Air Pass Pass Failure Indeterminate

AI Pass Pass Pass Pass

Slab T:

0.635 cm

Air

A1

Indeterminate Indeterminate Failure Indeterminate

Indeterminate Indeterminate Indeterminate lndeterminate

SIab T:
.t 

.

1.27 cm

Air Indeterminate Failure Failure Failure

A1 Dose beneath slab < 80 o/o Dose beneath slab < 50 Yo
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Air Slab (Thickness = 0.635 cm)
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Figure 4. 11 This figure illustrates the dose distributions predicted beneath a 0.635 cm thick
slab, located 0.635 cm below the surface of a water phantom. The beam energy was 9 MeV, and
the field size was 15cm x l5cm.
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Table 4.8 Summary of the deviation between Monte Carlo and treatment planning calculations for a slab
inhomogeneity. The beam energy was 9 MeV and the field size was 15 cm x 15 cm. Tabulated values have
been expressed as a percentage ofthe central axis normalization dose. The quoted slab thickness
corresponds to the simulated geometry, this value was reproduced to within + 0.1 cm on the treatment
planning systems.

, : Datá Al

MeanDev,

(o/o)

rôve R¡o

I

I Max Dev.

(%)

,ove. Rso

| 'v,u* o.v.

(%)

FOCUS HELAX FOCUS HELAX FOCUS HELAX FOCUS HELAX

SIab T:

0.635 cm

Air 2.9 2.7 7.2 7.2 4.3 3.9 t2.2 8.9

AI 2.7 2.2 4.5 3.0 J.J 3.1 5.5 4.4

Dosimetric predictions behind the air slab were similar to those obtained for the

10 cm x l0 cm field. Predictions beneath the aluminum slab were improved.

Table 4.9 Performance Ratings for Slabs. The beam energy was 9 MeV, and the field size was l5 cm x
15 cm. The quoted slab thickness corresponds to the simulated geometry, which was reproduced to within
* 0. 1 cm on the treatment nlanni. t cm on tne treatme ln

Data Above Rro Data Above \o
FOCUS HELAX FOCUS HELAX

Slab T:

0;635 cm

Aír Indeterminate lndeterminate Failure Indeterminate

A1 Pass Pass Indeterminate Pass
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4.2.2 18 MeV Beam

4.2.2.1 Verification of Monte Carlo Calculations

TLD measurements and Monte Carlo calculations of the dose deposited beneath

either air or aluminum slabs within a PMMA phantom exposed to an 18 MeV electron

beam are plotted in figure 4.I2. The slab inhomogeneities tested in this case had a

thickness of r.27 cm, and were placed below l.2l cmof pMMA. once again all

predictions were within+ 5 %o of measured values. This close agreement served as a

verification of the ability of EGS4 to accurately calculate the measured dose deposited

beneath slab inhomogeneities by an i 8 MeV electron beam produced by the KD2-8.
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Figure 4. 12 TLD measurements (square points) are shown here for a pMMA phantom
containing a slab inhomogeneity. The Monte Carlo data and the TLD measurements differ by less
than 5 %o, verifuing the ability of EGS4 to accurately predict the dose behind air and aluminum
slabs in PMMA. The beam energy was 18 Mev, and the field size was l0 cm x l0 cm.
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4.2.2.2 10 cm x 10 cm Field

The dose distributions predicted behind the three slabs considered with the 18

MeV beam are shown in figures 4.13 - 4.15. The accuracy of these curves is summarized

in table 4.10. As in the 9 MeV investigation, it was found that predictions became less

accurate as slab thickness increased, with a tendency toward over prediction. In the case

of the air slabs, this progressive inaccuracy was more rapid for Helax than it was for

Focus. However, for the aluminum slabs the quality of the Focus predictions was

observed to degrade more quickly. It was observed that Focus predictions beneath

aluminum slabs were significantly less accurate than they were in the 9 MeV case. They

were also much less accurate than their Helax counterparts.
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Figure 4. 13 This figure illustrates the dose distributions predicted beneath a 0.635 cm thick
slab, located 1.27 cm below the surface of a water phantom. The beam energy was 18 MeV, and
the field size was l0 cm x 10 cm.
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Figure 4. 14 This figure illustrates the dose distributions predicted beneath a 1.27 cm thick
slab, located 1.27 cm below the surface of a waterphantom. The beam energy was l8 MeV, and
the field size was 10 cm x l0 cm.
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Air Slab (Thickness = 2.54 cm)
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Figure 4. 15 This figure illustrates the dose distributions predicted beneath a2.54 cmthick
slab, located I .27 cm below the surface of a water phantom. The beam energy was I 8 MeV, and
the field size was 10 cm x l0 cm. This very thick slab geometry is not of direct clinical interest.
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Table 4. I 0 Summary of the deviation between Monte Carlo and treatment planning calculations for a
slab inhomogeneity. The beam energy was l8 MeV and the field size was 10 cm x 10 cm. Tabulated
values have been expressed as a percentage ofthe central axis normalization dose. Quoted slab thicknesses
correspond to the simulated geometry, these dimensions were reproduced to within + 0.1 cm on the
treatment planning systems.

The performance rating scheme outlined in table 4.6. was employed to classify

these results as either: a pass, as indetermtnate, or as a failure. The results are tabulated

in table 4.1 I

lllr

,"Data'A

Mgan Dêv.

(o/o) ' l

róve Rro' ,', 'l
I

I Max Dev. (%)

, I)ata Aì

Mean Dev.'

(%)

)ove Rso

I

I Max Dev. (%)

FOCUS HELA.X FOCUS HELAX FOCUS HELAX FOCUS HELAX

Slab T: l

0.635 cm

Air 0.8 1.3 1.5 r.9 0.7 t.3 1.5 1.9

AI 2.8 1.8 5.2 3.2 4.2 1.5 8.4 3.2

SIab T:

1.27 cm

Air 0.6 2.2 1.6 4.3 0.7 2.6 2.7 4.9

AI 7.2 1.9 14.l 3. t 9.9 r.6 15.7 5. t

SIab T =

2.54 cm

Air r.2 4.7 2.7 8.6 3.2 6.4 14.3 12.0

A] Dose beneath slab < 80 o/o Dose beneath slab < 50 yo
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re to in * 0.1 cm on the treatment

Data Above R o Data Above $.o

FOCUS HELAX FOCUS HELAX

SIab T =
.':
0.635 cm

Air

-AI

Pass Pass Pass Pass

Indeterminate Pass lndeterminate Pass

Slab T =
.

1.27 cm

Air Pass Pass Pass Pass

at' Failure Pass Failure Pass

Slab T:

2.54 cm

Air

-A]

Pass Indeterminate Failure Failure

Dose beneath slab < 80 o/o Dose beneath slab < 50 yo

Table 4.I I Performance Ratings for Slabs. The beam energy was 18 MeV, and the field size was l0 cm
x 10 cm. Quoted slab thicknesses colrespond to the simulated geometry, these dimensions were

produced to withi

4.2.2.3 15 cm x 15 cm Field

Only one slab inhomogeneity was considered for the 15 cm x 15 cm f,reld with a

beam energy of 18 MeV. The slab was 1.27 cm thick, and located beneath 1.27 cm of

water. Results are presented in figure 4.16 as well as Tables 4.12 and4.13. Results for

an incident field size of 15 cm x 15 cm were similar to those for the 10 cm x 10 cm field

shown infigure 4.L4.
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Figure 4. 16 This figure illustrates the dose distributions predicted beneath a L27 cmthick
slab, located 7.27 cm below the surface of a water phantom. The beam energy was l8 MeV, and
the field size was 15 cm x 15 cm.
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Table 4.12 Summary of the deviation between Monte Carlo and treatment planning calculations for a slab
inhomogeneity. The beam energy was 18 MeV and the field size was 15 cm x 15 cm. Tabulated values
have been expressed as a percentage ofthe central axis normalization dose. The quoted slab thickness
corresponds to the simulated geometry, this value was reproduced to within * 0.1 cm on the treatment
planning systems.

Table 4. 13 Performance Ratings for Slabs. The beam energy was 18 MeV, and the field size was 15 cm
x 15 cm. The quoted slab thickness corresponds to the simulated geometry, which was reproduced to
within t 0. I cm on the treatment planni

4.3 Dose Distributions Beneath Cylindrical Inhomogeneities

Neither treatment planning system \¡/as expected to provide an accurate

representation of the dose distribution beneath small cylindrical inhomogeneities. As

discussed in section 2.3,the anticipated failure of the semi-infinite slab approximation

was expected to yield under-predicted doses in the hot spots behind air cylinders and

Dâta Ab

Mean Dev.

:" " ''
(%) t',

tove R80 '

II Max Dev.

(o/o)

Data At

Meán Dev

(%)

)ove R50
I

I Max Dev.

(%)

FOCUS HELAX FOCUS HELAX FOCUS HELAX FOCUS HELAX

Slab T =

1.27

Air 0.8 0.7 1.4 1.5 1.0 1.5 2.0 5.7

AI 4.9 1.3 8.7 3.1 8.5 1.1 15.0 3.1

Data Above R o

FOCUS I HELAX

Failure i Pass
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over-predicted doses in the cold spots behind aluminum cylinders.

4.3.1 9 MeV Beam

4.3.1.1 Monte Carlo Verification

The accuracy with which EGS4 simulations matched TLD measurements was

investigated for cylindrical inhomogeneities 0.635 cm in radius, 0.635 cm in height, and

located beneath 0.635 cm of PMMA. The results are shown in figure 4.r7. The

cylindrical inhomogeneities illustrated on these curves have been drawn to scale with the

depth axis. The maximum and mean deviations between calculated and measured doses

were found to be well within the + 5 o/o target.
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Figure 4. 17 TLD measurements (square points) are plotted here for a PMMA phantom
containing a cylindrical inhomogeneity. The Monte Carlo data and the TLD measurements differ
by less than 5 o/o, veri$ing the ability of EGS4 to accurately predict the dose behind air and
aluminum cylinders in PMMA. The beam energy was 9 MeV, and the field size was 10 cm x l0
cm.

Aluminum Gylinder (Height = 0.635 cm)
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4.3.1.2 10 cm x 10 cm Field

The ability of Helax and Focus to predict the dose deposited beneath cylindrical

inhomogeneities exposed to a 10 cm x 10 cm beam of 9 MeV electrons is illustrated in

figures 4.18 - 4.20. From these data it was observed that at shallow depths Focus under

predicted the dose beneath air cylinders. However as the depth is increased, Focus

predictions tended toward excessive values. These trends were reversed for the

aluminum cylinder. The behavior of Focus predictions in the vicinity which was

immediately adjacent to the inhomogeneity was an illustration of the inadequacy of the

semi-infinite slab approximation. Helax predictions did not vary significantly with

cylinder height. Consequently the Helax results did not exhibit any consistent trend with

respect to the Monte Carlo data.
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Air Cylinder (Height = 0.3175 cm)
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Figure 4. 18 This figure illustrates the dose distributions predicted beneath the central axis of a
cylinder of 0.3175 cm thickness and 0.635 cm radius. The cylinder was located 0.635 cm below
the surface of a water phantom. The beam energy was 9 MeV, and the field size was 10 cm x 10
cm.
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Air Gylinder (Height = 0.635 cm)
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Figure 4. 19 This f,rgure illustrates the dose distributions predicted beneath the central axis of a

cylinder 0.635 cm in radius and height, located 0.635 cm below the surface of a water phantom.
The beam energy was 9 MeV, and the field size was 10 cm x 10 cm.
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Air Gylinder (Height= 1.27 cm)
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Figure 4. 20 This fìgure illustrates the dose distributions predicted beneath the central axis of a
cylinder 1.27 cm in height and 0.635 cm in radius. The cylinder was located 0.635 cm below the
surface of a water phantom. The beam energy was 9 MeV, and the field size was l0 cm x 10 cm.
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The maximum and mean deviation between doses calculated by the treatment

planning systems and Monte Carlo simulation are given in table 4.14 below for

cylindrical inhomogeneities of height H. The corresponding performance ratings are

given in table 4.15

Table 4.14 Summary of the deviation between Monte Carlo and treatment planning calculations for a
cylindrical inhomogeneity. The beam energy was 9 MeV and the field size was 10 cm x 10 cm. Tabulated
values have been expressed as a percentage ofthe central axis normalization dose. Quoted cylinder heights
correspond to the simulated geometry, these dimensions were reproduced to within + 0.1 cm on the
treatment planning systems.

These data indicate that 9 MeV Focus predictions beneath air cylinders were

typically more accurate than those for aluminum cylinders. Helax accuracy was similar to

that of Focus, except for predictions beneath very thick cylinders. In these situations

Helax failed severely. Overall results were very poor, with both treatment planning

i26

. Data Ai

Mean Dev,

(o/o)

rove Rro

I uu* o.u.
Il%)

Data A

Mean Dev,

(%)'

rove \o
I vtu* o.u.
II rvo

FOCUS HELAX FOCUS HELAX FOCUS HELAX FOCUS HELAX

CyI H:

0.3175 cù

Air 4.0 4.8 6.1 1 1.9 4.2 5.7 6.1 t2.9

AI 6.8 5.9 r0.4 8.7 5.9 6.4 i0.4 8.7

Cyì H:

0;635:cm

Air 7.7 4.7 t0.7 9.7 8.0 4.6 t 0.7 9.7

AI 12.g* 2.9* 12.9* 2.8* 7.9 4.3 12.9 t0.2

CylH=

1.27 cm

Air 9.6 17.0 16.1 24.6 9.0 15.4 t6.I 24.6

AI Dose beneath cylinder < 80 o/o 2.5 20.1 5.6 29.s

Entries marked by an asterisk (x) were calculated at only one depth.
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systems failing in nearly all cases.

Table 4.15 Performance Ratings for Cylinders. The beam energy was 9 MeV , and the field size was 10
cm x 10 cm. Quoted cylinder dimensions correspond to the simulated geometry, these values were

roduced to within * 0. I cm on the treatment olanni

4.3.1.3 15 cm x 15 cm Field

Doses were calculated beneath the central axis of a cylinder with a radius and

height of 0.635 cm. The cylinder was located 0.635 cm below the top surface of a water

phantom. The resulting dose distributions are shown in figure 4.2I. Table 4.l6lists the

maximum and mean deviation between treatment planning predictions and Monte Carlo

calculations. Finally, table 4.17 includes the performance ratings scored by Focus and

Helax in this situation. Overall results were slightly better than the corresponding 10 cm

x 10 cm values.

çP cm on rne rrearmenl ptannlng s

I)ata Above Rro Data Above R.o

FOCUS HELAX FOCUS HELAX

Cyl H:

0.3175 cm

Air Indeterminate Failure Indeterminate Failure

AI Failure Failure Failure Failure

Cyl H=

0.635 cm

Air Failure Indeterminate Failure Indeterminate

AT Failure* Pass* Failure Failure

Cyl H_,=

1.27 cm

Air
.-
AI

Failure Failure Failure Failure

Dose beneath cylinder < 80 o/o Indeterminate Failure

Entries marked by an asterisk (*) were calculated at only one depth.
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Air Gylinder (Height = 0.635 cm)
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Figure 4. 21 This figure illustrates the dose distributions predicted beneath the central axis of a

cylinder 0.635 cm in radius and height. The cylinder was located 0.635 cm below the surface of a

water phantom. The beam energy was 9 MeV, and the field size was 15 cm x 15 cm.
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Table 4.16 Summary of the deviation between Monte Carlo and treatment planning calculations for a
cylindrical inhomogeneity. The beam energy was 9 MeV and the field size was l5 cm x l5 cm. Tabulated
values have been expressed as a percentage ofthe central axis normalization dose. The quoted cylinder
height corresponds to the simulated geometry, this value was reproduced to within + 0.1 cm on the
treatment planning systems.

Table 4.11 Performance Ratings for Cylinders. The beam energy was 9 MeV Beam, and the field size
was l5 cm x 15 cm. The quoted cylinder height corresponds to the simulated geometry, this value was
reproduced to within + 0. I cm on the treatment planni

4.3.2 18 MeV Beam

4.3.2.1 VerifÏcation of Monte Carlo Calculations

The accuracy with which 18 MeV EGS4 simulations matched TLD measurements

was investigated for cylindrical inhomogeneities 0.635 cm in radius, located beneath I.27

cm of PMMA. The air cylinder had a height of 2.54 cm, while the aluminum cylinder

was 1.27 cm high. The results are shown infigure 4.22.
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Entries marked by an asterisk (x) were calculated at only one depth.

Data Above Rro Data Above R.o

CylH:' I Air

0.3175 c i Al

Failure i Indeterminate Failure I Indeterminate

Failure* i Pass* Failure i Failure

Entries marked by an asterisk (*) were calculated at only one depth.
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Figure 4.22 TLD measurements (square points) are shown here for a pMMA phantom
containing a cylindrical inhomogeneiry. The Monte Carlo data and the TLD measurements differ
by less than 5 Yo, verifying the abiliry of EGS4 to accurately predict the dose behind air and
aluminum cylinders in PMMA. The beam energy was 18 MeV, and the field size was l0 cm x l0
cm.
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The maximum and mean deviation between calculated and measured doses was

found to be within the r 5 %o target.

4.3.2.2 10 cm x 10 cm Field

The dose distributions predicted by Helax and Focus beneath cylindrical

inhomogeneities exposed to a 10 cm x 10 cm beam of 18 MeV electrons are illustrated in

figures 4.23 - 4.25 . From these data it was observed that both Focus and Helax were

under-predicting the high dose region behind air cylinders. Furthermore, both systems

suggested a dose which is greater than that seen in the low dose region beneath aluminum

cylinders. These trends were consistent with the expected failure of the semi-infinite slab

approximation. A more quantitative description of the accl.xacy of the treatment planning

predictions is included in tables 4.lB and 4.19
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Figure 4. 23 This figure illustrates the dose distributions predicted beneath the central axis of a
cylinder 0.635 cm in radius and height. The cylinder was located 0.635 cm below the surface of a
water phantom. The beam energy was I 8 Mev, and the field size was 10 cm x l0 cm.
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Air Cylinder (Height= 1.27 cml
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Figure 4. 24 This figure illustrates the dose distributions predicted beneath the central axis of a
cylinder 0.635 cm in radius and 1.27 cm in height. The cylinder was located 0.635 cm below the
surface of a water phantom. The beam energy was 18 MeV, and the field size was 10 cm x l0
cm.
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Figure 4.25 This figure illustrates the dose distributions predicted beneath the central axis of a
cylinder 0.635 cm in radius and2.54 cm in height. The cylinder was located 0.635 cm below the
surface of a water phantom. The beam energy was 18 MeV, and the field size was l0 cm x 10 cm.
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Table 4.18 Summary of the deviation between Monte Carlo and treatment planning calculations for a
cylindrical inhomogeneity. The beam energy was l8 MeV and the field size was 10 cm x l0 cm. Tabulated
values have been expressed as a percentage ofthe central axis normalization dose. Quoted cylinder heights
correspond to the simulated geometry, these dimensions were reproduced to within * 0. I cm on the
treatment planning systems.

,'Data Al

Meán Dev.'

(%),,

)ove Rio

I uu* n"u.

Il%)

Data Al

Mean,Dev.

(%)

)oYe R5e '

I

I Max Dev.

II tY,l

FOCUS HELAX FOCUS HELAX FOCUS HELAX FOCUS HELAX

CyI II:

0.635 cm

Aír 2.6 2.1 4.8 4.2 2.2 2.1 4.8 4.2

AI 4.4 3.4 8.0 6.5 3.4 2.7 8.0 6.5

Cyl I{:
'..''
1.27 cm

Aír 4.8 8.2 9.6 r 3.6 4.3 6.6 9.6 13.6

AI Dose beneath cylinder < 80 o/o 4.3 6.2 13.0 15.8

Cyt I{ 1

2.54 ctn

Air r3.9 20.6 2t.1 28.r 10.1 t s.6 2t.t 28.1

AI Dose beneath cylinder < 80 Yo 9.3 16.2 i 8.8 32.2

Both Focus and Helax gave very similar results for the thin cylinder (H:0.635

cm). As the cylinder thickness was increased, the treatment planning systems became

less accurate, with the quality of the Helax predictions degrading more rapidly.
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Table 4. I 9 Performance Ratings for Cylinders. The beam energy was I 8 MeV, and the field size was 10

cm x 10 cm. Quoted cylinder dimensions correspond to the simulated geometry, these values were
reproduced to within + 0.I cm on the treatment

Dosimetric accuracy was significantly improved over the 9 MeV case, but was

still disappointing. As discussed in section2.3 , Helax and Focus both make use of small

angle approximations. Since the scattering power is proportional to the inverse of the

energy squared, these approximations became more applicable as the energy was

increased. This is one possible explanation for the improved agreement observed at the

higher energy.

4.3.2.3 15 cm x 15 cm Field

I)o

Forthe 15 cmx 15 cm

cylinder with a radius of 0.635

field, doses were calculated beneath the central axis of a

cm, and a height of L.27 cm. The cylinder was located

CylH: ,i Air

Indeterminate I Indeterminate Indeterminate I Indeterminate

1.27 cm' i Al

Indeterminate Failure

Dose beneath cylinder < 80 o/o Failure i Failure

Failure i Failure Failure Failure

Dose beneath cylinder < 80 Yo Failure i Failure



1.2"/ cm below the top surface of a water phantom. The resulting predictions are plotted

in figure 4.26 . The results are summarizedin tables 4.20 and4.21. These data indicate

that the accuracies of the dose calculations observed beneath cylinders exposed to a 15

cm x 15 cm beam did not differ significantly from those shown for the 10 cm x 10 cm

field in tables 4.18 and 4.19.
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Figure 4. 26 This figure illustrates the dose distributions predicted beneath a cylinder 0.635 cm
in radius and 7.21 cm in height. The cylinder was located 0.635 cm below the surface of a water
phantom. The beam energy was l8 MeV, and the field size was 15 cm x 15 cm.
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Table 4.20 Summary of the deviation between Monte Carlo and treatment planning calculations for a
cylindrical inhomogeneity. The beam energy was 18 MeV and the field size was l5 cm x 15 cm. Tabulated
values have been expressed as a percentage ofthe central axis normalization dose. The quoted cylinder
height corresponds to the simulated geometry. This value was reproduced to within * 0.1 cm on the
treatment planning systems.

' Data Al

Mean,Dev.
:..
,' (o/o),,' ,

)ovê Rro ,

I

I Max Dev.

II rnt

,: Data,Al

MeanDev..

(%)

toYg Rso 
,

Max Dev-:.

'-' . (%)

FOCUS HELAX FOCUS HELAX FOCUS HELAX FOCUS HELAX

Cyl H:

1.27 cm

Aír 5.0 7.8 8.5 tI.7 4.0 6.3 8.5 11.7

AI Dose beneath cylinder < 80 Yo 4.6 7.0 13.1 19.4

Table 4.21 Performance Ratings for Cylinders. The beam energy was 18 MeV, and the field size was 15

cm x 15 cm. The quoted cylinder height corresponds to the simulated geometry, this value was reproduced
to within + 0.1 cm on the treatment plannins svstems.

Data Above Rro

Indeterminate i Failure

Dose beneath cylinder < 80 o/o Failure i Failure
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Conclusions

The accuracies of the electron dose calculation algorithms implemented by Helax-

TMS (version 4.1) and Focus (version Z.S)have been evaluated through a comparison

with Monte Carlo calculations. Results calculated by Monte Carlo simulation were found

to agree with experimental measurements to within + 5 yo. This investigation involved

the prediction of central axis depth dose distributions beneath cylindrical and slab shaped

inhomogeneities embedded in a water phantom. Dosimetric accuracy was evaluated over

two ranges. The first (Range-80) extended from the base of the inhomogeneity out to Rro.

The second (Range-50) encompassed the region between the base of the inhomogeneity

and \0. In all cases, the shape and dosimetric accuracy of percentage depth dose curves

calculated by Focus and Helax did not change substantially when the field size was

increased from 10 cm x 10 cm to 15 cm x 15 cm.

When calculating the dose deposited beneath slab-shaped inhomogeneities, the

electron dose calculation algorithms are primarily limited by small angle scattering

approximations, and in the case of Focus, a failure to model range straggling. The

discrepancies between treatment planning and Monte Carlo calculations within phantoms

containing slab-shaped inhomogeneities are given in tables 4.5 and4.10 for beam

energies of 9 MeV and 18 MeV respectively. With the exception of Focus predictions

beneath aluminum slabs, dosimetric calculations were more accurate at the higher energy.

The only dose distributions found to yield consistently accurate results within Range-8O
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were the 18 MeV Focus predictions beneath air slabs (Maximum deviation < 3 Yo of

normalization dose), and the 18 MeV Helax predictions beneath aluminum slabs

(Maximum deviation < 4 yo of normalization dose).

In addition to being restricted by the abovementioned approximations, Focus and

Helax electron dose calculations in phantoms containing cylindrical inhomogeneities are

also subject to the semi-infinite slab approximation. The discrepancies between treatment

planning and Monte Carlo calculations within phantoms containing cylindrical

inhomogeneities are given in tables 4.I4 and 4.18 for beam energies of 9 MeV and 18

MeV respectively. Dosimetric accuracy was found to be unreliable in nearly all cases.

For all inhomogeneity geometries, both treatment planning systems exhibited a

decrease in calculation accuracy as inhomogeneity thicknesses were increased. In one

example, after increasing the height of an air cylinder from 0.6 + 0.1 cm to 1.3 + 0.1 cm,

and finally to 2.5 + 0.1 cm, the maximum deviation between Focus and Monte Carlo

distributions calculated for the 18 MeV beam over Range-50 were 4.8 o/o,9.6 yo, and21.I

o/o respectively. The corresponding numbers for the Helax distributions were: 4.2 yo,13.6

%o, and28.I % respectively.

Overall, the performance of these treatment planning systems was judged to be

unacceptable for the accurate dosimetry required in electron radiotherapy. Electron beam

treatments are often administered in the head and neck region where the trachea, nasal

cavities, sinuses, and multifarious bone structures combine to form very challenging

inhomogeneities. The inaccuracies in electron dosimetry observed beneath the simple

t4l
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slab-shaped and cylindrical inhomogeneities studied in this work indicate that the

algorithms implemented by Helax and Focus are likely to perform poorly in the complex

geometry involved with patient treatments. The clinical repercussions of this dosimetric

inaccuracy will depend on how rapidly the tumor control probability (TCP) and the

normal tissue complication probability (NTCP) vary as a function of absorbed dose. The

behavior of the TCP and the NTCP changes significantly for different treatment sites.[38]

A rigorous treatment of electron transport is required to achieve a high degree of

dosimetric accuracy. This suggests that the method of Monte Carlo simulation is the

most appropriate tool for planning electron treatments. With recent advances in

computing speed, and through the minimization of redundant calculations, Monte Carlo

simulation is rapidly becoming a clinically viable option.[39]

I la
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field edge. If this electron travels a

distance x to the phantom boundary, it

may escape into the air and never return.

However, if the phantom were inf,rnite in

the x direction, the electron would be

much more likely to scatter back toward

the region of interest. If this scattered

electron were able to arrive back at the

field region (a minimum total travel

Appendix I Justification of phantom dimensions

The outer boundaries of an ideal phantom would appear semi-infinite in extent.

For the finite phantom used in this work, calculations were not extended far beyond the

field edge. Consider an electron which is incident upon the phantom surface right at the

L_-----r------J
{------------}

15 cm

3Ocm

distance of 2x), the physical phantom and Figure A'1

the ideal semi-infinite phantom would yield different results in the region of interest. On

the other hand, if the distance 2x exceeds the CSDA range for electrons with energy equal

to the beam energy, the phantom will appear to be semi-infinite within the field region.

An electron will be most likely to escape the phantom when high energies and

large field sizes are used. Adopting the worst case scenario, a beam of 18 MeV electrons

and a 15 cm x 15 cm field is considered. When this field is applied to the center of a



cylindrical phantom of 30 cm diameter, the closest distance from the field edge to the

phantom boundary (x) is 4.39 cm. The CSDA range for 18 MeV electrons in water is

roughly 8.6 cm, which is less than8.79 (2x). Thus, within the fîeld region, a cylindrical

phantom of 30 cm diameter and height should be indistinguishable from the ideal

phantom. The two phantoms are certainly indistinguishable with respect to central axis

measurements.

Of course the same could be said of a cubic phantom with sides equal to 30 cm in

length. In this case, the distance corresponding to 2x is 15 cm.
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Appendix II Measured Phantom Dimensions

Nominal standard PMMA thicknesses were used when speciSring Monte Carlo

phantom geometries. These same nominal values were reproduced within + 0.1 cm when

defining phantoms in Focus and Helax. The layers used to construct the physical

phantom did not match these nominal values exactly. These discrepancies are quantified

in the table below. The tabulated differences did not yield significant differences

between measured and simulated doses.

Table AII.I MeasuredA versus nominal thickness of

Layer
Index

Nominal Standard
,Thickness

(cm)

Measured Thickness

(cm)

Homogeneous

Layers

I 0.3175 0.282 + 0.001

2 0.3 175 0.281 + 0.001

3 0.635 0.579 + 0.001

4 0.63s 0.575 + 0.001

5 r.27 t.228 + 0.004

6 t.27 1.258 + 0.006

7 1.905 1.826 + 0.007

8 1.905 1.90 + 0.02

9 2.54 2.441 + 0.008
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able Allj¿ Measu ed versus nomrnal thrckness of US

tayer
Index

Nominal,Standard

', 
' ihickn-essr ,,

. . ..:., ,.r . .,:., .,,:

,1,, . ,,(cm), ,,

Air Slabs

I 0.3175 0.282 + 0.001

2 0.63s 0.584 + 0.001

3 0.635 0.584 + 0.001

4 r.27 L226 + 0.006

Aluminum
Slabs

I 0.635 0.633 + 0.002

2 0.635 0.637 + 0.001

3 0.63s 0.636 + 0.001

4 0.635 0.636 + 0.001

Air/Aluminum
Cylinders

I 0.3175 0.282 + 0.001

2 0.635 0.581 + 0.001

J 1.27 1.276 t 0.005

4 2.54 2.471 + 0.009

Detéctor tayèr:, 1

: a.::. ::::..:': .: a. :: . :

Q.579.+:0,001

Table AII.3 Measured versus nominal thickness of aluminum plugs. The diameter of the alumlnum
plugs was measured to be 1.283 + 0.001 cm. These fit tightly into the cylindrical air cavities, which had a

diameter of 1.286 + 0.001 cm.

Plug
Index

Nominal Standard
.Thickness ,'

' (cm)

Measured,Thickness

(cm)

,Alùmiiüú
,¡. ' ,PI!rûs..::..

I 0.3 175 0.271 * 0.001

2 0.635 0.592 + 0.001

3 r.27 1.285 + 0.001

4 2.54 2.480 + 0.001
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Appendix III The Ratio Correction Method

The success of the ratio correction method was tested for cylindrical and slab

inhomogeneities using the 18 MeV 10 cm x 10 cm electron beam. In this situation Helax

was found to be using depth ionization data instead of depth dose data. Consequently the

large discrepancy between Helax and Monte Carlo homogeneous distributions

represented a stringent test of the capabilities of the ratio correction technique.

The corrected and uncorrected dose distributions beneath an air slab (thickness :

0.635 cm, depth :1,.27 cm) and an aluminum cylinder (height: 0.635 cm, depth : l.2i

cm)) are shown in figure A.2. An improvement in the uncorrected Helax dose prediction

is to be expected if the appropriate depth dose data were to be used. This expectation is

particularly valid for the thinnest inhomogeneities inadiated by thel8 MeV electron

beam. This is because Helax performance is limited by its implementation of the semi-

infinite slab approximation, and this approximation is less restrictive when thin

inhomogeneities are considered. Furthermore, the accuracy of the small angle scattering

approximation implemented by Helax improves as the beam energy increases.

For both inhomogeneities the corrected distribution was observed to introduce an

improvement to the un-corrected values. For the slab, the mean discrepancy between

Monte Carlo and Helax data across the entire range decreased from2.l %o to 0.76 o/o after

the correction was introduced. For the cylinder the improvement was from 2.7 % to 1.3

%.
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Figure .{.2 These inhomogeneities were located I .27 cm below the surface of a water phantom.
Beam energy: l8 MeV. Field size: l0 cm x 10 cm.
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Appendix IV

Testing the change in treatment planning calculations with slight variations
in inhomogeneity geometry

The values tabulated below represent the mean and maximum deviation of the

dose predicted for the altered inhomogeneity from that predicted for the nominal

geometry. The electron beam used had an energy of 18 MeV, and was placed at an SSD

of 100 cm. The unaltered slab was taken to have a height and depth of 1.27 cm. The

unaltered cylinder had the same dimensions, and a diameter which was also equal to 1.27

cm. Vy'hen varying the inhomogeneity geometry, the height, depth and diameter were

each increased by 1 mm.

able AIV.1 The effect of sl chanses in in

'pata Ab

Mean Dev. (%)

oveR80 ,'

Max Dev. (%) Mean Dev. (%)

ove R50
I

I tvtax Dev. (%)

FOCUS HELAX FOCUS HELAX FOCUS HELAX FOCUS HELAX

Air
SIab

Thickness 0.5 0.2 2.0 1.0 0.8 0.4 3.1 2.1

Depth 0.9 0.1 2.5 0.6 1.5 0.3 5.3 t.t

AI
SIab

Thickness 0.7 0.7 t.7 1.6 1.3 t.2 4.0 3.3

Depth t.2 0.8 2.7 1.6 2.1 1.1 6.3 2.2

Air
cvl

Height 4.3 0.5 7.6 0.8 4.4 0.5 7.6 0.8

Depth 0.6 0.1 0.9 0.2 0.7 0.1 1.4 0.3

Diameter 1.3 0.6 2.2 1.4 t.4 0.6 2.6 1.4

AI
cyl,

Height 3.7 0.4 8.8 0.7 3.7 0.4 8.8 0.7

Depth 0.8 0.6 r.9 0.9 0.9 0.6 1.9 0.9

Diameter 1.3 1.0 3.4 2.4 1.5 t.4 3.4 2.5


