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PREFACE

The work reported in this thesis is part of a collaborative
investigation, involving R. Wallace, B. Pettitt, B. Cérrigall, and A.
Penner among others, aiming at the development of practical methods in
‘the theoretical treatment of collisional processes. The author was in-
volved in the evaluation of a number of models, but his major effort
was directed at the development and testing of the semi-classical
Generalized Impact Parameter method. The emphasis has been in general
on qualitative aﬁd semi-quantitative rather than quantitativevtreat—
ments since most chemical problems become intractable if attacked in
an '"ab initio' manner. The genefal success of the method has been its
applicability to a variety of processes including among others atom-
atom collisions and photo-induced molecular rearrangement. A continued
investigation of the application of this method to the study of de-

excitation processes could be fruitful.




ABSTRACT

A generalization of a well known method, the impact parameter
method, is investigated and the feasibility of its application to
reactive collision theory considered. The basis of choice of a semif
classical method is discussed.

A general form of the equations are developed and various
features of the equations discussed. The use ana advantages of various
representations and transformatidns are examined.

This is followed by a discussion of the numeric and com-
putational aspécts of‘the problem which is concluded by the choice of
the Runge-Kutta~Gill algorithm as the integration procedure to be ap-
plied to the general system of equations.

| The method was applied in its classical limit form to the
study of bimolecular vibrational energy exchange in highly excited
oxygen moleculed.

Next the proton-hydrogen system was studied using the general
method. Both low and high energy collisions were analyzed. The photo-
_deéomposition of H; was also simulated. The agreement of the high energy
results with available experimental information was one of the more
sag%fyiﬁg aspects of this study. - The photo—decompoéition study lead
to an estimate of the lifetime of the excited species.

The next two investigations were model studies of molecular
systems. The first study was oé photo-induced cis-trans isomerization
of simple ethylénes. The role of vibration and rotation of the meth-
ylene groups in the de-excitation process was considered. An estimate

of the de-excitation time was obtained. The second study examined
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the faétors involved in electronic energy exchange in the bimolecular
collision of pi bonded systems. The s§stem coupling was taken to be
short range and}coulombic in nature.

The study is concluded by a summary and brief discussion of the

results of the study and future'possibilities.
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Chapter 1

INTRODUCTION




I.1 General Background

The dynamics of atomic and molecular processes have for some
time presented the chemist, both experimentalist and theoretician,
with an area of study which is both intriguing and difficult but
also of fundamental impoftance t6 the discipline. The belief that a
predictive understanding of chemical dfnamics can be gained through a
knowledge of fundamental colliéional phenonema is the main motivation
for the work offered herein.

The following discuséion is intended to provide a qualitative
overall view of the field of collisipn theory within the context of
its application to the study of ghemical processes. The practical
impossibility of providing a more quantitative treatment is made
manifest by the number of texts (1-7) and reviews (8-13%) available;
the more formal aspects being examined in some detail in the former.
It will perhaps clarify the following discussion to mention that the
work reported in this dissertation was aimed at the development of
a theory capable of application to actual physical systems, an objec—
tive receiving considerable support from Levine (10).

Collision theory describes an event in three distinct stages
(4). One starts with an initial system which then undergoes an inter-
action leading to a final system. The éystem may consist of two initi-
ally isolated molecules which are allowed to approach, interact, and
produce a system of molecule(s) as a result of the interaction. Sﬁch

collisions are termed bimolecular. Alternately, the system may be an

% These references are only indicative. For a more comprehensive
list see introduction of (10).
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unstable molecule prepared at some starting time which undergoes an
intra-molecular interaction leading to the formulation of a stable
system, often called a unimolecular process.

Physically, it is possible to observe the initial reactants
and final products but not the interaction\complex‘of a collision (4).
A quantum mechanical wave function which satisfies the boundary condi-
tions imposed by the definition of the starting and final compounds of
a reaction is called an asymptotic state. Since such states have a
physical interpretation it is useful to describe the collision in
terms of such states (3). The interaction is then described in terms
of couplings among the various asymptotic states. Unfortunately the
analytic aspects of such a description can become extremely complex
and it is often necessary to develop the theory so it takes into
account the special features of a given process.

Collision theoriés take advantage>of the specifics of a given
system by employing claésical and semi-classical treatments rather
than the more complex quantum mechanical treatmenf. However, two cen-
tral problems are common to all app?oaches. The first is the handling
of the translational médes of the colliéion while the other is the
difficulty of managing the strong Couplizg of asymptotic states. These
two difficulties are related. The absence of coupliﬁg amongst the
electronic asymptotic states in the interaction region reduces the pro-
blem to one electronic channel, that is only one chemical product is
expected from the éeaction. The presence of such couplings introduces
the possibility of alternate electronic channels and associated with

each channel is a translational mode. In quantum and semi-classical
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nuclear treatments these translational modes tend in general to be
..coupled This difficulty may be expressed in other fashions. as in the
case of clas51cal nuclear treatments Whlch require some form of statis-
tical averaglng of . 1n1tia1 condltlons to produce phy51cally meanlngful
':resqlts, but the eeptral_ptqblem remalns,

To avoid this dual difficulty, total quantum theories, that
is both the nuclei and electrons are treated as quantum particles,

‘have commonly adopted either the adiabatic or Born-Oppenheimer approx-—
imations. Xolos (i4) gives an analytic definition of these two related
approkimations but physically these two approximations take that the
electronic and nuclear behaviours are independent; each only "seeing"

a static potential representing the other set of particles. As has
been mentioned (15), this is a static model which attempts to describe
dynamic events. This approximation wili fail whenever there are de-
generacies in the electronic states involved in the process (16). Kolos
{14) hes considered the accuracy of the adiabatic approximation and some
‘calculations have been attempted which include non-adiabatic behaviour
(17-19). The main reason for imposing such a constraint is the result-
ing reduction in the complexity of the equations. Also, a number of
‘events can be adequately described by such a model.

However, besides this pair of approximations one other approx-
imation appears rather frequeﬁtly in total quantum treatments, this-
teing the use of perturbation theory. The formal aspects of this topic
will not be considered here, the reader being teferred to Messiah (1),
‘tut instead some general comments will be made. The extensive use of

perturbation theory (8-10) reflects the fact that this method is one of

=,
~
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the more powerful analytic techniques available for the analysis of
Schrodinger's equation. For a varilety of phenomena which satisfy
conditions described in (20) this method is indeed useful.

As a result of the common adoption of these approximations,
almost all work using total quantum treatments have been restricted
to non-rearrangement collisions. Emphasié has been on the analysis
of translational—viErational and/or rotational energy transfer; the
usual systems being atom~diatom and diatom-diatom collisions. The
reviews of Takayanagi (8), Rapp and Kassel (9), and Levine (10) in-
dicate the level of present interest in this topic. Recently, with
the advent of exact quantum calculations by Johnson and Secrest (21)
and Clark and Dickinson (22) a great deal of effort has been directed
toward a comparison of exact and various approximate methods.

However, some work has been done on rearrangemenﬁ or reactive
.collisions with total quantum models. Fof instance, the system (H+H2)
has received considerable attention (23—24). Though other systems have
- been investigated the treatments employed generally incorporate‘adia—
batic electronic potential energy surfaces énd consider the reaction to
be dominated by the collinear event.

| Other work that has been done which is of relevance to this
thesis is the study of electronic relaxation by a full quantum treat-
ment by Jortner et al (25-28). However; this work has been more quali-
tative than computational in nature.

Not wishing to incorporate the adiabatic potential surface
approximation in the general method, and seeing at the present time

no way to manage the quantal description of translational modes in a




computationally oriented study, the full quantum treatment was abandoned.
The difficulties associated with total quantum descriptions has

le}d to the re-investigation of the use of total classical theories to

describe atomic and molecular events. Until recently this area has
been largely neglected after the advent of quantum mechanics (see in-
troduction of 29). However, interest has expanded rapidly as may be
discerned from the' review articles by Burgess and Percival (11), Bates

and Kingston (12) and Keck (13). It is to be noted that few classigal

treatments actually consider the electron as a particle. However, both
Abrines and Percival (29, 3¢) and Pettitt (31) have analyzed the system
(p, H) wherein the electron was treated as a charged classical particle.
Pettitt commented that "The ability to employ rotating classical elec-
trons in the representation of low quantum atomic states is startling",
(P. 42; 31). However, this approach is severly limited by the possi~

' bility of the electrons colliding with thé nuélei, an almost unavoidable
difficulty for‘systems of‘many electrons.

The more common apéroach is to represent the electroms by a

suitable potential field. The use of Monte Carlo and statistical

averaging techniques are common. The advantage of the total classical
treatments is that the problem is solvable if somewhat time consuming.
The disadvantages are associated with interpretation and choice of the

proper potential surfaces (13). These methods tend to depend heavily

on empirical and semi-empirical curve fits to define the potential sur-
faces and it has been noted (31) that the potential parameters are
rather arbitrary yet their choice has significant effect on the inter-

actions of the system. This difficulty will be elucidated by the study
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reported ih'Chéptér'IV. ‘Having no desire to be so limited from the start
in the_treatment of electroﬁicAbehaviour, the semi~classical theories ‘were ..
considered. :

ASemirclassicai.theories,divide~naturally“in"two gréuﬁs;rthe.diéifﬁ
'sion bgiﬁg.baééd'ﬁp ﬁﬁe;ﬁéf éTEiAési¢éllor:sé@i—ciééSiéél nuclééf.trééFQ
~-ment is employed. . The létter‘treatment'will be -considered first,

The use of thislgroﬁp of semi-classical coilision theories has been
quite limited. However, there has been a recent renewal of interest iﬂ
this ﬁartiéulaf approach. For example, Pechukas (32) and more recently
Miller (33) have undertaken studies of vibrational phenomena within this
semi-classical framework. Others such as Eu (126), Eu and Tsien (127),
and Marcﬁs (128) have developed methods for analyzing both non-rearrange-
meﬁt and rearrangement pfoceéses.Cross (129) divides the available methods
into two general catagories, the perturbed elastic trajectory methods (130)
where the inelastic scattering is treateh as a time dependént perturbation,
and the exact semi-classical methqd'(32,335128 ) in which quantum mechanical
information is obtained by integrating a‘pﬁase Bver the exact classical
trajectory. However, these.studies have been concerned more with the

.development of techniques than the study of actual systems and it is too
eérly to draw conclusions on the general usefulness of this model (34)._
For a more complete discussion of this approach to the collisional problem
the reader is referred to the work of the author's co-workers Penner and
Wallace (35,36). HoWever, considering the difficulties encountered in
these developmental studies this approach was deemed inadvisable.

A variety of semi-classical theories which treat the nuclei as

classical particles have been developed. Their range of application has
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been ratner extensive. For instanCe;iwatSOn-et al (37—39) have adapteé'
tha eikanal approximatinn to a.semieclassical theory‘and applied it_toﬁ
reactive-collisions. 'The study of classicai.trajectoriesfalong represep-—
‘tatlve potential surfaces has recelved considerable attention from Polany
. et al (40 45) amongst others (46—47) 'A variety nf processea nave beenl |
vfstudiedvincluding teactive collisions.;'Mnchneffort has been’directed.to—i_ .
wards an analysis of the effect of the shape of the potential surfaca on

the reaction.

Unfortunately, these studies tend to adopt in one fashion or an-—
other the adiabatic approx1mat10n in that most studles con31der only one
electronic state. TFor this reason the study of Gallsher and Wilets (48)
was of particular interest since it allowed the possibility of contribu-
tion from the électronic excited>states in the evaluation of the transi-
tion possibilities. Their method, hownver, is not dirently applicatle to
chemical systems since they were analyzing the colliaion of medium energy
protons (KeV) with hydrogen atoms by a standard impact-parameter method.

It is known that these methods'fail when the initial and final state tra-
jectories are significantly’dﬁfferent (49), behaviour'expected in chemical
processes. |

However, the more general existance of semi-classical methods (class-
ical nuclei) which have been used to analyze reactive collisions and the
ability of tha impact-parameter method to investigate simultaneously tha
importance of varioua electronic states in a given prncess suggested the
investigation of the possibility of developing a'gengralization of the im-
’pact-parameter method which would not be limited to relatively high energy
events.

This thesis reports the development of a method and its application

to a number of systems resulting from such an investigation.




1.2 Scope of Dissertation

In the next chapter the equations of motion representative of
the generalized impact parameter method are developed. The general
form and necessary properties of the multi-electron functions are dis-
cussed followed by the introduction of the general use of transforma-
tion theory on this set of equations.

Chapter three undertakes to find the optimum method of solving
the systems of equations developed in Chapter two. Taking into con-
sideration both numeric and computer aspects of the problem, the four-
th order Runge-Kutta Gill method was chosen and program coding was done
in the Fortran IV.computer language.

In the first study employing the generalized impact parameter
method the equations were developed to a form appropriate for the total
classical limit and applied to the analysis of the collision of oxygen
molecules in highly excited vibrational states. The study employed
empirical potentials and the results are indicative of the difficulties
assoclated with their use.

Chapter five undertakes the study of low and high energy colli-

sions of the proton-hydrogen (p-H) system as well as the photo-decomposi-

tion of excited states of H; using the generalized impact parameter method.

The results of the high energy collision study are perhaps most signifi-

gant.

In the next chapter, the cis-trans isomerization of photo-excited

ethylenes is examined. This is a unimolecular reaction involving non-
radiative de-excitation processes. The relative importance of the vari-

ous available modes for energy transfer is considered and the time for
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the process to take place estimated.

Chapter seven contains an investigation of intermolecular
electronic energy transfer in u bonded systems. This final study
examines the factors which control short range electrostatically in-
duced electronic energy transfer in the collision of ethylene like
molecules where one of the colliding partnérs is electronically ex-
cited.

The dissertation is concluded by a general discussion of

results and possible directions for development.




Chapter IT .

DEVELOPMENT OF GENERALIZED IMPACT PARAMETER METHOD
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II.1 Introductory Comments

Standard impact parameter methods usually.empldy the approxi-
mations that the relative velocity is constant and that the particles
follow straight line trajectories. As a result these methods are im-
plicitly limited to the study of relatively high energy events since
it is realized that non-linear motion will be important for low energy
collisions (2, 49).

It was apparent, therefore, that a method applicable to low
energy collisions could employ neither of these approximations. The
resulting theory takes the nuclei to be classical particles moving
along trajectories determined by an electronic potential which dynam-
ically depends on the internal states of the colliding molecules and
these states have an implicit dependence on theAnuclear motion through
their explicit dependence on the potentials defined in terms of the
time dependent nuclear positions. In thig way, all changes happening
during the collision are éoupled, and these time dependent couplings re-
present the interactions which result in the processes that are to be
investiga;ed. The use of numeric methods and standard approximate
electronic treatments resulted in it being feasible to undertake at
'least model calculations of actual chémical systems.

Before proceeding it is perhaps appropriate to deal briefly with
the questions raised by the employment.of a classical nuclear treatment
for collisions of such low eﬁergy. First, one may wonder how valid such
a treatment is for low energy processes. Thorson and Delos (50) in-
vestigated the applicability of the classical equations of motion and

concluded that they were valid in situations in which the classical
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picture did not apply. They were able to derive sufficient conditions
to“guarantee the validity of the classical equations but did not show
them to be necessary conditions. The other major question is the prac-—
ticality of a method that inherently requires multiple trajectory cal-
culations for statistical averaging in the calculation of physical
quantities such as cross sections. This point will not present this
research with much’ difficulty since the present interest lies more in
revealing the basic mechanism of the reaction than obtaining quantita-
tive‘calculations of physically unmeasurable events.

In the following chapters, two alternative reference frames are
used. The first is the laboratory frame, denoted by the set {ai} while
the other is the centre of mass frame specified by the set {RL1}. The
relation between the two frames for a two body case is shown in figure
one.

The derivation presented in this éhapter is general in nature.
The quantum mechanical gqﬁations are developed in the centre of mass
frame (1) while the classical equations can be considered to lie in
either frame,

Throughout the-rest of this thesis aﬁomic units are used in
Which Planck's constant H, the electronic mass m, and charge e are

unity. For the definition of these units see Appendix A.
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Figure 1
Relation between the laboratory (&1, az)
and centre of mass (R) frames of reference
for a two body system where
R=|q-q|

/@t - - @ -
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11.2 Development of Equatlons Descrlblng Electronlc Dynamics

The time evolutlon of the electronlc wave function IW(r t)>

is given by the tlme—dependentvSchrodlnger equation

SCREN I '(Q't')s'_="u’ 1y ('§"£)>' S D

’where H is the Hamlltonlan descr1b1ng the motlon of the electrons in the’

centre of mass frame, T fepresents all electronlc co—ordlnates in the
centre Qf mass frame, t is the variable time, and (Bt); is the partial
differential operator with respect to time under the constraint that

r remains fixed. To developvfreﬁ (II.lj a manageable set of equatiops,
it is necessary to examine the forms of H and | ¥ (f;t)>.

The Hamiltonian H is defined for a given system by a set of rules
which are ﬁell established.(l). However the present interest is not in
the specific resolution of H but the general sepafation

H=H +V | (11.2)
which has general applicability.
' The choice of an appropriate form for the multi-electron function

| ¥ (;,t)> is a more difficult problem, the scope of the topic being

'suggested by the extensive work that has been done for its time-indepen-

dént counter-part ( 51 - 54 ). Certain ramifications of this topic will

be discussed in the next section but it will be taken that | ¥ (r,t)>

has the form

| ¥ e)> = 3b, ®Re) |y ()2 | (11.3)
where R represents all nuclear co-ordinates and { l Xy (r)> } is a set of
time independent multi-electron functions. The coefficients by (ﬁ,t)

contain all the time dependence of the many electron wave function. The

choice of the set { [ X4 (§)> } is somewhat arbitrary but it is often

-
N
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convenient to relate the resolutions (II 2) and (II. 3) such that

B | x > =5 | % &> ﬁ . (IL.4)
where .
<Xi | XJ = 613, GiJ belng the Kroneckerdelta. It perhaps bears men-

tion at this p01nt ‘that in a given problem there may be no unlque re-

‘solution for H of the form (II.2) and in fact a number of such resolu-

tions mey be used. This technicality will not present the general

derivation with any difficulty but this point must be kept in mind in

actualfapplications.
Having chosen the general form (II.3) for the wave function, and
noting the mathematical relationship _ .

(Bp)r = Go)r,R + 4R (ORi . | (11.5)

(1II.1) can be rewritten by first applying (II.5) to (II.3) giving

Gz | ¥ @Ee)> =3 dp by (R,t) | x4 (B)>+ I by d R

(g | x4 8> (11.6)

which upon substitution into (II.1) followed by the formation of the

i inner product on the left with <xkl results in the equation

\iZ<xk|x>d by —§{<XKIHIX>—1d R

Since there is such a set of equations for each <Xk| the complete set

" of equations are :

¢b=X"{-iH-~-d RGI (1I1.8a)

or

[a 9
o
L]

1 ‘ «
~" {-1 H, - iV - d; R G}b (1I.8b)
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S
4
o . : S . ~_\‘
where b is a column vector composed of elements bi (R,t) of equation -

(11.3) andvthe matrices are defined as follows

N (4,3) = <xg- | x5> - T . (@L.9)
B =g B> o (L9
Ho (4,1) = <x3 | 8, | %5° o | S (11.9¢)
Y@ =g | V] xy - (11.9d)
€ (1,3) =<x; | 3% | x3° | ' (I1.9e)

Solving (11.8), which describes the time evolution of electronic
wave function and may be called the electronic force law is the central
,taék to be considered. Its solution, after defining the Hamiltonian H
or equivalently the system of study, requires the specification of
| a) a basis set of multi-electron functioms

b) a nuclear force law.

These two topics are the subjects considered in the next two sections,

. Before proceeding there are some general‘relationships that can
be obtained froﬁ the eqﬁation dérivéd to this point. For instance,
choosing’ the set { Ixi> } such that (I1.4) is true gives one the equation

E,=NE _ | (11.10)

where E (1,3) = E4 Sij- Also, one obtains by comparison of (II.5) and

(I1.8) the relationships

bz, g=-iNltHD L - (ILlla)
(Ggb)e,;=-1N1GDh | (I1.11b)

It is also useful to know that conservation with respect to time of the
normalization condition

<‘1’l‘¥>=;b_+§_b_=l . (II.lZ)
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where hf is the complex conjugate of b requires that

Gt =-¢ (11.13)

Finally it is noted that associated with | ¥ > and H is the

quantity

E@® =bp"Hb : ' (I1.14a)

L=
e

= bt (Ho + Vb (II.14b)
which is the mean internal energy of the colliding system (excluding

nuclear kinetic energy). The derivation of the nuclear force law will

make use of this quantity. It is interesting to note E depends only

upon configuration and not time for

3, E® = 3, @f ®R0) B ® b (&1)

(3" BHb + bt H (3D

iphE"ytap-1vtENl)

= 0
since H and N are hermitian. The third line used the relation given in

(I1.11a).
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I1.3 Basis Set for Multi-Electron Functions

The topic to be initially considered in this section is‘the
appropriate choice of form for the wave function [ ¥ > of (II.1) or
equivalently for the wave function | Xi (£)> of (II.3). Since the objec-
tive of this study is the development of a theory which will deal with
reaction dynamics there is no need that the selected form be quantita-
tively accurate but it need only provide a physically realistic if
simplified description of the system. Therefore, there would be little
benefit from an examination of the myriad of approaches to the solution
of this problem (51, 52). Instead, the following treatment will present
the reasoning by which one may choose a proper basis set.

It is perhaps best to start by discussing equation (I1.3). It
takes that the general solution I ¥ > may be expressed as a linear com-
bination of a set of multi-electron functions, an approach common to a
number of the most sophisticated molecu1a¥ energy calculations (55-57).

- The question is then regoived to the choice of an appropriate set of
multi~elegtron functions.

First, the form of a given function of the set will be defined.
It is well known that an electronic wave function must be anti-symmetric.

with respect to permutations of the electron (1). Then it is taken that

- -1 =2 -
| x; @> = | xg @&, ° -0, >

]

~1 T2 . ,
Lol leg Go> el o G eee fo, > (11.19)
v
where l X4 (§)> is an n electron function and the final form on the right

hand side is a Slater determinant constructed from a set of one electron

functions { | 4> } and ¥l is the position of the i-th electron. This
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form of the multi-electron function is well established (1, 51, 58).
Upon choice of the set {[¢i>} which usually has more than n members,
it is possible to create a set of multi-electron functiongsimply by
choosing different members of the sét in using (II1.15).

There remains, then, the choice of form of the single electron
functions. The two general categories are'single centre and multi-
centre functions. Since it is common practice to build multi-centre
functions by forming linear combinations of single centre functionms,
the starting point of the discussion is the development of an appro-
priate set of single centre functions.

The study of molecular electronic structure has resulted in the
development and use of a number of general sets of single electron func-
tions. Unfortunately to date the only known way to find the best set of
functions has been eséentially "trial and error'. For the purposes of the
present study it was considered adequate to eﬁploy previously developed
treatments which had the éppropriate propertieé.

This brings the discussion to the central question in the choice
of the basis functions, both single and multi-electron. Basically one
desires a basis set that leads to easy interpretation of results and at
the same time results in the maximal simplification of (11.8) with the
second requirement being the more critical.

One of the more straightforward simplications is to choose an
orthonormal set of multi-electron functions { | Xy > } which in practice
usually requires the use of an orthonormal set of single electron func-
tions. The result is the eiimination of N from (II.8). An often related

option is to choose the { | ¥, > } such that (II.4) is true, resulting in
. i :
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a diagongl H whose elements are often elementary to solve.

| Another property which is necessary for a basis set to be prac-
tical is that it must be possible to keep.thé number of states .down. to
a shall number and still produce meaningful results.v Although the pro-
‘per choice ié found mainly by trial and error, there are a few criteria
that are generally employed. These criteria are physical in origin, for
example, the state energies and expected initial and final products are .

parameters that may prove useful in limiting the set of functionms.

There is one more general question to éxamine in choosing a basis
set, this being the choice of representation. This topic has been inves-
tigated by Nitzan and Jortner (28) and Smith (59), with»éarticular em-
phasis on the diabatic and adiabatic representations.

The adiabatic representation is defined by choosing { | x>}
such that

H | gn > = E, ® | x, > o (I1.16)
Then (II.8) becomes

db =-@ §_+ &tﬁ 6 b | (11.17)
where o

E (i,5) =E; (R) 643

By this choice the inter-state couplings are all contained in G. Then the

one matrix G describes the behaviour of the electronic system. Unfortun-
ately the evaluation of G can be difficult. However, this form of the

equations is considered appropriate for low velocities or dtﬁ+0 or for

cases in which the operator'V varies slowly with changes in R (P. 302, 6).
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The diabatic representation is defined by choosing { | x > } such

that

G = 0 for all R (11.18)
Then (II.8b) becomes

dtb= -iHDb (11.19a)

= ~i (go + V) b , (I1.19b)

This avoids the evaluation of G but results in a non-diagonal H matrix.
Using a number of resolutions of the operator of the form (II1.2) it may
be possible to resolve H to the forﬁ (II.19b). This representation is
considered appropriate when V changes quickly with R.

The actual choice between the two representations is a matter of
judgement depending heavily on the form of the potential (60), nor are
these two representations necessarily the only feasible choices. Also,
it may be desirable to change from one representation to another as the
behaviour of V dictates. This is possiblé by the use of transformation
theory, the last topic to.be considered in this section.

It is possible to relate any two general representations by the

equations
b =Ub (11.20)
A'=vaUt (11.21)

where U is a unitary matrix, b}and b are column vectors while éfand A
are matrices.

This is termed a unitary transformation and for a formal treat-
ment of the topic one is referred to Messiah (1). The equations are
general in natdre but to relate to the previous discussion one could take

bj to be a column vector representing the diabatic basis set and b the
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adiabatic basis set.

Just as it is possible to remove a certain dependence from the
wave function by such a unitary ;ransformation, it is possible to in-
troduce new variable dependence. For example, in the adiabatic re-
presentation defined by (II.12) it is generally found that E*E, as
R+ where

E, (1,1 = By ®=) g;

the E; again being defined by (II.16). If one defines the transforma-

tion matrix

iEf (R==) t

U (i,3) = e 51j (11.22)
and applies (II.20) and (II1.21)
| E =uEUyt (11.23)
and

ap' = -aRc b | | (1I.24)

which in the limit of large R becomes zero. The mean energy of (II.14)
beconres

E=b"H'b | (11.25)
with Ef, gf and Ef'being defined by equations (II.22), (II.20) and (II.21).

In summary, the multi-electron set { | Xg > } is constructed from

a set of single electron functions { | $; > }, whose choice is guided by
the discussion of this section. The set { ] ¢i > } may be composéd of
single centre or multi-centred functions. In the present work, however,
the prevelence of multi-centre function or molecular orbital treatments

has lead to their predominant use in this thesis.
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I1.4 Development of Equations Describing Nuclear Dynamics

Since the electronic

potential energy defined by (II.14) is

time-independent, the equations of motion for the nuclei may be der-

ived by application of Newtonian mechanics.

canonical equations which in
de m = 85m HG m

de p®

|
@
:
=4
s
0

m

vector form are

where in cartesian coordinates

. o - m 3
apm apg i+ apj j +
dym = o} i+ argl j o+

= 1,n (I1.26a)
= 1,n (11.26b)
BPE k
dr) k

and p® and " are, respectively, the generalized momentum and coordinate

vectors of the m~th particie

of n particles. H. is the total classical

Hamiltonian for the system and has the form

o
He = El pm - p™ /2™ +

E (R) (11.27)

Where-Mm is the mass of the m~th particle and E (R) the electronic poten-

tial energy defined by (II.14). Substituting (II.27) into (II.26) one

arrives at the equations

ﬁm /Mm

]

dy M

il

d, pm - Bim'f

m=1l,n (I1.28a)

m=1,n (I1.28b)

The second set of equations is readily solved by use of the relationship

sqm = (gm B) 33

(I1.29)

Then starting with Hamilton's
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I1.5 Concluding Remarks on General Equations of Generalized Impact

Parameter Method

This completes the derivation of the general equations ofvthe
Generalized Impact Parameter Method; Equations (II.8) and (II.28) are
a complete set of coupled differential equations which require only a
definition of the operator H ofv(II.Z) and the Hamiltondian Hc of (11.27),
and the choice of Easis set {lxi>} to be completely defined. The
first two are defined upon the choice of the system, while the last item
is more arbitrary but limited by the considerations discussed in this
chapter.

It is perhaps useful to note at this time that the conservation
laws associated with the normalization of the function |¥> and the total
eﬁergy defined by (II.27) can be used to check the accuracy of the solu-
tions obtained from tﬁis set of coupled equatioms.

The necessary siﬁplifications that must be introduced to deal
with systems of any complexity have not been discussed in this chapter.
Instead a general framework has been presented which will be adopted to
the individual systems to be examined in later chapters.

However, to analyze any system, it is necessary to develop a
method of integrating the equations (II1.8) and (II.28) with respect to

time; the topic of the next chapter.




Chapter III

A GENERAL METHOD OF SOLUTION FOR THE EQUATIONS

OF THE GENERALIZED IMPACT PARAMETER METHOD
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II1.1 Introductory Comments

In the previous chapter a set of differential equations (II.81 and
(II.28) was developed which formaily are capable of providing a quantita-
tive description of any chemiéal reaction in which the nuclei are not
expected to exhibit quantum beﬁaviour. The complexity of this set of
differential equat;ons is emphasized by the close relationship between
each equation in the set (II.8) and the differential equation analyzed
by those who are interested in moiecular electronic structure, and in
fact the equations in this form are insoluble by analytic techniques.

It was decided, therefore, partially thfough necessity, to incorporate
the use of computer based techniques, that is numerical analysis, into
the general method employed to solve this system of equatioms.

The development and availability of sophisticated computer tech-
nology in the last decade is "mirrored" in the literature by the appear-
ance of a number of studies which inherently depend on this technique.
For instance, the calculations of Johnson and Secrest (21), Locker and
Endres (1), and Locker and Wilson (62) incorporate numeric methods in
the integration of differential equations. More recently Goodwin (63,
64) has applied a similar approach to the study of response in Magnetic
Resonance. Many of the classical trajectory calculations (40-45) depend
heavily on computer technology.

‘There are two considerations in undertaking a computation of the
magnitude being considered; the choice of numeric method, and computer
hardware and‘software capabilities. These two elements may be considered

separately but in practice they are interrelated. The more formal as-
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pects will be avoided where possible. 1Instead it is the intention of
the writer to give a general idea of the factors involved in assessing

and applying this approach to the solution of differential equationms.

Since (II.8)and(II,28) are all first order equations and a
specific system is defined by a set of initial conditions, the next
section on numeric analysis will examine methods developed for the
treatment of the initial value problem for first order differential

equations. This is followed by a discussion of a number of relevant

aspects of computer technology and some general remarks.
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III.2 A Discussion on the Numeric Solution of the Initial Value Problem

The concern here will not be with the formal aspects of numer-

ical analysis but with the practicality of various algorithms in solv-

ing equations (II.8)§(I1.28). For a formal treatment of this problem
the reader is referred to the various texts in this field (65-68).
Equations (II.8, II1.28) are a set of differential equations of

the form

dy y; = £1 (£,91, «ovs yn) = £f1 (t,y), 1 = 1,n (I11.1)

It is assumed tha? all f; (t,y) are continuous single valued functioms,

and that the initial conditions (t,, yo) are known. The general pro-

blem is the integration of (III.1) to find the final conditions (tg,, yp).

Numerically this is approached in a step-wise fashion. The interval

(tos tn) is divided into a number of segments, n, of size h, such'that
tiy =ti+h | | (111.2)

and each of these subintervals is iﬁtegrated by the application of a

chosen algorithm. An aigorithm is a computational procedure which approx-

imates the solution of the above problem and in general is developed by

truncating the Taylor's series expansion solution and rewriting the re-
sulting equations in terms of the first order derivatives. The accuracy
and reliability of a given algorithm can be determined from its conver-

gence and stability properties.

Assuming the existance of a unique solution, the convergence pro-
perties of an algorithm are determined by truncation error. Truncation
error of a particular algorithm can generally be defined analytically (65).

Qualitatively, this error is the difference between using a finite step
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size and infinitely small step size (exact solution) in the computation.
It is possible to analyze both local truncation error, that is the error
resulting from one application of the method, and total truncation error
(65) . In.most cases, the local truncation error is more signifigant since
a method is considered to be convergent if in the limit of h tending to
zero the local truncation error goes to zero.

The other factor generally coﬁsidered important is the stability
of a method. Qualitatively it is related to error propagation; a method
being considered stable if the error propagation remains within defined
bounds. Of course, stability has been defined analytically (65,66). One
can derive a stability diagram (69) for a given algorithm which defines
a region of the ;omplex number plane in which all the products

hx,i=1,n
must lie where the A are the eigenvalues of the Jacobian matrix A defined

A () =gy /By - (I11.3)

It can be seen that this ﬁype of analysis can determine the maximum step
size h for which the method can be expected to produce a unique, consis-
tent solution for a giyén set of functions (fi). It is to be emphasized
that this analysis is only indicative of expected behaviour. Use of a
step size larger than that found by this analysis might lead to the correct
solution but it‘also could produce spurious solutions.

Having suggested the minimal p;operties a given method must poss-
ess, it is now appyopriate to discuss the general classes of algorithm
that are available. There are id€act only two general classes; single

step and multi-step.
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The single step methods require only one set of conditions or the
conditions of one step (ti, y;) to generate the solution at time (tj + h).
This class of methods is usually. designated by the term Runge-Kutta.
There is in fact a whole family of Runge-Kutta methods of varying orders
(70-73). For the purposes considered here, only fourth and higher order
methods will provide the necessary accurac& for reasonable step size.

The general features of this group of algorithms are the follow-
ing. First, they are self starting since they require only one set of
conditions and as a result definition of initial conditions automatically
provides all the information necessary for this class of algorithms to
integrate a given set of differential equations. This leads to a second
useful feature, an ability to change the step size at any point in the
calculation without excessive loss of effort since the integration at one
point is independent of what has been done previously. Most importantly
these methods are highly stable exhibiting at most partial instability
which is eésily corrected‘by reduction of the step size.

The drawbacks associated with these methods are mainly associated
with the lack of automatic error estimates and the related difficulty
that a check is not provided on the solution being generated. It is
generally necessary to repeat the solution with a smaller step size or
use criteria based on expected system behaviour to establish the accur-
acy of the solution. Also, an n-th ordér method of this class requifes
n evaluations of the first derivatives in a given integration step.

For systems whose derivatives gype difficult to evaluate this is a serious
consideration. The multi-step methods define the solution at time

ty 4 1'in terms of a number of previous equally spaced solutions. There
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are two general approaches, these being explicit methods in which the
value can be found directly, and implicit methods where the desired
value is contained on the right hand side of the equation for the
algorithm. The latter group are quite often called predictor correc—
tor methods.

There are a number of advantages associated with these methods.
First, an estimate of the truncation error is calculated automatically
as an integral parf of the algorithm., Also, most algorithms, say of
order n where n is even, require only n/2 evaluations of the derivative.

These methods have balancing disadvantages. They are not self-
starting but instead must employ an additional procedure to produce the
necessary seté of conditions from one set of initial conditions. It
follows that changing the step size becomes a much more involved and
expensive procedure than is thé case for ;he Runge-Kutta methods. But
most importantly the stability of this group of algorithms is a more
complex question. Whereaé, the Runge—Kutta methods exhibited at worst
partial instability, the multi-step methods can be weakly stable or

display partial or inherent instability. A weakly stable method is one in

which a "parastic" solution may introduce errors into the desired solution,

while an algorithm possessing inherent instability will diverge from the

desired solution (65).




Pages intentionally omitted.
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I1I.3 Other Remarks

" A discussion of elemeéntary software and hardware considerations is
given in Appendix B.1l. ) ¢

Appendix B.2 gives a brief account of the factors which lead to

the choice of the Runge-Kutta-Gill algorithm (66) .

The . question of cost forced the choice of the Fortran language
for bulk of the programming. All work was done in double precision and

compiling was done mainly on the IBM Fortran H level cbmpiler; A few

~routines were written in assembler, generally with the help of the staff

at the cémputer centre. The general structure of all programs is the
same bﬁf_fpr efficienéy the'coding tended to be highly specia1ized for
each system studied. A number of logic flow charts for the system of
prbgrams is provided in Appendix B.4. It was felt that the logic flow
charts would be of more use and interest than the actual coded programs,

the logic of which are difficult to understand as a result of size and

certain features of the Fortran language.

This concludes the discussion of the practical aspects of finding
numéric solutions for sets of couﬁléd eﬁuafions of the forﬁ of'(II.S) and‘
(?1.28). In the remaining sections the establishment of the specific forms
of the fi (t,z) for the various systems to be studied will be considered
the major task, after which it will be taken to be only necessary to de-
fine appropriate initial conditions for a given event to establish the

transition probability.




Chapter IV

CLASSICAL LIMIT OF GENERALIZED IMPACT PARAMETER
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IV.1l Introductory Comments - -

The interrelation between the Generélized Impact Parameter
method and the Classical Trﬁjéctory method (;ingle potential.surface)
will be illustrated. |

Historically, the work reported in this chapter was. done in con-
.-“junction with B. A. Pettitt previous“to:the'dévelopment'of~the-General— -

:ized Impact Pafamétér method but if is informative to include it .at this.
point aé a épecial case of the Generalized Impacg Parameter method.

A brief study of the cbllision of 0y molecules in highly excited
vibration states is presented as a test application of the equations
developed in this chapter. Only collinear collisions were considered
since it was not the intent of this study to produce physical quantities
such as cross sections but to exhibit the model's ability to deal with
bimolecular energy exchaﬁge, if only under these constrained conditions,

and to examine the dependence of this exchange on the form of the poten-

tial used to describe the interaction.

«n
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IV.2 General Classical Model

The ciassical colliéion theory cénsidered here fakes-tha# the
gleCtronic behaviour can be effectively rep;esented by some potential
éield. In short, equation (II.8) bec6ﬁes triﬁial by the simplifying |
- assumption thatvonly one electrenic state is ever populated. Only non-
rearrange?ent collisions are considered..

Then the question is the form-of the potential E (R) in (II;27).

- It is noted that a generai potential function for a system of N.particles

can have the form

N
L e - ~ ' 5
v (q) i V() + 1/22 '#g v,

~ o~ ' ~ ~ -..

ifjfk

. N ~
Omitting the self energy term%Vi(qi) one obtains the interaction potential
= 1] ot = ! = ot o :
= . .. (g, ,4, . 5 PPRTE (< PP « + .
Y (@) = 1/2 1% Vis (a;,q0+ 1/3 iigﬁkvllk(ql’qqu)- (1v.2)
Then (II.27) .becomes

N~ - . -
H=ZIp.p /M +7V (q S (1v.3)
ii i v

Sincé a claésical model is distinguished By ifs charactefistiC~
interaction potential, it is only necessary tochoose the appropriate models
for a system fo define the potential v (q).

A molecular system in motion (or collision) can be usefully modedled
‘by retaining selective terms in (IV;Z) Visualization of the geometry is
most easily.accompli;hed.in terms of "valence coordinates™ (77) (bond angles
and distances) and iﬁtermolecular sépafations. These coordinates will be
used here.

Bonded-pair (nuclei) interactions are considered to be represented

adequately by the empirical Morse function (ZS)
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e o | J
'Vl;j @1, 43) = Dyz {1 - Ky - exp (-813 13185} (IV. 4
where Kyj = exp (B4 |§8-a51), where (a§-d9) is the equilibrium bond

distance, B the range parameter, and Dij the bond dissociation energy.
!

i3
Non-bonded intermolecular pairwise interactions are taken to be
Morse (79, 80) or Leonard-Jones (81) poteﬁtials.

o - ~ o~ 12

. . 1.6 I
- (O'ij/ lqi"CIj I) } (1Iv.5)
where €14 is the depth of attractive well, and ]&g—ﬁgl is the position
: . 1/6 o
of the minimum in the attractive well while o034 = 2 lqg—q§|.

To represent the bending mode for atoms i and k bonded to atom
j, the following three body potential may be used

va,. = o IV.6
15k O350 = 1/2 813 (04510543 2 (1V.6)

where 834 is the bending force constant, 644 the bond angle, and egjk
is the equilibrium bond angle. That this is a three-body interaction
can be seen from the relation 814k = arc cos [qj; - ijk/|aji|lajk|}. It
is assumed‘that all inter-molecular forces arise as a result of pair-wise
interactions.

Oné can introduce four-body interactions to represent hindered
~ out—of-plane motibn by Species such as NO§ in a fashion similar to that
used for the bending modes. However, the resulting equations are cumber-
some. | ;

The general classical model is now defined since H of (IV.3) and

(I1.27) is resolved once the system of study and choice of coordinate

system is defined. Equation (I1.28) now becomes




- 40 -

pi/Mi (1Iv.8a)

a:d,

depy = - aai- v(g) (IV.8b)

The detailed equations are given in Appendix C. These are solved

numerically using the Runge-Kutta-Gill algorithm. The model is a dynamic
classical picture of molecular translations, vibrations and rotations
described by model potentials. Principally it was developed to study

energy transfer processes.
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IV.3 Study System — Collision of 0, Molecules in Highly Excited

Vibrational States

To keep computer time of the study within reason only collinear
collisions were considered. This reduces the number of independent
variables since the impact parameter and relative angular orientation
of the two molecules is fixed. The choice of the laboratory frame -in
cartesian coordinates proved most convenient and is shown in Figure 2.

A further specification of the relative and internal enérgies and phases
of the vibrations defines the initial state with the last element being
somewhat arbitrary. It will prove convenient to define the terms, where,
Ei(l or 2) is the initial vibrational energy of (1 or 2), Ei(l or 2) is
the final vibrational energy of (1 or 2), Eé(l or 2) is the initial re-
lative kinetic eﬁergy and AE,, = E5 - Ei.

The potential function V(d) consists of two intramolecular and
four intermolecular Morse terms. The chéice of Morse function to des-
cribe the intermolecular interaction is discussed in some detail by
Pettitt (31), and revolves mainly around the dependence of energy trans-
fer on potential energy surface shape. The choice of parameters and
sourcesof the same are given below.

Bonded 0y Morse Parameters
equilibrium bond distance ... 2.282 au (82)
range parameter ...ceeceecsses 1.404 au (83)

dissociation energy .....e... 1.917 au (84)
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Non-bonded 0-0 Interaction

position of minimum ......... 7.28 au (85)
range parameter ..ceecscces .. see following discussion
well depth ...... e ... 0.356 X 1073 au (85)

The literature reports the use of a number of range parameters for the
non-bonded interaction; some of these being B = 1.02 (86), 1.03 87),
1.06 (88), 1.20 (85) and 1.24 (89).

Since the shape of the potential is quite signifigant in deter-
mining the collision dynamics, and thié shape is effected by changes in
B, it was decided that a quantitative investigation of the effect of the
intermolecular range parameter might be illuminating. Figure 3 demon-
strates the effect of variation in B on AE for three initial phases
and initial conditions Ei(l) = Ei(Z) = 0.99 D, E; = 4 1073 au =
0.11 eV, R = 50 au. As can be discerned from Figure 3 the largest energy
transfer occurs when thé diatomic vibrations are out of phase. It is
also this case which is most drastically effected by changes in B.

Definitive conclusions can hardly be drawn from such a limited
investigation. However, the work is someﬁhat suggestive of some general
features or difficulties in this field and this will be commented on
L'briefly in the next section.

In closing, it is noted that the study presenﬁed here is a
classical mechanical description of the evolution of a single event in-
volving two diatomic molecules near the dissociation limit. This picture
can be claimed to be correct since at this limit the vibrational level

spacing of most diatomics is small when compared to thermal energies.
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Figure 2
Cartesian and relative co-ordinates for

02-02 collinear collision study
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Figure 3

This graph shows the dependence of vibrational
energy changes in 0, - 0y collisions upon the
range parameter in the Morse terms of the in-
termolecular potential for three phases.

Curve I: The phases are determined by the in-
itial condition |¥;|=|%;|= minimum classical
turning point for E$(1 and 2) = 0.99D.

Curve II: 1In this case, both molecules begin
at their maximum classical turning points.
Curves III and IV correspond to.molecules 1 and
2 in a collision in which molecule 1 began at
its maximum claséical turning_ﬁoint and mol-

ecule 2 at its minimum.
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IV.4 Some Concluding Remarks

The significance of this particular study can be appreciated

more fully by remembering that this was a ﬁreliminary inveétigation

: i
predating the development of the generalized impact parameter method.

The immediate intent of this study was to test whether the model
could describe energy exchange processes. The results do indicate the

model was capable of analyzing this system but the difficulties which-

were demonstrated to be associated with the use of empirical functions

cast doubt on the usefulness of extending this study as the results at
best would be of a qualitative nature and would not likely be more en-
lightening than the résults of the present stﬁdy. It is not suggested
that this feature of empirical potentials was not known but few researches
emphasize how citical this factor can become.

The study does.indicate, however, that for reactions in which the
quantum nature of nuclei is not expected to play a large role or can be
approﬁimated in some way such as phase averaging (see 90, 91, 87, 92,
/93), the dynamics of the nuclei‘can be accurately represented by a set

~of differential equations'which incorporates a potential field dependence

on electronic behaviour and which can be solved accurately by numeric
methods.

In summation, this investigation suggested that the development of

a more fundamental approach in the treatment of electronic behaviour was
necessary. Also, the results were suggestive that the use of numeric

methods could provide a flexible, computationally useful model.




Chapter V

THE PROTON-HYDROGEN SYSTEM




- 46 -

V.1l Preliminary Statement

The proton—hydrogen (p-H) system study was the first which em-
ployed the generalized impact parameter methods. There are a number of
reasons for choosing this system for study. First, it is the simplest
system of chemical interest consisting of only two nuclei and one elec-
tron and as a result the system is relatiﬁely easy to analyze. Besides
this there is in existance an experimental ( 94) as well as a number of
theoretical studies (95-101 ) which makes it possible to make a compara-
tive estimate of the value of the present study.

The development of the specific equations for the p-H system
from the general system equatiomns is presented in the mnext section. This
is followed in the next two sections by studies of low energy collision

+

(<10eV), photodissociation of H2, and high energy collisions (KeV).

Finally, the signifigance of the results of this study is discussed.
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V.2 p-H System Equation of Motion

The applicafion of the equations devgloped in chapter IT require
the definition of the syétem and the co-ordinate system describing the re-
lative position of the particles makiné up the system. The p-H system |
consists of three particles with the relative co-ordinates being given in
- figure 4 while figure 1 gives the c0dordiﬁates'in the laboratory frame,:
“Then the Hamiltonian for this one electron system méy be written |

H= -3

2
2 —ngl. 1/rn + 1/R - - (V.1)

where the subscript n refers to the nucleus. This Hamiltonian has two physic-

'ally meaningful resolutions of. the type suggested - by (I11:2), these being

H = H} + V° | (V.2a)
H=8S +v6 | (v.2b)
where
2
a_ V5
Hy = > l/r1
V¢ = - 1/ry + 1/R
SR
B ..V _
HY 57 1/r2
vB = — 1/r1 + 1/R

It will be ﬁaken that o is the nén-rearraﬁgement channel while B 1s the
rearrangement.channel, that is in each channel a hydrogen atom sees the
potential field of a proton in collision with itself but the role of two
frqtons is interchanged. For ‘either channel the set éf eigenfunctions

for the Hamiltonian in the asymptotic limit is the seirof eigenfunctions

for the hydrogen atom or

Héa,8)|¢§a,8)(§)>.= Eéa,5)1¢§a,3) )> . (¥.3)




- 48 -

Figure 4

Relative co-ordinate system for p-H system.
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i
!

where-|¢j> is the j-=th hydrogenic eigenfunction and E, the eigenenergy. .

3

Then using these functions (II.3) becomes

o,8 (c)
¥ (g,e)>= £ T b
. e 3

; ®Oe] B> @)

It was necessary to truncate this set‘for‘(II.B) to be manageable and
for the low energy collision only the (1s, Zé, 2pz) functions were used
at each,nuclearﬁgentre. vIt'was,notlnecessaxy'tO'include the’(ZpX?Zpy)
functions since.the symmetry of the'system-alloﬁs a two‘dimensional treat;
mgnt.' The'énalytic form of these functions is ‘given in appendix D. |
| - Having resolved the forms of H and {|x>}‘of'equations (II.é) and
(II.S),respectiveiy,in equations (V;l),(V.Z), and-(V.S);thefmatrices
of equation (II.9) an&,of course;the.equationsqf mptiQn’for ﬁhe elec~
trons (II.8) are completely défiﬁed. Noting the complex fprmfthe §“:

matrix would take from (II.9e) the approximation that:

G s bt (3g0) b /2 | ) (V.5)
was usea;, This form was expected to give the correct’behaviour and have:
the correct order of magnitude. Then equation (II.8b5 becomes‘tpon sub-
stituting (V.5) and (II.10) |

deb = N-1i [-1 NE -1 V - d,R {b+ 3N b}]b - (V.6)
2

where E is defined by (V.3) and the explicit formvbf.the matricés in
" (V.6) are given in Appendix D. | |

To understandythis equatioﬁ more fully consider the form of the
matrix V. It may be wfitten |

Y&a gdB :
v, 7

I<g .
B

vBa yBe|
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and the various submatrices can be interpreted as follows:
1) The diagonal blocks represent the perturbation within that
coupling states of that channel ;r
i3 = =eglved>
Tfansitions within a channel are determined by these dia-
gonal blocks in V and 3R§. _
2) An off-diagonal block, say Vo8, represents the perturbation'
VB of channel B coupling the states of channel B to the
stétes of channel o, or
u -
Therefore, transitions between the channels are determined
by these off—diagénal blocks in V and 8R§.
It is computationally useful to simplify equation (V.6) further.
It is noted, that although the present basis set is a . non-orthogonal
set belonging to néither thé adiaba;ic nor the diabatic representation,
at the limit R = » yvhere N =1, 9 N =0, and V =0, (V.6) has the form

dté = 1 E b. This behaviour suggests the use of the transformation (II.22);

the E; in Equation (II.22) being defined by (V.3). The resulting simplified
equétion is

d.b' = N'"-1[-iv' - 4R {b"+(B_N')b'}Ib’ (v.8)

2 T2 = T2 ge /27712

“E',_N', N'-1, Y' are easily obtained by use of (II.22) in equations

(1I1.20) and (II.21). Upon substituting (II.10) into (II.14b) and apply-
ing equations (II.20) and (II1.21), the mean energy is given by the expres-

sion

L

E(RR) = b+ [N'E'+V']b (v.9)
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It is noted that E = E’.

Next, one defines in the labbratory frame the cartesian coordinates
(xl,yl,zl) and (xz,yz,zz)(yhere the suEscript referé to the pafticle)
ﬁhiQh in gufn Aefinés thé inﬁernuclearfseparation. -

R = {Gymx)? + (772 + (22 )21H/2 R AT
Then substituﬁing (V.9) into (IIf27);_one obtains_from (11.28) the equa-
tions.qf.mqtion for thé npcleivwhich consist of three.sets of the form

dx, =>-pxi/M' | 4 (V.11a)

' Ci= 1, 2

depx, = =0y, EC) | ) | © (¥.11b)
vhere the x co-ordinate is replaced in turn by the y and z co-ordinates.
'Pxi is the moﬁentum of the i-th particle along the x cartesian co~ordin-
ate while M is the mass of a proton. The solution of (V.11b) is straight-

ward involviﬁg the use of (II.29) and the relation

9p ER) = (3b™) H b + bt (3 .H)Db + b H (3;b) v.12)

The matrix BRE can be evaluated analytically from H while the other two
derivatives with respect to R can be found by use of (IL.10b) and (V.5)
' which gives

‘.\ 3R_]2 =‘ -i g"l (E+ (BRI-\!)E) 2/2 | (V.lB)

The primes have been dropped for convenience from the last three equatioms.
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V.3 Test Cases, Energy Surfaces, and Low Energy Collisions

The equations (V.8) and (V.1ll) are a set of coupled equations
which fully describe the time evolution of the p-~H system in time. Be-
sides the accepted limitation of the classical nuclear treatment in the
development of this theory, the only approximations are the adoption of
a truncated basis set and approximate form for the G matrix. It is to
be noted that neither of the representations discussed in Chapter II has
been used to develop equation (V.6) or (V.8). This choice of basis set
may therefore appear inappropriate but perhaps it can be considered to
be the "intuitive" choice for this system. The adiabatic representation
can be found by solving the eigenvalue problem

H=NE+V (V.14)
The resulting eigenfunctions are the molecular functionsfor the H; system.
The potential energy surfaces for these functions are shown in figure 5.

It was found that the symmetry préperties of the molecular func-
tions provided a convenient internal check on the consistency of equation
(V.8) and (V.1l) and the computer program. The anti-symmetric and
symmetric states (with respect to co-ordinate space) will not couple at
any point in a collision. Therefore a collision with initial conditions
such that the system is in the 103 orlcg electronic molecular state,
with an impact parameter p = O, and relative incidené‘energy signifi-
gantly less than the energy separation to the next state of the same
symmetry (choice was 4eV = ,148 au) will be expected to have a dynamic
potential energy surface of the appropriate state. Such test collisions
were run and the expected behaviour observed.

The relationship between the symmetry classification of a molec-
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Figure 5

The molecular potential energy surfaces for H;.
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ular function and.its couplings cén_be demonstrated anal&tically (102),
'andrit is infofmative to preéenf this anaiysis at-this point.. For
simplicity, only the (1s) functions, one on ;ach center, will be con~
sidered since the inelusion of -more states would make little difference
to the followigg discussion.  Then transforming-from the atomic orbital
basis set to the adiabatic basis set by the use of the relations (I1.20)
and (II.21), and not using (V.5) equation (II.8) becomes

db = (-iH -iV-d ROD . . (v.15).
where H, and V are diagonal dr zero matrices and the molecular functions

associated with the coefficient matrix g are

|X1> = 92-1/2 (|¢1 >+ |$9>) (lcg) (V.16a)
(1 + <¢1[95>)1/2 , :

9-1/2

|X2> =
(1 - <¢1[99>)1/2

(|¢1 > - |¢2?), (10%) (V.16b)

Then the only coupling between these two states is contained in G but

& (1,2) = <xq|aglx,>

2 {(<¢1 |+<d, ) og (o3> [95>)}
@+ <,]0,2)172 (@ - <9q[9,2)H2

=0
since the center of mass is identical.with the midpoint of the two centers.
Then the states of different symmetry are completely uncoupled in the ex-
act treatment. However, there is. more than one state‘of each symmetry
fype being used in (V.8). Therefore, the dynamic surface will be a mix-
ture of static or adiabatic states of the same symmetry with an implicit

‘ dependénce on the relative velocity of the two ﬁuclei.
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For the_loﬁ energy'collisions,vit was taken‘that'the proton
labelied oueywas'the target hydrogen atom, and therefore the initial
electrcnic state is |

[b@®> = 6> = {10 (=) + 1o* R=)} - @an
1 R | u , |
It becomes clear'on consideriugvequation CV.17) that the initial conditions'
are critical : In partlcular, it is necessary Ain. numeric calculations to |
-choose R finite, yet large enough as not to cause. the system to follow an
erroneous potentlal surface. Thls dlfficulty was overcome by repeatlng
the calculatlon for a glven energy w1th 1ncreasing R until the dynamlc
‘potential energy surface became independent,ofvthls~parameter. qu these
i collisions, an initial separation of 150 to 200 au Was:found'to be suft;'
able. A further check of the results was OBtained bystesting the system‘s
invariahce tc'time reyersal,liThe‘accuracyvwith:uhich.this could be done -
was quite_remarkable in that the;electrOnic.behaviourAbecame quite“cour:.
plex-in the iuteractiontregion.. | |
, .The initiaf study was cf 1cw‘energy, zero impact parameter colli-~

sious.vtfigure'G is a plot of the dynamicvpotential energy'surfaces for

various initial’collisiou energies. From the previous discussion on symmetry

honservation, one can deduce from the form of the 1n1t1a1 state given by
(V.17) that these dynamic surfaces should not lie: below-the 50-50 mlxture
of the surfaces for the two states 1cg and 10 . The departure of the sur- -
-faces from this expectatlon is in effect a reflectlon on the accuracy of
the-approximation (v.5). It is to be noted*that‘this approXimation appears
to be more accurate for the higher energy'collisious; To compensate for

the approximation (V.5), the normalization condition (II.12) was forced at
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Figure 6

The dynamic potential energy

Surfaces for the p-H collision.
The collision energieé are giyen on
the right and log and 163 static po-
tential surfaces are included for re-

ference.
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each step in the calculation. In spite of this inaccuracy in the surfaces

' some interesting gqualitative features were demonstrated by these
calculations. '

A usual theoretical approach for low energy collisions is to
assume the adiabatic approximation (163) in which it is taken that the
two colliding systems interact so slowly that the static molecular eigen-
" functions for the whole system adequately describe the electronic wave
function; that'is,'the poténtial energy surface for the interacting
system is taken to be one of the static molecular potential energy sur-
faces of the whole system. This approximation has not been incorporatéd
into the GIP method and as demonstrated by the trial runs of Figure 6 it
is possible that the dynamic surface can be a combination of static sur-
faces. This method,in fact, allows one to include a number of electronic
states in the analysis of a system. This difference between the static
and dynamic approaches is reflected in the behaviour of the electronic
density during the collision. Whereas a method employing the adiabatic
. approximation implicitly assumés‘tne electronic density changes slowly,
.the GIP method is capable of handling collisions in which the electronic
density is constant during the collision (symmetry property checkginitial
electronic state loz or log) or cases such as that shown in Figure 7 for

the p-H low energy collision where the electron density fluctuates rapidly
(resonant charge exchange) into and out of the rearrangement channel. It
Vperhaps bears mention that the description of the orocess, particularly

in the interaction‘rcgion, is a characteristic of the basis set chosen;
and only the initial and final conditions are measurable. However, it is
sometimes useful to be able to describe the interaction in terms of a

"mechanism'". This often allows one to resolve which factors control the

.
~

reaction.
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A number of colliéiqns with non-zero impact parameters were run,
The especially interesting feature of these collisions were the trajec-
tories followed by the nuclei. TFigure 8 sh9ws the trajectory of a colli-
sion with an impact parameter of 1 au and incident energy of 5 eV. The
co—ordiﬁates are given in the laboratory frame. In particular, the strong
deviation from a linear path and the changing form of interaction - initial
and final interaction are attractive while intermediate interaction is re~
pulsive - are‘to‘be noted.

These studies, though limited, suggest the flexibility of the GIP
method. The consistency of the equations has been tested and the limita-
tions of one of the approximations emplqyed has been intimated. In as
much as there is no available experimental information on the p-H system
at.the collision energies discussed in this section, there was né effort

made to generate cross sections and other measurable quantities.
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Figure 7

Behaviour of the electron density during the

collision for p = 0.
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Figure 8

A typical trajectory produced by the general-
ized impact parameter model in low energy
scattering. The co-ordinates refer to the

laboratory frame.
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V.4 Photodissoéiation'of'H;'and p-H High Energy Collision

The system of equations developed for, the low energy p—ﬁ colli-
sions is used to analyzé tﬁo otherlprogéSses. Though the major portion|
of this work was done by B. Corrigall,‘thé results are of interest to
- the present thesis and.will be briefly présented. For more details the
reader is referred to the thesis of B. Corrigall (104) or the paper(s)
by Corrigall and Wallace (105, 106). ‘ '

.The first process to be discussed is the photodecomposition of
H;. This can be simulated in the generalized imﬁact parameter method
- by setting the nuclei at the equilibrium-separationvfor»the ground state -
'lcgvand putting the system invthe electronically excited state 103
(Ffank—Condon transition). By following the evolution of this system
with time, one can estimate the life-time for the excited.species which
turﬁed’out to be of the or&er of 10_14 sec. This quantity was of some
interest to ane of the researchers, R. Wallace, since he had previously
developed an expression for thevpfééability of photodecompostion involv-
ing this lifetime (107), a quantity very difficult to calculate analytic-
ally or meaéure experimentally.

The other study of the p-H system undertakep was high energy
scattering. This parficular.system was chosen so that the GIP method
could be compared with both experiment and other models.

‘Some extension of equations is required to analyze this system since
the translatioﬁ mode ofbthe electrons becomes significant in high veloéity
encounters. In fact, it is pointed out by Bétes and McCarroll (131) that

the usual electronic eigenfunctions for the hydrogen atom do not satisfy
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the time—dePehdent Schrédinger equation even asymptotically for this sit-
uation. Without going into a detailed derivation of the new equations
for which one may refer to (104) and (106), the proper time dependent

.

form of the electronic wavefunction is

XS 0> = [0%exp (-1(ES + w2, + V2 + v2 )t}
]

3zl
8 8 8

x exp(+iv ;x/2)exp(;iv";y/Z)exp(;iv zf2y - (V.18)
: x] ‘ A zj .
where'{l¢§>}bis‘the“set'6f stationary eigenfunctions of the hydrogen atom
and vxj’ vyj’ sz are the translational velocities of the electron in the

X, Vv, z directions. Then (V.18) takes the form

db = N1 {-i ¥ - Ny - dRIBF G NBND = - (.19)

The only change other than the matrix elements is the introduction of the
matrix v which is diagonal with its non-zero elements being v§/8, where
vj is the translational velocity of the electron in state j.

'fﬁere are some practical considerations that bear mention. At
high energies the two nuclei appréééh' quite closely in the case of
zero impact parametér collisions. This forces the usé of ‘a small step
size in the numeric integration and gives rise to extremely long com—

putation times. It was decided, therefore, to restrict the study. to
two representative cases.

First, a‘series of calcrlations were performed for a variety of
impact parameters at 20 KeV. It was fbﬁnd that, aithough the total ex-
change prébability did not beéome indépendent of impact.parameter, the
variation with change in impact parameter became quite small at small
impact parameters. This observation is important since it was also found

that only extremely small impact parameters would lead to scattering

°

-,
"
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angies of the order of degrees(  Helbig and Everhart's expefimental
measurements were at scattering angles of the order of a degree(108))
énd computation time increased drastically:as p>0. Since the total ex~--
change probabilites at these small impactrparameters would mot be
significantly different from those at larger impact parameters in the
region in which the abové condition appiied, a series of calculétions
were pgffdrmed‘for collision energies of 2,;43'8; 14, and 20 KeV in
which the impéct parameter was rédﬁcedluhtil the total exchange prob-
ability chéhged insignificantly with variation of the impact parameter.
“The results of this series of calculations is presenfed in figure 9
along with the experiﬁental results of Helbig and Everhart(108) and the
original calculations of Wilets and Gallaher(95). Although the number
of points calculated by the GIP method is limited, the agreement with
- experiment is excellent, particﬁlarly in matching the oscillatory depend-
eﬁée on the impact parameter of the exchange probability.

Finally, the cross section for a given excitation or exchange

process from level i to level f was calculated from the equation
S -
Oi->f 217 fO dp p Pi->f (o, Ep) ) (v. 20)

\where P. is the probability of excitation or exchange from level i
\ if

Lo

to level f and is defined

Pir = [B§ (R==) |2 | (v.21)
It is a function of impact parameter p and'incideht proton energy Eb.
b%(R;w).is.the asymptotic coefficient of level f in channel ¢ after

the collision. A number of cross sections were calculated from the 20 KeV

series of calculations and are tabulated in in Table 1 along with ex-
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pcrimcntal mcésuremen;s and resulcsvof_other calculations. In this
case the superiority of one calculation over all otners is not apparent
but the GIP results are as accurate as any:of the other calculations
présented.

As can be discerned from Table 1, a fair number of calculations
have been attempted on this system (95-101) with a variety of results.
The work of Galiaher'an& Wilets(96)'u$ing Stufmian functions produced
"significantly better results than previous célculations-using-hydrogenic
functions but recently Rapp et al (99,100) have reexamined the use of the.
hydrogen£c basis set and, though plagued by“ccnvergence difficulties for
. certain conditions, they felt their calculations compared favorably with
-experimcnt. However, the quoted data of Rapp and Dinwiddie (100) does not
correspond with that of Table 1 nor do they elucidate on the source of
- their data. It is assumed by the author that the corrections suggested by
‘Kaupilla et al(109) have been incorporated. Since the study reported here
predates that of Rapp et ai'(99,100), comparisons were originally made only
to the work of Gallaher et al (95;96,98). At that time it was felt that
the calculations using the hydrogenic basis set and GIP method compared
favorably nith these calculations. The pocr recults,of (95) using hydro-
genic functions were not understood since the GIP calculation indicated
that the linear trajectofy, constant velocity approximation was approp-
riate, and it was concluded, assuming‘theccalculétions were. accurate, that
~ various terms were improperly coupled. Recently, Rapp (100) reported
that there were numeric errors in the work reported by Wiiets and Gallaher
i(95) which explainsAthis particular inconsistency.
In conclusion;_Fhé verificcciOn and improvement of experimental data

would make it possible to decide which approach is most accurate. The

-,
~
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repetition of the calculations carried out with the generalized impact

parameter method using a more accurate G matrix is suggested, but there
is little point until better experimental

information is available.
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Figure 9

. Electron exchange ﬁrobability as a function of

incident proton energy.

~— o0 —— curve through experimental points of

Helbig and Everhart (108).

the calculation of Wilets and Gallaher (95).

X the generalized impact parameter calculation.

e




Excitation (D) and Charge Exchange (E) Cross Sections in Units of 10717 cm 2.

Table 1

Process Linear~Trajectory Approximation with Generalized Experiment L-T Approx.
Impact Parameter
Hydrogenic Pseudo-~state Sturmian MWdel Rapp (100)
Basis (95) Basis (98) Basis (96)
2s(D) 1.076 0.943 1.3 3.400 - 1.12
N@Nadv 1.816 3.425 4.6 3.577 4,5 1.18
1s(E) 38.730 41.400 40.0 47.950 - 40.4
25 (E) 3.327 3.760 3.6 4,002 4,2 3.4
Nvmﬁmv 1.085 1.633 3.2 2,531 3.1 ) .66

The values for the hydrogenic and the pseudo-state bases are from a tabulation

in reference 98; the experimental values are from the work of Stebbings et al

(94), except for the value for 2s(E) which is from Figure 4 in reference 95.
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V.5 Significance of the p-H Study

In as much as this was the first use of the GIP method, two major -
areas of concern were examined in this study of the p-H system; the con-
sistency‘and flexibility of the GIPlﬁethod, and its ability -to pfoduce a
realistic description of a physical situation.

To demonstrate the consistency of the GIP equations, tests were
run on Symmefry conservation and invarience to time reversal. Both pro-

' éertieé‘wefe exhibited by the SOiutions'found By‘the'GiP method. The
flexibility of the method was established in that it was shown that the

GIP method could simultaneously evaluate the importance of a number of

electronic states in a collisional process, handle non-linear trajectories,

non-exchange, and exchange processes.
| In addition, the crude approximation taken for thé matrix G was

tested thoroughly and found to be not quite adequate, particularly for
very low energy collisions. This observation lead to a more careful
treatment of this matrix in the following studies.

The calculation of the photodecomposition lifetime is indicative
| not only of the flexibility and range of processes that may be analyzed
using the GIP method but also of its ability to produce at least a quali-
Qgtive estimate of én elusive physical quantity.

Thg study of the high energy scattering of the p-H system, though
quite selective and restricted in range of energies and impact parameters
studied, did show that the GIP methodvcould producg numbers just as mean-

ingful as those produced by other methods, and relatively good agreement

with known experimental results was demonstrated.
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These positive indications of the method's accuracy and flexi-~
bility lead to its utilization in the étudy of molecular processes.

These studies are reported in the next two chapters.

!
i




Chapter VI

CIS-TRANS ISOMERIZATION IN SIMPLE ETHYLENES
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VI.1 Introductory Remarks for the Ethylene Study

The theory of cis-trans (CS) isomerization of ethylene compounds
has received considerable attention in recent years ( 110-112 ), Ex-
- perimentally CS isomerization is induced by direct photo-excitation of
ethylene or indirectly by the use of various "triplet sensitizers". The
process can be considered to be an intramolecular rearrangement in which
a molecule in an excited electronic state transfers energy to other modes
in the molecule in order to return to a stable ground electronic state.
These types of processes are termed non~radiative transitions and are
broken into two classes (113). Transitions between states of the same
spin multiplicity are called internal conversions while those between
states of different multiplicity are termed intersystem crossing. Both
mechanisms will be considered in this study.

If we accept the commonly held model for cis-~trans isomerism
(110, 111, 112) which, tb a large extent,‘is a semi-intuitive rational~-
ization of experimental_iﬁformation related to cis-trans ratios, etc.,
there‘remain many questions which are incompletely or unsatisfactorily
answeréd. For example,-

i) In éhg case of the simple ethylenes, does phdto—induced isomeriza-
tion proceed via sl 5 g0 or by sl > 1l 5 507 1t would appear to be tac-
itly assumed on "minimization of energy" criteria aléne that the molecule
will get into T} from which it will have little difficulty in crossing to

s0

’

ii) The current model includes only rotational distortion of the methy-
lene groups, even though it is realized that relaxation from the Franck-

Condon excited state st (C-C distance that of the equilibrium configura-
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tion of S0) will involve extenéion of the C-C bond to single bond length
with resultant CvC vibration. One might ask to what extent such vibration
will be important in the isomerization. |
iii)- It would éppéar to be assumed that iﬁ the sensitized reéctions the
action of the sénsitizer is to produce the Tl state of ethylene which then
decays via a unimolecular mechanism. However, there is experimental evi-
&ence which indicatés that it is highiy unlikely that the felaxation pro-
cess is"this Simple; Therefofé; a model studj of ethylene like systeﬁsl
was undertaken in an attempt to resolve some of these questions,

There were two major reasomns for modélling rather than dealing
with this problem in an exact manner. First, the system is of such a size
that the order of the electronic energy levels has not been resolved by
a éeries of ab initio calculations, Secondlxtheré are so many degrees of
freedom in the original problem that to deal with them all simultaneously
would probably obscure which modes were of importance to the relaxation
prbcesses.

The specifics of the model are given in the next section. However,
some comments on the limits of this model might be éppropriate. The treat-
ment of the electronic state is extremely simplified, in fact almost naive.
This results in an inability of the model to examine the slo1l process
since the distribution of the two states is indistinguishable in this
simplified approach. Also the use of such simplified excited states may
.result in certain modes of possible de—excitation_beiﬁg neglected by being
absent from the model.

However, on the other hand it was possible to make a fudimentary
evaluatioh of the lifetime for the decay processes 51550 and 1150, - Also,

the role of the vibrational and rotational modes of the methylene groups

-,
Y

was examined.
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VI.2 Development of Ethylene System Equations

Noting that the ethylene system consists of twelve electrons
and six nuclei, it does not take much thought to realize some simpli-
fications will have to be introduced to have a computationally manage-
able system of equations. This point is emphatically demonstrated by
the molecular orbital calculations performed on this system. One of
the originalacalculations was done by Mulliken and Roothaan (114) in
which semi-empirical methods were used to calculate the various energy
levels for varying configurations of the molecule in a determination of
the energy barrief for thermal cis-trans isomerization. More recently,
Robin et al (115) and Buenker et al (116, 117) have performed calcula-
tions on this system. Robin (et al) has reviewed the various assign-
ments of the "mysteryband" and presented his own aésignment. Buenker's
calculations give another explanation. Other calculations are available
(118, 119). Most interestingly, Levy and'Ridard (119) conclude that
energy criteria alone are not going to resolve thé dilemma presented by
the myriad of conflicting ;alculations.

Having no desire to become involved in such a controversy, and
realizing that practical considerations would not allow the use of such
complex functions as those employed by Robin or Buenker, it was decided
that a simplified model of the ethylene system would be employed.

The model chosen has the féllowing features:

1) the nuclear behaviour is treated as a two center problem, with each
center having ﬁhe mass and Inertia of a methylene (CHé) group fThe
two types of motion which will be considered relevent to cis-trans

isomerization are:




/
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a) Rotation of one methylene group relative to the other,
characterized by angle a and velocity w.

b) Vibration of one methylene with respect to the other,
characterized by the carbon-carbon bond length R, and
velocity v.
The co-ordinate system is shown in figure 10.
2) Only the pi (m) electrons are trea£ed explicitly. The sigma bond
(C-C) is represented by an empirical function.
3) A one-electron (semi-empirical) treatment is employed in the w
electronic description.

This simplified description of the ethylene molecule was moti-
vated by the assuﬁption that photo-excitations primarily involve the pi
electron system and the success that has been achieved by theories which
consider only the pi electrons (51). This choice of model is reflected

by the Hamiltonian having the form;

H=H0 + V%0 +E_ , : (VI.1)

where H® is the usual Bornj0ppenheimer electronic Hamiltonian including
electrostatic nuclear iﬁteractions and VSO is the spin-orbit interaction
for the n electrons while Eg describes the behaviour of the other elec-
trons.

The appropriate basis set of single electron functions which are

consistent with the level of treatment being considered are the eigen-

functions of the one electron operator'Hi where

0.y yo
H E Hi ' (V1.2)

These functions have the form

> = N {lpy,> + o>} | (V1.3a)
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l'n'*> = N* {Ipxa> - lp;{b>}

|
|
|
\

|

|
(VI.3b

The form of Hg, N, N* and the Slater functions {!pxi>} are give

in Appendix E. The basis set of multi-electron functions that will be

employed are the Slater determinants.

|S°> = Iw ﬁl
Ist> = 2712 g]q 3% - |7 o*]}
lTi> = |m %]
ITd> = 27M2 (|n %] + |F v*[)
EIRIEY
where 7w = |m>|a>
T = l'n'>|8>

(VI1.4a)

(VI;4b).

(VI.4e)

(VI.4d)

(Vi.4e)

|a>, and |8> being spin functions. Using (VI.1l) and (VI.4) and noting

that the set {¢j} defined by (VI.4) is an orthonormal set, equation (II.8)

becomes
= ~Is o) . S0
db = -[1 HO+1 V% +uG, +vGlb
where

B (1,3) = <45 [H° + 854 Egles>

VSO (1,3) = <¢;|VvS0[¢4>

<(bil('act)r,R,thh)

Gy (1,3) i

G (£:3) = <051 Cp)y o 104>

To reduce the computation time of the calculations the transformations de-

(VI.5)

(VI.6a)

(VI.6b)

(Vi.6c)

(VI.6d)

fined by (II.20) and (II.21) were applied to(yI.5) using the transformation

matrix

'—[-] (i,j) = ei(Eo.'l‘C)t Gij

(Vlj7j

where C =-3.46. 'The resulting equation is identical to (VI.5) except that
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Figure 10

The co-~ordinate system used to describe electronic and nuclear

motion of ethylene with xé = x cos a + Yy, sin a, and X, = %







' HO is'repléced by

B =H - (B +C) I ' | (V1.8)
where I is the-identiﬁy matrix., . |

For tﬁe explicit form of the matrices of (VI.s) refer t§ Appen-—
dix E. The mean internal molecular energy, excluding nuclear kinetic energy,
. is found by substituting (VI.8) into (II.14b) and is given by. the equation:

E(a,R) = C + E| (d,R),_+ E_ (a,R) ' (VI.9)
where
E, (@,R) =b" @'+ V%) b

The empirical fﬁnction E; was chosen by fitting E to the results

obtained from CNDO/2 calculations (58) choosing aa E; = 0. Then

Eg (0,R) = Eg (R) = -12.575 + 0.446 (R-2.92)2 (VI.10)
The resultant potential energy surfaces for the first two states are shown
in Figure 11. It is to be notéd that the simple molecular orbital theory
used in this}study does not give the correct Tl, Sl_energy separation.
This inéccuracy was corrected empirically and will be discussed in a later
zsection.

The motion of the nuclei can be analyzed_conveniently in the cen-
gér of mass and center of inertia frames in which only the relative mo-
tion of the two particles are considered (121,122), The nuclear co-ordin-
ates'(a,R) of Figure 10 are convenient and using (II.28)

deR = v » ¢ | (VI.1lla)

deo = w S © (VI.11b)

dev = -1 [9 E; + 3 E ] IR : (VI.1le)
Hen, |

dw=-1, BBt E) (VI.11d)

CH,
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Using (VI.10) and (II.11)

dv=-1  {0.892 (R-2.92) + b* {0 H + [C,, HI}ID (V1.12a)
UCHZ
= - +
d 1 (" {38+ [G, HI}b (VI.12b)
I
CH,
where H =

HO + VSO, [A,B] is the commutator of A and B, and UCHZ and

IéHz are the methylene reduced mass and reduced inertia respectively.

It was found that the variation of VSO was so slow that the approxima-

tions 9 VS0 = 3, VS = 0 were reasonable.

This completes the derivation of the equations describing the
model ethylene system for equations (VI.5), (VI.lla + b) and (VI.12) are
a complete set of differential equations which can be solved by the method

described in Chapter III.
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Figure 11

Born Oppenheimer potential energy surfaces for states sO and

sl (Energy contours in atomic units).
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VI.3 Direct and Indirect Coupling. Structure of the Coupling Matrices

This section deals explicitly with the various matrices occurr-
ing in Equation (VI.5). Since the elements of the basis set (VI.3) are
eigenstates of Hg, it follows from.(VI.Z) that the matrix H is diagonal.
Thus, if Yso was negiigible and w and v were zero (stationary nuclear
configuration) each state (each bj) would simply change its phase in
time but there would be no flow of probability from one state to an-
other. All transitions occur via the matrices Yso’ Ea and ng If a non
zero matrix element between two states a and b exists in any of these
three matrices, one says that a and b are directly coupled. Even if two
states a and ¢ are not directly coupled, it is still possible for level
¢ to be populated from level a, but only if, say, a is directly coupled
to b, and b is directly coupled to c. One refers to this type of coup-
ling as indirect.

It is to be noted from the precéﬁﬁing_statements and section II.3
that (VI.S) has been ob;ained by the use of the orthonormal, adiabatic
basis set (VI.4). The discussion that follows is inherently dependent
upon this choice, and the analysis that follows reflects the usefulness
of this representation.

It is interesting to note the "selection" rules which apply to
direct coupling. Since the éperators occurring in ga and QR act upon the
wavefunctions as spin-independent one~é1ectron operators, ga and QR can
only couple states of a given multiplicity to other states of the same
multiplicity, S++Sl, T++T1, etc., In no way, for example, can nuclear
motion couple T! with sO. Similarly, VS© can only couple states differ-

ing in multiplicity, S with T, etc.
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In the present studies, there are two specific processes of in-
terest, namely s180 and T1«»80., Because direct coupling for both of
these processes is small, indirect coupling is essentially negligible.
This permits one to study Sl++SO and Tl++SO separately. In itself, this
is largely a matter of convenience, as it allows one to employ only a
partial basis set which makes the dimensions of all matrices smaller and
this in turn greatly speeds computations. Hence, in the computations
which will be reported, it is considered that sl«sg0 proceeds via ga and
Gy and Th80 via VSO,

51«50 Coupling:
Because ga and gR are anti-Hermitian matrices, their diagonal ele-

ments are zero. The off diagonals are given in Appendix E but are re-

peated here

~§%1 o = §g081_= S sin oL/Zl/2 (l—Szcoszot)l/2 (VI.14)
—g%lso = ngsl = A cos oc/(l—Szcoszot)l/2 (VI.15)

S and A are integrals which are solved in Appendix E. Expreséions (VI.14)
and (VI.15) are interesting since they show the features of the slss0
coupling. Vibrational coupling is strongest at 0° and zero at 90° when
sl and SO are degenerate. As céupling(is usually only signifigant when
two energy levels cross or lie close to each other, one would expect (and
find) that vibrational coupling of sl and S° is not important. (This does
not mean that vibrational motion itself plays no role in cis-trans isomer-
ism as shall be seen later), The angular‘coupling on the other hand is

strongest at 90° where the levels are degenerate for all R. As it happens

this is also where w is greatest for the sl state, so that one expects
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strong coupling of 51+5° when the methylene groups are at right angles.
71550 Coupling:

In terms of the basis set employed the only non-zero matrix

elements are between Ti and S0 for which
SO0* _ SO
Vap = Vi3
= iz 1 <Py |73 [P >s1n o (VI.16)

23/2 (137)2 (l—Szcosza)
Again it can be seen that the coupling depends upon sin ¢ so that this
interaction is similar in form to the angular coupling in sl«>g° except

that the magnitude of the coupling is not velocity dependent.
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VI.4 Transition Probabilities

The procedure by which one studies transition probabilities us-

ol
§* is relatively simple. At time zero, the system is

ing equations (V.§)
put into a given state with unit probability and some given nuclear con-
figuration, then the iterative solution of the equations is initiated.

The nuclear configuration alters due to the forces acting on the nuclei,

and as nuclear velocities develop, so coupling occurs between different

. \J
electronic states which in turn alters the probabilities (thelbj]2 s) of

these states. The output from the program consists of state probabilities,

nuclear configurations, nuclear velocities, energies etc. as a function
of time. Accuracy of computation is again assured by energy conserva-
tion and stability of the solutions with respect to time reversal.
Interpretation of the transition probabilities obtained using
the present model in which the nuclei move as classical particles is
somewhat complicated. fhis is well known; however, and is common to
all methods employing poiﬁt particle descriptions of the nuclei. The
difficulty arises because the transition probabilities for all points on
the nuclear trajectory are not equ#l. This "inequivalence" causes the
transition probability fo exhibit irregular fluctuations as a function of
time as shown in Figure 12 for the 5180 transition. The frequency of
these fluctuations is of the order of 10_14 seconds which is somewhat
shorter than the 10”12 seconds which oﬁermight consider to be of the
order of a collision time. What is physically relevant is really the
"long time" or "average" transition probability which reflects the passage
of the nuclear configuration through all energetically accessible trajec-

tories as illustrated in Figure 13. It can be seen from Figure 12 that
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Figure 12

0., R, variable. No collisional deactivation.

S ++SO exchange probabilities due to nuclear motion as a function

Actual exchange

Average exchange probability corresponding to (a).

1
of time.
(a)
probability.
(b)
(c)

(&

o, R, variable. With collisional deactivatioh.

o variable.

R fixed.
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this average increases linearly in time, at»least for the interval of
time studied. This means tﬁat the transition probability per unit iime is
constant. | |

These fluctuations of the transition probability are an inherent
manifestation of the CIP method which, in solviﬁg a problem, examines the
moment by moment changes in the coupling terms and reflects these changes

in the transition probability.'

The Sl++So Transition

Three separate types of calculations were performed related to
the slesg0 transition.

The first run permitted énly the angle o to vary as a function
of fime, the carbon-carbon diétance being fixed at the equilibrium inter-
nuclear distance of the excited state Sl. This run was considered to be
compérable to the commonly accepted qualitative model.r

. The second calculation permi;ted both o and R to vary as func-
tions of time and started out by aésuming a direct Franck-Condon trans-
ition from the equilibrium configuration of SO vertically upwards to Sl.
In this run the total molecular energy lay qut above the rotational
barrier height so that rétation by nv was possible. This run was con-
sidered to simulate unimolecular rearrangement in the absence of collis-
iénal deactivation.

Thg.third run was similar to the second but started out by pre-
suming that the molecule in state S1 had been collisionally deactivated
and possessed only 0.02 eV of energy above the bottom of the S well.

The trajectory for this run is shown in Figure 13. The average exchange
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probability as a function of time for the above three runs is shown in
Figure 12. Rather than discuss these transition rates themselves, it is
perhaps more appropriate to discuss the sl decay time, t1/2 (Sl) for

the various calculations. From the slopes, these were calculated to be

as follows:

1
RUN ty/o (8
i) o only . 40 x 10-12 sec.
ii) o, R, no deactivation 2.6 x 10712 gec.
iii) o, R, deactivation 21.8 x lO'12 sec.

It can be seen from these figures that it is necessary to consider vibra-
tional as well as angular motion to account in quantitative terms for the
transition probability. Decay by a molecule which is not collisionally
deactivated is seen to be about ten times faster than for ome which is,
the reasons for this undoubtedly lying in the higher average velocities,
w and v, in the former.

An attempt was made to rationalize the importance of vibrational
motioﬁ by plotting nuclear angular and vibrational kinetic energy (Figures
l4a, 14b) as functions of time and comparing these directly with the ex-
change probability (Figure 11).

Some features of the relaxation process are obvious from such a
comparison. These are:

| i) The cis-trans isomerization time (Figure l4a) is about 2.7 x
10-14 sec.
ii) The period of one C~C vibration (Figure 14b) is about 1.9 x

10-14 gec.
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Figure 13

Nuclear trajectory for the collisionally deactivated calcula-

tion from zero time to 2.5 x 10"13 sec.




- 8lo<
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iii) There is an exchange between angular and vibrational kinetic
energy as one might expect from the shape of the sl potential
surface. .

iv) There is no obvious correlation between high or low angular
or vibrational kinetic energy and electronic relaxation
(Sl++SO) probability.

The conclusion would then be that the vibrational mode of motion simply

serves as an energy sink for electronic energy as it is converted into

nuclear kinetic energy during the relaxation process.

The T1>s0 Transition

The probability of exchange between Tl and S0 is expected to de-
pénd to a considerable extent upon the nature of the crossing of the Tl
and s0 energy surfaces. As mentioned earlier, the level of MO theory
employed in this paper does not lead to the energies of the sl and T
stétes being different. On the othef hand,it is known that the T; state
lies between the SO and sl states in eneygy. This was taken into account
in the present calculation in a somewhat ad hoc fashion. The Tl energy
surface was simply lowered by subtrac;ing 0.137 au from the Sl energy.
This separation was choéen.so that, af;the ground state equilibrium

configuration,the relative positions of the three energy levels agreed

with the assignment of Turro (110). Other choices are possible, for example,

one could preferentially use the energy level assignment of Parr (51) or

‘those given by Buenker (56). However, the final Tlsgl energy separation

would not likely vary by more than ten percent from the present assigmment,

no matter which approach was employed. Though this factor will effect the

]
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Figure l4a

Angular kinetic energy T, as a function of time.

Figure 14b

Vibrational kinetic energy TR as a function of time.
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‘results:somewhat; thé_quélitétivebbéhaﬁiour.would-not be effected a great
deal.

A run was éarried out with the systeq-initially in the T1 state
énd SO0 state's nuclear equilibrium configuration. Both o and R were
allowed to vary with time. The calculated exchange probability in this
case was somewhat more difficult to interpret than for s1«>s0 coupling
since the fluctuations in the exchange probability were much larger than
before and a "long-time" average could not be obtained. The oriéin of
these fluctuations is not difficult to comprehend, and depends upon a
strong relationship between the relative phases of the electronic wave-
functions and the detailed nature of the nuclear trajectories. Ideall&
one should average over all allowable nuclear trajectories (phase aver-
age of classical motion). In practice this difficulty was overcome by
carrying out a set of four calculations in which the initial angular
velﬁcity of the nuclei was given slightly different values, This had
the éffect of randomizing the trajectories. An average exchangé proba~
bility was computed simply by aveféging the exchange probabilities from
} each separate run. The resultant average showed much sméller fluctﬁations
than any inéividual run and did increase linearly with time. tl/Z(Tl++so)

was calculated to be 1.99 X 10~9 sec.
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Vi.5 Discussion of Results’

To ascertain the significance of this set of calculations, one
should examine the physical implicatioﬁsvof the approximation employed
to develop the model. There were three major approximatiors taken in
this particular study.

First, the nuclear behaviour was described in terms of only two

-variables, This forces the neglect of distortioﬁs in the methylene
groups. However, these motions are usually considered minor in impor-
tance and their neglect would not likely result in a loss of physical
reality for the model. However, this treatment of the nuclear behaviour
does limit the model in that it cannot be applied airéctly to oddly sub-
'stituted ethylenes. There is also, of course, the question raised by the
use of a classical nuclear treatment which generally requires some Monte
Cgrlo averaging technique to produce meaningful results. However, in
the present study the expected range in the variables defining initial
conditions would be small, and Figure 13 demonstraﬁes that a large range
of nuclear configurations .are found in any given trajectory calculation
suggesting that the present study may not display the usual critical de-
\pendence on initial conditions that is a characteristic of classical
methods.

The more serious approximations with respect to the physical real-
ity of the model are those dealing with the electronic treatment. The
treatment of only th; pi electrons assumes that the sigma framework has
no role in the de-excitation. The use of a one-electron theory approach
implicitly assumes the use of semi-empirical methods. The accuracy of

such a description is certainly open to question.
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However, a more sophisticated treatment would prbbably be unman-
ageable computationally at this time, and the present model does provide
an estimate of the lifetimes of the two exdited states, andvsuggests some
of the factors which control this rate.

For ethylene it is difficult to compare theoretical and experimen-
tal results since the latter do not exist. Ethylene does not fluoresce
which me;ns that relaxafion,from fhe sl stéte'must be faster fhan 10‘9
sec. and the present result is certainiy consistent with that. The cal-
culated Tl«+80 relaxation time is of the correct order of magnitude.

In the case of ethylene itself it would seem from the model cal-
culation that unimolecular Sl<»s0 exchange is sufficient to éécount for
the observed relaxation of the photo-excited molecule. This might not
be the case, however, for substitﬁted ethylenes for which the moment of
inertia gpverning rotation about.the C-C bond is much greater than for
eth&lene itself. Regarding the Tlg0 ;elaxation process, it is doubt-
ful if unimolecular triplet-singlet coupling is sufficient to account for
triplet sensitizer cis-trans isomerization. It seems that the 1079 sec-
ond relaxation time is much too long and that éome other‘process such as
a bimolecular relaxation process invol?ing the‘sensitizer would take pre-
cedence. This might well account for the observed dependenée of the
cis-trans ratio upon the nature of the sensitizer. This possibility is

“the topic of study in the next chapter.




Chapter VII

INTERMOLECULAR ELECTRONIC ENERGY TRANSER

IN pi BONDED SYSTEMS
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VII.1 Introduction

In the last chapter only unimolecular photo-induced processes
were considered. There are, however, an important group of photo-induced
bimolecular processes which are called sensitized reactions (110, 111,
112).

The sensitized photo-isomerization of ethylene~like compounds is
considered to take place in three steps, these being:

1. the photo-excitation of the sensitizer, generally some aromatic com-
pound, to an excited state.

2. the transfer of the electronic excitation to the ethylene-like
compound.

3. the non-radiative deactivation of the ethylene-like compound.

The first step shall be considered to be instanteous while the third step

has been considered in the last chépter.

Therefore, the éresent concern wiil be with an analysis of the
second step Which is cleafly bimolecular in nature. However, little else
is understood. It is generally assumed that step one includes an inter-
system crossing, and that the eneréy transfer involves triplet states.
This aspect of the problem will not be considered in this study but in-
lstead it is the intent here to investigate the possible role of a "damped"
or short range coulombic interaction in the energy egéhange processes.

The system will be taken to consist of two of ethylene model
molecules of the last study which are fixed in the equilibrium configura-
tion for the grouné state colliding along their centers of mass. The
allowed states will be the singlet states considered in the previous in-

vestigation. since§ withinetheiapproximations.usedisin. the treatment’ of the
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etﬁylene problem,-the electronic distribution of the S1 and T! states is
identical; and the simple testing of the possibility.that energy exchange
between moleculeé could take place throﬁgh the interéction of éxcited

S
states seemed to be the first step in the analysis of step two. The
physicaliimplications of the constraints imposed on the system study
and detailed in the next sectionvwill be dealt with invthe_general dis—
cussion qf resqlts. |

As in the last chapter; this is a modei study, in this.case of a
four-body collision, rather than a quantitativé analysis of the collision
of two ethylene molecules. The lack of an accurate description of inter-
moiecular forces or tﬁe molecules themselves forces this choice. The
need for clarification of the reaction pathways and some qualitative
estimate of the time scale of this reaction validates the use of the
simple sﬁudy presented here.

Besides determining the feasibility of this reactionApathway, the
study'will consider the influence of changes in various physical quanti-~
ties such as:

1. relative orientation of thé two molecules during the collision.
2.  relative kiﬁetic energy.

3. energy of the excited electronic state of the sensitizer.
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VII.2 System Equations for Bimolecular Collision

To avoid unmanageable complexity and to be consistent with the

treatment used on the ethylene molecules, the following constraints were

imposed on the system of study.
1. Only energy exchange processes will be considered. No rearrangement

channels will be included in the treatment.

2. Each molecule will be taken to be a rigid two body rotor.

3. Only collinear collisions will be considered.

4, Only one class of geometries will be considered, those in which the
pi bond of moleéule 1) is taken to be fixed in the plane of colli-
sion, while the pi bond of molecule 2) is fixed such that itklies
parallel to the place of collision.

5. Only thé m electrons will be considered specifically.

6. A one-electron theory will be employed to deal with the electrons.

Applying these constraints, the electronic Hamiltonian operator may be

written

"H=H +H +V_ _+V ' (VII.1)
n € e 019,

where the symbol 7 is associated with molecule 1 of Figure 15 and € with
molecule 2. H_ and Hg are identical with the Hamiltonian of (VI.1) ex-
cept that the spin-orbit term has been dropped. The other two terms re-—

present the intermolecular interaction where Ve is associated with the

pi electrons and \ with the sigma electrons. The use of a one elec-

192
tron treatment and specific treatment of only the pi electrons forces the
adoption of semi-empirical and empirical forms for the operators Ve and

V0102 respectively. Their forms are
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Figure 15

A planar view of bimolecular system giving relative co-
ordinate systems for analysis of the collision,R is the
separation of center of masses while 0, is the relative
orientation of molecule one with respect ‘to the line
joining the two center of masses. 0oy is the relative
orientation of ﬁolecule 2.

Also the relative cortesian co-ordinate frames associa-
ted with the methylene center of masses are given. The
Pl bond of each molecule is taken to lie in the Z plane

which is common to both centers.
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Z(R

bR i)/ +
VT\'E—in n rin

e DD

2R ey (VI1.2)
n

and

2
Voyo, = [64(1/Ry3 + 1/Ryy + 1/Rp3 + 1/Rp4) + (5.27 - 3.67 sin ~a,)

2
*(6.10 ~ 4.26 sin "a )] 2.5 e—+66R (VII.3)

where R . is the separation of m from n, ry, is the distance of electron
i from nucleus n and Z(Rin) is an empirical function whose form is given
in Appendix F. The subscript i is associated with electrons while the
subscript n is associated with the nuclei (center of mass of the methy-
lene groups). For Rin it is taken that electron i is associated with
nucleus n,

The choice of basis functions becomes apparent by considering the
form of (VII.1l) at the asymptotic limit. Using (VII.2) and (VII.3) and
the exponantly damped form of Z(Rin) given in Appendix F, the asymptotic
Hamiltonian takes on the form

H (R ==) = H, + H_

The proper choice of basis set for HTr or H, has been considered in Section

VI.2. The resulting multi-electron functions for the two electron system
are given in equation (VI.4). Remembering that inter-molecule electron
exchange processes are not to be considered, an appropriate choice of

multi-electron function for use with the operator given in (VII.1l) is

lv, (1,2,3,4)> = [5°(1,2)>[s°(3,4)> (VII.4a)

v, (1,2,3,4)> = [50(1,2)>]s'(3,4)> (VIL.4b)

v.(1,2,3,8)> = [s7(1,2)5[s0(3,4)> (VIT.4c)
3

lv, 1,2,3,4)> = |sta,2)>]s1(3,4)> (VIL.4d)
l+ .
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where electrons 1 and 2 are associated with the 7 molecule and electron
3 and 4 with molecule €. Having defined the Hamiltonian and electronic
functions, the various matrices of (II.8) have been resolved and the

equations of motion for the electrons are defined and take on the form

deb = ~i[Hy + Y+ I Vg o 1b | (VII.5)
where

Ho(i,3) = <wilHn + Hele> | (VII.6a)

v(i,3) = <¢ilvne|¢j> ‘ (VII.6b)

and I is the identity matrix.
The neglect of exchange channels and restricted nuclear motion re-

sults in a null G matrix, and the electronic equations of motiom (VII.5)
are in the diabatic representation. The treatment of the ethylene molec-
ules as rigid rotors can be expressed analytically in the form

Ho = E | (VII.7)
where E is a diagonal matrix of constants‘whose values are given in Appen-
dix F. The size of these elements suggested the use of the transforma-
tions given by equations (II.20) and (II.21) to the time dependent basis

set by choosing

iE(, 50t

u(L,j) =e (VII.8)
Then (VII.5) becomes
1 |} T
db' = - 1Y + I V5 4,)b . (VII.9)

The mean energy of the system (excluding nuclear kinetic energy) from
(11.24) is

)b (VII.10)

— o~ + N
B = '™ 1+ + 1 V000
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Figure 16

Typical energy surface for o = 0° (¥y)
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The potential surfaces from (VII.10) are difficult to plot since E has
a dependence on three independent co-ordinates (the constraints imposed
at the start of this section reduce the number of degrees of freedom to
this number). For one co-ordinate fixedpa typical surface is given in
Figure 16.

The motion of the nuclei will be described in terms of the re-
lative co-ordinates of Figure 15, where R is associated with the rela-

tive motion of the center of masses of the two rigid rotors while al,

describes the angular motion of molecule 1 about its center of mass and

e, has a similar role with respect to molecule 2. The application of

Raff's (123) analysis of a four body system is given in Appendix G.
The total classical Hamiltonian for the system can be written

H=1/2 mv2 + 1/2 I w? +1/2 1, mg + E(R) (VII.11)

where m is the reduced mass associated with relative velocity v, I3
is the reduced inertia associated with angular velocity wlsIZ the reduc-
ed inertia for angular velocity wy ,and E(R) is mean energy given by

(VII.10). Then from (II.28) and (VII.11l) the nuclear equations of motion

are
dtR =m v (VII.12a)
dpoy = m w, - | ~ (VII.12b)
dta2 =nuw, (VII.12¢)
dv ==1/m 5, E®) | | (VII.13a)
dew, = - /11 3, E® (VII.13b)
dew, = - /1, 3, E®) (VII.13c)

2
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Substituting (VII.10) and using (II.11b), (VII.13) becomes

t

= - + '
dev /mb'™ (3" + 1 Y Vclgz)g (VII.14a)
- _ '+ ] '
dpoy 1/1; b (am1 vV+Id Vo )b (VII.14Db)
1 9102
_ 14 ' ' X
dew, = - 1/1, b (am2 V +1 aaz Vglcz)g (VII.14c)

The matrices 8XY' may be obtained directly from the elements given in

Appendix F and relations given in Appendix G, while the terms axvc can

192

be directly derived from (VII.3). The values for the reduced mass and

inertias may be obtained from Appendix G.
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VII.3 Structure and Spatial Dependence of Coupling Matrices

First, this section will consider the matrix equation (VII.9).
The analytic advantage of using the diabatic representation for this
system is that analysis of thé V matrix is a complete analysis of all
transitions in the system. For an arbitrary configuration of the system

the V matrix has the form

i<
I
O XM M

O M M M
MO O M
MO M O

where X represents a non-zero element. The transitions resulting from

the state couplings of such a V matrix can be presented pictorially

State
4 : \
V(3,4) V(4,3)
3 ]
9 V(2,4) V{1,3)] V(4,2)
V(3,1)
1 L V(2,1 L V(1,2)

Figure 17

From Figure 17 it can be seen that
a) State.1 and 4 are directly coupled to states 2 and 3.
b) State 2 and 3 are directly coupled to states 1 and 4.
fhe process of interest, electronic energy transfer or exchange of pro-
bability between states 2 and 3, (2-3) therefore depends on indirect
couplings rather than direct coupling as was the case with the ethylene
study.

" Therefore, the relative magnitude.and spatial dependence of the

various matrix elements will tend to be more signifigant than in the pre-
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vious study. For imstance, 1if

[¥3,4)|>>]v(1,2)]
the indirectly coupled channel 342 would play an insignificant role
in the process 2+3 since V' (4,3) = V(3,4) or state 4 would transfer pro-
bability back to state 3 preferentially. Since the magnitude of the
elements of V are dependent on the relative spatial orientation, the
effectiveness of the indirect coupling depends heavily on this factor.

Table 2 gives an example of each case.

Table 2
R 0q 0y v(,2) v(1,3) v(2,4) V(3,4) Case
8 90° 0o° 0.05 0.0 0.0 0.092 non-exchange
8 0° o° 0.067 ~0.067 -0.134 0.174 exchange

It is to be noted that Table 2 contains elements of the matrix

V defined by (VII.6b) rather than elements of the Y' of (VII.9). To

understand the effect of the transformation defined by (II.21) and (VII.S8)
two cases must be consideréd. If the complex phase factors of all elements

of Y' are the same, then the discussion of the previous paragraph applies.

If, however, there are differences in the complex phase factors then the
situation becomes more difficult, with the indirect coupling depending on
a number of equally importantklements. This problem will be considered

in the actual studies undertaken in the next section.
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VII.4 System Studies

Equations (VII.9), (VII.12) and (VII.1l4) are a complete set of
differential equations which quantitatively describe the behaviour of
the model system defined at the start of section (VII.2). To determine
the behaviour of the system it is only necessary to define the initial
conditions and apply the numeric integration method of section (III.4).
The accuracy of the solution is assured by checking for conservation of
the energy defined by (VII.1l). For later discussion it is useful to

define the quantities

Ty = 1/2 m v2 (VII.15a)

T =1/21 w? (VII.15b)

W 1 2 2 ' ‘

T, = 1/2 I, w? : (VII.15¢)
2 2

where TR is the kinetic energy associated with the relative motion of the

two centers of mass, Tw is the angular kinetic energy about the center
1

of mass of molecule 1 and-Tw is the angular kinetic energy about the
2

second molecular center of mass.

Two general system were examined, these being

1) AE_=AE
ﬂ

€
2) BE = .658F
where
AE =E -E"
AE =E_- EE*

with E“ and Ee being the mean internal energy of the ground states for
molecules 1 and 2 respectively and Eﬂ* and Ee* being the mean internal

energies for the excited states for molecules 1 and 2 respectively.
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For the first system a variety of initial conditions were em-

ployed since a strong dependence on relative spatial orientatioh was

expected. The results are tabulated in Table 3; Initial conditions

common to all runs were

0, =\0 (Tm1_= 0

wp = 1 %107 (T, = & x 1079
P(2) = 1.0
R = 30 au

The conditions that were varied are listed in Table 3 along with the

final probability for state 3 (P(3)) and the energy at the end of the

event in the various modes of motion available to the nuclei.

An examination of these results reveals rather complex depend-

ences and as a result few simple correlations. However, the following

qualitative features are noted.

1)

2)

3)

4)

The. initial kinetic energy TR hés a moderate and unpredictible
effect on the exchange probabiiity.

The variation of the initial orientation of the two molecules has

a strong‘effect on the exchange probabilities but the exact form of
‘the behaviour is not clear. In general, runs with small initial

angles Oy, G, have a large exchange probability.

Runs in which the kinetic energy TR is converted into the othef modes, that
is Tw1 and/or Twzlbecome larger, tend to have signifigant exchange
probabilities.

The time of a complete exchange process is of the order of 10~1L o

10"12 seconds.
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Table 3
Bimolecular System Runs

Common Initial Conditions:

0, wy =1 x 1072, P(2) =1, R = 30

FINAL CONDITIONS

Time
0y Qg T P(3) TR Twl Tm2 Elapsed (a.u.)
0° 0° .02 .846  .00697 .00196 .011 .4 X 10°
0°© 0° .01 445 .0052  .0040  .0004 .5 X 10°
0° 10° .01 916  .0029  .0048  .0026 3.8 X 10°
0°© 30° .01 .368  .0068  .0051  .0000 3 X 10°
0° 450 .01 .034  .0077  .0014  .0009 .37 X 10°
0°© 60° .01 .057 .01 0.0 0.0 .32 X 10°
0° 90° .01 .005 .01 0.0 0.0 .34 X 107
0° 0° .005 Bound - — - -
0° 90° .005 .017  .005 0.0 0.0

.4 X 105
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The third feature can be more fully understood from Figure 18b. First,
the energy transfef is taking place in the time of closest contact be-
tween the two molecules or near the turning point. Therefore, the time
spent in the strongest interaction region is lengthened (TR small for
longer time) and the relative spatial geometry changes signifigantly in
this region (Tw1 and Tw2 no longer small). Both these factors will en-
hance the possibility that signifigant coupling will take place. For>
runs in which there is no signifigant net transfer of energy from TR to
Tw1 and/or Tw2 it happens that there is little transitory transfer re-
sulting in a constant nuclear configuration and a collision which is
elastic in nature. .

Figure 18a reveals that the indirect nature of the coupling is
undetectible in the transition probabilities even in the interaction
region. This suggests that the intermediary state can act only as a
pathway from one state to the other and cén not be highly populated then
depopulated in turn which‘partially explains the strong dependence of
the exchange probability oﬁ the configuration since only a limited number
of nuclear configurations result in a V matrix with the proper structure
for such an event:;

The study of second system (A ETT = .65 Ee) waé guided by the re-
sults with the first system. Though not all of the initial conditions
used in the first study were run for the second system, the results were
conclusive. The probability for energy exchange in the second system is
negligible. This change can be understood in terms of thé transformation

matrix (VII.8) applied to the matrix V. The form of the resultant matrix

y' depends on AEw and AEE. The basi¢ feature to be noted is that changing
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Figure 18

£
The time variation of the probability for
states 2 and 3. Result is energy exchange
process.

The exchange of energy among the various

nuclear modes with time. The three curves

are: TR — e ——

T — e —
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'.I'.'w2
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A Eﬁ'produces a difference in the relative phases and magnitude of the
matrix elements involved in the indirect coupling. This change is en-
ough to result in a system in which energy exchange is improbable. That
this factor is that important can be discerned from Figure 19 which
shows the counterpart run of system one depicted by Figure 18. As in
Figure 18 there is an exchange of energy from the mode TR to Tm1 and

Twz but no large transitory or permanent exchange took place.
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Figure 19

For AE = .65 A E
il G

a)

b)

The chaﬁge in the probabili;y of state 2 with
time. Result is no electronic energy exchange.
Displays the exchange of energy amongst the
various nucleér modes with time. The three

curves are: TR —_— e —

T . — . —

w1

Tw2
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VII.5 A discussion of the Results

The purpose of this study, as was stated in the introduction, was

to determine whether short range coulombic ‘interactions could lead to

energy exchange processes. Since there is a dearth of information on
this topic it was felt that even the most simplified analysis could be
informative. Therefore, the present_model was developed which considered
only a fraction of the possible collisions possible for this system (rg-

sult of approximations three and four) and examined only the simplest

form of intermolecular interaction in the electronic treatment. There is
no question that thé iﬁtfoduction of other modes such as molecular vibra-
tions could reveal other channels leading to energy exchange and perhaps
modify or change the conclusions drawn to this point. Also,the use of a
more sophisticated electronic treatment might result in similar changes.
But neither of these extensions was possible at this time, and conclusions
were drawn from the present model. Again, Monte Carlo averaging was not
employed since the design of the model restricts the study to such a small
range of the possible collisions that such an approach.woﬁld not be fruit-

ful. Instead, the study included runs with selected initial conditioné,

\and two situations were examined, these being:
1) photo-sensitized cis-trans isomerizations in which the excitation

energy (separation of excited state from ground state) of the sensi-

tizer is the same as that of the ethylene molecule (A E1T = A Ee)'
¥
2) photo-sensitized cis-trans isomerization in which the excitation

energy of the sensitizer is much less than that of the ethylene

molecule (A E1T = .65A'E€).
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The results of system studies of the last section combined with
: _ |
the results of Chapter VI indicate that the short range electrostatic

coupling resulting from electron cloud penetration provides a channel

with a significant probability for cis-trans isomerization. Also, the!
reaction time has been estimated and is of the order of 10~11 seconds.

This result is consistent with the experiment in that no flourescence

is observed. Finally, the model displays the correct behaviour for chan-

ges in the excitation energy of the sensitizer with the transition pro-

bability decreasing with decreasing sensitizer excitation energy.

it is hardly possible to conclude that the mechanism utilized in
this model study is "the explanation" of the photo-sensitized cis-trans
isomerization of ethylene like molecules. Besides the basic drawbacks
of a classical nuclear model andthe related need for statistically aver-
éged trajectories the major question is the correctness of the semi-
eﬁpirical'and empirical treatments employed. However, the model is a
dynamic representation of the system which allows for the effect of nuc-
lear motion on the electronic transitions and the lack of both experi-

mental and theoretical information on these systems makes the present

model a welcome if limited investigation of these systems.




Chapter VIII

CONCLUSION




- 106 -

VIII.1 Some Closing Remarks on the Generalized Impact Parameter Method

The intent of this dissertation was to examine and evaluate
the applicability of a generalization of the impact-parameter method
to the field of reactive collision theory. Though the work is far
from definitive some conclusions can be drawn.

First, the method is extremely flexible. It was applied with
reasonable success' to the study of
a) vibrational energy exchange in the classical limit
b) high and low energy collisions involving electron exchange
¢) photo~decomposition
d) photo-induced cis-trans isomerization
e) bimolecular electronic energy exchange.
The results of each study correlated with available experimental data.

However, other aspects of the study were not so encouraging.
It was suggested in Chapter IV that the uée of empirical functions
should be avoided in that parameterization often proved not to be unique,
and this was in fact part of the motivation for developing the present
semi-classical method. Unfortunately, computing restrictions necessi-
tated the adoption of semi-empirical and empirical treatments for the
study of the more complex systems attempted. In fact, these treatments
tended to be "crude" or at best simplistic in naturevés a result of the
simple lack of employable descriptions of electronically excited stafes
and intermolecular forces. These two sources of difficulty are likely
to be around for some time. Also, the necessity for using a representa-
tion that.simplifies the electronic equations of motion has been demon-

strated, and the proper representation for a multi-channel problem is in
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general not apparent.

One other area of difficulty is associated with the classical
nature of the nuclear description. Of course, it invalidates the applica-
tion of the GIP method to any process in which the nuclear behaviour is
expected to exhibit quantum behaviour. More importantly, however, there
is a practical 1limit on the number of nuclei that can be handled. This
limitation stems f;om a quickly increasing number of variables whose
significance would have to be investigated.

These two general difficulties are related in that they both
reflect the difficulty of dealing with many-body interactions, and it
is unlikely that é totally practical solution will be found in the near
future.

The question then arises, should the GIP method be considered
further? The answer is conditional. As a method of analyzing rearrange-
ment collisions the answer at the present time would have to be no.
However, for studies of simple moleéule photo-decomposition and de-excita-
tion the method can suﬁﬁly simple dynamic models. In general, it is
éuggested that the GIP method can provide the framework for simple semi-

quantitative model studies of relatively complex systems.




APPENDICES
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A Definition of atomic units and their equivalence.

unit.of charge=charge of electron= 1 a.u. = 4.80296 x 10710 egu.

unit

unit

unit

unit

unit

of mass =
of length
of action
of time =

of energy

mass of electron = 1 a.u.= 9.1091 x 10~28 g.

Bohr radius = ag = 0.529167 AO,

= h/27

10

1l a.u. 2.42 x 10~17 sec.

1 A.U. = 27.2107 eV. = 1 Debye(D)
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B.1 Computer Hardware and Software Considerations

The University of Manitoba Computer Center has made available
to the university community the services of an IBM 360-65 high speed
digital computer. A schematic representation of the present system
(as of Aug., 1972) is given in Appendix B-3 as well as a definition of
various abbreviatiPns that will be used in this section. The computa-
tional capability provided by such an installationkis quite extensive
and is reflected in the facilities available to the user.

Besides, the necessary peripherals such as line printers, card
readers and core, there are available teletype and typewriter terminals
and adequate tape and disk storage.

Presently, the system is operating under O0S-MVT with the HASP
batch processing system. There is available to the user both time
sharing languages such as APL and time sharing systems such as TSO and
MUM as well as batch processing. A'large number of languages are avéil—
able for jobs run undef'batch processing but the present discussion will
be limited to the more pseful.

First there is the assembler language. This is the mést funda-
mental language on the computer other than machine language. It would

not be feasible to use this language exclusively for the programming

being considered here but specialized segments can be made very efficient

by use of this language. For language and system details one is referred

to the I.B.M. manuals (74).

There are basically three languages to be considered in scientific

programming, Fortran, Algol and PL/1 which are all high-level languages.
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A high-level language is one which the command words are operation orien-
tated rather than machine oriented, that is a high-level language is
largely algebraic in nature and its structure is independent of machine
specifics. Such a language can not be directly "understood" by a com-
puter but must be translated into machine language. Programs called
compilers are provided on larger computer'systems to do this task. Un-
fortunately it is the available system support in the form of compilers
and I/0 (inpﬁt—output) support programs, which de;ermines the usefulness
of a particular language.

Algol, the name being derived from algorithm, is probably the
most appropriate of the three for scientific programming. It is a
language which is consistent, flexible and completely machine independ-
ent in structure. Unfortunately, it was unfeasible to use this language
at the University Computer Center until very recently because the avail-
able compiler was poor and the I/0 supporf completely inadequate.

PL/1, a language established by IBM, is again a flexible if some-
what complex language incorporating the features of the languages Algol,
Cobol (a business oriented dat; management language) and assembler (75).
Unfortunately the language tends to reflect the hardware characteristics
of the IBM 360 system. Until recently, the compilers were slow and pro-
duced comparatively inefficienﬁ coding. Recently this situation has
. changed but compilation is still rather 1engthy and relatively expensive.
On the other hand the I/0 capabilities of this language are by far the
best of the languages considered.

Fortran, the first uﬁivereally accepted high level language is

still in common use in thé North American scientific community. Though
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the language is limited in command words‘and form, 1t is capable of hand-
ling numeric computations quite efficiently. It is limited, however, if
more complex operations such as algebraic manipulations are being consid-
ered. There are a minimum of three compilers available, WATFIV, IBM
Fortran level G, and IBM Fortran level H. In particular, the.Fortran H
level compiler produces very efficient coding, that is the operation

time is short. The I/0 support, though limited in some aspects, is com~
plete enough'for most tasks. (76)

This concludes this brief description of the University of Mani-
toba computing facilities except for the question of cost. Though the
academic researcher may not have to provide funds for his computer time,
the computer costs are indicative of the available comﬁuting capacity.
For this reason it is useful to estimate the relative cost of using
different approaches. The computer center bases its charges on a for-
mula which quantitatively relates the cosf of various hardware facilities.
This factor must also be given consideration before a final decision ig made.

Before leaving this section it ié necessary to mention unfortun-
ate features of digital computer hardware. In representing a real and
in particular an irrational number it is necessary to use a number of
limited length. This error is termed round-off error and can become'
signifigant in certain mathematical operations. The-iBM 360 has a hard-
ware based double-length word facility which can be used to minimize this
problem. Unfortunately resorting to this solution of the problem raises

the program operating costs.
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B.2 Selection of Numeric Technique

The most logical starting point is to find the Jacobian matrix
A since this would provide an analytic basis for the choice of a method.
However, the evaluation of A as defined by (III.3) requiresthe defini-
tion of f(t,y) or specification of the system of study and, therefore, it
will vary quite extensively érom system to system as well as for various
choices of (t,y). ‘Also,it soon became apparent that an analytic evalua-
tion of A is impractically difficult. Therefore, a first order estimate
was made by taking that

afj (t,y) / dyy = {f5 (t,y15 +++» yi + h, eees Ypn)
= £5 (£,915 «evs Yis» +ees Yyp)}t/h (Bi1)

and the eigenvalues of A were determined for a typical sysfem. It was
found that for argument (t,y), for which the system could be considered to be
in the intefaction region the dominant eigenvalues were totally imaginary.
This information combined with the stability diagram of Crane and Klopfenstein
(69) indicated that the Rﬁyge—Kutta methods were the most appropriate choice.

However, another important factor suggested the opposing choice.
It is easy to demonstrate that a dominate element in the computation time
is the evaluation of.the functions fi (t,y). Since predictor-corrector
methods on the average use half as many evaluations of the £; (t,y) as
Runge-Kutta methods of the same order, one would expect the former to be
the better choice.

The analysis being inconclusive, it was necessary to simply try

a number of available methods of both the predictor-corrector (66, 69)
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and Runge-Kutta (66, 70, 72, 73) types. On the basis of stability,cost,
and ease of use the Runge-Kutta-Gill algorithm (a fourth-order ﬁethod)
was chosen (66). A method could not be found which was signifigantly
more economic in the use of computer time. The lack of an error estimate
caused little difficulty since it proved possible to use physical con-
servation laws to check the validity of the solution.

The Runge-Kutta-Gill algorithm is a four step method which in-
corporates a round-off error compensation. The procedure can be ex~

pressed in fhe form

Step One (3.2)
kp =h £ (t5, yo)
91 =90 + 3 [1/2 (& - 29001 - 1/2 kg
1= Yo + 1/2 (&g - 2q0) |
Step Two
ky = h £ (¢ +h/2, y7)
g2 = a1 + 3°1Q - YU/2) Gy - gp)

- (1 - V1/2) ky

¥, =y + @ - V1/2) (kg - q1)

Step Three
k3

]

q3 = 9 + 3 .[(1 + V1/2) (kg3 - g9)]

- (1 +Y1/2) kyq

¥3 = yp + (L4 V1/2) (k3 - gp)
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ky =h £ (t, +h, y3)
44 = 43 + 3 [1/6 (k4 - 29,01 - 1/2 Kk,

Y4 = ¥3 + 1/6 (g - 293)

The results of step four is the solution (tl, y1). These can be sub-
stituted into step one, and the procedure repeated to give (tz, yo).
The q terms are related to round-off error correction. To start the

method one initially sets these to zero.
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B. 3 Basic core layout and machine configuration of the IBM 360/65 computer
The following discussion is from the August 1972 issue of

‘MERCURY, newsletter of the University of Manitoba Computer Centre.

The diagram on this page shows the way in which the 360/65
core storage is used to accomedate the various operating system mod-
ules, time sharing systems, and other programs. Core is split into

two main areas, these being the 024k of ECM (extended core memory)

or slow core and 768k of high speed core. Since some of the abb-

reviations used may be unfamiliar to the reader, the following ex-
paﬁsions are given.

MVT Multi-programming with a Variable number of. Tasks

LPA  Link Pack Area

HASP Houston Asynchronous Spooling Program

APL. A Progamming Language (time sharing system)

MUM  Manitoba University Monitor

TS0  Time Sharing Option

0s Operating System

ECM FAST

"MVT MASEEEPECHEDULER

154k - XMONITOR 130k
HASP 130k
HASP/0S READER 52k ( SB?ggztreams) 454k .
MM 106k
APL 170k
TS0 344k

UNUSED 68k OS NUCLEUS (rel. 20.1 184k
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Diagram 20 shows the configuration of the 360/65, that is
tha basic parts of the system, together with all the peripheral devises
and remote terminals. For an explanation of the use of the various

devises the reader is referred to the Computer Centre's library. The

extensive list of manuals that is required to document this computer

system would serve little purpose to the main intent of this thesis.
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Figure 20

University of Manitoba Computer Centre 360/65 Configuration.




J024R bytes .
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; Channel [g¢| Channel [op -
\ _ _ _ . 2319 2820 AMPEX 2841 2319 ' i
v - disk control NB.» control disk
1052-7 1442-N2 2501-B2 PDE-15 storage | | unit disk unit storage
: console card card | | computer : storage )
: punch reader (Fhysics) [130-7 e [236-8 [% 730-7
! 00H 00A [0 0c8 L . _ _
, . . 2301 2311 i
" 26002 ¢ drum disk
- -2 tape . ;
~ 2821-5 2944 . storage storage :
- control extender - — control unit ) ~
L .| unit . . - ;
Cocd oc2Toc3] [ocp | el 1co [290-3
T C - |
— 2703 _ ;
i 1403~N1 1403-N1 2944 2848-3 2260-1
] printer printer extender control -CRT's | transmission
m unit | . control
; | 00K [ oor _ 03 030-7 _Mblwuﬁ..m . T Dial 2741
M.\. I L - Leased 2741 2 2741's
- OMR 2821-2 1403-N1 |
! 2501~B2 control | printer . _ 8 - teletypes _l THX
; card unit
m reader g - 1050/2740"s 1050/2740 2 - 2770's
; folc _ 01 01E 2 - 2780's )
M . : BISYNC — 1o 9¢ 1o .
! . ) . 3 - badge readers - ¢
: 1 ~ card punch - 1030 '




B4 Program Logic and Design

A number of different programé were employed to deal with
the systems analyzed. However, there is a common design to all the
programs used and this is presented in the form of flow diagrams in
figures 21 and 22. The first figure presents a macro logic flow chart
for the whole program while the second'diagram presents two typical
micro flow charts for subblocks of the program. The other micro flow
charts can be easily constructed by reference to the appropriate eq-
uations.

Most of the programs inéorporated a time interupt system,
that is the program could be regtarted without ioss of the results ac-
complished to that point. This was neéessary since the CPU time for
integration of the equations for some systems was quite extensive, and
the job could not be done in one step. This feature was achieved
writing intermediary information on a permanent disk data set and re-
trieving the same to restart the program.

Although some programming was done in Assembler language the
majority of the coding was done in Fortran IV. ~As a number of peri-
pheral devises were used, the Job Control Language (JCL) was rather
extensive. The aid of the Computer Centre staff in this and other

matters too numerous to mention is gratéfully acknowledged.
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Figure 21
Total Program Macro Flow Chart

The major steps (blocks) and their interrelations are illustrated graphically
AE is the error in the energy in a given step.
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Figure 22
Typical Micro Flow Charts
(a) Read Block

(b) Write Block
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C _Equations of Motion for Classical Molecular Models

Rewriting (IV.8) in cartesian coordinates the equations

take the form

de x5 = p /M3
de yi=p /Mz
dt zi=p /M:

' i=1,n \
de pX= _aii{ v@E) B .

de pY = -3Y V(@) , .
i i .

dtpz=-4i-V@)

where (xi,yi,zi)jare the cartesian coordimates of particle.i and
(pz,pz,pz)_are.the cartesian componentéiof the momentum of particle i.
fThese'eQuations are eompletely defined by’the-chéice of the specific
form of thefbbtential v(d) end itsederivaﬁives. Since this poten-
tial has beenﬁexpressed in terms of a series offpotentials_in seetion
IV.2 it is only necessary to derive the derivatives of the generalized
' potentials discussed in IV.2 te complete this section. These are ta- e

.- bulated below.

-1) Coulomb Poteﬁtial-
V€5 @E1,d5) = QzQ4]d4-a4L

-3, Vi Q10 &= [35-g4 =3

-dy, V5= 005 gy lag=gy 2
=3z, V5= 0185 (z;-2) |4s-g3 (-3

. 2) Morse Potential

VTj (qi,qj) = Dij {1«-1{13- *exp (-8B |C“11-_'?13 1}

~2813Ky yD1jexp(~B13|d1-dg |) {1-R1jexp (-85 5 | a1 DY) Jaa=gg (-1

—sxi V?j =
-2y, vy = -28; §K11Dy jexp (-B11]43-q5 |) {1-Ks jexp (-B15 |a1-; DYooy la-ag |t |



-~ 116 ~

—3ZI Vg‘j = —ZBinijDij exp (_Bij lzli—(ij I){I—KijeXP ("Bij l?li"‘?lj l)}(zi"zj) Iali_alj I—l
3) Lennard-Jones Potential

Vij(d1,45) = 4eq3{(og3/]d5-45 1012 - (o13/141-35 %}

~dyi VEj = 24e45(2033/ [a5-4; 14 - ofy/]a5-d5]8} Gelxd)
-dy1 vlj - 2aeij{2012/|qi_qj|14 - Glj/|qi_qj|8}(y1_y3)
~0,4 Vi = 24e {2035/ 454, |24 - of;/|dg-a5 (8 (ai-ad)

4) General Potential
Cew N~ (=N
VB (d31,33) = kyyldi-ql
-3 <t Vg = nkij’ﬁi—ﬁjl—n'z(xi—xj)

-dyi V& = nkijq-g5 |2 (yi-yd)

—Bzi V%j nkijlﬁi—ﬁj['n*z(zi—zj)

5) Quadratic Angular Distortion Potential

L N N 2
V841 (d1,35,8K) = 1/2+83 g larccos (@51-d51) / ay4 | |a5x - egjk}

1/2. Gljk{arCCOS fle(ql’qJ’qk> - e1Jk}

-9, 1 Vs, = 8{arccos f - 80} (x ‘XJ)/IQJ1IIQJkl - (xi-xdy. f/lq |2}/(1_f2)1/2

ijk
-oyi Vle = é8{arccos f - 60}{(yk—y3)/|qji]|qjk| - (yl-yj)-f/lqjiIZ}/(l_fZ)llz

-azi‘Vijk

é{arccos f - 60}{(zk—zj\/|qjil|§jk] - (zi—zj)-f/lﬁjilz}/(l-—fz)l/2

.The equations for atom k are obtained by interchanging the coordinates
of i and k on the right hand side of the above equations. Finally, the

‘equations for atom j are as follows

-3, 3 VEjx = sGeloxd)/de Lo/ |ay4 | 211 Gdoxd) /ae{e/ | 2-1)
~3g3 Vijk = s(yl-yd)/a-te/[ay1]2-1)+(gkoyd) fa-{el Ja5p | 2-1)

23 VEgx = s(zi-ad)/a-te/ |azy | 21+ (akozd) fa Lo/ [agc | 213
where |

s = §(arccos f - 6°)/(1—f2)1/2'
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D Functions and Mitrix Elements for the proton-hydrogen Study

In atomic units, the basis functions have the form
[6¢(2)> = |1s(1)> = Vreexp(-r1)
[63(2)> = |25(1)> = V321 (2-11) ~exp(-17/2)
|¢%(r)> = ]2pz(l)> = /32ﬂ'rl-exp(—r1/2)'cos 8
The matrix elements involving the integration over two
nuclear centers were evaluated by conversion to the elliptical co-
ordinates. With reference to figure 4, these coordinates are defined

as follows:

A (r1+r2.) /R

U (rl—rz)/R
and ¢ is the azimuthal angle round the axis ning. The ranges of
these three variables are
lsergwe
“-lsusl
0< ¢< 2m
Since the basis functions are orthbnormal within the chan-

nels, only the cross channel elements of the matrix N need be eval~

uated. These elements follow.

<1s(1)|1s(2)> <1+R+R2/3) e R

(1+R/2+R2/12+R3/240) e~R/2

<2s(1) [25(2)>
<2pz (1) |2pz(2)> = (-1-R/2-R2/20+R3/60+R%/240) e~R/2
<1s(1)|2s(2)> = C{(~64/R+22-3R)+(64/R+10) -e~R/2}e~R/2

<1s(1)|2pz(2)>

C{ (64/R2+32/R-16+3R)+(~64/R2—-64 /R~8) e~R/2}¢~R/2

<25(1) |2pz(2)> = -(R3/120+R*/240)e~R/2
where C= 32/(27V2).

For the matrix V, the closed channel elements are as follows.
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<1ls(1) |Vlls (1)> (1+1/R)e':ZR

<2s(1) |V]2s(1)> = (1/R+3/4+R/4+R2/8)eR _

<2pz(1) |V|2pz(1)> = -12/R3+(12/R3+12/R2+7/R+11/4+3R/4+R2/8) e R
<1s(1)|V]2s(1)> = D(2+3R)e~3R/2

<1s(1) |V|2pz(1)> = D{64/9R%+(~64/9R2-32/3R-8-3R)e~3R/2}

<2s(1) |V|2pz(1)> = 3/R%+(-3/R%2-3/R-3/2-5R/8-R?/8)eR

where D = -2/2/27 . The cross-channel elements of V follow.
<1s (1) |v|1s(2)> = (1/R-2R/3)e~R

<2s(1) {v|2s(2)> = (1/R+1/4~R/24+R%/24~R3/160)e~R/2

<2pz(1) |V|2pz(2)>= (~1/R-1/4+3R/40+R2/60~R3/160)e™R/2

<1s(2) |V|2s(1)> = c{(-64/R?+8/R)+(64/R>+24/R+15/4)e~R/2}e~R/2

<1s(1)|V]2s(2)> = C{ (~64/R2+32/R-33/4+9R/8)+(64/R2)e~R/2}e-R/2

<1s(2) |V|2pz(1)> = C{(64/R3+48/R2-8/R)+(~64/R3-80/R2~24/R-3)e~R/2}e~R/2

C{ (64/R34+24/R2+]2 /R+6-9R/8)+(~64/R3-56/R2)e~R/2 o~R/2

<1s (1) |V|2pz(2)>
<25(2) |V|2pz(1)> =<2s(1) |V|2pz(2)> = (-R/24-7R2/240+R3/160) e~ R/2

The matrix E has the elements

The matrices N',V' are given by defining
U@,j) = eiE(L,3)t
where E(i,j) are the elements of the matrix E just defined and applying

equation (II.21).
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E Ethylene system-one-electron operators, functions and integrals

The Hamiltonian H® of (VI,2) deals only with. the 7 elec-
tron system, and it is taken that

- 2 -1
H?_ = —Vi/2 - g anni

where the subscript i refers to the electron and n refers to the
nuclei(methylene groups). Hg 1s the effective one electron Hamil-
tonian since z, is the effective nuclear charge incorporating nuc-
lear—nuclear and électron—electron repulsions and electron-nuclear
attractions. It was found that zy= 1 for n=1,2 was the most ap-

propriate choice for the present treatment.

A common choice of one-electron functions for a hamiltonian

such as H{ are the Slater functions. In the present case only one

function

. -Tr
>= nr_sinb cos e n
pxn Th n ¢n

where n ={(2£)5/41+3/47}1/2 ang T = 1.625.’The subscript refers to
the nuclear centre. Then the normalization constants for the sin-
gle eiectron molecular orgitals of (VI.3) are

N = 1/(2(1+S+cosa))L/2

N¥%= l/(2(l-S-cosa))1/2

where
S = <py |py > = e~P(L+p3/15+202/54p)
a
p = LR

The non-zero elements of the matrix H® can now be solved.

These lie only on the diagonal and the state involved is indicated in

the bracket.

0(g0) =
HO(S0) 4N(Haa+Habcosa) +Eo
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* ,
Ho(Sl) = 2N(H +H , coso)+2N (H -H _ coso)+E
- aa a aa a o

b b

Bo(ry) = B°sh - 0.137

where

H = <anIH§|pxa> = -cf/z—c/2p§-<-3+2p2+e“2" (p3+4p2+6p+3))
H, = = -1.7¢2/2+8

ab = “Px IHilpx >
a b

The later integral was solved semi-empirically. The other triplet

states were not evaluated since they did not couple to any other state.

The non-zero elements of the other matrices in (VI.5) are

S-sina/{21/2(1—Szcosza)l/2}
/2

1 .o o 1

A'-cosoc/(l-Szcosza)1

1 o o .1
__G.R(S sS) = -GR(S »S7)

. -3 ,
yso¥(15,5%) = v%°(s°,1}) = 12 4 spy |7 p, >sine
23/2(137)2 (1-52¢c0s20)

iz Sesina

23/

2(137)2(1—52c052a)

.The approximate form taken for y§° is considered to have the correct
order of magnitude and to exhibit the correct behavior or to be qual-

itatively correct. -The integral A has the solution

A= <leéR|be> = -ce—p(6p+6pz+Zij%
60 (1-S2cos2q)

The derivatives needed for (VI.1l2) can be found directly.

“The only quantities remaining to be defined explicitly are
the reduced mass and inertia of the methylene groupé.lThese were
calculated by using standard weights from the Handbook of Chemistryl
~and Physics(124) and the equilibrium configuration obtained from the cal-
culation of Meza and Wahlgren(125) which is tabulated in table E-1. |

The resulting reduced mass and inertia are

]

104
UCHZ 1.276911863+10* a.u.

IV
CH2

5.640208385+103 a.u.




Table E-1.

Cartesian coordinates (a.u.)

122 -

atom X v z
c 0.0 0.0 -1.263305
C O;O 0.0 1.263305
H }-1.752667 ] 0.0 -2.331023
H | -1.752667 ] 0.0 2.331023
H 1.752667 | 0.0 2.331023
H 1.752667 1 0.0 -2.331023
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F.1 Solution of one electron integrals

Two Slater functions are involved in the one-electron in-
tegrals required to solve the electronic equations of motion, these

being the 2py> and |2pz> functions which in sperical coordinates have

the forms
X -rr
lp > = nr_sin® sing e c n
Yn n n n
|p_ > = nr_coso e tTh
z n n

where n= {(2§)5/4Y-3/4ﬂ}1/2

and £=1.625 .
Yh 4 Figure 23

n

-

2 annrw
n . m

Referring to figure 23 which gives the relative spatial
orientation of two nuclei, one in each molecule, and the functions
associated with one centre there are two integrals of interest to
this study, these being

Ipar(m,n) =<py | z /x > = Zm/(ZRmn)-{e—2§6+4+6/6+3/62)+2—3/62}

0 m milpyn

Tperp
a +143/62}

Then using the angles defined in figure 26 (appehdix G) the fol~

lowing integrals are defined

) egin? ceos?
I“(m,n) Ipar(m,n) sin ¢nm +I (m,n) «cos ¢nm

perp

=
]

o
]

)
w v
N B

Ie(m,n) Ipar(m’n)

where m and n refer to the nuclear centre and &= ;Rmn.

= | = {—e28 (534352 2
(m,n) <pzn| Zm/rmilpz >= Z /R {~e "7 (83+382+118/2+7+6/5+3/62)
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F.2 Solution of the molecular orbital Integrals

Separating the operator defined by (VIIi2) such that

M E
V'rr = § 121 Z(Rni) /rni
E T
V =32 Z(R )/t
€ in nt nli

the required M.0. integrals can be expressed in terms of the integrals

defined in F.1 in the following fashion.

o o 2 '
<s°(1,2)|v_[s°(1,2)> NZ{I_(3,1)+I_(4,1)+1_(3,2)+T_(4,2)}

st 2|V [s'@,2)> - WA2{I(3,1)+L_(4,1)+1_(3,2)4I_(4,2))

il

<s°(1,2)|v“|sl(1,2)> N“N#{Iﬂ(3,1)+lﬂ(4,1)—Iﬂ(3,2)—1n(4,2)}

<s°(3,4)|v_|s°(3,4)> N2LT_(1,3)+T_(L,4)+1_(2,3)+T_(2,4)}

<513, v, 1s1(3,)> = WEAI_(1,3)41_(1,6)41_(2,3)41_(2,4))

o 1
<7(3,4) |V _[57(3,4)> = N_NA{I_(1,3)+I_(1,4)-I_(2,3)-1_(2,4)}
The normalization constants N-" and N€ are equivalent in form to N

of appendix E and N:; and N’g to N#*,




F.3 Definition of Z(Rmn).

This function was defined to have the empirical form

Z(R ) =-6.67e "4OR
mn

The constants were obtained by use of the constraints imposed by energy

cosiderations in the evaluation of the ethylene problem at the equil-
ibrium configuration and observation of the resulting intermolecular
surfaces for this system with changes in these constants. These

surfaces were expected to reflect realistic potentials and do show

such behavior. The form of the function was chosen on the basis of expected

asymptotic behavior.
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F.4 Matrix Elements for Electronic Equations of Motion

Using the M.0O. integrals solved in appendix F.2 the non-zero

matrix elements of V are (noting that V(i,3j)=V*(j,1))

y@i,1)

2<s°|v_|s®>+2<s°|v_|s®>
™ €

v(2,2) 2<s°lv"]s°>+<s°|v€|s°>+<sl|v€lsl>
v(3,3) = <S°Iv"ls°>+<sllv“lsl>+2<s°lv€|s°>

V(4,4) = <s°|vﬂls°>+<sllv“Isl>+<s°|v€ls°>+<sl|v€Isl>

v - 21/2<SOIV€|51>
v(1,3) = 21/2<s°]vnlsl>
V(2,4 = 23/2<S°lV,rlSl>'
V(3,4 = 23/2<s°|,V€|51>

Choosing the equilibrium carbon-carbon separation for
the twgéthylene molecules (R=2.52 a.u.) it was calculated from the
relations given in appendix E that

E =E_ = -0.1454 a.u.
ﬂ €

Then using the experimentally determined separation(116) of the two
singlet states ( 0.2815'a.u.)

E_, = 0.1361 a.u.

andE“* is defined by the relations given in (VII.4). The matrix E

(non-zero elements) is defined

E(1,1) = 2E +2E_
E(2,2) = E +E_+2E_

E(3,3)

2E +E +E
m™ g g%

E(4,4) Eﬂ+_}31r *+E€+E€ *
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G.]l Derivation of Relative Coordinate System

The analysis presented here is a simplified version of that
of Raff et al(123). One starts by defining the two dimensional car-
tesian coordinates in the laboratory frame for the four particles(met-

hylene groups) as shown in figure 24.

Figure 24

Then the relative coordinates are

Utz 7 Y Y544 j=1,2
Qg =[50y, 0)/ (mytm, )= (myq,4m,q, )/ (mp+m)) ]
il

Qg = M (myaytmoay otmad, ptm s, g)
where M=m_-+m_+4+m_+m The last set of coordinates describes the motion §

17273 74°

of the center of mass of the four patricles and will not be considered
further since the present interest is in the relative motion. Now

noting that m =m, the masses associated with the relative co+

1 e WA

ordinates are

, = 2

Yy m/
¥ m/2
Higg = 1

Since only the colinear motion of the two molecules(their centres of
mass) is going to be considered, the following constraints are in-

troduced.

constant

Qj+ef
Q2+

constant
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o
1%
u
=

Q=0 .
This is followed by the transformation to the coordinates of figure

15 and the relation between the two coordinate systems is

Ql = —2rcosa1
Q2 = —2rsina1
Q3 = —2rcosa2
Q4 = —2r81na2

Relating the kinetic energy in the two frames

1/2uj( {dth}2+{dtQ2}2) 1/211{dta1}2 = 1/2 102

11

2mr? where 2r is the carbon~carbon bond

it is found that Il= 12

length in one of the molecules. The choice of constraints has given
the third relative coordinate R = IQ5|s and ghe associated mass is m,
the methylene group mass. Then

I, = I, = 8.100752074-10"% a.u.

m = 2,553823727-10" a.u.
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G.2 Solution of Angle Relations for Angles ¢mn in terms of (RlZ—R34)

The internuclear distances R.mn are defined by figure 25. It

is taken that R12 and‘R34 are fixed

Figure 25

R

Figure 26 gives a graphical definition for ¢14..

Figure 26

Noting that the other angles are defined similarly it follows that

sin ¢, = (RI,¥RI,-RE,D/(2R R, )

sin ¢p3 = RI;¥RI5R39)/ (2R Ry )

sin ¢,, = (Ri2+R§3—R53)/(2R12R23)>

sin ¢y, = (RT,HRD, ~R3,)/ (2R Ry )

and defining a='R12/2 aud b=R34/2

R]3 = ((-R+acosal~bcosa2)2+(aSinal—bSi£a2)2)1/2
Ry, = ((-R+acosal+pcosa2)2+(asinal+bsina2)2)l/2
R,y = ((-—R—acosal-—bcosaz)2+(~asinal—bsina_2)2)l/2
R24 = ((—R-acosal+bcosa2)2+(-asina1+bsina2)2)1/2
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