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Abstract 

This thesis investigates novel ways to utilize the potential of wide area 

synchrophasors for improved real-time monitoring and control of power systems. The 

performance of phasor measurement units (PMUs) was examined at the outset, since the 

accuracy and consistency of synchrophasor applications heavily rely on the input 

measurements. Two performance class algorithms: P-class and M-class, published in the 

IEEE standard C37.118.1-2011 were implemented on a commercial PMU and a simple 

test setup was developed to evaluate it. Tests revealed some inadequacies of the M-class 

algorithm and remedies were suggested. Moreover, several minor inconsistencies in error 

limits imposed by the existing synchrophasor standard were found and reported.  

Two new computationally efficient and stable algorithms for real-time estimation of 

transmission line parameters were developed. A third algorithm was developed to 

estimate parameters of series compensated lines. The proposed algorithms were validated 

through simulations carried out with a real-time digital simulator (RTDS
TM

), experiments 

conducted using a laboratory scale test setup, and using a set of field measurements.  

The second application is the prediction of transient stability status of a power system 

after a fault using synchrophasors. A novel algorithm, which utilizes the nature of rate of 

change of voltage vs. voltage deviation characteristics of the post-disturbance voltage 

magnitudes obtained from synchrophasors, was proposed. This algorithm is 



computationally simple and fast compared to the rotor angle based methods, capable of 

predicting the multi-swing transient instabilities, and pinpoints the generators that 

become unstable first, which is very useful for emergency controls. Offline and RTDS 

simulations demonstrated over 99% overall success rate under both symmetrical and 

asymmetrical faults, and robust performance under changes in pre-disturbance loading 

and network topology.  

Finally, a wide area response based emergency generator and load shedding scheme, 

which operates in conjunction with the prediction algorithm, was developed. A simple 

method to recognize the unstable cluster of generators using the synchronously measured 

voltages magnitudes is proposed and the unstable cluster is tripped if the system is 

predicted unstable. A frequency based load shedding scheme is applied to maintain the 

generation-load balance. The effectiveness of the approach was demonstrated using the 

RTDS based experimental test setup.  
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Chapter 1 

Introduction 

This chapter presents the background, motivation, and the major research objectives. A 

brief review of the concepts of synchrophasor technology, synchrophasor applications, 

transmission line parameters, power system transient stability, and power system instabil-

ity control is also provided. The chapter concludes with an overview of the organization 

of the thesis. 

1.1 Background 

A power system is designed to operate satisfactorily within the desired limits of volt-

age and frequency under normal conditions and to withstand a wide range of disturbances 

such as faults, loss of generation or large changes in loads.  However, it is neither possi-

ble nor economically feasible to design a power system to be immune to all possible 

events; unpredicted disturbances can lead to rotor angle, frequency or voltage instabilities 

in a power system. The final cause of most major blackouts is some form of instability. 

Therefore, recognizing power system instabilities as early as possible is very important 

for the security of power systems [1].   
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Wide area monitoring, protection and control (WAMPaC) of power systems using 

synchrophasor measurements is emerging as a useful tool for preventing catastrophic 

events.  WAMPaC systems enable real-time observation of an interconnected power sys-

tem spread over a large geographical area [2], [3]. Since the synchrophasors are time syn-

chronized using global time reference and updated at a faster rate, they are superior to 

traditional supervisory control and data acquisition (SCADA) measurements in capturing 

power system steady-state and dynamic behaviors [4]. Therefore, many power utilities 

install phasor measurement units (PMUs) at their important substations, targeting various 

steady-state and dynamic applications [4]. 

The rapid advance of synchrophasor technology and the growth of PMU installations 

in recent years have substantially increased the feasibility of deploying practical synchro-

phasor applications for improving the real-time monitoring of power systems. These syn-

chrophasor applications can range from simple monitoring algorithms to advanced re-

sponse based WAMPaC systems. With PMUs conforming to the new synchrophasor 

standard, IEEE C37.118.1-2011 [5], more predictable and consistent synchrophasor 

measurements can be obtained during the steady-state as well as under dynamic condi-

tions. This supports the development of more accurate and reliable synchrophasor appli-

cations to enhance the real-time operation and control of power systems. 

1.2 Synchrophasor Networks 

A typical wide area synchrophasor network consists of PMUs and phasor data con-

centrators (PDCs) connected through a communication network, as shown in Figure 1.1. 
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The global positioning system (GPS) is used to synchronize the phasor measurements to 

a common time base. 

PMU

PMU

PMU
Local 

PDC

Local 

PDC

G

PMU

G G

PMU

Corporate 

PDC

Regional 

PDC

Applications

PMU

Applications

Data 
storage

Data 
storage

Load dispatch center Regional entity

Other 
utilities

 

Figure 1.1 Typical architecture of a wide area synchrophasor network 

Typically, several PMUs are installed in a substation, and a local PDC is deployed to col-

lect the synchrophasor measurements in the substation. A corporate PDC at the load dis-

patch center (LDC) collects the data from different PMUs and local PDCs at various lo-

cations of an interconnected power system. The corporate PDCs belonging to different 

utilities may be further linked to higher level regional PDCs to provide a wide area view 

of the power system [6], [7]. These systems may use a dedicated network or a part of the 

corporate data network of the power utility to maintain performance, reliability and cyber 

security.  
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1.2.1 Perception of Synchrophasor 

A phasor is an equivalent representation of a pure sinusoidal waveform, 𝑥(𝑡), which 

is fully characterized by the magnitude, phase angle, and frequency:  

𝑥(𝑡) = 𝑋𝑚 cos(𝜔𝑡 + 𝜙) = 𝑋𝑚 cos(2𝜋𝑓𝑡 + 𝜙) (1.1) 

where 𝑋𝑚 is the peak amplitude and 𝑓 is the signal frequency. In a phasor, the phase an-

gle 𝜙 can be expressed with respect to an arbitrary reference, but in a synchrophasor, the 

phase angle 𝜙 is the offset from a reference cosine function at the nominal power system 

frequency 𝑓0 (50 Hz or 60 Hz) synchronized to the coordinated universal time (UTC) as 

shown in Figure 1.2. The corresponding synchrophasor is represented by a complex 

number as, 

X =
𝑋𝑚

√2
𝑒j𝜙 =

𝑋𝑚

√2
(cos𝜙 + j sin𝜙) =

𝑋𝑚

√2
∠ 𝜙 (1.2) 
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Figure 1.2 Synchrophasor representation of a sinusoidal waveform 

In the general case, both the amplitude and the frequency of the sinusoid are consid-

ered as varying with time. Then, the sinusoid can be written as,  
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𝑥(𝑡) = 𝑋𝑚(𝑡) cos (2π∫𝑓(𝑡)𝑑𝑡 + 𝜙)   (1.3) 

The time varying frequency can be expressed as  

𝑓(𝑡) = 𝑓0 + ∆𝑓(𝑡) (1.4) 

where 𝑓0 is the nominal power system frequency, and ∆𝑓(𝑡) is an offset from the nominal 

frequency. The modified sinusoid can be written as, 

𝑥(𝑡) = 𝑋𝑚(𝑡) cos [2𝜋𝑓0𝑡 + 2π∫∆𝑓(𝑡)𝑑𝑡 + 𝜙] (1.5) 

Since 𝑋𝑚(𝑡) and ∆𝑓(𝑡) are functions of time, 𝑥(𝑡) represents a dynamic phasor. In the 

special case where ∆𝑓(𝑡) is a constant offset from 𝑓0, then ∫∆𝑓(𝑡)𝑑𝑡 =  ∆𝑓𝑡. Thus, the 

general phasor can be simply represented as, 

X(𝑡) =
𝑋𝑚

√2
𝑒j(2𝜋∆𝑓𝑡+𝜙) =

𝑋𝑚

√2
∠ {2𝜋∆𝑓𝑡 + 𝜙} (1.6) 

A synchrophasor is attached to a time stamp which indicates the time of measurement, 

usually in UTC.  

1.2.2 Phasor Measurement Unit (PMU) 

A PMU is a device which can estimate the phasors of the voltage and current signals 

input to it, with all phase angles precisely referenced to a common time frame with the 

aid of a GPS clock. In addition to the phasors, a PMU can estimate secondary measure-

ments such as frequency and rate of change of frequency (ROCOF) [2], [5]. The PMU 

measurements together with other optional analog and digital measurements are 

timestamped and dispatched as a data packet to the communication network at a specified 
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rate.  The data reporting rates range from 10 to 50 frames per second (fps) in 50 Hz sys-

tems and 10 to 60 fps in 60 Hz systems [5]. Traditionally, dedicated PMUs have provided 

synchrophasor measurements. These PMUs are not in widespread use because they are 

relatively expensive, and they are only used on critical systems [8]. With advancements 

in signal processing hardware, PMUs are now commonly available as a functional unit 

within another physical unit such as power system digital fault recorder (DFR), protec-

tion relay, or a meter [5], [7]-[10].   

1.2.3 Phasor Data Concentrator (PDC) 

A PDC functions as a node in a synchrophasor network and collects the phasor meas-

urements from a set of PMUs or lower-level PDCs and aligns the phasor data according 

to their timestamps. Collated data are then sent to local applications and upstream PDCs 

as a single stream. The mid-level and higher-level PDCs (corporate and regional PDCs) 

keep an archive for offline and historical data analysis [4], [11]. If the PMU communica-

tion network experiences abnormal delays or packet losses, some measurements can be 

lost. The PDC performs quality checks to detect such missing or corrupted data, flags 

them, and monitors the overall performance of the synchrophasor network. The PDC can 

be a stand-alone device or a hardware/software package integrated into other systems and 

devices [11]. 
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1.2.4 Synchrophasor Communication Network 

A communication network is essential for the proper functioning of wide area power 

system applications. Loss of communication would leave the application with insufficient 

information to carry out its operations. The reliability, network traffic characteristics, and 

latency of the communication network are the aspects critical to WAMPaC applications. 

In a packet-based communication network, reliability is related to the packet loss proba-

bility and bit errors. Both latency and packet-loss probability depend on network conges-

tion. The maximum usable data-rate, which is determined by the bandwidth of the com-

munication link, directly impacts the communication latency. 

1.3 Synchrophasor Applications 

The technology of synchronized phasor measurements or synchrophasors was first 

proposed in 1980s [2]. Researchers and engineers quickly recognized the many potential 

applications of synchrophasors in power system monitoring, protection, operation and 

control [3]. PMUs were developed and deployed on an experimental basis in actual pow-

er systems in the 1990s and commercial PMUs were then installed in power systems in 

North America [4]. The first documented commercial synchrophasor application was the 

EPRI parameter identification data acquisition system project in 1992 [12]. In this pro-

ject, PMUs were placed at six different locations in the USA and were used to validate 

and correct power system models. Furthermore, this project was the first instance where 

synchrophasors were used for post-event analysis [12], [13]. Since then an exhaustive list 

of synchrophasor applications can be found in literature. They can be essentially catego-
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rized into three groups: off-line, monitoring, and protection and control. This section lists 

a few applications under each category.  

1.3.1 Off-line Applications 

Off-line synchrophasor applications use archived synchrophasor data, and processing 

may be conducted days, months, or even years after the data were collected. The availa-

bility of synchrophasors enhances power system performance and improves models used 

in power system studies [14].  

Some examples of offline synchrophasor applications include: 

• Post-event analysis 

• Static and dynamic system model calibration and validation 

• Power plant model validation 

• Load characterization 

• Determination of accurate operating limits 

• Power system restoration or system black start  

1.3.2 Monitoring Applications 

Synchrophasors are widely used for various monitoring applications, which require 

real-time synchrophasor measurements and immediate data processing. Time synchro-

nized phasors at different locations aid system operators in understanding what is happen-

ing in the power system and identifying potential problems. Furthermore, synchrophasors 

help to evaluate, implement and assess remedial measures [14]. In literature, various 
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monitoring and visualization tools can be found that explore dynamic power flow, dy-

namic phase angle separation, real-time frequency and ROCOF displays [15]. For exam-

ple, voltage magnitudes and phasor angles with respect to a user-defined reference angle 

can be used as input for a visualization tool and system depressed conditions can be easi-

ly identified at a glance [15]. 

A few synchrophasor based monitoring applications include: 

• State estimation 

• Wide area situational awareness 

• Voltage monitoring and trending 

• Frequency stability monitoring and trending 

• Power oscillations detection and mode meters 

• Transmission line parameters estimation  

• Fault location identification 

• Event detection and avoidance 

• Dynamic line ratings and congestion management 

• Alarming and setting system operating limits 

• Resource integration 

Since synchrophasors improve system operators’ ability to understand and make deci-

sions related to the power system, the United States-Canada Task Force on the August 

14, 2013 Blackout recommended that all utilities enhance synchrophasor based monitor-

ing capabilities to avoid catastrophic system failures [1].   
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1.3.3 Protection and Control Applications 

Since synchrophasors provide system wide observability with high resolution, they 

can be effectively used for wide area protection and control applications. Applications in-

clude backup protection, transient stability, voltage stability, and low frequency oscilla-

tions whereas control actions can be local or centralized. 

Power system backup protection can be improved with synchrophasor measurements. 

In literature, a number of protection applications are available [10], [12], [16]; differential 

protection of transmission lines, distance protection of multi-terminal transmission lines, 

backup zones of distance relays, and adaptive out-of-step protection are a few examples. 

Power system transient instability, voltage instability, and low frequency electrome-

chanical oscillations can be predicted/detected from synchrophasor measurements. In lit-

erature, voltage phasors are used to predict transient and voltage stabilities. Monitoring 

phase angle separation or voltage magnitude dropping at certain locations is commonly 

used to predict potential instabilities [13]. The frequency measurements are used to moni-

tor electromechanical oscillations in power systems. In addition, the frequency measure-

ments are used to develop a frequency monitoring network, which can detect any signifi-

cant loss of generation and predict the amount of generation loss [17].  

The data transfer rates required for a real-time application; depends on the application 

– monitoring versus protection and control, for example. Voltage stability is a slower 

phenomenon and thus the monitoring of voltage stability can be achieved with a slower 

data rate, while a faster application such as transient stability control requires faster data 
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transfer rates [18]. In contrast, the speed of data transfer over communication channels is 

less critical in the case of off-line applications. 

Although literature reports on many synchrophasor applications, there is still a room 

for new applications, which improve power system reliability and make the power system 

more immune to catastrophic failures. Therefore, two areas will be investigated in this 

thesis: transmission line parameters estimation as a real-time monitoring application, and 

transient stability status prediction and emergency control as a wide area protection and 

control application. The next few sections will shed more insight on these applications.  

1.4 Transmission Line Parameters 

Electrical properties of transmission lines can be characterized by means of transmis-

sion line parameters: resistance, inductance, capacitance and conductance. The resistance 

is due to electrical properties of the conductor materials. The inductance and capacitance 

account for the effect of magnetic and electric field around the conductor. The shunt con-

ductance is due to the effect of leakage current flowing across insulators and ionized 

paths in the air. As the leakage current is very small compared to the current flowing in 

the transmission line, shunt conductance is often neglected.  

Transmission lines are represented by equivalent models with appropriate circuit pa-

rameters. Among various transmission line models, the π-equivalent model is extensively 

used for planning and operation studies, setting protection relays, fault location, state es-

timation, and numerous other applications. Figure 1.3 shows the π-equivalent model of a 

transmission line where electrical performances are exhibited by series resistance, series 
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inductive reactance and shunt capacitive susceptance. Accurate estimation of these pa-

rameters is very important for the modeling of power systems.  

Sending 

End

Series 

Resistance

Receiving 

End

Series 

Inductance

Shunt 

Capacitance
 

Figure 1.3 The π-equivalent model of a transmission line 

Most utilities determine transmission line parameters through theoretical calculations 

[19]. The traditional theoretical method of calculating line parameters consider tower ge-

ometries, conductor dimensions, estimates of line length, conductor sag and other factors 

such as earth resistivity. Results obtained using these calculations involve a number of 

approximations [19]-[21] such as identical tower configuration and constant soil resistivi-

ty throughout the line. Another approach is to determine the transmission line parameters 

through offline tests. Although this method can give more accurate results, offline meas-

urements require forced outages and complex wiring [19].  

Transmission line parameters are affected by environmental factors and the load lev-

el. Specifically the line resistance varies with the conductor temperature, which not only 

depend on the load current and the ambient temperature but also on other ambient weath-

er conditions such as wind speed and sun flux [22]-[24]. Both theoretical calculations and 

offline tests do not allow for the tracking of parameters when they are changing [21]. 

However, the accuracy of some applications such as state estimation and fault location 

can be improved by updating the line parameter values with changing load and environ-

mental conditions [20]-[22]. Furthermore, if the line resistance can be accurately calcu-
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lated, it can be used to estimate the mean line temperature and hence the closeness to the 

thermal limit.  

As many power utilities increase the installation of PMUs at important substations for 

monitoring various aspects of the power grid [25], opportunities arise for the continuous 

identification of transmission line parameters. The phasor values of the voltages and cur-

rents measured at the two ends of a transmission line with proper time synchronization 

provide excellent information of identification its model parameters [26], [27]. Since the 

synchrophasor measurements have greater accuracy and accurate time synchronization 

than the data obtained from traditional SCADA systems, line parameters can be estimated 

with an improved accuracy on a continuous/real-time basis when they are changing [21]. 

1.5 Power System Stability 

Power system stability is defined as the ability of a power system operating at a given 

steady-state condition to regain an equilibrium state (either return to the original operat-

ing condition or regain a new state of operating equilibrium) after being subjected to a 

severe disturbance [18]. The post-disturbance stability of a power system not only de-

pends on the pre-disturbance system operating condition, but is also affected by the form 

of disturbance and the post-disturbance network configuration, which can be altered due 

to the isolation of faulted elements. 

Power system stability can be classified into different categories and well-recognized 

classification is given in [18], where rotor angle, voltage and frequency stabilities are 

identified as three main categories. This classification is illustrated in Figure 1.4. Both ro-
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tor angle and voltage stabilities can further be divided into small disturbance and large 

disturbance stabilities. The rotor angle stability is a short term phenomenon whereas the 

voltage and the frequency stabilities may be either a short term or a long term phenome-

non as recognized in Figure 1.4. In this thesis, the large disturbance rotor angle stability 

phenomenon (also known as transient stability) is the focus. 
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Figure 1.4 Classification of power system stability [18] 

1.5.1 Power System Transient Stability 

Transient stability is the ability of synchronous machines of an interconnected power 

system to maintain synchronism when subjected to a severe disturbance such as a short 

circuit on a transmission line, or disconnection of a large generator or load [18], [28], 

[29]. It is a fast phenomenon, and a generator or group of generators can potentially lose 

synchronism within a few seconds after a disturbance, depending on their mechanical in-

ertia.  
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Under steady-state operation, each synchronous machine in the system has a constant 

rotor speed (equal to its synchronous speed), as the input mechanical torque and the out-

put electromagnetic torque are equal and opposite. If the power system is perturbed, its 

equilibrium is distressed, resulting in an acceleration or deceleration of the rotor speeds 

of synchronous machines. Consequently, the angular positions of rotors change, resulting 

in an angular separation between the faster machines and the slower machines. The syn-

chronizing torque resulting from the nonlinear power-angle relationship acts to counter 

the angular separation. However, an increase in angular difference beyond a certain limit 

results in a decrease of power transfer, causing a rapid increase in angular separation. In-

stability ultimately occurs when the system cannot absorb the kinetic energy correspond-

ing to the rotor speed differences [18], [28], [29]. Eventually one or more generators 

could run out of synchronism from the rest of the network, damaging generators unless 

disconnected from the system [29], [30].  

1.6 Power System Instability Control 

The approaches for controlling instabilities depend on the nature of the instability, its 

magnitude, and available control mechanisms. The illustration of different stability con-

trols philosophies, adapted from [31], shown in Figure 1.5 classifies the detection meth-

ods as event based and response based, and the control actions as continuous and discon-

tinuous. They can also be classified based on the type of inputs as local or wide area con-

trol.  
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Figure 1.5 Different options available for power system stability control [31] 

A power system instability may be initiated either by a small disturbance to the sys-

tem such as a change in load or a large disturbance such as a fault in the system. Oscilla-

tions initiated by a small disturbance can be damped through appropriate continuous 

feedback controls, for example, governor or exciter control in a generator. In contrast, 

large disturbances may cause some form of power system instability within a very short 

time and it is mandated to initiate emergency control actions to arrest the situation. Possi-

ble emergency control actions include severe measures such as generator tripping, load 

shedding, controlled islanding, circuit switching, dynamic breaking, and generator fast 

valving. Depending on the availability, other actions such as fast control of flexible AC 

transmission system (FACTS) devices and high voltage direct current (HVDC) convert-

ers can be utilized. These emergency control actions are generally discontinuous in nature 

and can be initiated with the aid of event based special protection systems (SPSs) or re-

sponse based WAMPaC systems.  

Special protection systems are event based control systems that activate controls in 

response to the occurrence of some pre-identified set of disturbances which are usually 
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identified through extensive dynamic simulation studies. The event detection logic of an 

SPS can be complicated and the implementation can be expensive [31], especially when 

relying on many remote signals. Any modification to a SPS requires fresh system studies 

and significant alteration of the control logic [32]. Response based WAMPaC systems are 

potential alternatives for SPSs; their design can potentially be simpler and robust against 

minor system modifications [32]-[34]. 

This thesis focuses on a response based WAMPaC system to mitigate potential transi-

ent instabilities. The biggest challenge in the transient instability control problem arises 

from the rapid development of the instability phenomenon, thus requiring a response time 

in the order of 1s or less.  

1.7 Motivation and Objectives 

Today, many power utilities around the world install wide area synchrophasor meas-

urement systems, targeting various WAMPaC aspects of power grid. As a result, syn-

chrophasor measurements are becoming an integral part in many power systems, but the 

potential of synchrophasors for power system monitoring and control is not fully utilized, 

especially in the area of real-time stability control. Only a few control applications have 

been actually implemented in control rooms. Considerable research has been conducted 

in the area of detection of potential steady-state voltage stabilities using synchrophasor 

measurements, but only a few studies have investigated the early detection and control of 

potential rotor angle instabilities (or transient instabilities), possibly due to fast nature of 

the transient stability phenomenon. Fast recognition of instabilities provides opportunity 
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to initiate emergency control actions [35]. In [36]-[37], synchronously measured post-

disturbance recovery voltage magnitude measurements have been used to predict the 

transient stability status using a support vector machine (SVM) classifier. Further, the 

above work establishes that use of the post-disturbance recovery voltage magnitude 

measurements have a strong relationship with the post-disturbance transient stability sta-

tus, and enable faster and accurate predictions. Despite the reported success, training of 

the classifiers, and preparing the data necessary for training is a time consuming task that 

needs considerable expertise. This motivates the exploration of better approaches for pre-

diction of rotor angle instabilities.    

Real-time stability control applications demand high accuracy and consistency in 

synchrophasor measurements under dynamic conditions. It is important to understand the 

quality and the accuracy of measurements, based on which the extreme control actions 

such as load shedding are performed. The recently published IEEE Standard C37.118.1-

2011 [5] provides the necessary guidelines to ensure dynamic performance of synchro-

phasors with two performance class filters: P-class and M-class. Practical implementation 

of PMUs conforming to this new standard and conformity testing are challenging tasks. 

Thus, the first part of this thesis examines the practical implementation of two perfor-

mance class filters required to meet the dynamic performance of synchrophasor meas-

urements, the practical methods available to evaluate PMU performances according to 

[5], and the typical characteristics of synchrophasor measurement errors. 

The general approach used for the development of synchrophasor based monitoring 

and control algorithms involves theoretical formulation and verification through off-line 

time-domain simulations. Real-time implementation of these algorithms is only rarely re-
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ported in the published literature. It is important to recognize the development issues, 

technical hitches in real-time implementation of the algorithms, and issues related to 

communication. Therefore, in this thesis, a simple steady state synchrophasor application 

is first investigated as a precursor to the more challenging real-time stability monitoring 

and control application. The chosen simple application is the real-time monitoring of 

transmission line parameters. Despite a number of diverse approaches reported in litera-

ture to estimate transmission line parameters, there is still a room for improvement in 

terms of the reliability, accuracy and efficiency of estimation.    

Finally, it is important to test and verify the algorithms and their real-time implemen-

tations. As it is practically difficult to evaluate the performances of a given synchro-

phasor application algorithm on a real power system, the more feasible solution for vali-

dation of real-time performance is to use real-time power system simulators. The biggest 

advantage of this approach is that actual hardware such as PMUs and communication 

equipment can be interfaced with the power system simulated in a real-time simulator, 

and the operation of individual components as well as the integrated system can be tested 

methodically. This is the motivation for development of a laboratory scale synchrophasor 

network around a RTDS
TM

 real-time digital simulator. 

Based on the above discussion, the following specific objectives can be identified: 

1. Implementation of P-class and M-class dynamic performance according to the lat-

est IEEE synchrophasor standard [5] on a practical PMU and evaluation of its per-

formance. 
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2. Development and implementation of efficient algorithms for real-time monitoring 

of transmission line parameters, and understanding of the implementation and 

performance issues. 

3. Development of an efficient algorithm to accurately predict the potential transient 

instabilities using wide area synchrophasor measurements.  

4. Development of an emergency control scheme to prevent possible power system 

collapses due to transient instability for an example power system. 

5. Development of a laboratory setup that include a real-time simulator and a syn-

chrophasor network to evaluate the real-time performances of the proposed 

WAMPaC applications.  

1.8 Thesis Overview 

This chapter provides the introduction giving necessary background to the research, 

motivation, and key objectives. The rest of the thesis is organized as follows. 

Chapter 2 provides the literature review related to the synchrophasor measurement 

technology. The review includes the development of synchrophasor standards, a typical 

PMU model and phasor estimation methods, the backend performance class filters, and 

evaluation of PMU performances. 

Chapter 3 analyses the dynamic performance of a PMU. A simple test setup to meas-

ure the PMU performance is developed, and the sources of errors in the test setup are dis-

cussed. The reference P- and M-class filters provided in the latest synchrophasor stand-
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ard, IEEE C37.118.1-2011 [5], are implemented, evaluated and several modifications are 

proposed for convenient implementation. 

Real-time transmission parameters estimation is investigated in Chapter 4. The chap-

ter proposes three new transmission line parameters estimation algorithms. The perfor-

mances of the new algorithms are evaluated using a real-time digital simulator, a labora-

tory hardware experimental setup, and a set of field measurements obtained from a utili-

ty. The sensitivity of the parameter estimations to bias-errors in measurements is also as-

sessed. 

In Chapter 5, the problem of transient stability status prediction is investigated. The 

chapter reviews the existing transient stability status prediction approaches in particular 

the approaches that use voltage magnitude measurements. A new transient stability status 

prediction algorithm is introduced with the aid of a single machine to infinite bus system 

(SMIB).   

The proposed transient stability status prediction methodology using post-disturbance 

voltage magnitudes is further expanded to cover multi-machine power systems in Chapter 

6. This chapter describes the method of implementation, validates the proposed algorithm 

through offline simulations and a real-time testing.  

In Chapter 7, a simple emergency control scheme is proposed to demonstrate the ef-

fectiveness of the transient stability status prediction algorithm described in Chapter 6. 

The effectiveness and the feasibility of the proposed emergency control scheme are vali-

dated using a real-time simulation based test-setup.   

Finally, the major conclusions and a summary of main contributions are provided in 

Chapter 8. 



Chapter 2 

Synchrophasor Measurement 

Technology 

2.1 Introduction 

This chapter reviews the essential background literature related to the synchrophasor 

measurement technology. The development of synchrophasor standards, functional model 

of a typical PMU, phasor and frequency estimation methods, and backend performance 

class filters introduced in the latest IEEE synchrophasor standard [5] are briefly dis-

cussed. The existing methods for evaluating the steady-state and dynamic performance of 

PMUs are reviewed and their advantages and drawbacks are identified.   

2.2 Evolution of Synchrophasor Standards 

The first synchrophasor standard, IEEE Standard 1344 [38] was published in 1995. 

With the rapid advancement of the technology, need for an improved standard with well-

defined terms and performance evaluation methods was recognized. As a result, the new 
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IEEE Standard C37.118-2005 [39] was introduced to replace the original standard. The 

concept of total vector error (TVE), compliance tests to evaluate steady-state perfor-

mance, and well-defined data communication formats are some of the new features intro-

duced in this standard [39].  

In 2009, a joint task force was formed between the IEEE and the International Elec-

trotechnical Commission (IEC) to develop a strategy to split IEEE Standard C37.118-

2005 [39] into two parts. This split-up was to support harmonization with the IEC 61850 

communication standard that is also capable of carrying synchrophasor information. This 

led to publication of IEEE Standard C37.118.1-2011 [5] for synchrophasor measurements 

and performances, and IEEE Standard C37.118.2-2011 [40] for synchrophasor data trans-

fer in late 2011.  

The original synchrophasor standard, IEEE Standard 1344-1995 [38], and its succes-

sor, IEEE Standard C37.118-2005 [39] played an important role in steady-state character-

ization of phasor measurements. However, they fell short in the aspect of PMU dynamic 

performance. The latest IEEE Standard C37.118.1-2011 [5] provides necessary guide-

lines to assure dynamic characterization of synchrophasors. It defines two classes of per-

formances, namely, P-class and M-class. P-class is preferred for applications requiring 

fast response. The letter P is used since protection applications require a fast response. M-

class is intended for applications demanding greater precision. The letter M is used since 

analytic measurements often require greater precision. However, the user has freedom to 

choose a performance class that matches the requirement of each application [5]. It also 

provides two reference filters in an annex. Furthermore, the concept of TVE and compli-

ance tests is expanded in the new standard. In addition, it also defines the frequency error 
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(FE) and the rate of change of frequency error (RFE) limits for both steady-state and dy-

namic conditions.  

The IEEE Standard 1344-1995 [38] did not support data transmission hierarchy. The 

messaging was strictly from a PMU to another device, such as a power system digital 

fault recorder (DFR). This drawback was addressed in the next revision, IEEE Standard 

C37.118-2005 [39], which defined a communication protocol to operate over synchro-

phasor networks. The communication protocol includes four types of messages, namely 

data, configuration, header and command frames, and it was widely used throughout the 

world [7]. The recent IEEE Standard C37.118.2-2011 [40] minimizes disruption to its 

predecessor, IEEE Standard C37.118-2005 [39] to maintain backward compatibility [7].    

The first PDC guidelines, IEEE C37.244 [11] was published in 2013 as a guide, 

which describes performance, functional and communication needs of PDCs for power 

system protection, control and monitoring applications. This covers synchrophasor sys-

tem needs and testing procedures for PDCs as well as functional requirements for associ-

ated interfaces with PMUs to a PDC and PDC systems. Furthermore, it includes require-

ments for synchronization, synchrophasor data processing, and real-time access. 

In April 2014, IEEE Standard C37.118.1a [41], an amendment to IEEE C37.118.1-

2011 was released to relax the M-class FE and RFE requirements and rectify minor in-

consistencies as suggested in Chapter 3. Since the IEEE Standard C37.118.1-2011 [5] 

does not specify test procedures, different test procedures may yield different test results 

for the same PMU. To address that issue, the IEEE standards association conformity as-

sessment program published the IEEE synchrophasor measurement test suite specifica-

tion [42] in December 2014.   
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2.3 Total Vector Error (TVE) 

The latest IEEE standard C37.118.1 [5] defines the total vector error (TVE) as a 

measure to assess the accuracy of synchrophasor measurements and it is defined as, 

TVE(𝑛) =
|X𝑎(𝑛) − X𝑚(𝑛)|

|X𝑎(𝑛)|
 (2.1) 

where X𝑎(𝑛) is the actual synchrophasor and X𝑚(𝑛) is the measured synchrophasor. The 

relationship between the actual phasor, the measured phasor and the TVE for an arbitrary 

limit, ε is shown in Figure 2.1.   
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Figure 2.1 Relationship between actual phasor, measured phasor and TVE 

If the end point of the measured phasor lies inside the circle of uncertainty with the radius 

of ε drawn at the end of the actual phasor, the measured phasor fulfills the required accu-

racy. The maximum error for the magnitude measurement with no phase angle error can 

be easily obtained from Figure 2.1, it would be ± ε. The maximum phase error, θ occurs 
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when the measured phasor is a tangent to the circular TVE region. As the phase angle is 

measured with respect to a time synchronized reference signal, timing errors creates an 

error in the phase angle measurement. The same timing error will result different TVE 

depending on the system frequency.  

2.3.1 TVE, Magnitude Error and Phase Angle Error 

Relationship  

The TVE combines the errors from both magnitude and phase angle measurements, 

and a relationship between the TVE, and the magnitude error λ and the phase angle error 

γ can be derived from (2.1) as: 

TVE = √2(1 ± 𝜆)(1 − cos 𝛾) + 𝜆2 (2.2) 

It is important to identify the error contributions from magnitude and phase angle in 

order to minimize TVE. The 3D plot in Figure 2.2 shows the relationship between the 

magnitude error, the phase angle error and the TVE. 
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Figure 2.2 TVE as a function of magnitude and phase angle errors 

Figure 2.3 illustrates the TVE as a function of the phase angle error for different magni-

tude errors, and Figure 2.4 shows TVE as a function of the magnitude error for different 

phase angle errors and Figure 2.5 displays the relationship between magnitude and phase 

angle errors for different TVE values. 

 

Figure 2.3 TVE as a function of phase angle error for different magnitude errors 

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0

0.5

1

1.5

2

2.5

3

Phase Angle Error (deg)

T
o
ta

l 
V

ec
to

r 
E

rr
o
r 

(%
)

2.5 %

2.0 %

1.5 %

1.0 %

0.5 %

0.0 %

Magnitude Error

Variation



Synchrophasor Measurement Technology 28 

 

 

 

Figure 2.4 TVE as a function of magnitude error for different phase angle errors 

 

Figure 2.5 Relationship between magnitude and phase angle errors for different TVEs 

If it is required to limit TVE to 1%, the maximum allowable magnitude error is 

±0.01pu (when the error in phase angle is zero), and the maximum allowable error in an-
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gle is ± 0.573
o
 (when the magnitude error is zero). The timing error corresponding to ± 

0.573
o
 at 50 Hz is ±31.8 μs which at 60 Hz is only ±26.5 μs. For 3% TVE criterion, the 

maximum error in the magnitude is ±0.03 pu with no phase angle error and the maximum 

phase angle error is ±1.719
o
. The corresponding timing error at 50 Hz is ±95.5 μs and that 

at 60 Hz is ±79.6 μs. Therefore, it is essential to minimize both magnitude and phase an-

gle errors to maintain the TVE within the appropriate accuracy limit. 

2.4 Functional Model of a PMU 

The process of calculation of synchrophasors in a typical commercial PMU is shown 

in Figure 2.6. 
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Figure 2.6 The model of a typical commercial PMU with DFT based phasor extraction 
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The input voltage and current signals are passed through the internal potential and current 

transformers (PTs & CTs), which step-down signals to a level appropriate for analog to 

digital converter (ADC).  The stepped-down signals are passed through the frontend anti-

aliasing filters so that the high frequency interference signals are eliminated before sam-

pling. The ADC has fixed frequency sampling synchronized to a GPS clock. In order to 

achieve a high level of accuracy, the internal instrument transformer errors are corrected 

using proprietary algorithms, which are tuned through an appropriate calibration proce-

dure. Discrete Fourier transform (DFT) and least square (LS) estimation based methods 

are commonly used for phasor estimation. 

When the input waveforms are sinusoidal signals with fixed frequency, a PMU pro-

duces accurate output measurements. However, actual power system waveforms are far 

from the ideal, and thus, additional filtering is required. The backend performance class 

filter shown in Figure 2.6 (either P-class or M-class) is applied to the output of the phasor 

estimator. The characteristics of the backend filter can significantly vary from manufac-

turer to manufacturer, and filtering may be combined with the phasor estimation. Among 

many of the filtering options, finite impulse response (FIR) filters provide adequate per-

formances [5]. Introduction of a digital backend filter, however results in a filter group 

delay, 𝐺𝑑 in seconds, given by 

𝐺𝑑 =
𝑁

2 × 𝑁𝑠 × 𝑓0
 (2.3) 

In (2.3), 𝑁 denotes the filter order and 𝑁𝑠 is the ADC sampling rate specified as the sam-

ples/cycle at the base frequency.  The filter order N is an even number so that the filter 

coefficients are symmetrical across the filtering window. The backend filter group delay 
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and other PMU processing delays due to analog input filtering and sampling can be com-

pensated with the aid of proper timestamps, but the latency introduced to the measure-

ments cannot be eliminated.  

The derived quantities such as the frequency and the ROCOF are computed using the 

estimated phase angles. The estimated phasor magnitudes and phase angles roll off when 

the signal frequency deviates from the nominal power system frequency. The errors in 

magnitude/phase angle due to deviations in the frequency can be compensated by using 

an experimentally derived compensation factor, as described in Chapter 3 of this thesis. 

2.5 Phasor Estimation Methods 

2.5.1 Discrete Fourier Transform (DFT) Method 

Consider a data window of 𝑁 + 1 samples and the center of the computational time 

window as the reference time for the phasor estimation. In DFT phasor estimators, sam-

ples are multiplied by nominal power system frequency quadrature oscillators (sine and 

cosine waves) to calculate real and imaginary parts of the phasor. The estimations of the 

real and imaginary parts of the phasor of signal 𝑥 at the 𝑛th
 sampling point are obtained 

as, 

𝑋𝑅(𝑛) =
√2

𝑁
∑ 𝑥(𝑛 + 𝑘) ∙ cos[2𝜋𝑓0(𝑛 + 𝑘)∆𝑡]

+𝑁 2⁄

𝑘=−𝑁 2⁄

 (2.4) 
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𝑋𝐼(𝑛) =
√2

𝑁
∑ 𝑥(𝑛 + 𝑘) ∙ sin[2𝜋𝑓0(𝑛 + 𝑘)∆𝑡]

+𝑁 2⁄

𝑘=−𝑁 2⁄

 (2.5) 

where 𝑋𝑅 and 𝑋𝐼 are the real and imaginary parts of the phasor, ∆𝑡 is the sampling inter-

val. The performance of DFT method deteriorates at off-nominal frequencies and during 

power system oscillations. Hence, additional filtering is required in the form of P-class or 

M-class filters. In practice, filtering is performed simultaneously with DFT calculations 

by modifying (2.4) and (2.5) as [5]:   

𝑋𝑅(𝑛) =
√2

𝐺
∑ 𝑥(𝑛 + 𝑘) ∙ cos[2𝜋𝑓0(𝑛 + 𝑘)∆𝑡] ∙ 𝑊(𝑘)

+𝑁 2⁄

𝑘=−𝑁 2⁄

 (2.6) 

𝑋𝐼(𝑛) =
√2

𝐺
∑ 𝑥(𝑛 + 𝑘) ∙ sin[2𝜋𝑓0(𝑛 + 𝑘)∆𝑡]

+𝑁 2⁄

𝑘=−𝑁 2⁄

∙ 𝑊(𝑘) (2.7) 

where 𝑊(𝑘) are the backend performance class filter coefficients, and 𝐺 is the filter gain 

given by  

𝐺 = ∑ 𝑊(𝑘)

+𝑁 2⁄

𝑘=−𝑁 2⁄

 (2.8) 

The DFT method is one of the most extensively used algorithm for phasor estimation 

due to its harmonic rejection, estimation speed and recursivity property. Therefore, many 

PMU manufacturers adopt the DFT method to estimate phasors.  
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2.5.2 Basic Least Squares (LS) Method 

The least squares (LS) method minimizes the sum of squares errors between the 

measurements and the predefined curve, which is assumed to be a time dependent sinus-

oidal function of known frequency of 𝑓0 (50 or 60 Hz), but of an unknown magnitude and 

phase angle. Therefore, the waveform can be written as, 

𝑥(𝑡) = 𝑋𝑚(𝑡) cos(2𝜋𝑓0𝑡 + 𝜙) (2.9) 

This waveform is decomposed to two orthogonal functions with unknown amplitudes 

𝑋𝑅(𝑡) and 𝑋𝐼(𝑡) as,   

𝑥(𝑡) = 𝑋𝑅(𝑡) cos(2𝜋𝑓0𝑡) + 𝑋𝐼(𝑡) sin(2𝜋𝑓0𝑡) (2.10) 

Similar to the DFT calculations, computational data window of 𝑁 + 1 samples and the 

center of the computational time window are considered as the reference time for the 

phasor estimation. For 𝑁 + 1observations: 

[
 
 
 
 
 
 
 
 
 𝑥 (𝑛 −

𝑁

2
)

:

𝑥(𝑛)

:

𝑥 (𝑛 +
𝑁

2
)]
 
 
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
 cos [2𝜋𝑓0 (𝑛 −

𝑁

2
)Δ𝑡] sin [2𝜋𝑓0 (𝑛 −

𝑁

2
)Δ𝑡]

: :

cos[2𝜋𝑓0𝑛Δ𝑡] sin[2𝜋𝑓0𝑛Δ𝑡]

: :

cos [2𝜋𝑓0 (𝑛 +
𝑁

2
)Δ𝑡] sin [2𝜋𝑓0 (𝑛 +

𝑁

2
)Δ𝑡]

]
 
 
 
 
 
 
 
 
 

[
𝑋𝑅(𝑛)

𝑋𝐼(𝑛)
] +

[
 
 
 
 
 
 
 
 
 ε (𝑛 −

𝑁

2
)

:

ε(𝑛)

:

ε (𝑛 +
𝑁

2
)]
 
 
 
 
 
 
 
 
 

 

 

 

(2.11) 

where 𝑋𝑅 and 𝑋𝐼 are the real and imaginary parts of the fundamental phasor, Δ𝑡 is the 

sampling interval, and ε(𝑛) is the estimation error or mismatch corresponding to n
th

 sam-

ple. In matrix notation, (2.11) can be written as, 

[𝑥]{(𝑁+1)×1} = [𝐴]{(𝑁+1)×2}[𝑋]{2×1} + [ε]{(𝑁+1)×1} (2.12) 
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Define a function for sum of squares of error terms, 

𝐽(𝑋) = [ε]𝑇[ε] = ([𝑥] − [𝐴][𝑋])T([𝑥] − [𝐴][𝑋]) (2.13) 

The least squares solution for this system, which minimizes 𝐽(𝑋) can be written as, 

[𝑋](2×1) = ([𝐴]T[𝐴])−1[𝐴]T[𝑥] (2.14) 

The least square solution (2.14) exists provided that the column vectors of [𝐴] are linear-

ly independent. Furthermore, it is assumed that the frequency is a known quantity. How-

ever, in actual power systems, frequency is no longer a known quantity even during the 

steady-state. The problem can be formulated to estimate the frequency as well, but the re-

sulting nonlinear problem requires an iterative solution approach, resulting in a computa-

tionally expensive algorithm.  

Advantage of the LS method over the DFT based method is that the sampling rate 

does not need to be an integer number of samples per cycle. However, the sampling rate 

needs to be proportionally adjusted when the power system frequency changes, to mini-

mize the magnitude and angle errors introduced by frequency change. 

2.5.3 Iterative Least Squares Methods  

In [43], power system voltage and current waveforms are modelled as combination of 

fundamental, harmonics and decaying dc offset as, 

𝑥(𝑡) = 𝑎1 cos(2𝜋𝑓𝑡 + 𝜙1) + 𝑎2 cos(4𝜋𝑓𝑡 + 𝜙2) + ⋯+ 𝑎𝑚 cos(2𝜋𝑚𝑓𝑡 + 𝜙𝑚) + C e−
𝑡
𝜏 

 (2.15) 
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where 𝑎1, 𝑎2, …, 𝑎𝑚 are model coefficients, 𝑓 is the fundamental frequency, 𝑚 is the or-

der of harmonics, 𝜏 is the time constant of decaying dc offset. Considering computational 

data window of 𝑁 + 1 (≥ 2𝑚 + 2) samples, it can be written as  

[𝐴] =

[
 
 
 
 
 
 
 
 
 cos [2𝜋𝑓 (𝑛 −

𝑁

2
)Δ𝑡] − sin [2𝜋𝑓 (𝑛 −

𝑁

2
)Δ𝑡] . . cos [2𝜋𝑓𝑚 (𝑛 −

𝑁

2
)Δ𝑡] − sin [2𝜋𝑓𝑚 (𝑛 −

𝑁

2
)Δ𝑡] 1 (𝑛 −

𝑁

2
)

: : : : : : :

cos[2𝜋𝑓𝑛Δ𝑡] − sin [2𝜋𝑓 (𝑛 −
𝑁

2
)Δ𝑡] . . cos[2𝜋𝑓𝑚𝑛Δ𝑡] − sin[2𝜋𝑓𝑚𝑛Δ𝑡] 1 𝑛

: : : : : : :

cos [2𝜋𝑓 (𝑛 +
𝑁

2
)Δ𝑡] − sin [2𝜋𝑓 (𝑛 −

𝑁

2
)Δ𝑡] . . cos [2𝜋𝑓𝑚 (𝑛 +

𝑁

2
)Δ𝑡] − sin [2𝜋𝑓𝑚 (𝑛 +

𝑁

2
)Δ𝑡] 1 (𝑛 +

𝑁

2
)
]
 
 
 
 
 
 
 
 
 

 

 (2.16) 
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+

[
 
 
 
 
 
 
 
 
 ε (𝑛 −

𝑁

2
)

:

ε(𝑛)

:

ε (𝑛 +
𝑁

2
)]
 
 
 
 
 
 
 
 
 

 
(2.17) 

In matrix notation, (2.17) can be written as, 

[𝑥]{(𝑁+1)×1} = [𝐴]{(𝑁+1)×(2𝑚+2)}[𝑋]{(2𝑚+2)×1} + [ε]{(𝑁+1)×1} (2.18) 

The least squares solution for this system can be written as, 

[𝑋]{(2𝑚+2)×1} = ([𝐴]T[𝐴])−1[𝐴]T[𝑥] (2.19) 

where 𝑎1 cos𝜙1 and 𝑎1 sin𝜙1 are the real and imaginary parts of the fundamental phas-

or, Δ𝑡 is the sampling interval. It is noted that matrix [A] depends on the actual frequency 

of the signal, which is unknown. Therefore, an iterative approach is used to estimate the 
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actual frequency. The iterative process is started with an assumed frequency, which is 

usually frequency of the previous time instant. The phasors are estimated from the as-

sumed frequency and frequency is then updated from the estimated fundamental phasor.  

The iteration process is terminated when the frequency update reaches within a specified 

tolerance. 

2.6 Frequency Estimation and Measurement 

Reporting 

2.6.1 Frequency Estimation 

Once the real and imaginary components of a phasor are determined, the phase angle 

can be obtained as,  

𝜃(𝑛) = tan−1 (
𝑋𝐼(𝑛)

𝑋𝑅(𝑛)
) (2.20) 

As the phase angles at the previous sampling points are known the frequency deviation is 

estimated as [5], 

Δ𝑓(𝑛) =
6[𝜃(𝑛) − 𝜃(𝑛 − 1)] + 3[𝜃(𝑛 − 1) − 𝜃(𝑛 − 2)] + [𝜃(𝑛 − 2) − 𝜃(𝑛 − 3)]

20𝜋 × Δ𝑡
 

 (2.21) 

where 𝜃(𝑛) is the phase angle of the 𝑛th
 estimate, 𝜃(𝑛 − 1) is the phase angle of the pre-

vious estimate and so on. 
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2.6.2 Measurement Reporting 

A new phasor is calculated at every sampling point, but all of them are not reported. The 

number of data points (samples) between two consecutive reportings, 𝑁𝑑, is dependent on 

the sampling rate 𝑁𝑠, (samples/cycle or spc), the reporting rate, 𝐹𝑠, (frames/s or fps) and 

the nominal signal frequency, 𝑓0.  

𝑁𝑑 =
𝑓0 × 𝑁𝑠

𝐹𝑠
 (2.22) 

Therefore, the 𝑟th
 phasor reported by the PMU is, 

𝑋𝑒(𝑟) = 𝑋𝑒(𝑝𝑁𝑑)             where  𝑝 = 1, 2, 3, … (2.23) 

Investigations showed that if the frequency is reported as the nominal frequency plus 

the frequency deviation calculated using (2.21) at the reporting time, i.e. [𝑓0 + ∆𝑓(𝑟𝑁𝑑)], 

it is difficult to achieve the frequency error (FE) limits. However, this can be rectified if 

the 𝑁𝑑 frequency estimates made between the two consecutive reportings is averaged. 

Thus, it is proposed to report the frequency as 

𝑓(𝑟) = 𝑓0 +
1

𝑁𝑑
× ∑ ∆𝑓(𝑙)

𝑝𝑁𝑑

𝑙=(𝑝−1)𝑁𝑑

 (2.24) 

The substitution of ∆𝑓 given in (2.21) into (2.24) results in cancellation of some of the 

middle phasor terms in the summation in (2.24).  The frequency can be estimated using 

only three phasor estimations near the current timestamp and three phasors near the pre-

vious timestamp as,  
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𝑓(𝑟) = 𝑓0 +
[6𝜃𝑟𝑁𝑑 + 3𝜃(𝑟𝑁𝑑 − 1) + 𝜃(𝑟𝑁𝑑 − 2)]

20𝜋 × 𝑁𝑑 × Δ𝑡
 

−
[6𝜃((𝑟 − 1)𝑁𝑑 − 1) + 3𝜃((𝑟 − 1)𝑁𝑑 − 2) + 𝜃((𝑟 − 1)𝑁𝑑 − 3)]

20𝜋 × 𝑁𝑑 × Δ𝑡
 

(2.25) 

The IEEE synchrophasor standard [5] defines measurement reporting rates as submul-

tiples of the nominal system frequency as listed in Table 2.1. 

Table 2.1 PMU reporting rates [5] 

System frequency (Hz) 50 60 

Reporting rates (fps) 10 25 50 10 12 15 20 30 60 

 

2.7 Backend Performance Class Filters 

This section briefly describes the performance class filters introduced in IEEE stand-

ard C37.118.1 [5] and its amendment [41] (i.e. IEEE Standard C37.118.1a). The backend 

performance class filters are finite impulse response (FIR) filters, which are better than 

the infinite impulse response (IIR) filters due to their linear-phase filtering. Thus, the FIR 

filters avoid phase distortions in phasor measurements. However, the FIR filters are rela-

tively slower than their counterpart, the IIR filters.   

2.7.1 Reference P-class Filter Model 

The reference P-class filter model is a fixed length, triangular weighted, symmetric 

filter with length of 2 cycles of the nominal system frequency. Coefficients of the P-class 

reference filter as specified in [5] are calculated from   
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𝑊(𝑘) = 1 −
2

𝑁 + 2
|𝑘| where  𝑘 = −

𝑁

2
:+

𝑁

2
 (integers)   (2.26) 

The filter order N is related to the sampling rate 𝑁𝑠 as  

𝑁 = 2(𝑁𝑠 − 1) (2.27) 

Table 2.2 lists the filter orders and the corresponding group delays in milliseconds for 

P-class filters at different sampling rates. The filter orders are even numbers in order to 

allow the model uses an odd number of samples. This simplifies timestamp generation 

and phase compensation as a sample timestamp at the center of the window without ad-

justment.  

Table 2.2 P-class filter parameters 

Sampling rate 

(samples/cycle) 
8 15* 16 32 64 96 128 256 384 

Filter order  

(Group delay in ms) 

14 

(14.6) 

28 

(15.6) 

30 

(15.6) 

62 

(16.1) 

126 

(16.4) 

190 

(16.5) 

254 

(16.5) 

510 

(16.6) 

766 

(16.6) 

* Sampling rate used in the P-class filter example provided in the standard [5] 

Coefficients of the P-class filter calculated at 96 samples/cycle are shown in Figure 2.7 as 

an example. The corresponding frequency response characteristic is illustrated in Figure 

2.8.  
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Figure 2.7 P-class filter coefficient example  

(Filter order = 190) 

 

Figure 2.8 P-class filter response example in frequency domain  

(Filter order = 190) 

The P-class filter model performs properly at the nominal frequency where the period 

of estimation exactly matches the actual period of the signal. The harmonic rejection is 

also excellent. Under the off-nominal frequency, phase angle estimation is still accurate 

as the signal is centered on the estimate. However, magnitude estimates are rolled-off and 
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needed magnitude compensation. The magnitude of the phasor is corrected from a com-

pensation factor, 𝐶𝑝 given in (2.28) to compensate for the frequency deviation [5] and the 

magnitude of the compensated phasor is given in (2.29): 

𝐶𝑝(𝑛) =
1

sin [𝜋
(𝑓0 + 1.625Δ𝑓(𝑛))

2𝑓0
]

 
(2.28) 

𝑋𝑒(𝑛) = 𝐶𝑃√𝑋𝑅(𝑛)2 + 𝑋𝐼(𝑛)2 (2.29) 

2.7.2 Reference M-class Filter Model  

Application of M-class filter is similar to the P-class filter, however, the M-class filter 

has a requirement to attenuate by at least 20 dB, the signals that are above the Nyquist 

frequency for the given reporting rate. The standard [5] defines pass and stop bands with 

a frequency response mask as illustrated in Figure 2.9.  

 

Figure 2.9 Frequency response mask specification for M-class filter [5] 
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The filter response curve should remain inside the unshaded region at all frequencies. The 

M-class filter requires more stringent filtering to meet the higher accuracy level, but it 

will result in longer reporting delays compared to the P-class filter. 

The coefficients of the reference M-class filter given in [5] are given by  

𝑊(𝑘) = 𝑠𝑖𝑛𝑐 (
2𝜋 × 2𝐹𝑓𝑟 × 𝑘

𝑓0 × 𝑁𝑠
) ∙ ℎ(𝑘) (2.30) 

where 𝑘 =  −𝑁 2 ⁄ : +𝑁 2 ⁄   (integer values only, values of 𝑁 as in Table 2.3). 𝐹𝑓𝑟is the 

filter reference frequency from [5], ℎ(𝑘) is Hamming function, and 𝑊(0) = 1. The filter 

order and the number of filter coefficients depend upon the sampling rate as well as the 

reporting rate. The filter order is adjusted to meet frequency response requirement. Table 

2.3 provides the M-class filter order for different sampling and reporting rates; the values 

within parentheses indicate filter group delay in milliseconds. Note that the filter order 

increases with the sampling rate, and decreases with the reporting rate.  

Table 2.3 M-class filter parameters 

Sampling 
Reporting  

8 spc 16 spc 32 spc 64 spc 96  spc 128 spc 256 spc 384 spc 

10 fps 
250 

(260.4) 

500 

(260.4) 

1000 

(260.4) 

2000 

(260.4) 

3000 

(260.4) 

4000 

(260.4) 

8000 

(260.4) 

12000 

(260.4) 

12 fps 
208 

(216.7) 

416 

(216.7) 

834 

(217.2) 

1666 

(216.9) 

2500 

(217.0) 

3334 

(217.1) 

6666 

(217.0) 

10000 

(217.0) 

15 fps 
166 

(172.9) 

334 

(174.0) 

666 

(173.4) 

1334 

(173.7) 

2000 

(173.6) 

2666 

(173.6) 

5334 

(173.6) 

8000 

(173.6) 

20 fps 
126 

(131.2) 

250 

(130.2) 

500 

(130.2) 

1000 

(130.2) 

1500 

(130.2) 

2000 

(130.2) 

4000 

(130.2) 

6000 

(130.2) 

30 fps 
86 

(89.6) 

170 

(88.5) 

342 

(89.1) 

684 

(89.1) 

1026 

(89.1) 

1368 

(89.1) 

2736 

(89.1) 

4102 

(89.0) 

60 fps 
46 

(47.9) 

94 

(49.0) 

186 

(48.4) 

372 

(48.4) 

558 

(48.4) 

744 

(48.4) 

1488 

(48.4) 

2232 

(48.4) 
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An example of the reference M-class filter coefficients calculated for a reporting rate of 

60 fps at a sampling rate of 96 samples/cycle (filter order of 558) is shown in Figure 2.10. 

The corresponding frequency response characteristic is illustrated in Figure 2.11 where 

the attenuation level beyond the Nyquist frequency of 30 Hz is greater than 20 dB. 

 

Figure 2.10 M-class filter coefficient example  

(Filter order = 558 at sampling rate of 96 samples/cycle and reporting rate of 60 fps) 

 

Figure 2.11 M-class filter magnitude response example in frequency domain  

(Filter order = 558 at sampling rate of 96 samples/cycle and reporting rate of 60 fps) 
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The standard [5] does not propose a compensation factor for the reference M-class 

and it is found that with the uncompensated reference M-class filter given in [5], TVE 

exceeds 1% limit when the signal frequencies are close to 55 Hz or 65 Hz. In order to 

correct this, applying a compensation factor as in the case of the reference P-class is pro-

posed in this thesis and chapter 3 will provide more details.  

The issues of the reference M-class filter model are also addressed in the amendment 

to IEEE C37.118.1-2011 (i.e. IEEE Standard C37.118.1a [41]). It introduces a new fre-

quency response mask characteristic as shown in Figure 2.12. 

 

Figure 2.12 Revised frequency response mask specification for M-class filter [41] 

The reference M-class filter coefficient example for the revised frequency response mask 

specification is shown in Figure 2.13 where the filter order is 984 at the sampling rate of 

96 samples/cycle. The corresponding frequency response characteristic is illustrated in 

Figure 2.14 where the attenuation level beyond the Nyquist frequency of 30 Hz is greater 

than 50 dB, which is higher than the requirement of the original IEEE standard [5]. 
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Figure 2.13 M-class filter coefficient example for revised frequency response mask  

(Filter order = 984 at sampling rate of 96 samples/cycle and reporting rate of 60 fps) 

 

Figure 2.14 M-class filter magnitude response example for revised frequency response mask  

(Filter order = 984 at sampling rate of 96 samples/cycle and reporting rate of 60 fps) 
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2.8 PMU Testing  

Applications that rely on synchrophasor measurements to observe true power system 

behavior demand high accuracy and consistency under both steady-state and dynamic 

conditions. It is also important to establish the interoperability between PMUs from dif-

ferent vendors, who use different proprietary synchrophasor estimation algorithms [44]. 

Thus, PMU performance evaluation plays a vital role.  

Even though the IEEE Standard C37.118.1-2011 [5] specifies both the steady-state 

and the dynamic performance requirements of synchrophasor measurements, practical 

implementation of PMUs compliant to the standard and conformity testing are chal-

lenging tasks. Many PMU testing efforts [4], [6], [9] consider the steady-state per-

formance evaluation but the dynamic performance assessment and related practical issues 

are often neglected. Simple and repeatable PMU evaluation procedures and test setups 

are described in [4], [6], [9]. Generally, a known input signal is fed to the PMU with the 

help of a signal playback unit synchronized with the GPS clock and the PMU response is 

compared against the theoretical phasor.   

In [45]-[49], various practical issues of PMU measurements in test environments as 

well as field operating conditions are assessed. Reference [45] investigates the practical 

concerns, such as magnitude scaling, phase-angle offsets, rise time, measurement delays, 

and windowing time offset in different PMUs. The responses of PMUs under transient 

conditions, such as oscillations, sudden system imbalances, and various switching events 

have been evaluated in [46]-[48].  The test results from various PMU manufacturers are 

presented and compared in [49], which shares experiences of testing and calibration of 
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PMUs in the U.S.A. and Europe. In [50], 7 commercial and 3 prototype PMUs from dif-

ferent vendors were assessed and test results showed that all 7 commercial PMUs fail to 

comply the latest synchrophasor standard [5] and its amendment [41] while 3 prototype 

PMUs satisfied the specifications. 

2.9 Improving PMU Performance 

Numerous efforts have been made to improve the accuracy of dynamic phasor estima-

tion and the performance of PMU filtering algorithms [51]-[55]. An improved dynamic 

phasor estimation algorithm is proposed in [51], but the algorithm has been tested only in 

a simulation environment. In [52], a phase-locked loop (PLL)-based technique is applied 

to estimate dynamic phasors. This approach helps to prevent errors due to power system 

unbalances, off-nominal frequency operation and windowing issues of DFT method. It is 

proposed in [53] to use subspace-based techniques to estimate dynamic phasors under 

power system oscillations. A framework for designing PMU filtering algorithm is dis-

cussed in [54] with both simulation and actual test results. A real-time digital filter is ap-

plied in [55] to enhance PMU performances by removing the unwanted DC offset due to 

sudden current changes and inter-harmonics. Although these algorithms make various 

improvements, implementing practical PMUs fully conforming to all requirements speci-

fied in IEEE Standard C37.118.1-2011 [5]  is still a challenging task [50]. 
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2.10 Concluding Remarks 

This chapter presented a brief review of the synchrophasor measurement technology. 

The backend performance class filters provided in the latest synchrophasor standard [5] 

were discussed in details. The standard phasor estimation techniques (DFT and LS meth-

ods) and a recently published phasor estimation technique [43] were presented. Recently 

published research related to evaluating and enhancing PMU dynamic performances was 

also reviewed.  Many of these efforts make numerous developments; however, none of 

them have proven the overall performances of PMUs under dynamic conditions until the 

recent report published by the National Institute of Standards and Technology (NIST) in 

early 2016 [50]. Note that this research has been carried out prior to publish the NIST re-

port [50].  



Chapter 3 

Testing and Performance 

Enhancement of a Phasor 

Measurement Unit  

3.1 Introduction  

This chapter examines the implementation of two performance class filters required 

to meet the steady-state and dynamic performances in a PMU device and associated prac-

tical issues. Furthermore, it describes a PMU test setup and the sources of errors in a 

PMU test environment. The investigations presented in this chapter critically examine the 

adequacy of reference P-class and M-class filters, and the practicality of various accuracy 

requirements imposed by the synchrophasor standard IEEE C37.118.1-2011 [5]. 
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3.2 Proposed Improvements to M-Class Filter 

Model 

3.2.1 Compensation Factor to the Reference M-Class Filter 

The current IEEE synchrophasor Standard C37.118.1-2011 [5] demands TVE to be 

within 1% for steady-state measurements and within 3% under most dynamic test condi-

tions. The detailed TVE requirements specified in the standard [5] are later given in Ta-

ble 3.1 and Table 3.2 with the test results. As discussed in section 2.3.1, for the 1% TVE 

criterion, the maximum allowable magnitude error is also 1% when the error in phase an-

gle is zero, and the maximum allowable phase angle error is 0.573
o
 with zero magnitude 

error. The standard [5] does not propose a compensation factor for the M-class and it is 

found that with the uncompensated M-class reference filter given in [5], the magnitude 

error exceeds the 1% limit when the signal frequencies are close to 55 Hz or 65 Hz. This 

results in a violation of the 1% TVE limit even though the phase angle error limit of 

0.573
o
 is satisfied. It is demonstrated in Figure 3.1 by the red dashed curves which were 

obtained through theoretical calculations based on the PMU model described in section 

2.4 (refer Figure 2.6). 
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Figure 3.1 Comparison of magnitude error, phase angle error and TVE variations for reference 

M-class filter under signal frequency deviations with and without the compensation factor  
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Similar investigation showed that the PMU with reference M-Class filter fails the lin-

ear frequency ramp test [5] as well. In order to correct this, it is proposed to apply a com-

pensation factor as in the case of P-class. The proposed correction factor, 𝐶𝑀 is,  

𝐶𝑀(𝑛) =
1

sin [𝜋
(𝑓0 + 1.15Δ𝑓(𝑛))

2𝑓0
]

 
(3.1) 

where 𝑓0 is the nominal frequency and Δ𝑓(𝑛)) is an offset from the nominal frequency. 

The factor 1.15 in (3.1) is proposed by the author based on the experiments. The blue sol-

id curves in Figure 3.1 demonstrate that a PMU can achieve the accuracy specified in [5] 

for the frequency deviation test with the proposed compensation factor. The magnitude 

error is less than 0.2 % with the proposed compensation factor. The curves for phase an-

gle error overlap as the proposed compensation factor is merely applied to correct the 

magnitude. Further testing verified that TVE requirements under all other tests [5] can al-

so be met with the proposed compensation factor with any sampling and reporting rate 

combination. 

3.2.2 Modified M-class Filter Model  

According to Table 2.3, the order of the reference M-class filter given in the IEEE 

C37.118.1-2011[5]  standard could be very large depending on the reporting and sam-

pling rates. For example, at a reporting rate of 60 fps, it requires a data window of about 

5.8 cycles and results in a filter group delay of about 2.9 cycles. The filters have a large 

number of coefficients and the implementation demands significant memory and compu-

ting resources from the real-time computing system in the PMU device. As a solution to 
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this drawback, a modified filter algorithm is proposed. The proposed approach approxi-

mately halves the filter lengths (filter order = 𝑁/2 approximated to the nearest even inte-

ger) given in Table 2.3. The filter coefficients for a particular reporting rate are then cal-

culated by adjusting the filter reference frequency, 𝐹𝑓𝑟, in (2.30) so that the filter satisfies 

the frequency response mask provided in Annex-C of the standard [5]. Coefficients of the 

modified M-class filter designed for a reporting rate of 60 fps at a sampling rate of 8 sam-

ples/cycle are shown in Figure 3.2 as an example. In the example, the filter order is 26 

and the coefficients are calculated with 𝐹𝑓𝑟 = 5.61 Hz.  

 

Figure 3.2 Modified M-class filter coefficient example  

(Filter order = 26 at sampling rate of 8 samples/cycle and reporting rate of 60 fps) 

The frequency response of the example modified M-class filter (both magnitude and 

phase angle) is shown in Figure 3.3. The modified M-class filter attenuates the signal fre-
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rate and satisfies the filter frequency response mask specification of [5] as illustrated in 
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not possible to satisfy the filter mask specification, if the M-class filter order is further 

reduced while keeping the basic filter structure as in (2.30). 

 

 
Figure 3.3 Modified M-class filter response with frequency  

(Filter order = 26 at a sampling rate of 8 samples/cycle and a reporting rate of 60 fps) 
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𝐶𝑀_𝑁𝑒𝑤(𝑛) =
1

sin [𝜋
(𝑓0 − 0.7Δ𝑓(𝑛))

2𝑓0
]

∙ exp (−𝑗
𝜋Δ𝑓(𝑛)

1800
) 

(3.2) 

The empirical factor 0.7 and the exponent in (3.2) were determined after numerous ex-

periments. The phase angle correction in (3.2) was proposed based on the observation 

that the phase angle error increases with the frequency deviation: every 1 Hz frequency 

deviation results in an approximately 0.1
o
 phase angle error. With this complex compen-

sation factor and the modified M-class filter, the PMU can meet all requirements speci-

fied in [5].  Instead of using the proposed complex correction factor, the phase angle error 

can also be corrected by adjusting the data window used to calculate phasors for a partic-

ular timestamp.  

The blue solid curve in Figure 3.4 shows that a PMU can easily achieve the accuracy 

requirement specified in [5] with the modified filter, which has an approximately half the 

length of the original M-class reference filter, and the new compensation factor. The 

modified M-class filter requires only about 3 cycles with the filter group delay (latency 

due to filter) of about 1.5 cycles to determine phasors at a reporting rate of 60 fps but it 

achieves a better accuracy level than the original M-class reference filter proposed in [5], 

which requires 5.8 cycles long data window resulting in a group delay of 2.9 cycles. It 

will be shown in the following sections that a PMU with the proposed modified M-class 

filter and the complex correction factor can meet specified error limits during all other 

performance tests specified in [5].   
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Figure 3.4 Comparison of magnitude error, phase angle error and TVE variations for the modified 

M-class filter under signal frequency deviations  
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3.3 PMU Test Setup 

The PMU test setup was developed around a real-time waveform playback device 

(Doble
TM

 F6150) that supplies analog voltage and current signals at their appropriate lev-

els (69 V nominal voltage and 5 A nominal current) using the recorded COMTRADE 

(common format for transient data exchange [56]) files. Playback signals can be precisely 

synchronized with a GPS clock so that the playing back of a signal file is started exactly 

at a specified time. [9], [57]. The GPS receiver chosen for the investigations (Tekron 

TTM01-E) supports an inter-range instrumentation group time code format B (IRIG-B) 

signal and a pulse-per-second (PPS) signal. The analog test signals generated by the 

playback unit are thus referenced to a known time. The test signals were generated start-

ing from the theoretical phasors describing the test conditions as prescribed in [5]. The 

mathematical equations describing the time domain signals corresponding to the theoreti-

cal phasors are obtained. The COMTRADE files of the test signals were generated using 

the COMTRADE file recording facility of PSCAD/EMTDC
TM

 software. The playback 

signals are input to the PMU under test, which receives timing signals from the same 

GPS clock as the playback device. The phasor magnitude, phase angle, and the frequency 

measurements provided by the PMU were recorded and compared against the theoretical 

phasors corresponding to the test signals. The phasor measurement errors are quantified 

using the TVE as specified in the standard [5]. The operational flowchart of test setup is 

shown in Figure 3.5.  
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Figure 3.5 Operational flowchart of test setup 

3.3.1 Sources of Errors in Testing 

When evaluating the performance, it is important to understand the possible errors as-

sociated with the test setup as well as the sources of errors in a PMU device. The former 

includes instrumentation and operational errors including errors in the test signals gener-

ated from a mathematical signal model, playback device amplifier, GPS receiver, and 

playback start-up delay [9] while the later consists of errors in the GPS receiver, internal 

instrument transformers of PMU, ADC, time inconsistency, measurement calculations, 

and parasitic oscillations or processing artifacts [45].  
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In order to achieve high accuracy in the generated analog test signals, care must be 

taken right from the time of generating the COMTRADE files. The accuracy of the test 

signals depends upon the analog output scale and the simulation time step used in the 

playback device. In making the COMTRADE files, 16 bit A/D conversion resolution 

(65,536 levels) and a 50 µs time step were selected. The Doble F6150 signal playback 

device has a 16 bit digital to analog converter (DAC) and in order to supply the analog 

voltage and current signals with required peak-to-peak magnitudes, the appropriate preci-

sion levels must be selected. For the tests described in this research, 1 mA and 10 mV 

precisions were selected for currents and voltages respectively. This enabled generating 

current signals with peak-to-peak magnitude up to 15.56 A (1.1×5A×√2×2) and voltage 

signals with peak-to-peak magnitudes of 214.68 V (1.1×69V×√2×2).  

In order to evaluate TVE, the test signal also needs to be synchronized using a GPS 

clock. In the tests, the same GPS clock supplied synchronizing signals to the playback in-

strument and the PMU under test, thereby minimizing errors due to the GPS clock. The 

GPS receiver chosen for the test provides 1-PPS signal which indicates the beginning of 

the current second of the universal coordinated time (UTC) and IRIG-B signal as shown 

in Figure 3.6.  
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Figure 3.6 Starting delay of waveform with respect to the UTC reference 

The playback system is configured to start playing a recorded signal always at the be-

ginning of a full second, based on the UTC 1-PPS signal provided by the GPS clock. 

However, the actual analog signal starts to appear on the output of playback device after a 

certain delay (which was approximately 10 µs for the instrument used) as shown in Fig-

ure 3.6. This time needs to be compensated in the TVE calculation and evaluating other 

performance measures such as step response performance and latency. The signal magni-

tude errors can be minimized by properly calibrating the playback device using known 

voltage and/or current waveforms [9], [58]. In [5], it is recommended that test uncertainty 
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the test signal at the PMU input is kept below 0.25% since the required TVE from the 

PMU is less than 1% under most of the situations. 
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The sources of errors in the PMU device include those introduced by its internal in-

strument transformers. Actual instrument transformers always have a ratio and a phase 

angle correction (although small), making them a source of biased measurements if they 

are not properly calibrated. It is essential to calibrate both magnitudes and phase angles. 

The calibration is achieved by comparing the known voltage and/or current waveforms 

and measured values. Since accurate characteristics of commercial internal instrument 

transformers are essential for calibration, it is usually done by the manufacturers. The er-

rors introduced by digitization can be minimized by using a high resolution ADC, such as 

16-bit ADC. Errors could also be introduced due to calculation delays in the PMU. The 

phasor estimation can be viewed as an averaging or filtering process, regardless of 

whether the performance class filters are applied at the backend, and therefore, there is an 

inherent delay. However, the timestamp of a phasor reported by a PMU should corre-

spond to the time when part of the signal used to compute the phasor appearing at the 

PMU input. Thus, the data window corresponding to the timestamp should be adjusted to 

account for the processing delays, including the frontend analog input filtering, sampling, 

and estimation group delay of the performance class filters [6]. A PMU calculates fre-

quency and ROCOF by taking first and second numerical derivatives of the phase angle. 

Abrupt changes in angle estimates, which are data outliers, produce sharp spikes in deriv-

atives. A better PMU output can result if the derivative spikes are amplitude limited or in-

terpolated out of the data prior to filtering. PMU measurements may contain parasitic os-

cillations which are actually processing artifacts. Proper hardware design and shielding 

can prevent parasitic oscillation. 
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3.4 Test Results and Discussion 

Current signal measurements are presented in this thesis since current measurements 

are more vulnerable for errors initiated from the current transformers. The frequency 

measurements shown in the thesis are derived from voltage measurements. The test re-

sults illustrate performances of the highest reporting rate of 60 fps. The maximum TVE 

and FE observed during the test period are reported. In the research, the errors observed 

without the performance class filters are test results directly obtained from an actual 

PMU, which has a capability to record the input signal as well. The performance class fil-

ter models are implemented in MatLAB, and the signals recorded by the PMU are ap-

plied to compare different performance class filters. The errors observed with and with-

out the performance class filters are reported, and compliance with the performance re-

quirements specified in [5] (summarized in Table 3.1 & Table 3.2) is analyzed. Note that 

the reference M-class filter performances are evaluated with the compensation factor 

proposed in Section 3.2.1.  

3.4.1 Signal Frequency Test 

The signal frequency test simulates a deviation of frequency in the power system. In 

this test, the frequency is varied from 55 Hz to 65 Hz with a step resolution of 1 Hz while 

all other quantities are kept constant (nominal frequency is 60 Hz). The test continues 

over 5 s of test duration. The maximum percentage TVE and the maximum FE are shown 

in Figure 3.7.  
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Figure 3.7 Steady-state current frequency response at 60 fps 
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does not satisfy the FE requirement (< 0.005 Hz) without performance class filters. Note 

that the specified range of frequency for the P-class is only from 58-62 Hz [5]. 

Since ROCOF is the first numerical derivative of frequency, it should be possible to 

maintain ROCOF error (RFE) within the specified range if the frequency is accurately 

measured. However, RFE requirements specified in [5] are difficult to achieve even with 

the performance class filters. For example, the allowed FE of 0.005 Hz at steady-state can 

translate into an RFE of 0.3 Hz/s, if this frequency difference appears between two con-

secutive phasor reportings at 60 fps. However, the maximum RFE allowed in [5] is 0.01 

Hz/s. According to Annex C in the standard [5], the ROCOF values are calculated using 

two consecutive sample data points. Even when these values are averaged over the re-

porting period, it is impossible to achieve the accuracy specification in [5]. Based on the 

observations of these tests, feedback was provided to the relevant IEEE working group 

suggesting to review the RFE specifications in [5], after considering the performance of 

commercial PMUs from different manufactures. The IEEE Standard C37.118.1a [41], an 

amendment to [5] released in early 2014, relaxes the RFE specifications where P-class 

and M-class limits were increased to 0.4 Hz/s and 0.1 Hz/s respectively (Note that these 

tests were conducted before the amendment to IEEE C37.118.1 was released). 

3.4.2 Measurement Bandwidth Test 

The test signals for measurement bandwidth assessment are primarily 50 or 60 Hz 

waveforms that are amplitude and/or phase angle modulated with a sine wave. This test 

simulates oscillations in a power system. The test signal is represented as,  
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𝑥(𝑡) = 𝑋𝑚[1 + 𝑘𝑥 cos(2𝜋𝑓𝑚𝑡)] ∙ cos[2𝜋𝑓0𝑡 + 𝑘𝑎 cos(2𝜋𝑓𝑚𝑡 − 𝜋)] (3.3) 

The magnitude modulation 𝑘𝑥 and the phase angle modulation 𝑘𝑎 are kept at 10% while 

the modulation signal frequency 𝑓𝑚 is varied over the range 0.1 to 5 Hz. The tests at each 

modulation frequency step continue for at least two full cycles of modulation to allow for 

adequate settling time so that the modulation frequency change transient does not affect-

ing the measurements. The variations of the maximum percentage TVE and maximum 

FE observed during this test are shown in Figure 3.8.  

 

 

Figure 3.8 Current magnitude and phase angle modulation response at 60 fps 
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The PMU without performance filters can satisfy the TVE requirements only up to a 

modulation frequency of 2 Hz, as the maximum TVE rises above 3% beyond 2 Hz. How-

ever, once the performance class filters are applied, the TVE remains less than 1% 

throughout the expected modulation frequency range. In Figure 3.8, the curves for P-class 

and M-class TVEs overlap. The FE is also higher than the specified range (0.3 Hz) with-

out filters but addition of performance filters rectifies the situation. The curves for P-class 

should be considered only up to 2 Hz because the specified range of modulation frequen-

cy for P-class is from 0.1 to 2 Hz only. Also, the specified FE limit for the P-class is 0.06 

Hz. This test procedure has been slightly changed through the amendment, IEEE Stand-

ard C37.118.1a [41]; according to the new procedure the magnitude and phase angle 

modulations are applied separately. 

3.4.3 Linear Frequency Ramp Test  

In the linear frequency ramp test, the input signal frequency is changed at a constant 

rate starting from its nominal value, similar to what would occur in a sudden system im-

balance caused by a loss of significant load or generation. The frequency ramp test signal 

is represented as, 

𝑥(𝑡) = 𝑋𝑚 cos(2𝜋𝑓0𝑡 + 𝜋𝑅𝑓𝑡
2) (3.4) 

where 𝑅𝑓 is the signal frequency ramp rate. The test is repeated for negative ramps (60 

Hz - 55 Hz at rates up to −1.0 Hz/s) and positive ramps (60 Hz - 65 Hz at rates up to +1.0 

Hz/s). To eliminate the effect of transients, the measurements taken during the two re-

porting intervals before and after a change in the frequency ramp are excluded in the cal-
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culation of errors. The observed variations of the maximum percentage TVE and the 

maximum FE are shown in Figure 3.9.  

 

 

 

Figure 3.9 Current signal linear frequency ramp response at 60 fps 
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than the P-class FE limit and equal to the steady-state FE limit. This is a somewhat unre-

alistically strict limit and cannot be achieved with any of the M-class filters considered in 

this research. Therefore, it was suggested to review M-class FE limit of the standard [5], 

under the frequency ramp test. The IEEE Standard C37.118.1a [41], an amendment to [5] 

addressed this inconsistency and amended M-class FE limit to 0.01 Hz. 

Results of the signal frequency, the measurement bandwidth, and the frequency ramp 

tests for P- and M-classes are summarized in Table 3.1. 

Table 3.1 TVE and FE results of the P-class and M-class compliance 

Influence quantity Condition 
Max TVE 

(%) 

Max FE 

(Hz) 

Signal frequency 

Specified in [5] (P-class/M-class) 1.00/1.00 0.005/0.005 

without filter (P-class range) 0.35 0.002 

Reference P-class 
(8 spc) 0.41 0.005 

(96 spc) 0.40 0.002 

without filter (M-class range) 0.88 0.017 

Reference M-class* 
(8 spc) 0.88 0.004 

(96 spc) 0.83 0.002 

Modified M-class (8 spc) 0.13 0.005 

Measurement  

bandwidth 

Specified in [5] (P-class/M-class) 3.00/3.00 0.06/0.30 

without filter (P-class range) 3.21 0.07 

Reference P-class 
(8 spc) 0.18 0.03 

(96 spc) 0.15 0.02 

without filter (M-class range) 8.53 0.43 

Reference M-class* 
(8 spc) 0.42 0.16 

(96 spc) 0.28 0.13 

Modified M-class (8 spc) 0.36 0.28 

Linear frequency ramp 

Specified in [5] (P-class/M-class) 1.00/1.00 0.01/0.005 

without filter (P-class range) 0.89 0.060 

Reference P-class 
(8 spc) 0.38 0.015 

(96 spc) 0.36 0.009 

without filter (M-class range) 0.89 0.060 

Reference M-class* 
(8 spc) 0.88 0.013 

(96 spc) 0.84 0.10 

Modified M-class (8 spc) 0.14 0.023 

* Reference M-class filter with the proposed compensation factor 
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3.4.4 Step Response Tests 

This test is used to simulate power system switching events. The test signal with a 

unit step function 𝑢(𝑡) is applied to the magnitude or the phase angle. The unified test 

signal is represented by (3.5), but step is applied only for one quantity in a given test.   

𝑥(𝑡) = 𝑋𝑚 [1 + 𝑘𝑚𝑢(𝑡)]cos[2𝜋𝑓0𝑡 + 𝑘𝑎𝑢(𝑡)] (3.5) 

The step response tests include +10% and 10% steps in magnitude 𝑘𝑚, and +10 and 

10 steps in phase angle 𝑘𝑎. The step initiates a transition between two steady-states 

used to determine the response time, delay time, and maximum overshoot/undershoot. 

Since the typical PMU response and delay times are small compared to the PMU report-

ing interval, it is difficult to characterize the response of a single step. Therefore, the 

equivalent sampling approach explained in [5], [6], [46] should be used to achieve the re-

quired measurement resolution. In this technique, at least 10 successive step tests are 

made, where, in each event, the time of the step is shifted within a fraction of the report-

ing interval. The phasors are interleaved in accordance with their timestamps relative to 

one timestamp. This technique achieves an equivalent measurement step response with a 

time resolution to derive points on the measurement curve.  Figure 3.10 shows the magni-

tude positive step waveform example for a current input, and the corresponding magni-

tude, TVE, and FE responses plotted on the same time scale. The results show that high 

delay times observed without filters can be reduced by incorporating the performance 

class filters. An example waveform of the phase angle positive step test signal and the 

corresponding phase angle, TVE and FE responses are shown in Figure 3.11. 
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Figure 3.10 Waveforms of current magnitude positive step response at 60 fps 
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Figure 3.11 Waveforms of current phase angle positive step response at 60 fps 
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The TVE response time, delay time, maximum overshoot/undershoot, and frequency 

response time for each test case are also presented in Table 3.2. 

Table 3.2 Step change performances 

Influence 
quantity 

Condition 

Response  

time  

(sec.) 

|Delay time|  

(sec.) 

Max 

overshoot / 

undershoot  

(% of step) 

Frequency 

Response  

time  

(sec.) 

10%  

magnitude posi-
tive step 

Specified in [5]  

(P-class/M-class) 

0.028/ 

0.079 

0.004/ 

0.004 
5.0/10.0 

0.058/ 

0.120 

without filter 0.029 0.012 0.0 0.045 

Reference  

P-class 

(8 spc) 0.018 0.001 0.4 0.035 

(96 spc) 0.018 0.001 0.0 0.043 

Reference  

M-class* 

(8 spc) 0.021 0.001 4.2 0.048 

(96 spc) 0.022 0.001 4.2 0.054 

Modified M-class (8 spc) 0.013 0.001 4.6 0.038 

10% angle  
positive step 

Specified in [5]  

(P-class/M-class) 

0.028/ 

0.079 

0.004/ 

0.004 
5.0/10.0 

0.058/ 

0.120 

without filter 0.085 0.007 68.0 0.046 

P-class filter 
(8 spc) 0.024 0.001 0.2 0.038 

(96 spc) 0.023 0.001 0.2 0.048 

Reference  

M-class* 

(8 spc) 0.024 0.001 3.4 0.090 

(96 spc) 0.027 0.001 3.2 0.098 

Modified M-class (8 spc) 0.015 0.001 3.3 0.067 

* Reference M-class filter with the proposed compensation factor 

The PMU tested can achieve the accuracy requirement specified in [5] with a sam-

pling rate of 8 spc and at a reporting rate of 60 fps. Once the accuracy at the highest re-

porting rate is achieved, the same filter can be used for lower reporting rates, by decimat-

ing the data from the output stream with the aid of an additional low-pass filter similar to 

the M-class filter. However, such additional filtering does not require for P-class, where it 

can be accomplished by taking every 𝑁𝑘
th

 sample; where 𝑁𝑘 is the ratio between the 

highest and the required reporting rates [5]. For example, at the reporting rate of 30 fps 

data reduction can be accomplished by taking every other sample. The PMU accuracy 
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can be slightly improved with a sampling rate of 96 spc but it is computationally more 

expensive. 

3.5 Concluding Remarks 

Theoretical calculations revealed some inadequacies in the reference M-class filter 

given in IEEE C37.118.1-2011 standard [5], and a new compensation factor was pro-

posed for the reference M-class filter to rectify the deficiencies. The practical difficulties 

in implementing the reference M-class filter [5] in real-time environment were recog-

nized and a new modified M-class filter that significantly reduces the number of filter co-

efficients and the filter group delay were introduced.  A simple and repeatable test setup 

was introduced to evaluate steady-state and dynamic performances of a PMU as per the 

IEEE C37.118.1-2011 standard [5]. The performance of a commercial PMU with and 

without performance class filters was evaluated using the proposed test setup. Further-

more, some suggestions were made to review the M-class FE and RFE requirements of 

the synchrophasor standard [5]. In the IEEE Standard C37.118.1a [41], the amendment to 

IEEE C37.118.1-2011 released in 2014, the M-class FE and RFE requirements have been 

relaxed. At the time of the PMU tests reported in this thesis, the test procedures were not 

specified, but in December 2014, a synchrophasor measurement test suite specification 

[42] was published by the IEEE standards association conformity assessment program.  



Chapter 4 

Efficient Algorithms for Real-Time 

Monitoring of Transmission Line 

Parameters 

4.1 Introduction 

In this chapter, a novel approach for formulating the synchrophasor based transmis-

sion line parameters monitoring problem, which leads to computationally much simpler 

solution algorithms than the hitherto published algorithms, is proposed. Results of the 

evaluation of the three new algorithms proposed in this chapter using a power system 

simulated in a RTDS real-time digital simulator are presented in comparison to the per-

formances of few previously published line parameters monitoring algorithms. The chap-

ter also presents validation of the algorithms using a laboratory hardware experimental 

setup. Finally, the application of the algorithms to estimate line parameters under real 

conditions is examined using actual PMU measurements obtained from a utility. 
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4.2 Importance of Real-Time Line Parameters 

Monitoring  

Every electricity utility has a database of transmission line parameters, which is usu-

ally created and updated over several years. These line parameters are often based upon 

theoretical calculations and may not reflect minor alterations to the transmission line as 

well as changes due to ageing. Moreover, the actual values of the transmission line pa-

rameters vary on the loading as well as on the ambient conditions such as temperature, 

solar radiation, wind speed, and any ice buildup. The current carried by the conductor de-

termines the power losses, which are converted to heat, and the ambient conditions de-

termine the rate of heat dissipation. The temperature determined by the heat balance in 

turn affect the resistivity and the sag. Thus, the parameters used to model a transmission 

line are continuously changing to a certain extent. By monitoring the line parameters in 

real-time, parameters can be updated to reflect the prevailing conditions. The line param-

eters updated in real-time can potentially improve the accuracy of many applications in-

cluding state estimation, identification of fault locations, online determination of line 

losses and so on. In addition, the estimated line resistance can be used to determine the 

closeness of the transmission line to its thermal limit. 

Traditional state estimators rely upon the theoretically calculated transmission line 

parameters, which depend upon several assumptions and may not reflect the actual sys-

tem state. In addition, errors in the theoretical values of line parameters limit the state es-

timator’s capability to detect bad data.  Therefore, the output of state estimator may not 
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be an accurate representation of the power system state at the given time. These draw-

backs can be eliminated and the accuracy of state estimators can be improved by using 

the transmission line parameters that are updated in real-time. 

Today, most utilities want to operate their existing transmission lines close to their 

operating limits due to both economic and environmental reasons, particularly due to dif-

ficulties in obtaining environmental clearances for the construction of new transmission 

lines.  The conductor temperature, which changes with the loading and environmental 

conditions, should be maintained below a certain value known as the thermal limit to 

avoid excessive conductor sags and permanent deformation of conductors. The average 

temperature of a conductor can be estimated if the resistance of the transmission line is 

known. With accurate estimates of line resistance provided by real-time line parameter 

monitoring, temperature of the conductors can be continuously estimated with a known 

temperature coefficient of resistivity of the conductor material. Although this method 

does not allow monitoring of local hot spots, it provides a reasonable and economical al-

ternative to direct monitoring of conductor temperatures.  

Most of the fault location algorithms rely on accurate transmission line parameters 

and real-time monitoring can help to precisely identify fault locations. In addition, real-

time line parameter tracking can improve the accuracy of estimating power losses in 

transmission lines, and hence the accuracy of loss coefficients and incremental loss fac-

tors. This helps to minimize transmission losses through optimal power flow programs. 

The real-time monitored line parameters may be used for several utility applications 

such as operational studies and configuration of protective relays. The real-time moni-
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tored line parameters can be stored and used as an offline approach to eliminate the line 

parameter errors in the database.  

Thus, real time line parameter monitoring is useful for the applications mentioned 

above and others. 

4.3 Real-Time Monitoring of Line Parameters  

Accurate transmission line parameters are important for reliable operation of a power 

system. The traditional theoretical calculations and offline measurements are widely used 

approaches, but they do not allow tracking of parameters when they are changing with 

the environmental factors and load conditions. Synchrophasor based real-time transmis-

sion line parameter monitoring algorithms can track such changing parameters. 

Recent literature reports a number of efforts to calculate the parameters of a transmis-

sion line using PMU measurements [19], [20], [27], [59]-[67]. In [19], line parameters are 

identified using the total least squares (TLS) estimation. Another  approach is to obtain 

ABCD chain parameters of the two-port network model of a transmission line  using 

known voltage and current phasors at the terminals [20], [27], [59], [60]. The transmis-

sion line parameters are then found from the ABCD chain parameters. However, this ap-

proach requires at least two sets of measurements taken under different operation condi-

tions. In [61]-[63], transmission line parameters are estimated based on the distributed pa-

rameter line model using nonlinear estimation theory. A method to estimate the parame-

ters of a transmission line in a simple laboratory scale power system test setup is pro-

posed in [64]. In [65], transmission line parameters are estimated from phasors calculated 
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by the new discrete Fourier transform (DFT) filtering approach termed as smart DFT. 

Transmission line parameters estimation method in [67] uses PMU measurements at one 

end and conventional magnitude measurements available at the other end, and the line pa-

rameters are estimated using nonlinear estimation theory.  

Even though synchrophasor measurements have a guaranteed accuracy, practical 

PMU measurements can be contaminated with noise. Therefore, most of existing ap-

proaches use multiple sets of PMU measurement for calculation. However, methods pro-

posed in [64]-[66] use a single set of measurements for their calculations. Many of the 

literature on synchrophasor based line parameter estimation algorithms [20], [60]-[63], 

[65], [66] have been validated with simulations alone. Only few algorithms such as those 

proposed in [59], [64], [67] have been validated using laboratory test setups whereas only 

the algorithms in [19] and [27] have been evaluated with the actual field measurements. 

Investigation of the performance of real-time transmission line parameters monitoring al-

gorithms with practical synchrophasor measurements is important to gain confidence be-

fore applying it in the field. However, field validation is very difficult as the actual pa-

rameter values under a given ambient condition are not known, unless a special test de-

signed to estimate the line parameters is conducted. 

Although transmission line parameter estimation using PMU measurements is dis-

cussed in several papers, only a few them address the calculation of parameters of a series 

compensated transmission lines [61], [68]-[70]. All these published approaches require 

some form of input excitation, that is at least two set of measurements under different op-

eration conditions, to successfully estimate the parameters.  
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4.4 Problem of Line Parameter Estimation  

The equivalent π-model of a transmission line is shown in Figure 4.1, where VS, IS, VR 

and IR denote voltages and currents of the sending and the receiving ends respectively.  

IS IR

VS VR

Z

Y

2

Y

2

 

Figure 4.1 The equivalent π-equivalent model of a transmission line 

Considering the measurement polarities indicated in Figure 4.1, the relationships between 

the currents and the voltages at the sending and the receiving ends can be expressed as, 

VS = VR (1 +
YZ

2
) − IRZ (4.1) 

IS = VRY (1 +
YZ

4
) − IR (1 +

YZ

2
) (4.2) 

where Z = 𝑅 + j𝑋𝐿 and Y = j𝑦𝑐. The transmission line parameters to be found are 𝑅, 𝑋𝐿 

and 𝑦𝑐 , which denote the series resistance, series inductive reactance and the shunt capac-

itive susceptance respectively. Alternatively, considering the distributed parameter mod-

el, the same relationships can be expressed as, 

VS = VRcosh(𝛾𝐿) − IRZCsinh(𝛾𝐿) (4.3) 

IS = −IRcosh(𝛾𝐿) +
VR

ZC
sinh(𝛾𝐿) (4.4) 

In this case, the parameters to be found are the characteristic impedance, ZC, and the 

propagation constant 𝛾. The length of the transmission line, L, is assumed to be known.  
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4.5 Review of Transmission Line Parameter 

Estimation Algorithms 

In this section, some of the previously published line parameter estimation algorithms 

are briefly described. The algorithms presented here are used for the comparative assess-

ment of the performance of the new algorithms presented later in this chapter. The partic-

ular set of algorithms were chosen because they work with similar input data and possess 

the ability of tracking line varying parameters under changing operating and environmen-

tal conditions. 

The computational complexity of mathematical algorithms can be measured by ana-

lysing how they respond to changes in the size of input data set [71]. For instance, it is 

possible to analyse how the processing time of a parameter estimating algorithm change 

as the number of synchrophasor measurement sets or the data window size grows. As de-

scribed in [71], the complexity of an algorithm can be expressed using big O notation as 

O(𝑚𝑁𝛼), where N is the input data size, and m and α are two parameters dependent on 

the algorithm complexity. For example, for a linear algorithm m = 1 and α = 1. The com-

putational complexity of the proposed line parameters estimation algorithms and other 

exiting algorithms are analysed using this method. 

4.5.1 Method A [19] 

In the algorithm proposed in [19], line parameters are identified with a moving-

window of PMU measurements using the total least squares (TLS) estimation. The meth-
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od requires the voltage and the current phasors as well as the complex power measure-

ments at both terminals. This algorithm is computationally expensive because it uses the 

singular value decomposition (SVD) technique to solve a matrix equation which could 

sometimes be ill-conditioned. Therefore, it is a computationally expensive algorithm 

where the computational complexity is O(𝑁2), where N is the number of measurements 

collected from PMUs (i.e. data window length) 

4.5.2 Method B [20] 

The method 4 in [20] formulates the problem considering the nodal equations (1) and 

(2) and rearranging them into four real equations as, 

VS
(Re)

= VR
(Re)

(1 −
𝑋𝐿𝑦𝑐

2
) − VR

(Im) 𝑅𝑦𝑐

2
− IR

(Re)
𝑅 + IR

(Im)
𝑋𝐿 (4.5) 

VS
(Im)

= VR
(Re) 𝑅𝑦𝑐

2
+ VR

(Im)
(1 −

𝑋𝐿𝑦𝑐

2
) − IR

(Re)
𝑋𝐿 + IR

(Im)
𝑅 (4.6) 

IS
(Re)

= −VR
(Re) 𝑅𝑦𝑐

2

4
− VR

(Im)
𝑦𝑐 (1 −

𝑋𝐿𝑦𝑐

4
) − IR

(Re)
(1 −

𝑋𝐿𝑦𝑐

2
) + IR

(Im) 𝑅𝑦𝑐

2
 (4.7) 

IS
(Im)

= VR
(Re)

𝑦𝑐 (1 −
𝑋𝐿𝑦𝑐

4
) − VR

(Im) 𝑅𝑦𝑐
2

4
− IR

(Re) 𝑅𝑦𝑐

2
− IR

(Im)
(1 −

𝑋𝐿𝑦𝑐

2
) (4.8) 

where the superscripts (Re) and (Im) denotes the real and imaginary part of the complex 

variable, respectively. Since unknowns are direct transmission line parameters (i.e. series 

resistance 𝑅, series inductive reactance 𝑋𝐿, and shunt capacitive susceptance 𝑦𝑐) the prob-

lem is nonlinear. Thus, least squares (LS) based nonlinear estimation theory is employed 

to solve for the unknown parameters. The solution requires a computationally expensive 

iterative process. Therefore, the computational complexity not only depends upon the N 
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but also number of iterations, m. Thus, the computational complexity is O(𝑚𝑁). The 

number of iterations depends on the initial condition and the tolerance specified to termi-

nate the iterations. The initial values of the unknown parameters can be obtained using 

the theoretical estimations [20]. However, this problem can be linearized by rearranging 

equations as proposed in algorithm 1 of this thesis.   

4.5.3 Method C [61] 

The distributed parameter model of the line is employed for deriving the algorithm 

presented in [61]. Considering the voltage and the current phasors measured at the two 

ends, a set of complex equations for the voltage and current are derived and rearranged 

into a set of real equations. The algorithm looks to estimate ZC and 𝛾. The resulting esti-

mation problem is nonlinear and the solution can be obtained from a technique similar to 

that used in method 4 in [20]. Thus, the computational complexity is also same as the 

method B. i.e. O(𝑚𝑁). The drawbacks of the method B [20] are common to this method 

as well.   

4.5.4 Method D [63] 

A nonlinear optimal estimation theory based transmission line parameter estimation 

algorithm is proposed in [63]. The algorithm is developed considering the distributed 

transmission line model and a set of synchronized measurements of the voltage and cur-

rent phasors at two ends. This algorithm differs from the others, and has the ability of de-

tecting possible synchronization errors. Thus, it enhances estimation accuracy [63]. How-
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ever, a large number of unknowns are necessary to be estimated during the solution, be-

cause in addition to the unknown transmission line parameters, measurements itself are 

optimized to obtain the solution. Also, the number of estimations required grows with the 

data window size. The problem is nonlinear, and therefore, an iterative Newton-Raphson 

method is used for obtaining the solution. Each iteration involves (12𝑁 + 1) ×

 (12𝑁 + 1) matrix inversion. Therefore, the computational complexity is O(𝑚𝑁3) and 

this algorithm is obviously the computationally most expensive method..  

4.5.5 Method E [20] and Method F [65] 

Noise-free synchrophasor measurements are assumed in the method 1 in [20] and the 

approach presented in [65]. The line parameters are determined considering a single 

measurement set consisting of the voltage and current phasors measured at two ends. 

Thus, the estimated parameters are vulnerable to noise.  

4.6 Proposed Transmission Line Parameters 

Estimation Algorithms 

In this thesis, three novel transmission line parameters estimation algorithms are de-

veloped. The first two algorithms proposed in this thesis (for the lump and distributed pa-

rameter models) distinguish from the previously published algorithms [19], [20], [61]-

[63], [67] by the solution approach. The algorithms developed in this thesis use computa-

tionally simpler linear LS estimation instead of nonlinear LS or iterative methods, while 

not requiring data at different operating points (or input excitation). This is possible 
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through the judicious selection of the estimation parameters to enable formulating a linear 

estimation problem. The last algorithm is based on nonlinear LS estimation and an itera-

tive solution procedure distinguishes due to its ability of estimating the parameters of se-

ries compensated transmission lines. 

4.6.1 Algorithm for Estimating 𝜋 −Equivalent Circuit 

Parameters (Algorithm 1) 

Letting 1 Z⁄ = 𝑔 + j𝑏 and separating the real and imaginary parts of the two complex 

expressions (4.1) and (4.2), four real equations can be obtained as, 

IS
(Re)

= (VS
(Re)

− VR
(Re)

)𝑔 + (VR
(Im)

− VS
(Im)

)𝑏 −
VS

(Im)

2
𝑦𝑐 (4.9) 

IS
(Im)

= (VS
(Im)

− VR
(Im)

)𝑔 + (VS
(Re)

− VR
(Re)

)𝑏 +
VS

(Re)

2
𝑦𝑐 (4.10) 

IR
(Re)

= (VR
(Re)

− VS
(Re)

)𝑔 + (VS
(Im)

− VR
(Im)

)𝑏 −
VR

(Im)

2
𝑦𝑐 (4.11) 

IR
(Im)

= (VR
(Im)

− VS
(Im)

)𝑔 + (VR
(Re)

− VS
(Re)

)𝑏 −
VR

(Re)

2
𝑦𝑐 (4.12) 

where the superscripts (Re) and (Im) denotes the real and imaginary part of the complex 

variable respectively. Considering 𝑁 measurements sets collected from PMUs, the fol-

lowing vectors and matrices can be defined. 

[𝐴] = [IS1
(Re)

IS1
(Im)

IR1
(Re)

 IR1
(Im)

⋯ ⋯ ISN
(Re)

ISN
(Im)

IRN
(Re)

IRN
(Re)]

T
 (4.13) 
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[𝐻] =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 VS1

(Re)
− VR1

(Re)
VR1

(Im)
− VS1

(Im)
−VS1

(Im)
2⁄

VS1
(Im)

− VR1
(Im)

VS1
(Re)

− VR1
(Re)

VS1
(Re)

2⁄

VR1
(Re)

− VS1
(Re)

VS1
(Im)

− VR1
(Im)

−VR1
(Im)

2⁄

VR1
(Im)

− VS1
(Im)

VR1
(Re)

− VS1
(Re)

VR1
(Re)

2⁄

: : :

: : :

VSN
(Re)

− VRN
(Re)

VRN
(Im)

− VSN
(Im)

−VSN
(Im)

2⁄

VSN
(Im)

− VRN
(Im)

VSN
(Re)

− VRN
(Re)

VSN
(Re)

2⁄

VRN
(Re)

− VSN
(Re)

VSN
(Im)

− VRN
(Im)

−VRN
(Im)

2⁄

VRN
(Im)

− VSN
(Im)

VRN
(Re)

− VSN
(Re)

VRN
(Re)

2⁄ ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 (4.14) 

[Ψ] = [𝑔 𝑏 𝑦𝑐]
T (4.15) 

Using the vectors and matrices defined in (4.13)-(4.15), the measurement equation can be 

expressed in compact form as:  

[𝐴](4𝑁×1) = [𝐻](4𝑁×3)[Ψ](3×1) (4.16) 

The least square solution of the set of equations expressed in (4.16) is given by 

[Ψ]  = ([𝐻]𝑇[𝐻])−1[𝐻]𝑇[𝐴] (4.17) 

The matrix [𝐻]𝑇[𝐻] is a 33 non-singular, real-valued, symmetrical matrix irrespec-

tive of the number of measurements and thus, its inverse can easily be obtained regard-

less of the number of measurements considered. This is the main advantage of the pro-

posed method for real time transmission line parameters monitoring. The computational 

complexity of the algorithm is O(𝑁). 
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4.6.2 Algorithm for Estimating Distributed Model Parameters 

(Algorithm 2) 

The unknown complex parameters ZC and 𝛾 in (4.3) and (4.4) can be decoupled and 

expressed as,  

√VS
2 − VR

2 = √IS
2 − IR

2 ∙ Zc (4.18) 

VSIS − VRIR = (VRIS − VSIR)cosh(𝛾𝐿) (4.19) 

Considering 𝑁 measurements sets collected from PMUs, the following vectors can be 

defined.  

[𝐶] = [√VS1
2 − VR1

2 ⋯ ⋯   √VSN
2 − VRN

2 ]

T

 (4.20) 

[𝐷] = [√IS1
2 − IR1

2 ⋯ ⋯   √ISN
2 − IRN

2 ]

T

 (4.21) 

[𝐸] = [VS1IS1 − VR1IR1 ⋯ ⋯   VSNISN − VRNIRN]T (4.22) 

[𝐹] = [VR1IS1 − VS1IR1 ⋯ ⋯   VRNISN − VSNIRN]T (4.23) 

Using the complex-valued vectors defined in (4.20)-(4.23), two decoupled measurement 

equations can be expressed in compact form as: 

[𝐶](𝑁×1) = [𝐷](𝑁×1)ZC (4.24) 

[𝐸](𝑁×1) = [𝐹](𝑁×1)cosh(𝛾𝐿) (4.25) 
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The least square solution of the set of equations expressed in (4.24) and (4.25) are given 

by, 

ZC = ([𝐷]T[𝐷])−1[𝐷]T[𝐶] (4.26) 

𝛾 =
1

𝐿
cosh−1([𝐹]T[𝐹])−1[𝐹]T[𝐸] (4.27) 

Since [𝐷]T[𝐷] and [𝐹]T[𝐹] are single element (complex-valued) matrices regardless 

of the number of measurements, their inverse matrices can be directly calculated by tak-

ing their reciprocals. Therefore, it is computationally efficient and appropriate for real-

time applications. The computational complexity of the algorithm is also O(𝑁). From the 

estimated ZC and 𝛾, parameters of the equivalent -model of the transmission line can be 

obtained as:  

𝑅 = Real(ZCsinh(γ𝐿)) (4.28) 

𝑋𝐿 = Imag(ZCsinh(γ𝐿)) (4.29) 

𝑦𝑐 = 2 × Imag (
tanh(γ𝐿 2⁄ )

ZC
) (4.30) 
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4.6.3 Algorithm for Estimating Parameters of a Series 

Compensated Line (Algorithm 3) 

A series compensated transmission line can be represented using cascaded equivalent 

π-models as shown in Figure 4.2. 

IS IR

VS VR

R1 XL1

Y1

2

Y2

2

Y2

2

Y1

2

R2 XL2

V

I ZSer

L1 L2

 

Figure 4.2 The equivalent model of a series compensated transmission line 

The series compensator is located at a distance 𝐿1 away from the sending end. The 

transmission line parameters can be expressed as, 

Z1 = 𝑅1 + j𝑋𝐿1 = ZCsinh(𝛾𝐿1) (4.31) 

Z2 = 𝑅2 + j𝑋𝐿2 = ZCsinh(𝛾𝐿2) (4.32) 

Y1 = j𝑦𝑐1 =
2

ZC
tanh (𝛾

𝐿1

2
) (4.33) 

Y2 = j𝑦𝑐2 =
2

ZC
tanh (𝛾

𝐿2

2
) (4.34) 

Considering the measurement polarities indicated on Figure 4.2, expressions can be 

derived for the transmission line segment left to the compensation device as: 

VS = Vcosh(𝛾𝐿1) + IZCsinh(𝛾𝐿1) (4.35) 

IS = Icosh(𝛾𝐿1) +
V

ZC
sinh(𝛾𝐿1) (4.36) 
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Similar expressions can be derived for the transmission line segment right to the compen-

sation device as, 

V − IZSer = VRcosh(𝛾𝐿2) − IRZCsinh(𝛾𝐿2) (4.37) 

I = −IRcosh(𝛾𝐿2) +
VR

ZC
sinh(𝛾𝐿2) (4.38) 

where ZSer = −j𝑋𝑆𝑒𝑟 and 𝑋𝑆𝑒𝑟 depends upon the degree of compensation 𝑘 = 𝑋𝑆𝑒𝑟 𝑋𝐿⁄ . 

The series compensator can be switched either fully or partially on, or it can be complete-

ly bypassed. By eliminating V and I from (4.35)-(4.38), two equations can be obtained as: 

𝑓1 = VS − (VR −
IRZSer

2
) cosh(𝛾𝐿) − (

VRZSer

2ZC
− IRZC) sinh(𝛾𝐿)  

+
IRZSer

2
cosh(𝛾𝐿′) +

VRZSer

2ZC
sinh(𝛾𝐿′) = 0 (4.39) 

𝑓2 = IS − (
VRZSer

2ZC
2 −IR) cosh(𝛾𝐿) − (

VR

ZC
−

IRZSer

2ZC
) sinh(𝛾𝐿)  

+
VRZSer

2ZC
2 cosh(𝛾𝐿′) +

IRZSer

2ZC
sinh(𝛾𝐿′) = 0 (4.40) 

where 𝐿 = 𝐿1 + 𝐿2 and 𝐿′ = 𝐿1 − 𝐿2. Two nonlinear, complex equations (4.39) and 

(4.40) are functions of the measurements (VS, VR, IS and IR) and the unknown transmis-

sion line parameters (ZC and 𝛾).  
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Considering 𝑁 measurements sets collected from PMUs, a set of equations can be 

written in matrix form as: 

[𝐹] =

[
 
 
 
 
 
 
 
 
 
 
 𝑓1

(1)(Vs,  VR,  Is,  IR,  ZC, 𝛾)

𝑓2
(1)(Vs,  VR,  Is,  IR,  ZC, 𝛾)

:

:

𝑓1
(𝑁)(Vs,  VR,  Is,  IR,  ZC, 𝛾)

𝑓2
(𝑁)(Vs,  VR,  Is,  IR,  ZC, 𝛾)]

 
 
 
 
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
 
 
0

0

:

:

0

0]
 
 
 
 
 
 
 
 
 
 

 (4.41) 

The set of nonlinear equations in (4.41) can be solved with the aid of nonlinear LS 

method. The solution is obtained through an iterative process based on the Newton meth-

od as following. First, the matrix [𝐻] is defined as:  

[𝐻] =

[
 
 
 
 
 𝜕𝑓1

(1)

𝜕ZC

𝜕𝑓2
(1)

𝜕ZC
. . . .

𝜕𝑓1
(𝑁)

𝜕ZC

𝜕𝑓2
(𝑁)

𝜕ZC

𝜕𝑓1
(1)

𝜕𝛾

𝜕𝑓2
(1)

𝜕𝛾
. . . .

𝜕𝑓1
(𝑁)

𝜕𝛾

𝜕𝑓2
(𝑁)

𝜕𝛾 ]
 
 
 
 
 
𝑇

 (4.42) 

The derivatives for the matrix [𝐻] in (4.42) are given as: 

𝜕𝑓1
𝜕ZC

= (
VRZSer

2ZC
2 +IR) sinh(𝛾𝐿) −

VRZSer

2ZC
2 sinh(𝛾𝐿′) (4.43) 

𝜕𝑓1
𝜕𝛾

= 𝐿 (
IRZSer

2
−VR) sinh(𝛾𝐿) − 𝐿 (

VRZSer

2ZC
− IRZC) cosh(𝛾𝐿)  

+𝐿′
IRZSer

2
sinh(𝛾𝐿′) + 𝐿′

VRZSer

2ZC
cosh(𝛾𝐿′) (4.44) 
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𝜕𝑓2
𝜕ZC

=
VRZSer

ZC
3 cosh(𝛾𝐿) + (

VR

ZC
2 −

IRZSer

2ZC
2 ) sinh(𝛾𝐿)  

−
VRZSer

ZC
3 cosh(𝛾𝐿′) −

IRZSer

ZC
2 sinh(𝛾𝐿′) (4.45) 

𝜕𝑓2
𝜕𝛾

= 𝐿 (IR −
VRZSer

2ZC
2 ) sinh(𝛾𝐿) − 𝐿 (

VR

ZC
−

IRZSer

2ZC
) cosh(𝛾𝐿)  

+𝐿′
VRZSer

2ZC
2 sinh(𝛾𝐿′) + 𝐿′

IRZSer

2ZC
cosh(𝛾𝐿′) (4.46) 

The vector [Ψ] is defined as: 

[Ψ] = [ZC 𝛾]𝑇 (4.47) 

Starting from an initial guess, [Ψ] can be updated iteratively. The 𝑁th
 update is obtained 

as, 

[Ψ](𝑝+1) = [Ψ](𝑝) + [ΔΨ](𝑝) (4.48) 

where [ΔΨ] = −([𝐻]𝑇[𝐻])−1[𝐻]𝑇[𝐹]. The matrix [𝐻]𝑇[𝐻] is a 22, non-singular, com-

plex-valued, symmetrical matrix irrespective of the number of measurements and there-

fore, its inverse can easily be calculated regardless of the number of measurements sets. 

The iteration process is terminated when the variable update reaches within a specified 

tolerance. The initial values of the unknown parameters can be obtained using the theo-

retical calculations or use typical values for the given transmission line configuration. 

Once ZC and 𝛾 are known, final transmission line parameters can be obtained from 

(4.28)-(4.30) similar to the proposed algorithm 2. 
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Algorithm 3 can be easily modified to estimate the parameters when the series com-

pensator is completely bypassed or the parameters of an uncompensated transmission line 

by substituting ZSer = 0 in (4.39) and (4.40).  

4.6.4 Application to Other Configurations 

If the series compensator is located at the receiving end of the transmission line as 

shown in Figure 4.3, all three proposed algorithms can be used with a modified VR, where 

VR is replaced with VR
′ .  

VR
′ = VR + IRZSer (4.49) 

Similar approach can be realized if the series compensator is located at the sending end. 

IS IR

VS VR' 

R XL

Y

2

Y

2
VR

ZSer

 

Figure 4.3 The equivalent model of a series compensator at the receiving end 

If a shunt reactor is located at the receiving of the line as shown in Figure 4.4, the 

proposed algorithms can be applied with a modified IR, where IR is replaced with IR
′ . 

IR
′ = IR − ISh (4.50) 

where  ISh = VR ZSh⁄  and ZSh is the impedance of the shunt compensator. 

IS IR

VS

R XL

Y

2

Y

2
VR

IR' 

ISh

 

Figure 4.4 The equivalent model of a shunt reactor at the receiving end 
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As real time synchrophasor measurements are used to estimate the transmission line 

parameters, the data window is advanced with each PMU reporting. It is assumed that 

both the sending and the receiving end PMUs ensure the same reporting rate. All of the 

proposed algorithms treat parameters constant during the data window. The estimated 

transmission line parameters are updated each time a new PMU measurement set is re-

ported.  

4.7 Performance Validation – Simulations 

The performance of the proposed transmission line parameter estimation algorithms 

and other existing approaches (Method A-F) was assessed under different conditions.  

The performance was tested through real-time simulations, hardware experiments and us-

ing the actual field data. 

The two-area, four-generator benchmark power system [29] used for the study con-

sisted of two areas connected through a tie-line as shown in Figure 4.5. It was assumed 

that PMUs are installed at two ends of the tie-line as indicated in Figure 4.5. The tie-line 

is operated at 230 kV and has a length of 220 km, and transfers 356 MW under base case 

conditions. The power system was simulated in a RTDS real-time simulator and the 

distributed parameter transmission line model (Bergeron) available in RTDS simulator 

was used to represent the transmission line under study.  The RTDS transmission line 

module calculates the theoretical values of line parameters from the conductor data and 

the line geometry [72]. This detailed model considers the distributed nature of parame-

ters, mutual coupling between phases and travel times. The synchrophasor measurements 
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required as inputs were obtained through the P-class PMU model available in RTDS sim-

ulator [73], at a reporting rate of 60 frames/s. The positive sequence voltage and current 

phasors of the sending and the receiving ends were collected using openPDC phasor 

data concentrator [74] and saved to a database. The proposed three algorithms were im-

plemented in RTDS and thus operated in online mode. The other algorithms, which were 

implemented in MatLab, used archived data as inputs. 

Database

Control Center
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Tx. Line 

Parameter 

Estimation

1 2

3 4
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Figure 4.5 Simplified two-area four generator power system 

Outputs of all algorithms estimate the series resistance, series inductive reactance and 

the shunt capacitive susceptance of the equivalent -model of the transmission line. A da-

ta window of 15 synchrophasor measurements was used for estimations except for meth-
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ods E and F, which were based on a single measurement. Estimations obtained under dif-

ferent conditions are compared with the theoretical values given by the RTDS transmis-

sion line module in Table 4.1. 

Table 4.1 Theoretical transmission line parameters of the tie-line 

Parameter 𝑅 (Ω) 𝑋𝐿  (Ω) 𝑦𝑐  (S) 

Value 11.64 116.40 6.898×10-4 

4.7.1 Transmission Line Parameters under Ideal Conditions 

The transmission line parameters were estimated under ideal conditions, i.e. when the 

transmission line was ideally transposed and the PMU measurements were noise free. 

The estimated parameters are shown in Table 4.2. According to the results, all algorithms 

perform very well under ideal conditions. The estimation errors (compared to theoretical 

values) are less than 1.5% for all parameters, for all algorithms. The accuracy level re-

mained the same even for the series compensated case, where only Algorithm 3 can be 

applied. Algorithm 3 always converges within 10 iterations under noise free conditions. 

Table 4.2 Transmission line parameters estimated by different algorithms 

 𝑅 𝑋𝐿 𝑦𝑐 

Value (Ω) Error (%) Value (Ω) Error (%) Value (S) Error (%) 

Algorithm 1 11.50 1.20 114.87 1.32 6.94510-4 0.68 

Algorithm 2 11.50 1.20 114.87 1.32 6.94510-4 0.68 

Methods A – F * 11.50 1.20 114.87 1.32 6.94510-4 0.68 

Algorithm 3 † 11.50 1.20 114.87 1.32 6.94310-4 0.66 

* all yield the same estimate up to prescribed no. of significant digits 

† series compensated transmission line (L1 = 66 km, k = 50%) 
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4.7.2 Effect of Line Length under Ideal Conditions 

The transmission line length was varied from 11 km to 440 km in steps of 11 km and 

the estimates of 𝑅 (Ω), 𝑋𝐿 (Ω), and 𝑦𝑐 (S) were obtained. The variations of the estimation 

errors with the line length are plotted in Figure 4.6. The proposed algorithms 2 and 3, as 

well as other methods yielded similar results. The percentage error of the estimated re-

sistance was high when the transmission line length was very short (<44 km), partly due 

to smaller magnitudes of actual resistance. However, the errors remained around 2% even 

when the length was over 400 km. The percentage estimation errors of 𝑋𝐿, and 𝑦𝑐 re-

mained nearly constant around 1.3% and 0.7%, respectively. 

 

Figure 4.6 Variations of the errors with transmission line length 
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cording to the variations of the estimation errors are shown in Figure 4.7, performance 

was not affected by the degree of compensation. 

 

Figure 4.7 Variations of errors with the degree of compensation 
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In this experiment, Algorithm 3 was used to estimate the parameters of the same se-

ries compensated transmission line, with 50% compensation. The location of the series 
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Figure 4.8. Variations of the errors with the location of the series compensator 

4.7.5 Effect of Unbalance 

All parameter estimation algorithms were developed based on the per-phase equivalent 

model of a transmission line, where balanced three-phase voltages and currents are im-

plicitly assumed. However, in practice power systems are not ideally balanced. In order 

to test the performance of the algorithms under an unbalanced condition, unbalanced 

loads given in Table 4.3 were introduced to the simulated power system. Voltage and cur-

rent waveforms observed at the sending and the receiving ends are shown in Figure 4.9.  

Table 4.3 Unbalanced loads connected to bus-5 and bus-6 

Load 
Bus-5 Bus-6 

Phase-A Phase-B Phase-C Phase-A Phase-B Phase-C 

Active (MW) 500 300 100 400 200 800 

Reactive (MVar) 125 75 50 80 40 130 
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Figure 4.9. Waveforms at sending and receiving ends under unbalanced condition 
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The estimated transmission line parameters are compared with the theoretical values 

in Table 4.4. The estimated errors are less than 2% even under the unbalanced conditions. 

Voltage and current unbalance had minimal effect because the positive sequence phasor 

measurements were used in the calculations.  

Table 4.4 Parameters estimated under unbalanced conditions 

 𝑅 𝑋𝐿 𝑦𝑐 

Value (Ω) Error (%) Value (Ω) Error (%) Value (S) Error (%) 

Algorithm 1 11.48 1.37 114.86 1.32 6.94510-4 0.68 

Algorithm 2 11.48 1.37 114.86 1.32 6.94510-4 0.68 

Methods A – F * 11.48 1.37 114.86 1.32 6.94510-4 0.68 

Algorithm 3 † 11.49 1.26 114.87 1.31 6.94310-4 0.66 

* all yield the same estimate up to prescribed no. of significant digits 

† series compensated transmission line (L1 = 66 km, k = 50%) 

Long transmission lines are usually transposed but there are cases where transmission 

lines are not transposed. The impact of unbalanced currents is higher when a transmission 

line is not transposed.  Thus, the previous simulation experiment was repeated with a 

non-transposed line model, and the estimated transmission line parameters are compared 

with the theoretical values in Table 4.5. Even for this case, the estimated parameters have 

an error less than 2%.  

Table 4.5 Estimated parameters under unbalanced, non-transposed conditions 

 𝑅 𝑋𝐿 𝑦𝑐 

Value (Ω) Error (%) Value (Ω) Error (%) Value (S) Error (%) 

Algorithm 1 11.78 1.20 114.65 1.51 6.96010-4 0.90 

Algorithm 2 11.78 1.20 114.65 1.51 6.96010-4 0.90 

Methods A – F * 11.78 1.20 114.65 1.51 6.96010-4 0.90 

Algorithm 3 † 11.54 0.82 114.66 1.49 6.95210-4 0.78 

* all yield the same estimate up to prescribed no. of significant digits 

† series compensated transmission line (L1 = 66 km, k = 50%) 
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4.7.6 Parameter Estimation under Noisy Conditions 

Phasor estimation itself is a filtering process and the anti-aliasing filters as well as ad-

ditional backend filters [5] in PMUs provide good immunity against the high frequency 

noise in measured signals. However, it is impossible to completely eliminate the effect of 

noise in practice. The performance of the proposed algorithms under noisy conditions 

was evaluated by adding a zero mean Gaussian noise to the input voltage and current 

waveforms before they are fed into the PMU models. The accuracy of synchrophasor 

measurements is expressed in terms of total vector error (TVE) [5]. Tests showed that 

with this type of noise, signal-to-noise ratios (SNRs) lower than 30 dB can result in TVEs 

exceeding 1%, which is the acceptable limit under most steady-state and dynamic condi-

tions [5]. Variations of the estimated values of transmission line resistance using noisy 

signal inputs with different SNRs are shown in Figure 4.10. These results were obtained 

with Algorithm 1. Similar plots can be obtained for the other transmission line parameters 

and other methods as well. 

 

Figure 4.10  Transmission line parameters at different noisy levels (algorithm 1) 
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Random fluctuations in the estimated values become higher with increasing noise 

levels (decreasing SNR). Careful examination of the results show that (i) estimations of 

𝑋𝐿 is the least affected by the noise, (ii) estimation errors of 𝑅, and 𝑦𝑐 start to quickly in-

crease when SNRs drop below 40 dB. It was also observed that method B, method C and 

the algorithm 3 did not converge for some data points even after 50 iterations when SNRs 

drop below 40 dB. They were programmed to stop after 50 iterations and report the out-

put, thus the maximum errors are slightly high for such cases. Occasional non-

convergence and larger errors under noise are drawbacks of method B, method C and the 

algorithm 3. The maximum estimation errors observed under 35 dB noise level during a 

period of 10 seconds are given in Figure 4.11.  Methods E & F are highly vulnerable to 

random noise as they use a single measurement set. All other algorithms are not much af-

fected at this level of random noise. 

 

Figure 4.11  Maximum errors under noise (SNR = 35 dB) 
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4.7.7 Data Window Length 

If PMU measurements are totally noise-free, then a single set of measurements is 

enough to estimate transmission line parameters. However, practical measurements are 

contaminated with noise from various sources and therefore, use of several measurements 

can help to increase the accuracy of parameter estimations. For example, the variation of 

line resistance 𝑅 estimated with a single measurement is compared with that estimated 

using 15 measurements (data window size, w=15), when the SNR=35 dB in Figure 4.12.  

 

Figure 4.12  Line parameters with different data window lengths (SNR = 35 dB) 
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Figure 4.13  Maximum error at different data window lengths (SNR = 35 dB) 

4.7.8 Comparison of Computational Efficiency 

The main advantage of the proposed new line parameter estimation algorithms is the 

computational efficiency, especially when implementing in real-time monitoring envi-

ronment. The computational complexities of the proposed algorithms and the existing 

methods were examined and expressed in terms of big O notation. The results are sum-

marized in Table 4.6 for easy comparison.   

Table 4.6 Computational complexities of different algorithms 

Algorithm 
Computational complexities 

Big O notation Comments 

Algorithm 1 O(𝑁) Linear 

Algorithm 2 O(𝑁) Linear 

Method A O(𝑁2) Quadratic 

Method B O(𝑚𝑁) Depends upon no. of measurements and no. of iterations 

Method C O(𝑚𝑁) Depends upon no. of measurements and no. of iterations 

Method D O(𝑚𝑁3) 
†
 Depends upon no. of measurements and no. of iterations 

* Methods E and F are ignored since they are based on a single measurement 

† It is assumed that the matrix inversion obtained from the Gauss–Jordan elimination method 
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Alternatively, the computational efficiency of different algorithms can be experimen-

tally analysed by measuring the computational time of the algorithms for a given input 

data set under the same operating conditions. In order to make a fair comparison, all line 

parameter estimation algorithms should be implemented in the same programming lan-

guage and executed on the same computer. In the test conducted, the two algorithms pro-

posed for uncompensated line parameters estimation (algorithm 1 and algorithm 2) and 

the existing algorithms were all implemented in MatLAB R2015a, and one minute of 

PMU measurements (60 frames/s × 60 seconds = 3600 measurements) were used. The 

programs were run on a PC with Windows 7 OS, Intel® CoreTM i7-2600 CPU @ 

3.40GHz, 4 Core Processor, and 16 GB physical memory. The data window length was 

selected as 15 measurements. The average computational times obtained from 25 tests are 

compared in Table 4.7. 

Table 4.7 Computational time of different algorithms 

Algorithm Computational time (s) 

Algorithm 1 0.074 

Algorithm 2 0.115 

Method A 0.287 

Method B 2.366 

Method C 2.372 

Method D 31.937 

 

From the results in Table 4.6 and Table 4.7, it is obvious that the proposed new linear 

LS based algorithms are significantly more efficient in terms of computational time, 

compared to the other existing algorithms. The computational time of Method A, which 

is the fastest among existing algorithms, is 387% of the computational time of Algorithm 
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1 (250% of the computational time of Algorithm 2). When monitoring a single transmis-

sion line, the computational time of any of the algorithms considered in Table 4.7 would 

not be a major issue with the capability of modern computers. However, in a situation 

where hundreds of transmission lines in a large power system are being monitored in re-

al-time at a central control centre, the proposed new algorithms will provide significant 

advantage in terms of the required computing resources. 

4.8 Performance Validation – Experimental 

Setup 

In this section, the proposed transmission line parameter estimation algorithms, along 

with other methods (Method A-F), are tested in a laboratory setup. The aim of this exper-

iment is to validate the algorithms with practical measurements. It should be noted that 

usefulness of field measurements for validations is limited, because the actual parameters 

of a transmission line cannot be established without specialized offline tests. The block 

diagram and the actual arrangement of the experimental setup are shown in Figure 4.14 

and Figure 4.15, respectively.   
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Figure 4.14  Experimental setup – Block diagram 

 

Figure 4.15  Experimental setup – Actual arrangement 
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The transmission line module of a LabVolt
TM

 power system test bench [75] augment-

ed with shunt capacitances was used to create a -network representing a three-phase 

transmission line. The three-phase source and load modules of the same test bench were 

connected to sending and receiving ends of -network, respectively. The voltage and cur-

rent signals at two ends of the transmission line were fed to two ERL Phase
TM

 TESLA 

4000 recorders with PMU capability through instrument voltage and current transformers 

[76]. A SEL-2407 GPS clock [77] provided inter-range instrumentation group time code 

format B (IRIG-B) signal to PMUs. The PMUs in TESLA 4000 were configured to report 

synchrophasors at 60 frames/s to openPDC
TM

 v2.0 [74] PDC through a TCP/IP network.  

The PDC, which aligned the data according to the time tags, provided data to the trans-

mission line parameter estimation algorithms. Similar to the simulations based study, a 

data window of 15 reportings were used except for the methods E and F, which are based 

on a single measurement. 

The estimations obtained under different conditions are compared with the direct 

measurements obtained for the LabVolt transmission line modules given in Table 4.8. 

The transmission line parameters are estimated under balanced conditions given in Table 

4.9, and the results under unbalanced conditions (obtained using unbalanced loads) are 

provided in Table 4.10. 

Table 4.8 Parameters for the experimental transmission line setup 

Parameter 𝑅 (Ω) 𝑋𝐿  (Ω) 𝑦𝑐  (S) 

Value (Uncompensated line) 19.5 120.0 5.13×10-4 

Value (Series compensated line) 9.2 120.0 10.25×10-4 
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Table 4.9 Line parameters estimated under balanced condition 

 𝑅 𝑋𝐿 𝑦𝑐 

Value (Ω) Error (%) Value (Ω) Error (%) Value (S) Error (%) 

Algorithm 1 19.27 1.18 120.85 0.71 5.16710-4 0.78 

Algorithm 2 19.28 1.13 120.84 0.70 5.16710-4 0.78 

Methods A – F * 19.27 1.18 120.85 0.71 5.16710-4 0.78 

Algorithm 3 † 9.47 2.93 118.61 1.16 10.9010-4 6.32 

* all yield the same estimate up to prescribed no. of significant digits 

† series compensated transmission line (k = 33.5%) 

Table 4.10 Line parameters estimated under unbalanced condition 

 𝑅 𝑋𝐿 𝑦𝑐 

Value (Ω) Error (%) Value (Ω) Error (%) Value (S) Error (%) 

Algorithm 1 20.29 4.05 121.38 1.15 5.16610-4 0.76 

Algorithm 2 20.29 4.05 121.37 1.14 5.16610-4 0.76 

Methods A – F * 20.29 4.05 121.38 1.15 5.16610-4 0.76 

Algorithm 3 † 9.63 4.67 118.62 1.15 10.8710-4 6.03 

* all yield the same estimate up to prescribed no. of significant digits 

† series compensated transmission line (k = 33.5%) 

The transmission line parameters obtained under balanced conditions using practical 

measurements are consistent with the actual values for all algorithms; the maximum er-

rors are less than 2% for uncompensated lines. However, the estimation error for the 

shunt susceptance (obtained with algorithm 3) increases to 6% in the case of series com-

pensated transmission line. Furthermore, it is observed that the maximum errors increase 

under unbalanced conditions; however, they remain below 5% for 𝑅 and below 2.5% for 

𝑋𝐿, and 𝑦𝑐. For the series compensated transmission line, the error for 𝑦𝑐 remains around 

6% even under unbalanced conditions. It should be noted that the LabVolt transmission 
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line model uses iron-core reactors, and the slight waveform distortions due to core satura-

tion, although minimized, contribute to increase the estimation errors. 

4.9 Line Parameter Estimation with Field 

Measurements  

The proposed algorithms and other existing methods were applied to evaluate param-

eters of an actual 226 km, 230 kV, single circuit transmission line. The estimations were 

obtained with three data sets obtained under three different conditions: (i) a cold day, (ii) 

a hot day, and (iii) a high load condition. The theoretically calculated transmission line 

parameters based on the line configuration at 25
0
C are provided in Table 4.11.  

Table 4.11 Theoretically calculated transmission line parameters (25 0C) 

Parameter 𝑅 (Ω) 𝑋𝐿  (Ω) 𝑦𝑐  (S) 

Value 13.89 108.03 8.143×10-4 

A shunt reactor was connected to the receiving end of the transmission line as in Fig-

ure 4.4 during low load conditions. Therefore, the receiving end current measurements 

were modified as per (4.50), when the line was shunt reactor compensated. As the weath-

er and load conditions change, line parameters will vary, especially the value of 𝑅. There-

fore, when reporting the difference between the estimated and theoretical resistance, the 

value of theoretical 𝑅 given in Table 4.12 was adjusted using the theoretically estimated 

average conductor temperatures.  
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Table 4.12 Line parameters estimated with field data  

 𝑅 𝑋𝐿  𝑦𝑐  

Value (Ω) Diff. (%) Value (Ω) Diff. (%) Value (S) Diff. (%) 

C
ol

d 
da

y 
(J

an
. 2

4,
 2

01
3)

 

Theoretical 11.20* -- 108.03 † -- 8.14310-4  † -- 

Algorithm 1 13.23 18.16 107.35 0.67 8.38010-4 2.91 

Algorithm 2 13.23 18.17 107.35 0.67 8.38010-4 2.91 

Method A [19] 13.23 18.16 107.35 0.67 8.38010-4 2.91 

Method B [20] 13.22 18.04 107.34 0.64 8.37510-4 2.85 

Method C [61] 13.22 18.04 107.36 0.62 8.38910-4 3.02 

Method D [63] 13.23 18.17 107.35 0.63 8.38010-4 2.91 

Method E [20] 13.23 18.17 107.35 0.63 8.38010-4 2.91 

Method F [65] 13.23 18.17 107.35 0.63 8.38010-4 2.91 

H
ot

 d
ay

 (
A

ug
. 1

6,
 2

01
3)

 

Theoretical 14.31* -- 108.03 † -- 8.14310-4  † -- 

Algorithm 1 16.66 16.47 106.70 1.22 8.35910-4 2.65 

Algorithm 2 16.66 16.45 106.70 1.22 8.35910-4 2.65 

Method A [19] 16.66 16.47 106.70 1.22 8.35910-4 2.65 

Method B [20] 16.63 16.26 106.64 1.28 8.35810-4 2.64 

Method C [61] 16.65 16.38 106.68 1.25 8.36210-4 2.68 

Method D [63] 16.66 16.45 106.71 1.22 8.35910-4 2.65 

Method E [20] 16.66 16.45 106.71 1.22 8.35910-4 2.65 

Method F [65] 16.66 16.45 106.71 1.22 8.35910-4 2.65 

H
ig

h 
lo

ad
 (

M
ar

. 2
8,

 2
01

3)
 

Theoretical 12.56* -- 108.03 † -- 8.14310-4  † -- 

Algorithm 1 13.92 10.78 107.25 0.72 8.38510-4 2.97 

Algorithm 2 13.89 10.54 107.26 0.71 8.38510-4 2.97 

Method A [19] 13.92 10.78 107.24 0.72 8.38510-4 2.97 

Method B [20] 13.88 10.45 107.25 0.72 8.37910-4 2.89 

Method C [61] 13.88 10.51 107.11 0.85 8.39310-4 3.07 

Method D [63] 13.89 10.54 107.26 0.71 8.38510-4 2.97 

Method E [20] 13.89 10.54 107.26 0.71 8.38510-4 2.97 

Method F [65] 13.89 10.54 107.26 0.71 8.38510-4 2.97 

 * adjusted to the conductor temperature 

 † change is insignificant 
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Average conductor temperature was calculated using the steady-state heat balance 

equation of the transmission line as prescribed in IEEE Standard 738-2012, the standard 

for calculating the current-temperature relationship of bare overhead conductors [23], 

[24], 

𝑞𝑐 + 𝑞𝑟 = 𝑞𝑠 + 𝐼2 𝑅(𝑇𝑎𝑣𝑔) (4.51) 

where 𝑞𝑐 and 𝑞𝑟 are convective and radiated heat loss rates, 𝑞𝑠 is the solar heat gain rate, 

𝐼 is the current flowing through the conductor, and 𝑅(𝑇𝑎𝑣𝑔) is the conductor resistance at 

the average temperature of the conductor 𝑇𝑎𝑣𝑔. The weather data were obtained from the 

nearest weather stations [78] for the respective measurement periods. The methods for 

calculating  𝑞𝑐 , 𝑞𝑠 and 𝑞𝑟 using the weather data are given in the standard. 

The transmission line parameters estimated under different conditions are compared 

in Table 4.12. Note that the differences are not reported as errors, because there is no cer-

tainty that the theoretically calculated values are the actual values. The differences be-

tween the 𝑋𝐿, and 𝑦𝑐 values obtained from the proposed algorithms and the traditional 

calculations remain less than 2% and 3% respectively. However, the estimated 𝑅 values 

sometimes deviate up to 20% from the adjusted theoretical values. The estimations of the 

resistance are consistently higher than the theoretical values for all algorithms (except al-

gorithm 3) considered, pointing to a possible error in the theoretically estimated re-

sistance value. Another possible reason for deviations is the spatial and time averaging of 

weather data, especially the wind speed and direction (data represents averages over two-

minute intervals) [78]. In the heat balance equation, the conductor temperature is highly 

sensitive to fluctuations in wind speed. Since it is very difficult and practically impossible 
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to include all contributing factors, a few assumptions were made during the theoretical 

calculations. For example, it was assumed that tower configuration and the soil resistivity 

are identical throughout the transmission line and the line is ideally transposed but it was 

not the reality. Furthermore, the conductor length was estimated using the length of the 

line and a uniform and constant sag; however, it varies with conductor expansions and 

contractions. In addition, any errors of instrument VTs & CTs can also contribute to the 

deviations. 

 The value of series resistance is the most uncertain estimate when using PMU meas-

urements. In [79], a method is suggested to compensate offset errors in resistance or a 

conductor temperature by obtaining a reference temperature and the corresponding re-

sistance.  

 
   Cold day 

  (Jan. 24, 2013) 

Hot day 

(Aug. 16, 2013) 

High load 

(Mar. 28, 2013) 

   
    06:00:00 to 06:03:00 18:00:00 to 18:03:00 09:00:00 to 09:03:00 

 Coordinated universal time (UTC) 

Figure 4.16  Estimations of resistances under different conditions  
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The variation of the transmission line resistance values estimated with Algorithm 1 

during a period of 3 minutes is shown in Figure 4.16. The estimations show that the noise 

in the field measurements is minimal. 

4.10 Sensitivity of Estimated Parameters to 

Measurement Errors 

The errors in the estimated transmission line parameters due to random noise can be 

largely eliminated by using the proposed algorithms with a properly sized data window. 

However, if the PMU measurements are biased, it is difficult to estimate the transmission 

line parameters accurately. The CTs and PTs usually introduce magnitude and phase an-

gle errors. In addition, timing errors of the GPS clock cause phase angle errors in the 

PMU measurements.  

To investigate the sensitivity of the proposed algorithm 1 to such errors in measure-

ments, bias-errors were introduced to the magnitudes and the phase angles of phasor 

measurements separately. It is assumed that the line is balanced and measurements are 

free of random noise. The magnitude bias-errors were varied from −1% to +1% while the 

phase angle bias-errors are changed from −1
0
 to +1

0
. The resulting errors in the estimated 

transmission line parameters are plotted in Figure 4.17 and Figure 4.18. Each curve is ob-

tained by introducing a bias-error to the measurement given in the legend. 
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Figure 4.17  Errors in transmission line parameters with bias-errors in magnitude 
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Figure 4.18  Errors in transmission line parameters with bias-errors in phase angle 
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It is found that 𝑅 is very sensitive to the bias errors in the voltage magnitudes; a ±1% 

error in a voltage magnitude causes over 50% error in the 𝑅 estimate. The estimations of 

𝑋𝐿 are more sensitive to voltage angle errors; a ±1
0
 error in a voltage angle causes about 

10% error in 𝑋𝐿. Also, ±1
0
 error in a current angle causes about 4% error in the estimated 

𝑦𝑐. Very similar relationships could be observed for the other algorithms. The series re-

sistance is much more sensitive to measurement errors compared to the others.  

In addition, it was found that the estimation errors of 𝑅 due to voltage magnitude bi-

as-errors depend upon the X/R ratio of the transmission line. At high X/R ratios, 𝑅 is 

more sensitive to voltage magnitude errors as demonstrated in Figure 4.19. 

 

Figure 4.19  Variations of the error of estimated R at different X/R ratios 
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algorithms were evaluated and compared with the existing algorithms through a series of 

simulation and laboratory experiments. Despite the computational simplicity, perfor-

mance of the proposed new algorithms 1 and 2 are always comparable or better than the 

existing algorithms under noisy, unbalanced, and practical measurement conditions. The 

proposed algorithm 3 demonstrated its ability of estimating line parameters of a series 

compensated transmission line without input excitation. Investigation of the sensitivity of 

the estimated parameter values to bias-errors in measurements revealed that the series re-

sistance is highly sensitive to errors in the measured voltage magnitudes, the series reac-

tance is most sensitive to the errors in voltage phase angles, and the shunt susceptance is 

most sensitive to errors in the current phase angles.  



Chapter 5 

Transient Stability Status Prediction 

in Power Systems 

5.1 Introduction 

In this chapter, a novel method to predict the transient stability status of a power sys-

tem is proposed. First, a brief background of transient stability is given and the problem 

of transient stability prediction is defined. Then a review of the existing transient stability 

status prediction approaches with their advantages and disadvantages is presented. Final-

ly, the concept for a new transient stability status prediction method is introduced with 

the aid of a single machine to infinite bus (SMIB) system. Application of the proposed 

method to a multi-machine system and implementation issues will be discussed in the 

next chapter.  
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5.2 Power System Transient Stability 

A power system is a dynamic system that can be modeled by a set of differential and 

algebraic equations (DAEs) [28]-[30], [80], [81] given by, 

𝑥̇(𝑡) = 𝑓(𝑡, 𝑥(𝑡)) (5.1) 

0 = g(𝑡, 𝑥(𝑡)) (5.2) 

where 𝑥 is the state vector and its entries are state variables. Time is denoted by 𝑡 and the 

derivative of a state variable x with respect to time is denoted by 𝑥̇. The set of differential 

equations that model the generators, motors, their controls, and dynamics of other devices 

[82] are represented in (5.1), which is sufficiently differentiable and its domain includes 

the origin [18]. The state vector 𝑥 may comprise of physical quantities in a system such 

as generator rotor angles, angular speeds, field voltages, damping winding currents, and 

state variables associated with other devices such as HVDC converters and flexible alter-

native current transmission system (FACTS) devices, or abstract mathematical variables 

associated with the differential equations [29]. The set of algebraic equations in (5.2) in-

cludes the equations of the network and static loads [82]. 

The power system has a stable equilibrium point (SEP) 𝑥0 at time 𝑡 = 𝑡0 and must 

satisfy the equation, 

𝑓(𝑡, 𝑥0) = 0  ;      ∀      𝑡 ≥ 𝑡0 (5.3) 

The power system is referred to as stable, if as time 𝑡 → ∞, the trajectories of the state 

variables remain within the vicinity of the equilibrium point when subjected to a disturb-

ance. This is also referred to as stability in the sense of Liapunov [81]. A special case 
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where the trajectories return to the original SEP as time 𝑡 → ∞, is referred to as asymp-

totically stable system. 

The transition of a power system after subjecting to a disturbance or a fault is de-

scribed by three sets of differential equations;  

𝑥̇(𝑡) = 𝑓𝑝𝑟𝑒(𝑡, 𝑥(𝑡))         −∞ < 𝑡 ≤ 0 (5.4) 

𝑥̇(𝑡) = 𝑓𝑓𝑎𝑢𝑙𝑡(𝑡, 𝑥(𝑡))       0 < 𝑡 ≤ 𝑡𝑐𝑙 (5.5) 

𝑥̇(𝑡) = 𝑓𝑝𝑜𝑠𝑡(𝑡, 𝑥(𝑡))         𝑡𝑐𝑙 < 𝑡 < ∞ (5.6) 

The pre-disturbance or the initial steady-state is expressed in (5.4) when the power sys-

tem is settled at a SEP. The initial condition can be obtained from the classical power 

flow solution. At 𝑡 = 0, a disturbance or a fault occurs and the system dynamics change. 

During 0 < 𝑡 ≤ 𝑡𝑐𝑙, the so called disturbance state or the faulty state, a number of switch-

ing events may occur due to the action of the protection and control devices, which re-

move the faulty elements from the network. Each switching event may change the net-

work structure and giving rise to a different set of dynamic equations to represent each 

event. However, for simplicity it is assumed that there are no structural changes during 

0 < 𝑡 ≤ 𝑡𝑐𝑙 and all switching events arise at 𝑡 = 𝑡𝑐𝑙. Therefore, only a single set of dif-

ferential equations given in (5.5) is sufficient to represent the faulty state. When the dis-

turbance or the fault is cleared the system is referred to as the post-disturbance or the fi-

nal steady-state, where the system state is governed by (5.6). 

The possible initial conditions for (5.6) can be obtained from the solution of (5.5) at 

each instant of time [83]. Thus, the initial condition depends upon the disturbance clear-

ing time 𝑡𝑐𝑙. Let us assume that the power system has a post-disturbance SEP 𝑥𝑝 (i.e. is a 



Transient Stability Status Prediction in Power Systems 122 

 

 

stable solution to (5.6)). The post-disturbance system is stable if the trajectories of (5.6) 

with the initial condition obtained from the solution of (5.5) at 𝑡 = 𝑡𝑐𝑙 will converge to 𝑥𝑝 

as 𝑡 → ∞. The largest value of 𝑡𝑐𝑙, which satisfies the above criterion, is known as the 

critical clearing time [83]. 

The problem of predicting the transient stability, as used in this thesis, is to forecast 

whether the system will find a SEP or not, after a disturbance ( t > 0) using the measure-

ments of power system variables made during the disturbance state and post-disturbance 

state. Ideally, predictions should be made sufficiently before the power system becomes 

unstable, in order to allow time for activating emergency controls. It should be noted that 

this is quite different from the online-dynamic security assessment.     

5.3 Previous Approaches for Transient Stability 

Prediction  

In literature, there are a few basic approaches to predict the transient stability status of 

a power system: 1) time-domain simulations, 2) equal-area criterion and its extensions, 3) 

transient energy function (TEF) methods, 4) curve-fitting techniques, and 5) machine-

learning based classification techniques.  

5.3.1 Time-Domain Simulations 

The time-domain simulation is the most straightforward routine where a set of DAEs 

given by (5.1) and (5.2) are solved using step-by-step numerical integration for a given 
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initial condition, and the trajectories of state variables along the time axis are obtained.  

In transient stability, variations of the generator rotor angles are the key concern. The 

simulation duration is normally limited to about 3 to 5 seconds following the disturbance 

[18], [28]. 

There are two approaches to solve DAEs: 1) the sequential approach, in which the 

system of DAEs are solved sequentially, and 2) the simultaneous approach, in which the 

differential equations in (5.1) are transformed into a set of algebraic equations, which is 

thereafter solved simultaneously with the algebraic equations in (5.2) [28].  

The numerical integration methods are categorized into two, namely, explicit methods 

and implicit methods. The explicit methods such as Euler, predictor-corrector, Runge-

Kutta (R-K) methods compute the state variables for the next integration step at the end 

of the previous integration step in terms of their values at the beginning of the integration 

step [28]. It is essential to consider the propagation of error in the application of explicit 

numerical integration techniques as minor errors made early in the integration process 

tend to be magnified at later steps [29]. If the propagation error is significant, the explicit 

methods are numerically unstable. Therefore, it is required to set an integration step 

smaller than the lowest time constant of the system and the accuracy depends on the size 

of the integration step. Implicit methods such as trapezoidal rule determine the state vari-

ables at the end of the current integration step in terms of both the values at the beginning 

of the previous integration step and the actual values of the current integration step [28]. 

Implicit methods are more numerically stable than explicit methods because the integra-

tion step size is less important. 
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Time-domain simulation is the standard tool for offline transient stability studies as 

the modern commercial transient stability simulation tools not only handle power systems 

with a large number of generators, but also include detailed models to represent the pow-

er system devices. However, time-domain simulations have not been widely used for re-

al-time applications since the simulation speed is usually slower than real-time. In [84]-

[86], post-disturbance rotor angle trajectories are obtained faster than real-time with the 

aid of several tools and techniques including high-speed computers, specialized parallel 

processing techniques, reduced-order generator models, piecewise constant-current load 

equivalents, piecewise constant transfer admittance equivalents, and an implicitly decou-

pled PQ integration technique. This approach requires specialized computing resources 

and is hard to implement for large power systems. However, the biggest drawback is the 

need for an accurate network configuration during and after a disturbance that is difficult 

to obtain in real-time without a specialized scheme similar to those of SPSs. 

5.3.2 Equal-Area Criterion and Its Extensions 

The equal-area criterion (EAC) is a popular graphical method, which is helpful to un-

derstand the basic factors that influence the transient stability of a power system [29]. 

The concept of EAC was developed by considering a single machine connected to an in-

finite bus through a transmission line. The machine is represented by a classical model 

(constant voltage source behind a transient reactance). The electrical output 𝑃𝑒 at the gen-

erator terminal is expressed as, 

𝑃𝑒 = 𝑃𝑚𝑎𝑥 sin 𝛿 (5.7) 
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where 𝑃𝑚𝑎𝑥 is the maximum possible electrical power output and 𝛿 is the generator rotor 

angle measured with respect to the voltage angle of the infinite bus. The equation of mo-

tion or the swing equation for the single machine infinite bus (SMIB) system is, 

2𝐻

𝜔𝑠

𝑑2𝛿

𝑑𝑡2
= 𝑃𝑚 − 𝑃𝑒 (5.8) 

where 𝑃𝑚 is the mechanical power input, 𝐻 is the inertia constant and 𝜔𝑠 is the synchro-

nous speed (rad/s). Multiplying both sides by 2𝑑𝛿 𝑑𝑡⁄  and integrating gives, 

[
𝑑𝛿

𝑑𝑡
]
2

= ∫
𝜔𝑠(𝑃𝑚 − 𝑃𝑒)

𝐻
𝑑𝛿

𝛿𝑚

𝛿0

 (5.9) 

where 𝛿0 is the initial rotor angle at the pre-disturbance SEP and 𝛿𝑚 is the maximum ro-

tor angle. The criterion for stability is given by [29],  

[
𝑑𝛿

𝑑𝑡
]
2

= ∫
𝜔𝑠(𝑃𝑚 − 𝑃𝑒)

𝐻
𝑑𝛿

𝛿𝑚

𝛿0

= 0 (5.10) 

The power-angle curves for the three different conditions: a) pre-disturbance, b) dur-

ing the disturbance, and c) post-disturbance are shown in Figure 5.1.  
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Figure 5.1 Power-angle curves for the three different conditions and areas defined in EAC 
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Initially, the power system operates at a SEP such that 𝑃𝑚 = 𝑃𝑒 and 𝛿 = 𝛿0 (point a). The 

operating point instantaneously jumps from a to b when the disturbance occurs. Since  

𝑃𝑚 > 𝑃𝑒 the rotor accelerates until reaching the operating point at c. The energy gained 

by the rotor during the acceleration (𝛿 changes from 𝛿0 to 𝛿𝑐) is equal to area A1 and is 

given by, 

Area  𝐴1 = ∫(𝑃𝑚 − 𝑃𝑒) 𝑑𝛿

𝛿𝑐

𝛿0

 (5.11) 

Once the disturbance is cleared the operating point suddenly jumps from c to d. The rotor 

decelerates as  𝑃𝑒 > 𝑃𝑚 and the operating point moves from d to e. The energy loss dur-

ing the deceleration (𝛿 changes from 𝛿𝑐  to 𝛿𝑚) is equal to area A2 and is expressed as,  

Area  𝐴2 = ∫ (𝑃𝑒 − 𝑃𝑚) 𝑑𝛿

𝛿𝑚

𝛿𝑐

 (5.12) 

If the energy gain is equal to the energy lost (i.e. 𝐴1 = 𝐴2), then the post-disturbance sys-

tem is stable. This is the basis for the EAC. The disturbance clearing angle 𝛿𝑐 can be in-

creased such that 𝛿𝑚 = 𝛿𝑢. This clearing angle is known as critical clearing angle and the 

corresponding time is known as the critical clearing time. Further increase of 𝛿𝑐 causes 

the post-disturbance system to become unstable because the resulting acceleration area is 

greater than that of the deceleration area (i.e. 𝐴1 > 𝐴2).  

The major drawback of EAC is that the method cannot be directly applied to multi-

machine systems with detailed generator models as it overlooks behaviours of speed gov-

ernors and voltage regulators. Therefore, the concept of the EAC is extended to multi-

machine systems in [87]-[90], and it is then referred to as extended EAC (EEAC). In this 
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approach, the multi-machine system is decomposed into two clusters, namely, the critical 

cluster and the remaining cluster. As its name implies the critical cluster is comprised 

with critical machines and their dynamic behaviour is represented as a single machine. 

The non-critical machines belonging to the remaining cluster are also modeled as a single 

machine. Thus, the dynamic behaviour of the multi-machine system is reduced to a two-

machine system, which is further simplified to a SMIB system. The conventional EAC 

can then be applied to the reduced SMIB system, however, errors due to ignorance of the 

detailed dynamics are still inevitable.   

5.3.3 Transient Energy Function Methods 

Transient energy function (TEF) methods are based on the direct method of the Lya-

punov stability principle, which allows one to determining the stability of a system with-

out explicitly integrating the differential equations [81]. The principle behind this method 

is a generalization of the energy concepts associated with a system and its stability. If the 

total mechanical energy in a system decreases all the time, the system is stable and even-

tually settles down to an equilibrium point. The stability assessment is done by construct-

ing an energy function, the so called Lyapunov function and to observe whether or not it 

declines [91].  

Once a disturbance occurs in the power system, the electrical power outputs of nearby 

generators decrease, but their mechanical power inputs remain unchanged. The rotors of 

the generators absorb the excess mechanical power and accelerate; this results in                                    

an increase in the kinetic energy (KE) of the generators. When the disturbance is cleared, 

the kinetic energy is then converted into potential energy (PE), and power system tries to 
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absorb this energy to bring the system back to a new SEP. The ability of the energy ab-

sorption depends on the configuration of the post-disturbance network. There is an upper 

bound on the transient energy (critical energy level) that a given post-disturbance net-

work configuration can absorb. Therefore, the power system stability assessment is done 

by constructing a Lyapunov function, which contains the kinetic and potential energy, 

and comparing with the critical energy level for a given disturbance [83].  

As illustrated in Figure 5.2, the potential energy of the system is zero at the initial 

SEP, and the system gains kinetic and potential energy during the disturbance. The dis-

turbance is then cleared at 𝛿 = 𝛿𝑐 and the kinetic energy starts to transform into potential 

energy.  The criterion for the stability is given as, 

𝑃𝐸(𝛿𝑐) + 𝐾𝐸(𝛿𝑐) ≤ 𝑃𝐸(𝛿𝑢) (5.13) 

Critical energy = PE(δu)
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Figure 5.2 Energy-angle relationship [29] 

Even though the TEF method has the ability to predict the stability status of the sys-

tem immediately after the clearance point, it is often difficult to construct an accurate 

Lyapunov function and to determine the levels of kinetic and potential energy under cer-
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tain disturbances for a given practical power system. Furthermore, determination of criti-

cal energy level is a major handicap when applying to relatively large power systems.  

5.3.4 Curve-Fitting Techniques 

Application of curve-fitting techniques to predict the future behavior of post-

disturbance trajectories, especially of the rotor angles and generator speeds, are ap-

proaches used for predicting transient instabilities [92]- [97].  

 Prediction of Rotor Angle Trajectory  5.3.4.1.

Reference [92] shows that the post-disturbance rotor angle (absolute angle) of a gen-

erator can be expressed in terms of Taylor series expansion as,   

𝛿(𝑡1) = 𝑎0 + 𝑎1𝑡1 + 𝑎2𝑡1
2 + 𝑎3𝑡1

3 + ⋯ (5.14) 

where it is assumed that the disturbance is cleared at 𝑡 = 𝑡𝑐 and 𝑡1 = 𝑡 − 𝑡𝑐. The coeffi-

cients of (5.14) can be determined by substituting quantities including, but not limited to, 

angle, speed, and power of the post-disturbance system to the expressions that are given 

in [92]. The generator is first-swing stable if there exists a peak (or a valley) for the rotor 

angle expression (5.14). The existence of a peak is checked by observing the roots of the 

time derivative of (5.14), given by. 

𝛿̇(𝑡1) = 𝑎1 + 2𝑎2𝑡1 + 3𝑎3𝑡1
2 + ⋯ = 0 (5.15) 

If (5.15) has a real positive root, the generator is declared as first-swing stable. However, 

if there is no real root or all the roots are negative, it implies that the generator is first-

swing unstable. This procedure is repeated for all generators in order to observe the first-
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swing stability status of the entire system. The authors claim that a third or fourth-order 

expansion is sufficient to obtain accurate estimates [92]. 

It is practically difficult to measure the rotor angle and the speed of a generator with-

out special sensors. In [93], [94], rotor angle trajectory of a generator is predicted by only 

measuring the output power of the generator. The discrete format of the swing equation 

given in (5.8) can be written as,  

𝑡𝑘+1 = 𝑡𝑘 + Δ𝑡 (5.16) 

Δ𝜔(𝑡𝑘+1) =
𝜔𝑠

2𝐻
(𝑃(𝑡𝑘) − 𝑃0)𝛥𝑡 (5.17) 

𝛿(𝑡𝑘+1) = 𝛿(𝑡𝑘) + 0.5Δ𝜔(𝑡𝑘+1)𝛥𝑡 (5.18) 

where the disturbance occurs at 𝑡 = 𝑡𝑘, Δ𝑡 is the sampling period, 𝑃0 is the electrical 

power output before the disturbance, 𝑃(𝑡𝑘) is the electrical power output measured after 

the disturbance. The absolute rotor angle is expressed as a 4
th

 order polynomial function 

since a high-order polynomial becomes unstable in some cases [93], [94].  

𝛿(𝑡) = 𝑎0 + 𝑎1𝑡 + 𝑎2𝑡
2 + 𝑎3𝑡

3 + 𝑎4𝑡
4 (5.19) 

Considering 𝑛 (≥ 5) iterations of (5.16)-(5.18), the estimation vector for the rotor angle 

can be written as, 

[𝑋](𝑛×1) = [𝛿(0) 𝛿(𝛥𝑡) 𝛿(2𝛥𝑡)     … 𝛿(𝑛𝛥𝑡)]𝑇 (5.20) 

The prediction model can be represented as, 

[𝑋](𝑛×1) = [𝐻](𝑛×5) × [𝐴](5×1) (5.21) 
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where, 

[𝐻](𝑛×5) =

[
 
 
 
 
1 0 0
1 𝛥𝑡 (𝛥𝑡)2

:
:
1

:
:

𝑛𝛥𝑡

:
:

(𝑛𝛥𝑡)2

     

0 0
(𝛥𝑡)3 (𝛥𝑡)4

:
:

(𝑛𝛥𝑡)3

:
:

(𝑛𝛥𝑡)4

 

]
 
 
 
 

 (5.22) 

[𝐴](5×1) = [𝑎0 𝑎1 𝑎2     𝑎3 𝑎4]𝑇 (5.23) 

The parameter vector [𝐴] can be determined by using the least squares solution as, 

[𝐴]  = ([𝐻]𝑇[𝐻])−1[𝐻]𝑇[𝑌] (5.24) 

The absolute rotor angle trajectories are predicted for each generator and then, relative ro-

tor angle trajectories are determined with respect to a reference generator. If the predicted 

relative rotor angle of a generator is greater than 180
0
, the system is expected to be unsta-

ble.  

In literature, other approaches such as the grey Verhulst model, trigonometric func-

tion model, and auto regression prediction method [95], [96] are reported in predicting 

rotor angle trajectories based on the trend characteristics in post-disturbance period. 

 Prediction of Speed Trajectory  5.3.4.2.

In [97], the speed of a generator is predicted as a truncated 𝑛th
 order polynomial func-

tion. If 𝜔̂(𝑡) is the predicted value of speed at time 𝑡, it can be expressed as, 

𝜔̂(𝑡) = 𝑎0 + 𝑎1𝑡 + 𝑎2𝑡
2 + ⋯+ 𝑎𝑛𝑡𝑛 (5.25) 

Let Δ𝑡 be the sampling period and considering 𝑁 (≥ 𝑛 + 1) measurements sets, the ob-

servation vector for the generator speed can be written as, 
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[𝑌](𝑁×1) = [𝜔(0) 𝜔(Δ𝑡) 𝜔(2Δ𝑡)     … 𝜔(𝑁Δ𝑡)]𝑇 (5.26) 

The prediction model can be represented as, 

[𝑌](𝑁×1) = [𝐻](𝑁×𝑛) × [𝐴](𝑛×1) (5.27) 

where, 

[𝐻](𝑁×𝑛) =

[
 
 
 
 
1 0 0
1 𝛥𝑡 (𝛥𝑡)2

:
:
1

:
:

𝑁𝛥𝑡

:
:

(𝑁𝛥𝑡)2

     

0 0
… (𝛥𝑡)𝑛

:
:
…

:
:

(𝑁𝛥𝑡)𝑛

 

]
 
 
 
 

 (5.28) 

[𝐴](𝑛×1) = [𝑎0 𝑎1 𝑎2     … 𝑎𝑛]𝑇 (5.29) 

The parameter vector [𝐴] can be determined by using the least squares solution as, 

[𝐴]  = ([𝐻]𝑇[𝐻])−1[𝐻]𝑇[𝑌] (5.30) 

After estimating the model parameters, the predicted value for the speed can be obtained 

by, 

𝜔̂(𝑘Δ𝑡) = 𝑎0 + 𝑎1𝑘Δ𝑡 + 𝑎2(𝑘Δ𝑡)2 + ⋯+ 𝑎𝑛(𝑘Δ𝑡)𝑛 (5.31) 

Once a new measurements set is available, the data window is advanced to obtain the up-

dated model parameters. i.e.  

[𝐴𝑛𝑒𝑤]  = ([𝐻]𝑇[𝐻])−1[𝐻]𝑇[𝑌𝑛𝑒𝑤] (5.32) 

If the trajectory of generator speed has a zero crossing, the generator is declared as 

first-swing stable. The zero crossings can be tested either by observing the change of 

sign, or by checking the availability of a positive real root. If the predicted speed trajecto-

ry does not have a zero crossing, then the system is first-swing unstable. This procedure 

is followed for all generators in order to observe their first-swing stabilities and ultimate-
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ly the entire system stability status can be declared. It is recommended in [97] that second 

or third order polynomial models with 6 to 10 measurements set are adequate to obtain 

accurate prediction results.  

Even though the curve-fitting methods do not require knowledge of the network con-

figuration and parameters of power system, they are sensitive to the start-up time of the 

prediction and the sampling periods, thus prediction accuracy is poor.  

5.3.5 Swing Center Voltage Method 

Swing center voltage (SCV) is defined as the voltage at the location of a two machine 

equivalent system where the voltage value is zero when the internal angles between the 

two machines are 180
0
 apart [98].  

Consider a two machine system as shown in Figure 5.3. The left source represents a 

machine and its internal voltage angle, δ will advance during a power swing. The right 

source represents an infinite bus and its angle remains zero and unchanged with time.  

IZs

|Er| ∠ 0

ZrZl

|Es| ∠ δ Vs Vr

 

Figure 5.3 Two machine system  

The voltage phasor diagram of a two machine system is shown in Figure 5.4.  The 

phasor OO′ represents the SCV.  
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Zl.I

δ 

ϕ 

O

O′  

 

Figure 5.4 Voltage phasor diagram of a two machine system 

If it is assumed an equal source magnitude, E =  |𝐸𝑠| =  |𝐸𝑟|, the SCV can be written as 

[99], 

SCV(𝑡) =  √2𝐸 sin (𝜔𝑡 + 
𝛿(𝑡)

2
) cos (

𝛿(𝑡)

2
) (5.33) 

This is a typical magnitude modulated sinusoidal waveform. Figure 5.5 shows the posi-

tive sequence SCV for a 60 Hz power system with a constant slip frequency of 5 Hz, for 

an example. The magnitude of the SCV changes between 0 and 1 pu and the voltage 

magnitude is forced to zero in every 0.2 seconds since the slip frequency is 5 Hz. 

 
Figure 5.5 SCV during a power swing 
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If the system impedance, Z𝑙 is assumed as a pure inductance, the voltage phasor dia-

gram shown in Figure 5.5 can be redrawn. The projection of Vs onto the axis of the cur-

rent, I is shown in Figure 5.6. 

|Es|
|Er|

|Vs| |Vr|
SCV

I

Zs.I Zr.IZl.I

δ 

ϕ 

O

O′  

|Vs|.cos ϕ

 

Figure 5.6 Projection of Vs onto the axis of current, I 

The projection |Vs| cos 𝜙 approximates well with the SCV. i.e.  

SCV ≈  |Vs| cos 𝜙 (5.34) 

where 𝜙 is phase angle between voltage and current. Thus, the SCV can be practically 

obtained from the terminal voltage and current measurements [100].  

Considering an equal source magnitude and positive sequence quantities, a simple re-

lation for the positive sequence SCV1 and δ can be written as, 

SCV1 = E1 cos (
𝛿

2
) (5.35) 

where E1 is the positive sequence equal source magnitude. The time derivative of SCV1 

can be written as, 

𝑑

𝑑𝑡
(SCV1) =  −E1 sin (

𝛿

2
)
𝑑𝛿

𝑑𝑡
 (5.36) 
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The expression (5.36) represents the rate of change of positive sequence SCV and the 

slip frequency. The derivative of the SCV is independent from the network impedance 

and reaches its minimum when the angle between two machines is 180
0
. Stable and un-

stable power swings can be detected by looking the rate of change of positive sequence 

SCV. The positive sequence SCV and its rate of change for a two machine system with a 

constant slip frequency of 5 Hz is shown in Figure 5.7, as an example.  

 
Figure 5.7 Positive sequence SCV and its derivative 

The SCV method has several advantages such as the SCV is independent of the sys-

tem source and line impedances and it is bounded with a lower limit zero and an upper 

limit of 1 pu. Therefore, the SCV method does not require power system studies in order 

to determine threshold values to detect a power swing. However, power swing detection 

is slower due to the slow rate of change of the SCV [99]. 
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5.3.6 Machine Learning Techniques 

The transient instability can be predicted with post-fault power system variables such 

as voltages, phase angles, active and reactive power injections by using classifiers trained 

with various machine learning techniques such as artificial neural networks (ANN), deci-

sion trees (DT), fuzzy logic, and support vector machines (SVM) [34], [36], [101]-[112].  

 Artificial Neural Networks 5.3.5.1.

Artificial neural networks (ANNs) are used for fast pattern recognition and classifica-

tion as well as function approximation. In general, the model of an ANN depends upon 

the neural network topology, the method of training, and the selection of outputs and in-

puts [101], [102]. It is one of the earliest machine learning based techniques, which is 

employed to assess the security status of power system.  

In [101], ANN is applied to estimate the critical clearing time (CCT) of a multi-

machine power system, where generators are described by the classical model. For each 

generator, rotor angles relative to the center of inertia (COI) angle at the instant of dis-

turbance, the rotor angle deviations at the instant of disturbance clearing relative to their 

pre-disturbance values, and the acceleration energy of during the disturbance are provid-

ed as input features. The authors claim the CCTs estimated by the ANN model agree with 

the analytical results [101]. However, the biggest drawback is every single topology 

change requires a completely new set of discrimination rules.     

Power system vulnerability assessment is done in [102], where ANN is employed as a 

classifier. The energy margin of the system and unstable equilibrium point (UEP) angles 

of the advanced generators are used as input features. The ANN output is a vulnerability 
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status of the system (vulnerable or non-vulnerable). The ANN model produces promising 

results even for previously unseen cases. However, there is no evidence that the ANN 

model yields satisfactory performances under topology changes without retraining. 

An adaptive ANN application proposed in [103] addresses the major drawback of ear-

lier approaches [101], [102], where the stability status can precisely be declared under 

different network configurations without retraining the ANN model. Furthermore, feature 

selection and data extraction techniques are also introduced to reduce the number of in-

puts and enhance model performances. However, inherent limitations of ANN based 

methods such as the possibility of having many local solutions and the slow rate of con-

vergence during the training are still inevitable. 

 Decision Trees 5.3.5.2.

In literature, decision trees (DT) have been employed to predict/assess transient sta-

bility status of power systems [104]-[107]. DT sequentially classifies a set of training da-

ta in a tree style, in terms of features associated with the data. It starts from a root node 

and each node is divided into sub branches (usually two) according to the possible an-

swers for its question. DT construction is usually an offline process whereas the con-

structed DT can classify unseen testing data in real-time. It is significantly easy and fast 

to construct a DT and it performs well for the applications that require a small number of 

outputs, such as transient stability status of power system (either stable or unstable). 

It is essential to identify appropriate features for DT applications as performances 

highly depend upon the attributes. For instance, pre-disturbance system parameters such 

as regional load level, voltage set-points and active generations of units, and the topolog-
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ical variables are considered as candidate features [104]. In [107], mechanical input pow-

er the kinetic energy deviation, the average acceleration, the electrical output power at the 

moment of the fault clearing, and the fault duration are considered as input features.  

Although DT has several benefits, the main drawback is the lack of accuracy due to 

the non-optimized techniques applied for training the classifiers. Furthermore, it is heavi-

ly time consuming to generate databases with credible contingencies during the training 

phase.  

 Support Vector Machines 5.3.5.3.

Support vector machines (SVMs) were introduced in 1995 as a novel classification 

technique [108]. SVM construct a hyperplane from given a set of training examples, each 

are labelled in one of two or more categories. Then the hyperplane can assign new exam-

ples into one category or another. As the generalization capability of SVM is less affected 

by the number of input features it provides high performances under variations in the in-

put signals. This feature essentially attracts SVMs for power system applications where 

input measurements are often varied due to changes in operating conditions and network 

topologies. 

In literature, SVM are successfully applied to assess and predict transient stability of 

power system [34], [36], [109]-[112]. The studies reported in [34], [36], [109] achieved 

satisfactory classification accuracy for large actual power systems.  However, training of 

robust classifiers applicable to all operating conditions is a time consuming task and 

needs experts well versed in both power system behavior and machine learning tech-
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niques. Power industry is generally reluctant to apply black-box type machine learning 

solutions, especially in real time control and protection applications. 

5.4 Transient Stability Status Prediction using 

Voltage Magnitude Measurements    

Rotor angles of generators are the direct indicators of transient stability status of a 

power system as the energy imbalance in a generator due to a perturbation causes the ro-

tor angle variations [18]. Generator terminal voltage magnitudes are also affected due to a 

perturbation. Although the terminal voltage of a generator does not directly indicate its 

stability status, the terminal voltage dip during a fault and a slow rate of voltage recovery 

after clearing the fault restricts the generator electrical power output during the transient 

period. Thus, the generator terminal voltage magnitudes have a critical impact on the 

transient stability following a fault, and can be used as an indicator of the transient stabil-

ity status of a power system [31], [34], [36]. 

The relationship between the rotor angle and the terminal voltage magnitude can be 

derived for the single machine to infinite bus (SMIB) equivalent circuit shown as in Fig-

ure 5.8.  

Vt ∠ θ   

It
jXg

E ∠ δ V∞ ∠ 0

jXsys

 

Figure 5.8 SMIB equivalent circuit 
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It is assumed that the system resistance is negligible compared to the system inductance, 

and the generator is modelled as a classical model, where the machine is represented as a 

constant voltage (so called internal voltage) behind the impedance. 

The terminal current, It can then be expressed as, 

It =
𝐸∠𝛿 − 𝑉∞∠0

j𝑋𝑔 +  j𝑋𝑠𝑦𝑠
 (5.37) 

where 𝐸∠𝛿 is the internal voltage of the machine, 𝑉∞∠0 is the infinity bus voltage, j𝑋𝑔is 

the synchronous reactance of the machine, and j𝑋𝑠𝑦𝑠 is the system impedance. Thus, the 

generator terminal voltage can be written as, 

𝑉𝑡∠𝜃 = 𝐸∠𝛿 − j𝑋𝑔. It (5.38) 

From (5.37) and (5.38) it can be written as, 

𝑉𝑡∠𝜃 = 𝐸∠𝛿 − j𝑋𝑔. (
𝐸∠𝛿 − 𝑉∞∠0

j𝑋𝑔 +  j𝑋𝑠𝑦𝑠
) (5.39) 

By simplifying the expression (5.39) the generator terminal voltage magnitude can be 

written as, 

𝑉𝑡
2 =

2𝐸𝑉∞𝑋𝑔𝑋𝑠𝑦𝑠 cos 𝛿 +𝐸2𝑋𝑠𝑦𝑠
2 + 𝑉∞

2𝑋𝑔
2

(𝑋𝑔 + 𝑋𝑠𝑦𝑠)
2  (5.40) 

Since 𝐸,  𝑉∞, 𝑋𝑔, and 𝑋𝑠𝑦𝑠 remain constant the terminal voltage magnitude, 𝑉𝑡 can be 

written as a function of the rotor angle 𝛿 as, 

𝑉𝑡 = √
𝑘1 cos 𝛿 + 𝑘2

𝑘3

 (5.41) 

where 𝑘1 = 2𝐸𝑉∞𝑋𝑔𝑋𝑠𝑦𝑠, 𝑘2 = 𝐸2𝑋𝑠𝑦𝑠
2 + 𝑉∞

2𝑋𝑔
2, and 𝑘3 = (𝑋𝑔 + 𝑋𝑠𝑦𝑠)

2
.  
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Thus, the generator terminal voltage magnitude also provides similar transient stability 

information as the rotor angles.  

As a transient stability status indictor, terminal voltage magnitudes have several ad-

vantages over the rotor angles. Time tagged voltage magnitude measurements can direct-

ly be obtained through PMUs installed at the generator terminals. In contrast, the rotor 

angle of a generator needs to be derived from other indirect measurements or measured 

with a specially deployed optical or magnetic sensor [5]. The rotor angles should be ex-

pressed relative to a common reference such as the COI angle in order to be meaningful. 

The COI angle requires to be updated in each measurement instant, and this calculation 

requires the connectivity status of all generators. The voltage magnitudes do not need 

such a reference, except for normalizing to a per unit (pu) quantity [31], [36]. 

In [34] and [36], post-disturbance recovery voltage magnitude measurements have 

been successfully used to predict the rotor angle instability status using SVM classifiers. 

In [34], the measured bus voltages are compared with a set of pre-identified voltage vari-

ation trajectory templates to evaluate a fuzzy membership that indicate the similarity be-

tween the measured voltage variations and the templates. The similarity values are input 

to the trained SVM to make the classification. In contrast, the SVM in [36] directly uses a 

sequence of sampled values of the post-disturbance voltages measured at selected buses. 

The work in these two references establishes that the post-disturbance recovery voltage 

magnitude measurements have a strong relationship with the post-disturbance transient 

stability status [34], [36]. Based on that premise, a new approach that does not rely on 

machine learning is developed in this thesis for early prediction of the transient stability 

status of power system.  The proposed technique monitors the loci of the post-disturbance 
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voltage magnitudes on rate of change of voltage vs. voltage deviation (ROCOVΔ𝑉) 

plane, and declares instability condition if it crosses a predefined boundary. The voltage 

measurements are obtained from PMUs. This method is simple to implement and capable 

of predicting first-swing transient instabilities as well as multi-swing transient instabili-

ties of a power system following a severe disturbance. In addition, the proposed new 

method can recognize the unstable generator(s), which is vital for initiating emergency 

control actions. The proposed approach could be implemented as the basis for a response-

based WAPaC scheme against transient instability.  

5.5 Transient Stability Status Prediction Using 

Post-disturbance Loci on ROCOVΔ𝑉 Plane 

   In order to examine the use of generator terminal voltage magnitudes as an indicator of 

the post-disturbance transient instability of a power system, consider the SMIB system 

shown in Figure 5.9.  

1.15<16.670
0.125+j0.625

0.125+j0.625

j0.125

PMU

G

F

1.00<0.000

 

Figure 5.9 SMIB system with the initial steady-state power flow solution 

It is simulated in PSCAD/EMTDC
TM

 software with the 555 MVA, 24 kV, 60 Hz, three-

phase, 2-pole synchronous generator given in [29]. The parameters of the generator, its 
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excitation system with automatic voltage regulator (AVR) and power system stabilizer 

(PSS) are given in Appendix A. When the generator delivers 500 MVA at 0.9 power fac-

tor (lagging) the initial steady-state power flow solution provides the generator terminal 

voltage as 1.1516.67
0
 pu. At 1.0 s, a three-phase-to-ground fault is applied at the mid-

point (location F) of one of the parallel transmission lines and the fault is cleared by re-

moving the faulted line.  

 

 
Figure 5.10 Variations of rotor angle and voltage magnitude following a fault 
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Figure 5.10 shows the variations of the rotor angle and the terminal voltage magni-

tude obtained for different fault durations. It is observed that the power system is stable 

when the fault duration is less than 490 ms, whereas the power system is unstable when it 

is 500 ms. 

Two transient stability indicators investigated in this thesis are the generator terminal 

voltage deviation Δ𝑉 and the rate of change of Δ𝑉 after clearing a fault. They are calcu-

lated as:  

Δ𝑉 = 𝑉𝑚𝑎𝑔 − 1.0 (5.42) 

𝑑

𝑑𝑡
Δ𝑉 =

𝑑

𝑑𝑡
𝑉𝑚𝑎𝑔 = ROCOV (5.43) 

where 𝑉𝑚𝑎𝑔 is the measured voltage magnitude in pu, and ROCOV is rate of change of 

voltage (pu/s). With time synchronized measurements from PMUs, Δ𝑉 and ROCOV can 

be easily determined. At the 𝑛th
 measurement:   

ROCOV(𝑛) = (𝑉𝑚𝑎𝑔(𝑛) − 𝑉𝑚𝑎𝑔(𝑛 − 1)) ∙ 𝐹𝑠 (5.44) 

where 𝐹𝑠 is the PMU reporting rate given as frame/s or fps. The post-disturbance trajecto-

ries of the operating point on ROCOVΔ𝑉 plane are shown in Figure 5.11. When the sys-

tem is stable, the operating point takes a spiral trajectory and converges to a point on the 

Δ𝑉 axis. When the power system is unstable, the trajectory diverges; the operating point 

moves away from the origin farther into the 2
nd

, 3
rd

 or 4
th

 quadrant of the ROCOVΔ𝑉 

plane. From the simulation experiments, it was evident that a stability boundary can be 

defined as shown in Figure 5.11. A detail procedure to determine the stability boundary 

will be provided in Section 6.2.2.  
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Figure 5.11 Plot of ROCOV vs. ΔV  

If a post-disturbance operating point (i.e. operating point after clearing the fault) tra-

jectory crosses the stability boundary from stable region to unstable region, the power 

system can be declared as unstable with good certainty. 

The proposed method of determining the transient instability is useful only if the sta-

bility status can be predicted sufficiently in advance to enable automatic emergency con-

trol actions. The instant at which a multi-machine power system become unstable can be 

identified using the transient stability index η, calculated from the generator rotor angles 

[113]:  

η =
3600 − |Δδ|𝑚𝑎𝑥

3600 + |Δδ|𝑚𝑎𝑥
 (5.45) 

where |Δδ|𝑚𝑎𝑥 is the maximum angle separation between any two generators during the 

post-disturbance. When the transient stability index η > 0, the power system is consid-

ered as stable; otherwise the power system is transiently unstable. Thus, this index is di-
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rectly proportional to the maximum rotor angle separation and declares the power system 

as transiently unstable when |Δδ|𝑚𝑎𝑥 > 360
0
. If this criterion is applied to the SMIB sys-

tem, considering the rotor angle of the infinite bus remains at zero, the system is declared 

unstable at 𝑡 = 2.259 s. In this simple SMIB system, out-of-step condition can directly 

be determined using the trajectory of impedance (measured at the generator terminal) on 

R-X plane. This method predicts occurrence of pole slipping at 2.023 s. In the approach 

proposed in this thesis, the operating point trajectory crosses the stability boundary on 

ROCOVΔ𝑉 plane at 1.632 s. This is about 390 ms earlier than the other methods could 

predict, which is an important advantage in deploying automatic emergency control 

against transient instability. As each individual generator in a multi-machine system also 

subjected to terminal voltage dip during a fault more or less similar to a machine con-

nected to an infinite bus, the above method can be extended to a multi-machine system. 

5.6 Concluding Remarks 

This chapter reviewed the background literature related to the transient stability status 

prediction in power systems. The existing approaches were categorized into five basic 

groups and their advantages and limitations were discussed. The previous research work 

that used generator terminal voltage magnitudes as a transient stability status prediction 

indicators were reviewed, and the advantages of this approach are highlighted. Finally, 

the concept of the proposed transient stability status prediction approach was illustrated 

with a simple SMIB system. 



Chapter 6 

Prediction of Post-Disturbance 

Transient Stability Status of Multi-

Machine Power Systems Using 

Synchrophasor Measurements 

6.1 Introduction 

In the previous chapter, a novel method to predict the transient stability status a pow-

er system after being subjected to a severe disturbance was presented. The proposed 

technique is based on the ROCOVΔ𝑉 characteristics of the post-disturbance voltage 

magnitudes obtained from synchrophasor measurements. This chapter is devoted to de-

scribe the method of implementation for a multi-machine power system and to thorough-

ly validate the proposed algorithm.  
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6.2 Procedure for Implementing the Proposed 

Algorithm for a Multi-machine System  

In multi-machine systems, the post-disturbance trajectories of each generator can be 

plotted on the ROCOV vs. Δ𝑉 plane for the marginally stable and unstable cases, similar 

to the plot shown in Figure 5.11. Investigations showed that each generator has a distinct 

boundary on the ROCOV vs. Δ𝑉 plane, which separates stable swings from the unstable 

swings. It is assumed that time synchronized generator terminal bus voltage measure-

ments are available from PMUs, and the measurements are sent to a central location such 

as a load dispatch center (LDC) through a dedicated telecommunication infrastructure. At 

the LDC, the data is collected by a PDC which then time aligns, does the quality checks 

and feeds the processed measurements to the transient stability status prediction algo-

rithm.  

The development of the proposed transient stability status prediction scheme for a 

multi-machine system involves three-steps:  

1. Identification of contingencies that makes each generator marginally unstable 

through dynamic simulations 

2. Determination of stability boundary for each generator 

3. Detection of severe disturbances to trigger the transient stability status prediction 

algorithm 
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6.2.1 Identification of Marginally Critical Contingencies 

It is important to identify marginally stable/unstable contingencies for each generator 

considering credible contingencies. The easiest way is to apply a three-phase bolted fault 

at the generator terminal bus and increase the fault duration until the generator becomes 

unstable.  This routine works for most generators; however, occasionally the neighboring 

generators can become unstable before the generator under consideration. This happens 

when the generator being considered is much stronger than the neighboring generators. In 

such cases, the pre-disturbance operating conditions can be modified, for example, by in-

creasing the load on the strong generator while reducing the load on the neighboring 

weak generators. Identification of the marginally stable/unstable cases need to be per-

formed by the study engineers well familiar with the particular power system, especially 

when the power system has HVDC infeeds and FACTS devices.  

6.2.2 Determination of Stability Boundary 

Determination of the stability boundary for each generator involves the following 

steps: 

a) Apply a three-phase short circuit fault at the generator terminal bus and increase 

the fault duration until the generator becomes unstable. It is appropriate to in-

crease the fault duration in one cycle steps as the highest standard PMU reporting 

rate is 50 fps for a 50 Hz system and 60 fps for a 60 Hz system [5]. Establish the 

marginally stable case by reducing the fault duration by one cycle. A suitable dy-
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namic simulation program with accurate system model can be used for this pur-

pose. 

b) Plot the trajectory of marginally stable case on the ROCOVΔ𝑉 plane.  

c) Locate point B (x1, y1) shown in Figure 6.1 just outside (to the left) of the left 

most point of the trajectory. Draw the left side vertical line AB parallel to the 

ROCOV axis. The stable post-disturbance trajectories are always located to the 

right of this vertical line AB, which is the first segment of the stability boundary 

on the ROCOVΔ𝑉 plane shown in Figure 6.1. 

Stability boundary

Voltage deviation, ΔV (pu)

R
O

C
O

V
 (

p
u
/s

)

(0,0)

B (x1,y1)

C (x2,y2)

Stable 
region

Unstable region

A

D

Marginally 
stable trajectory

 

Figure 6.1 Stability boundary on ROCOVΔV plane 

d) Locate point C (x2, y2) shown in Figure 6.1, just below the lowest point of the 

marginally stable trajectory. Draw the horizontal line segment CD parallel to the 

Δ𝑉 axis. The stable trajectories are always located above the line CD, and it is the 

third segment of the stability boundary. 

e) Draw an ellipse that passes through B and C in such a way that the left most point 

of ellipse coincides with point B and the bottom most point of ellipse passes 

through point C. The elliptical segment BC is the second segment of the stability 
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boundary, and it is the most important segment because the trajectory often cross-

es the boundary through that segment. 

Thus, the stability boundary is a combination of 3 piecewise continuous functions and are 

defined as: 

Δ𝑉 = 𝑥1 ; ROCOV ≥ 𝑦1  

(
Δ𝑉 − 𝑥2

𝑥1 − 𝑥2
)
2

+ (
ROCOV − 𝑦1

𝑦1 − 𝑦2
)
2

= 1 ; 𝑥1 < Δ𝑉 < 𝑥2 and 𝑦2 < ROCOV < 𝑦1 (6.1) 

ROCOV = 𝑦2 ; Δ𝑉 ≥ 𝑥2   

This procedure is followed for each generator in order to find their stability boundaries. 

6.2.3 Detection of Disturbances 

When implemented as a real-time system, the proposed scheme continuously moni-

tors generator voltage magnitudes and calculates the respective ROCOV values, but the 

status prediction algorithm is launched only after detecting a severe disturbance (fault). 

The disturbance detection logic used in this thesis is shown in Figure 6.2 where 

𝑉𝑚𝑎𝑔𝐺
(𝑖)(𝑡) is the voltage magnitude of the 𝑖th

 generator at time 𝑡, ROCOV𝐺
(𝑖)(𝑡) is the 

rate of change of voltage of 𝑖th
 generator at time 𝑡, 𝐹𝑠 is the PMU reporting rate in fps and 

𝑛𝑔 is number of generators. The time difference between two consecutive reportings, Δ𝑡 

is given as  

∆𝑡 =
1

𝐹𝑠
 (6.2) 
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Disturbance detection

ROCOVG
(i)(t) = [VmagG

(i)(t) − VmagG
(i)(t−Δt)].Fs

VmagG
(i)(t) ;    for i = 1, 2, …, ng

min {ROCOVG
(i)(t)} = ROCOVG

(m)(t) < εth1 ?

wait for 3Δt seconds

yes

VmagG
(m)(t) < VmagG

(m)(t−Δt) < 

VmagG
(m)(t−2Δt) < VmagG

(m)(t−3Δt) ?

yes

no

max {ROCOVG
(i)(t)} > εth2 ?

wait for 2Δt seconds

yes

Activate transient stability status prediction algorithm

no

wait for Δt seconds

Disturbance clearence

no

 

Figure 6.2 Severe disturbance detection logic 

After a severe fault, the voltage magnitudes measured at the buses close to the fault 

depress with a sudden drop in the ROCOV values. If the minimum ROCOV value of any 

generator bus (say generator 𝑚) drops below a pre-specified threshold εth1 and the voltage 

magnitude of that generator bus (i.e. generator 𝑚) continues to decrease for two consecu-

tive measurement intervals, a severe disturbance is declared. Once, the faulty element is 

isolated, the voltage starts to recover. At that instance, a sudden change in ROCOV values 
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in the positive direction can be experienced. If the maximum ROCOV value of any gener-

ator bus rises above a pre-specified threshold εth2, it is assumed that the fault is cleared. 

The transient stability prediction algorithm is triggered after receiving two measurements 

following the clearance of the disturbance to ensure that the post-disturbance trajectories 

on ROCOVΔ𝑉 plane start from the stable region.  

6.3 Testing with TSAT Simulations 

The IEEE 39-bus test system (New England power system) [83] was used to demon-

strate and validate the proposed transient stability prediction approach, as it has been 

popularly used for evaluating transient stability related applications. This test system 

comprises 39 buses, 10 generators, 19 loads and 34 transmission lines. The generator at 

bus-39 represents the aggregation of a large system. Thus, the bus-39 was used as a refer-

ence bus and rotor angles of other generators were measured with respect to the rotor an-

gle of this reference generator. The system parameters are given in the Appendix B.  

The proposed method was first validated using the simulations performed in commer-

cial software TSAT, which is a phasor-domain simulation tool [113]. TSAT was first 

used to identify the transient stability boundary for all nine generators (the 10
th

 generator 

at bus 39 represents an equivalent system) following the procedure described in Section 

6.2 and stability boundaries for each generator (points B and C) are given in Table 6.1. 

TSAT has a capability to simulate numerous contingencies in batch mode. This facility 

was utilized to evaluate the performance of the proposed method for a variety of credible 

contingencies under different operating conditions. 
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Table 6.1 Stability boundaries for each generator 

Generator B (x1, y1) C (x2, y2) 

Gen.-30 (-0.11, 0.00) (-0.04, -0.35) 

Gen.-31 (-0.30, 0.00) (-0.17, -0.55)  

Gen.-32 (-0.30, 0.00) (-0.20, -0.57) 

Gen.-33 (-0.29, 0.00) (-0.20, -0.68) 

Gen.-34 (-0.36, 0.00) (-0.20, -0.60) 

Gen.-35 (-0.25, 0.00) (-0.15, -0.49) 

Gen.-36 (-0.23, 0.00) (-0.17, -0.72) 

Gen.-37 (-0.32, 0.00) (-0.20, -0.38) 

Gen.-38 (-0.43, 0.00)  (-0.21, -0.93) 

6.3.1 Base Case 

The contingencies considered in the experiment included three-phase-to-ground faults 

on the buses and five different locations on the transmission lines (at 5%, 25%, 50%, 

75% and 95% of the length). It was assumed that line faults were cleared after the stand-

ard fault duration of 6 cycles (100 ms) by removing the faulted line. Bus faults were as-

sumed as temporary faults. This gave 209 simulation cases, of which 186 were stable and 

23 are unstable. Additional 418 (2 × 209) simulation cases were obtained by repeating the 

same contingencies with fault durations of 5 cycles (83.33 ms) and 7 cycles (116.67 ms). 

Of the new simulation cases, 372 (196 + 176) were stable and 46 (13 + 33) were unstable.  

 In this thesis, two performance measures are considered: (i) the prediction accuracy 

and (ii) the early prediction advantage. The early prediction advantage is defined as the 

difference between the time when the proposed method predicts an unstable condition 

and the time when the instability is declared when applied the criterion given in (5.45). 

When implementing a practical WAPaC scheme, early prediction advantage can be con-
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sidered as the total time available for communication, data processing in PDCs and appli-

cation program, and taking any control action.  

Performances of the proposed transient stability status prediction observed in this 

simulation experiment are shown in Table 6.2. The prediction accuracy was always 100% 

for the contingencies that result in transient instability. The overall accuracy was more 

than 99%.  Out of 558 stable contingencies, only one stable contingency was wrongly 

predicted as unstable. The average early prediction time advantage was around 700 ms.   

Furthermore, the proposed technique was able to accurately identify the generator(s) that 

lose(s) the synchronism.  

Table 6.2 Prediction accuracy : Base case 

Fault 
duration 

Condition 
Predicted as 

stable 
Predicted as 

unstable 

Early prediction 
advantage* 

(ms) 

Overall 
accuracy 

(%) 

5 cycles 
Stable case 196/196 0/196 n/a 

100.00 
Unstable case 0/13 13/13 712 

6 cycles 
Stable case 185/186 1/186 n/a 

99.52 
Unstable case 0/23 23/23 680 

7 cycles 
Stable case 176/176 0/176 n/a 

100.00 
Unstable case 0/33 33/33 713 

* Mean values of early prediction time advantage are compared w. r. t. (5.45) 

6.3.2 Cases with Random Load/Generation Variations 

After the proposed transient stability status prediction method showed satisfactory 

performances with the base case load and generation, its robustness was next tested for 

new cases obtained by randomly changing the pre-disturbance generations and loads 
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around the base case [114], [115].  For the 𝑛th
 pre-disturbance operating point, active 

power injection and voltage at the 𝑖th
 generator bus were calculated as [114]  

𝑃𝐺
(𝑖)(𝑛) = 𝑃𝐺𝑏𝑎𝑠𝑒

(𝑖) [1 + 2Δ𝑃(𝑖) (0.5 − 𝜀𝑃𝐺
(𝑖)(𝑛))] (6.3) 

𝑉𝐺
(𝑖)(𝑛) = 𝑉𝐺𝑏𝑎𝑠𝑒

(𝑖) [1 + 2Δ𝑉(𝑖) (0.5 − 𝜀𝑉𝐺
(𝑖)(𝑛))] (6.4) 

where 𝑃𝐺𝑏𝑎𝑠𝑒
(𝑖)

 and 𝑉𝐺𝑏𝑎𝑠𝑒
(𝑖)

 are the active power and voltage at the 𝑖th
 generator in the base 

case, Δ𝑃(𝑖) and Δ𝑉(𝑖) are fractional perturbation of active power and voltage allowed at 

the 𝑖th
 generator bus and 𝜀𝑃𝐺

(𝑖)
 and 𝜀𝑉𝐺

(𝑖)
 are uniform independent random variables between 

0 and 1. Similarly, for the 𝑛th
 pre-disturbance operating point, active and reactive power 

consumption at the 𝑗th
 load bus were computed as [115]  

𝑃𝐿
(𝑗)(𝑛) = 𝑃𝐿𝑏𝑎𝑠𝑒

(𝑗)
[1 + 2Δ𝑃(𝑗) (0.5 − 𝜀𝑃𝐿

(𝑗)(𝑛))] (6.5) 

𝑄𝐿
(𝑗)(𝑛) = 𝑄𝐿𝑏𝑎𝑠𝑒

(𝑗)
[1 + 2Δ𝑄(𝑗) (0.5 − 𝜀𝑄𝐿

(𝑗)(𝑛))] (6.6) 

where 𝑃𝐿𝑏𝑎𝑠𝑒
(𝑗)

 and 𝑄𝐿𝑏𝑎𝑠𝑒
(𝑗)

 are the real and imaginary power at the 𝑗th
 load in the base case, 

Δ𝑃(𝑗) and Δ𝑄(𝑗) are fractional perturbation of real and imaginary powers allowed at the 

𝑗th
 load bus and 𝜀𝑃𝐿

(𝑗)
 and 𝜀𝑄𝐿

(𝑗)
 are uniform independent random variables between 0 and 1. 

In this thesis, maximum random changes, Δ𝑃(𝑖), Δ𝑃(𝑗), and Δ𝑄(𝑗) were set to 10% while 

the maximum random changes for Δ𝑉(𝑖) was set to 2%. Each randomly generated pre-

disturbance operating condition was screened by running a load flow study and discard-

ing the case if it violates the ± 5% voltage limit.   
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Using the above method, 10 random operating conditions were generated. The same 

627 contingencies applied to the base case were repeated for each random pre-

disturbance condition. The most important feature of this test is that the same stability 

boundaries determined for the base case were used to predict the stability status under 

different pre-disturbance operating conditions. Table 6.3 summarizes the results. The per-

formances were similar to those of the base case results: the overall accuracy is over 99% 

and the average early prediction time advantage is around 700 ms. Transient instability 

prediction accuracy is again 100% (625/625) for unstable contingencies.  This confirmed 

the robustness of the proposed method. Only 31 out of 5645 stable contingencies were 

predicted as unstable. Careful analysis of these false detections showed that they all are 

marginally stable contingencies. Experiments showed that these misclassifications could 

be reduced by adjusting the transient stability boundary; however, it then reduced the ear-

ly prediction time advantage. The selection of the transient stability boundary is a trade-

off between the accuracy and the early prediction time advantage. 

Table 6.3 Prediction accuracy : Random cases 

Fault 
duration 

Condition 
Predicted as 

stable 
Predicted as 

unstable 

Early prediction 
advantage* 

(ms) 

Overall 
accuracy 

(%) 

5 cycles 
Stable case 1962/1967 5/1967 n/a 

99.76 
Unstable case 0/123 123/123 698 

6 cycles 
Stable case 1883/1889 6/1889 n/a 

99.71 
Unstable case 0/201 201/201 727 

7 cycles 
Stable case 1769/1789 20/1789 n/a 

99.04 
Unstable case 0/301 301/301 710 

* Mean values of early prediction time advantage are compared w. r. t. (5.45) 
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6.4 Validation with an Experimental Setup 

based on Real-Time Simulations  

Having tested the proposed concept through offline phasor-domain dynamic simula-

tions in TSAT, the transient stability status prediction algorithm was evaluated with the 

aid of real-time simulations and a laboratory scale synchrophasor network consisting of a 

single PDC. This enabled to demonstrate the practicality of the proposed approach with 

actual PMU measurements. The arrangement of the experimental setup is shown in Fig-

ure 6.3. The 39-bus test system was implemented in the RTDS simulator. The real-time 

simulation model was cross-validated against the phasor-domain model used in TSAT to 

ensure accuracy. The RTDS simulator used in this experiment was equipped with a 

GTNET hardware board which can emulate 24 PMUs reporting positive sequence 

phasor measurements [73]. The voltage and current signals at the generator buses in the 

simulated power system were input (internally) to the PMU modules. The P-class PMU 

model was selected as it is preferred for the applications requiring fast response [5]. A 

SEL-2407 GPS clock [77] was used to provide IRIG-B time signal to the RTDS simula-

tor via a GTSYNC
TM

 card. All PMU modules use this signal for time synchronized sam-

pling and timestamping. The PMUs in the RTDS were configured to report synchro-

phasors at 60 fps through a TCP/IP network. The synchrophasor data were collected by 

the openPDC v2.0 [74] PDC, and provided to the transient stability status prediction al-

gorithm. The same transient stability boundaries determined using TSAT simulations 
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were applied to predict the transient stability status of the power system in this real-time 

system.  
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Figure 6.3 RTDS and laboratory scale synchrophasor network 

6.4.1 Disturbance Detection 

The results shown in Figure 6.4 validate the disturbance detection logic described in 

Section 6.2.3. The thresholds 𝜀𝑡ℎ1 and 𝜀𝑡ℎ2 of the detection logic were selected consider-

ing 5% voltage drop/rise within two consecutive PMU reportings (i.e. 𝜀𝑡ℎ1 = −0.05 ×

60 =  −0.3 pu/s and 𝜀𝑡ℎ2 =  0.05 × 60 =  +0.3  pu/s at 60 fps reporting rate). In the 

presented case, a three-phase-to-ground fault was applied at 50% of Line 2-25 and the 

fault was cleared by removing the line after 6 cycles. The fault was applied when the 

UTC is around 21:22:47.833 and it was cleared when UTC is around 21:22:47.933. The 
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variations of the generator bus voltage magnitudes as reported by the PMUs and the 

ROCOV values computed from the reported measurements are shown in Figure 6.4. The 

dots on the curves represent the instants at which the PMUs reported new synchro-

phasors.  

It can be observed that the minimum value of ROCOV at 21:22:47.850 (the first re-

porting followed by the fault) was less than −3 pu/s threshold and it was reported by the 

PMU at the generator at bus 37. Thus the disturbance must be close to bus 37. During the 

two consecutive reporting periods after the fault, the voltage magnitude measured at gen-

erator bus 37 is decreasing. It takes two reporting intervals to observe the impact of a 

fault on the voltage magnitude due to the P-class filter used in PMUs. Based on the ob-

servations, the proposed disturbance detection logic concludes that it detected a fault at 

21:22:47.850. Then the detection logic looks for a sudden change in ROCOV in positive 

direction. At 21:22:47.950 (the first reporting interval followed by fault clearance), the 

maximum observed ROCOV exceeded the threshold +3 pu/s and thus, the disturbance de-

tection logic concluded that the fault was cleared at 21:22:47.950. After the assigned de-

lay of two reporting periods, the transient stability prediction algorithm was launched at 

21:22:47.983. During the experiments, the proposed disturbance detection logic recog-

nized all faults accurately. 
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Figure 6.4 Variations of voltage magnitude and ROCOV of 6 cycles fault 

6.4.2 Performance under Symmetrical Faults 

The effectiveness of the proposed transient stability status prediction method was val-

idated with 25 selected three-phase-to-ground contingencies, of which 18 were stable and 

7 were unstable. The overall accuracy was 100% and the average early prediction time 

advantage was around 700 ms (minimum 300 ms, maximum 1100 ms).    
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Figure 6.5 Variations of rotor angle and voltage magnitude for a fault on line 16-17 (25% of the 

length) cleared by removing the line after 6 cycles 

In order to examine the detailed working of the algorithm, consider the case of three-

phase to ground fault applied on Line 16-17 (at 25% of the length from bus 16). The fault 

was cleared by removing the line after 6 cycles. The corresponding variations of the rotor 

angle and the voltage magnitudes are shown in Figure 6.5. The power system was transi-

ently stable after this contingency. The post-disturbance trajectories of generators on 

ROCOVΔ𝑉 plane are shown in Figure 6.6.  The trajectories of all nine generators re-
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mained within the stable region. Therefore, the proposed transient stability prediction al-

gorithm declared the power system as stable.  

 

Figure 6.6 ROCOV vs. voltage deviation for a fault on line 16-17 (25% of the length) cleared by 

removing the line after 6 cycles 

In the second example, a three-phase-to-ground fault was applied on line 26-29 (at 

25% of the length from bus 26) when UTC is 19:06:00.166 and cleared by removing the 

line after 6 cycles. Following the fault, the generator at bus 38 became unstable as can be 

seen in Figure 6.7.  
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Figure 6.7 Variations of rotor angle and voltage magnitude for a fault on line 26-29 (25% of the 

length) cleared by removing the line after 6 cycles 

This is a first-swing instability and the proposed transient stability status prediction 

algorithm declared the power system as unstable at UTC of 19:06:00.883, and identified 

generator at bus 38 as the unstable generator. The corresponding post-disturbance trajec-

tories of the generators on ROCOVΔ𝑉 plane are shown in Figure 6.8. When the rotor an-

gle separation criterion given in (5.45) was applied, instability was declared at 
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19:06:01.383 (UTC). Therefore, in this case, the proposed approach has an early predic-

tion time advantage of 500 ms. 

 

Figure 6.8 ROCOV vs. voltage deviation for a fault on line 26-29 (25% of the length) cleared by 

removing the line after 6 cycles 

In the third example, a three-phase to ground fault was applied on line 2-25 (at 50% 

of the length from bus 2) when UTC is 21:22:47.833 and cleared by removing the line af-

ter 6 cycles. Following the fault, the generators at bus 37 and bus 38 became unstable as 

can be seen in Figure 6.9.  
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Figure 6.9 Variations of rotor angle and voltage magnitude for fault on line 2-25 (50% of the 

length) cleared by removing the line after 6 cycles 

This is a multi-swing instability, the generators do not become unstable during the 

first swing. The proposed transient stability status prediction algorithm declared the pow-

er system as unstable at UTC of 21:22:50.616, and identified generator at bus 37 as the 

unstable generator. The corresponding post-disturbance trajectories of the generators on 

ROCOVΔ𝑉 plane are shown in Figure 6.10. It can be seen from these plots that the tra-

jectory of generator at bus 38 also approaching the stability boundary.  When the rotor 
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angle separation criterion given in (5.45) was applied, instability was declared at 

21:22:51.916 (UTC). Therefore, for this case, the proposed approach has an early predic-

tion time advantage of 1300 ms. 

 

Figure 6.10 ROCOV vs. voltage deviation for a fault on line 2-25 (50% of the length) cleared by 

removing the line after 6 cycles 

In the last illustrative example, a three-phase-to-ground fault was applied on line 16-
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ing the line after 6 cycles. The entire power system became unstable following the fault 

as can be seen in Figure 6.11.  

 

 

Figure 6.11 Variations of rotor angle and voltage magnitude for fault on line 16-17 (95% of the 

length) cleared by removing the line after 6 cycles 
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ROCOVΔ𝑉 plane are shown in Figure 6.12. When the rotor angle separation criterion 

given in (5.45) was applied, instability was declared at 17:02:43.216 (UTC). Therefore, 

in this case, the proposed approach has an early prediction time advantage of 1016 ms. 

 

Figure 6.12 ROCOV vs. voltage deviation for fault on line 16-17 (95% of the length) cleared by 

removing the line after 6 cycles 
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6.4.3 Performance under Asymmetrical Faults 

It is important to investigate how the proposed transient stability status prediction al-

gorithm performs under asymmetrical faults, which are less severe in nature, but more 

probable in power systems. Initial investigations showed that positive sequence voltages 

were sufficient to predict the stability status under all types of faults:  

i. Single-phase-to-ground faults  

ii. Phase-to-phase faults  

iii. Phase-to-phase-to-ground faults  

iv. Three-phase-to-ground faults  

In the test, 225 contingencies were created for each fault type and the fault durations were 

varied in the range of six to ten cycles. In total, 900 cases were created in RTDS. The re-

sults of this test are summarized in Table 6.4. It can be observed that the overall accuracy 

is over 99% for all fault types. The average early prediction time advantage varies in the 

range of 600-700 ms.  

Despite the filtering provided by PMUs, if a voltage transient with significant magni-

tude (~ 1 pu) occurs during a post-disturbance period where the transient stability status 

prediction algorithm is in-operation, the ROCOVΔV trajectory can temporary enter the 

unstable region for a duration of two to three reporting intervals. Declaration of false in-

stability condition due to such transients can be avoided by delaying the decision for sev-

eral consecutive reporting periods, but at the expense of reduction in the early prediction 

time advantage. In future, it will be possible to stream PMU data at high reporting rates 

(more than 50 fps or 60 fps) with the infrastructure developments. This will help to main-
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tain or even to increase the early prediction time advantage when several additional con-

secutive reporting periods are considered for the status prediction process.     

Table 6.4 Prediction accuracy for different types of faults 

Fault 
duration 

Condition 
Predicted as 

stable 
Predicted as 

unstable 

Early prediction 
advantage* 

(ms) 

Overall 
accuracy 

(%) 

i 
Stable case 219/219 0/219 n/a 

100.00 
Unstable case 0/6 6/6 619 

ii 
Stable case 200/200 0/200 n/a 

100.00 
Unstable case 0/25 25/25 601 

iii 
Stable case 176/177 1/177 n/a 

99.55 
Unstable case 0/48 48/48 705 

iv 
Stable case 106/108 2/108 n/a 

99.11 
Unstable case 0/117 117/117 653 

* Mean values of early prediction time advantage are compared w. r. t. (5.45) 

6.4.4 Impact of the Topology Changes 

The robustness of the proposed transient stability prediction algorithm was tested by 

evaluating its performance under three different topology variations from the base case. 

The topology changes considered were: 

i. Line 5-8 out of service  

ii. Line 22-23 out of service 

iii. Line 25-26 out of service 

These topology changes altered the pre-fault operation conditions and thus, the post-

disturbance trajectories. In total, 300 contingencies including both symmetrical and 

asymmetrical faults with different fault durations in the range of 6-10 cycles were simu-

lated for each topology change. The results of the test are summarized in Table 6.5.   
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Table 6.5 Prediction accuracy under topology changes 

Fault 
duration 

Condition 
Predicted as 

stable 
Predicted as 

unstable 

Early prediction 
advantage* 

(ms) 

Overall 
accuracy 

(%) 

i 
Stable case 230/231 1/231 n/a 

99.67 
Unstable case 0/69 69/69 717 

ii 
Stable case 256/258 2/258 n/a 

99.33 
Unstable case 0/42 42/42 630 

iii 
Stable case 215/215 0/215 n/a 

100.00 
Unstable case 0/85 85/85 603 

* Mean values of early prediction time advantage are compared w. r. t. (5.45) 

 It can be observed that the overall accuracy remains over 99% for all three scenarios, 

despite the use of original stability boundaries determined using TSAT simulations under 

base case scenario. The average early prediction time advantage varied in the range of 

600-700 ms. This test further proves that the proposed method is capable of predicting 

the transient stability status even when the network topology is altered from that used for 

determining the stability boundaries. 

6.5 Concluding Remarks 

In this chapter, the method of implementation of the proposed transient stability status 

prediction algorithm was described and the algorithm was thoroughly validated using an 

offline simulations and an experimental setup based on real-time simulations. Based on 

the results of numerous experiments, it can be concluded that using the post-disturbance 

trajectories of generator terminal buses on ROCOVΔ𝑉 plane, the stability status of the 

system can be determined. The proposed technique is capable of early predicting the first-

swing as well as multi-swing transient instabilities. Furthermore, the proposed method 
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pinpoints the unstable generator, which is very important in determining emergency con-

trol actions.  A synchrophasor based mitigation approach against transient instabilities 

based on early prediction will be presented in the next chapter. 



Chapter 7 

A Synchrophasor based Emergency 

Control Scheme for Mitigating 

Transient Instabilities 

7.1 Introduction 

A simple emergency control scheme to mitigate transient instabilities is proposed in 

this chapter to demonstrate the utility of the transient stability status prediction algorithm 

described in Chapter 6. The proposed method can be recognized as a response based wide 

area protection and control system. It trips unstable generators and sheds loads based on 

frequency measurements to mitigate possible transient instabilities with the aid of post-

disturbance voltage magnitudes and frequencies obtained from PMUs installed at the 

generator terminals and the load centers. The effectiveness of the proposed approach was 

evaluated using the same RTDS
TM

 based test setup described in section 6.4, however, 

was augmented by adding a path to convey the control actions to close the control loop.  
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7.2 Wide Area Transient Stability Control 

Wide area transient stability control is applied to prevent imminent blackouts, and in-

volves coordinated emergency activities such as load shedding to control the power sys-

tem dynamics in real-time [116], [117]. Transient instability is a rapid phenomenon and 

therefore, such a control scheme should respond within a couple of hundreds of millisec-

onds. Clearly, under this type of a scenario, there is no time for human operator interven-

tion [118].  

In literature, there are diverse approaches for wide area transient stability control; 

however, the selective tripping of unstable generators for transmission line outages has 

been applied extensively to improve stability [119]. When a power system is unstable, 

identification of coherent clusters of generators helps to make the intelligent choice of a 

control strategy [120]. Coherent clusters of generators swing together after a severe dis-

turbance. Rotor angle and phase angle at the generator terminal voltage are often used in 

literature to recognize generator coherency [120]-[122].  The philosophy behind this idea 

is that the early generator acceleration is only the initial information about the swing 

[120]. As discussed in Section 5.4, the terminal voltage magnitude dip during a fault and 

a slow rate of recovery during the post-disturbance restrict electrical power output result-

ing in an early generator acceleration. Thus, post-disturbance terminal voltage magnitude 

has direct impact on the stability of a generator and be indicative of its acceleration (or 

deceleration) after a disturbance. Therefore, the generator terminal voltage magnitudes 

should also be applied to approximately identify the coherent clusters, especially when 

the system is going to be transiently unstable. The critical cluster comprises unstable gen-
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erator(s), which can be recognized with the aid of a transient stability status prediction 

algorithm. If the critical cluster of generators is identified, it is possible to trip all genera-

tors in that coherent cluster to mitigate potential transient instabilities.  

Tripping of generators consequently causes the system frequency to drop due to gen-

eration-load imbalance. Thus, it is essential to follow up generator shedding with a load 

shedding procedure. The transient stability control scheme proposed in this thesis is acti-

vated upon prediction of potential instability by the scheme proposed in Chapter 6, trips a 

selected set of generators to prevent potential out of step conditions and then activates a 

simple frequency based load shedding scheme.   

The proposed scheme is centralized and therefore, it is possible to trip unstable cluster of 

generators immediately. If the out-of-step protection based local control scheme is used, un-

stable generators should be tripped individually as the local control schemes do not aware 

about the overall situation of the power system. Experiments showed that such an approach 

causes total system collapse under number of contingencies. Further, it is easy to implement 

the frequency based load shedding as a centralized scheme. 

7.3 Generator and Load Shedding Scheme 

The overall structure of transient stability status prediction and emergency control 

system is shown in Figure 7.1. As discussed in Chapter 6, the transient stability status 

prediction algorithm classifies the transient swings in the post-disturbance stage as stable 

or unstable, based on rate of change of voltage vs. voltage deviation characteristics of the 
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post-disturbance voltage magnitudes obtained from PMUs installed at the generator ter-

minals.  
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Figure 7.1  Overall structure of the proposed transient stability status prediction and emergency 

control system 

When the disturbance detection logic identifies a severe disturbance, it triggers the 

coherency recognition technique with the aid of the post-disturbance voltage magnitudes. 

If the system is declared as unstable, and the generator that becomes unstable first will be 

notified by the transient instability prediction algorithm. Then the control signals are is-
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sued to trip all generators belong to the cluster that includes the generator that becomes 

unstable first. Then the frequency based load shedding scheme is launched to retain gen-

eration-load equilibrium of the rescued portion of power system. While the load shedding 

scheme is in operation, frequencies at the healthy generator terminals are monitored 

through PMUs and trip these generators if their frequencies exceed the over frequency 

setting. As the proposed scheme is centralized and time-critical, it is assumed that a dedi-

cated communication network is available for sending signals to trip generators and 

loads. 

7.3.1 Recognition of Coherent Clusters of Generators 

The idea behind the proposed coherent cluster recognition technique is similar to the 

philosophy of the proposed transient stability status prediction algorithm where the slow 

rate of voltage recovery during the premature post-disturbance restricts the generator 

electrical power output. This tends some generators initially accelerate and swing togeth-

er. Therefore, early post-disturbance voltage magnitudes obtained from PMUs at the gen-

erator terminals comprise the initial information about the coherency and support identi-

fication of the critical cluster that includes the generator(s) predicted to be unstable soon. 

As per the author’s knowledge this is the first time that voltage magnitudes are used for 

finding coherent generators.   

In order to determine coherent groups, generator terminal voltage magnitudes in an 

observation data window of 𝐾 consecutive measurements are collected for each generator 

in the system. The distance between the trajectories of the post disturbance terminal volt-

ages of two generators can be measured by 
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𝐼𝑖𝑗 = ∑[𝑉𝑚𝑎𝑔
𝐺
(𝑖)(𝑡𝑐𝑙 + 𝑘∆𝑡) − 𝑉𝑚𝑎𝑔

𝐺
(𝑗)(𝑡𝑐𝑙 + 𝑘∆𝑡)]

2

𝐾

𝑘=1

 ;     for  𝑖, 𝑗 = 1, 2, … , 𝑛𝑔 (7.1) 

where 𝑉𝑚𝑎𝑔𝐺
(𝑖)(𝑡𝑐𝑙 + 𝑘∆𝑡)  and 𝑉𝑚𝑎𝑔𝐺

(𝑗)(𝑡𝑐𝑙 + 𝑘∆𝑡) are the voltage magnitudes of 𝑖th
 

and 𝑗th
 generators at time 𝑡𝑐𝑙 + 𝑘∆𝑡, ∆𝑡 is the PMU reporting interval given in (6.2) and 

𝑛𝑔 is number of generators. 

A matrix of 𝐼𝑖𝑗values can be computed considering different generator pairs, and be 

used to identify the coherent swing groups. Suppose the generators 𝑖 and 𝑗 belong to the 

same coherent cluster while the generator 𝑘 belongs to a different cluster.  Then the dis-

tance 𝐼𝑖𝑗 will be smaller than the distance 𝐼𝑖𝑘. The distances between trajectories can be 

used to group them into coherent clusters using the routine described in [120]. Note that 

the algorithm given in [120] is based on rotor angles.  

As shown in Figure 7.2 the distance values of each unclassified generator is compared 

with a pre-specified threshold 𝜀𝐼. If the distance from generator 𝑖 to all other generator is 

greater than the threshold, the generator 𝑖 is classified into a new cluster; otherwise the 

closest generator (say generator 𝑗′) to the generator 𝑖 is identified. If the generator 𝑗′ is al-

ready classified into a cluster, then the generator 𝑖 is classified into the same cluster as 

generator𝑗′. If generator 𝑗′ is unclassified, both generators 𝑖 and 𝑗′ are classified into a 

new cluster. This routine is continued until all the generators are classified. After the 

classification, if 𝐼𝑖𝑗 value between any two generators in the same cluster is greater than 

the threshold 𝜀𝐼 (say for generator 𝑘) then it is considered to be included in a different 

cluster which yields more 𝐼𝑖𝑘 values that are smaller than the threshold 𝜀𝐼. This is contin-

ued until the optimum clustering is obtained. 
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Figure 7.2  Coherency cluster recognition routine (adapted from [120]) 

7.3.2 Frequency based Load Shedding 

The simple frequency based load shedding scheme proposed in this study relies only 

on the healthy generator and the load center frequencies. It is not attempted to optimally 

determine the exact location and the precise amount of load shedding, but it is assumed 

that load shedding locations have been preselected by the study engineers well familiar 

with the particular power system. Furthermore, it is assumed that PMUs are installed at 

all load shedding locations. The schematic diagram of the proposed load shedding 

scheme is shown in Figure 7.3.  Tripping of unstable generators trigger the load shedding 

scheme to retain the generation-load equilibrium.  
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The average frequency, 𝑓𝑠̅𝑦𝑠, of the rescued portion of the power system is determined 

from the frequency measurements obtained from the PMUs located at the generator ter-

minals as  

𝑓𝑠̅𝑦𝑠 =
1

𝑛𝑔′
 ∑ 𝑓𝑘(𝑡)

𝑛𝑔′

𝑘=1

  (7.2) 

where 𝑓𝑘(𝑡) is frequency of the 𝑘th
 stable generator in the rescued system at time 𝑡 and 

𝑛𝑔′ is the number of stable generators in the system. In Figure 7.3,  𝑓𝑝(𝑡) represents fre-

quency at the 𝑝th
 unshed load at time 𝑡 and 𝑛𝑝* is the number of unshed loads in the sys-

tem.  

In the proposed approach, three frequency settings are defined such that 𝑓𝑠𝑒𝑡1 <

 𝑓𝑠𝑒𝑡2 < 𝑓𝑠𝑒𝑡3. If the average system frequency is less than 𝑓𝑠𝑒𝑡1, the three unshed loads at 

lowest frequency locations will be shed. Then the duration of 𝑡𝑠𝑒𝑡1 seconds is waited be-

fore further load shedding so that the power system has enough time to response. When 

the average system frequency is less than 𝑓𝑠𝑒𝑡2  or 𝑓𝑠𝑒𝑡3 the next two loads or a single 

load, respectively, will be selected based on frequency measurements. The waiting-times 

corresponding the settings 𝑓𝑠𝑒𝑡2 and 𝑓𝑠𝑒𝑡3   are 𝑡𝑠𝑒𝑡2  and 𝑡𝑠𝑒𝑡3 seconds respectively. 



A Synchrophasor based Emergency Control Scheme 183 

 

 

Set counter = 3

yes

no

Load shedding scheme activation signal

fsys(t) =         ∑   fk(t) 
ng' k = 1

ng' 1

yes

no
fsys(t)  <  fset2 

yes

fsys(t)  <  fset3 

wait for tset1 seconds wait for tset2 seconds wait for tset3 seconds

no

Shed load p'

min (fp(t));  for p = 1, 2, …, np*

(say p = p')

Set counter = counter - 1

fsys(t)  <  fset1 

Is 

counter = 0

Set counter = 2

Shed load p'

min (fp(t));  for p = 1, 2, …, np*

(say p = p')

Set counter = counter - 1

Is 

counter = 0

yes yes

no no

Shed load p'

min (fp(t));  for p = 1, 2, …, np*

(say p = p')

 

Figure 7.3  Proposed load shedding scheme 

7.4 Experimental Setup for Validation 

The effectiveness of the proposed approach was evaluated using the test setup con-

sisting of a real-time digital simulator (RTDS™) and a laboratory scale communication 
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network described in Section 6.4. This test setup was augmented to accommodate emer-

gency control signals (going from the emergency controller to the actuators in the simu-

lated power system) as shown in Figure 7.4.  
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Figure 7.4  Test setup for validating the synchrophasor based emergency control scheme  

The GTNET-SKT
TM

 (SocKeT) protocol was used to communicate control signals to 

the RTDS using a TCP/IP network [123]. Both integers and 32-bit floating point numbers 

defined in the IEEE 754 format can be transmit/receive using the SKT protocol. Data 

points are stored in big endian format and the size of the packets is a multiple of 4 bytes. 

The maximum possible data update rate is 5000 Hz [123].  

The latency of the laboratory communication network used for transferring both 

measurements and control signals was minimal. Therefore, to emulate more realistic sce-
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nario, the PDC waiting time was set as 200 ms and additional 50 ms delay was added to 

control signals so that the simulated results to be more realistic. The generator clustering 

was based on the synchrophasor data gathered during the first 20 cycles (333 ms) follow-

ing the clearance of the disturbance. This is because the long time intervals may mislead 

the clustering process [120]. The threshold εI was selected as 0.16 based on trial and er-

ror. The New England 39-bus system was used as the test network. Ten load shedding lo-

cations were identified after some initial off-line simulation studies, which are given in 

Table 7.1.  

Table 7.1 Load shedding locations 

Location Active power (MW) Reactive power (MVar) 

Bus 3 322.0 2.4 

Bus 4 500.0 184.0 

Bus 8 522.0 176.0 

Bus 15 320.0 153.0 

Bus 20 628.0 103.0 

Bus 21 274.0 115.0 

Bus 24 308.6 -92.0 

Bus 25 224.0 47.2 

Bus 26 139.0 17.0 

Bus 27 281.0 75.5 

The load shedding scheme was design to activate 6 cycles following the generator 

tripping. Frequency settings and the corresponding waiting times of the load shedding 

scheme are given in Table 7.2. The settings were determined after some off-line simula-

tion studies, but not much emphasis was placed on optimizing the load shedding scheme. 

The main purpose is to demonstrate the emergency control scheme. 
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Table 7.2 Frequency settings and waiting times 

Setting Frequency setting, fset (Hz) Waiting time, tset (ms) 

1 59.3 800 

2 59.0 500 

3 58.5 300 

In order to examine the detailed working of the proposed transient instability predic-

tion and emergency control scheme, the same examples illustrated in Section 6.4 (where 

a single generator or multiple generators become unstable) were revisited. 

7.4.1 Example 1 : Fault on line 26-29 (25% of the length)  

In the first example, a three-phase to ground fault was applied on Line 26-29 (at 25% 

of the length from bus 26) when the UTC is around 6:31:53.333. The fault was cleared by 

removing the line after 6 cycles. The corresponding distance matrix elements, 𝐼𝑖𝑗were 

calculated and given in Table 7.3. The proposed coherency cluster recognition technique 

recognized two clusters: the first cluster comprised only the generator at bus 38, and the 

second coherency cluster consisted of the remaining eight generators (the 10
th

 generator 

at bus 39 represents an equivalent system). The transient stability status prediction algo-

rithm declared the system as unstable at 6:31:54:316 and the generator at bus 38 was 

identified as the generator that will become out-of-step first. Therefore, a trip signal was 

issued immediately (around 6:31:54:316), which tripped the generator at bus 38 around 

6:31:54:366. The corresponding variations of the rotor angle, the voltage magnitudes and 

generator trip signals at the LDC are shown in Figure 7.5. 
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Table 7.3 Distance matrix elements – Example 1 

 Gen-30 Gen-31 Gen-32 Gen-33 Gen-34 Gen-35 Gen-36 Gen-37 Gen-38 † Gen-39 

Gen-30 0 0.071 0.069 0.052 0.018 0.000 0.009 0.044 0.704 0.001 

Gen-31 0.071 0 0.000 0.002 0.019 0.071 0.128 0.004 0.351 0.085 

Gen-32 0.069 0.000 0 0.001 0.018 0.070 0.127 0.004 0.353 0.083 

Gen-33 0.052 0.002 0.001 0 0.010 0.052 0.102 0.001 0.398 0.064 

Gen-34 0.018 0.019 0.018 0.010 0 0.017 0.049 0.006 0.526 0.024 

Gen-35 0.000 0.071 0.070 0.052 0.017 0 0.009 0.043 0.711 0.001 

Gen-36 0.009 0.128 0.127 0.102 0.049 0.009 0 0.090 0.868 0.005 

Gen-37 0.044 0.004 0.004 0.001 0.006 0.043 0.090 0 0.429 0.054 

Gen-38 † 0.704 0.351 0.353 0.398 0.526 0.711 0.868 0.429 0 0.752 

Gen-39 0.001 0.085 0.083 0.064 0.024 0.001 0.005 0.054 0.752 0 

† unstable coherency cluster 

 As a result of generator tripping, the system will lose its power balance and the sys-

tem frequency tends to drop as shown in Figure 7.6(a) without the load shedding scheme. 

In the next set of graphs shown in Figure 7.6(b), variations of the frequency measure-

ments after activating the simple frequency based load shedding scheme described in 

Section 7.3.2 are shown. At 6:31:59.366 it was sensed that the system frequency dropped 

below 59.3 Hz and consequently, a signal was issued to trip the load at bus 3.  During the 

waiting time, it was observed that the system frequency tended to rise; however, it still 

below 59.3 Hz at 6:32:00:183 causing the controller to issue another signal to trip the 

load at bus 25. As the system frequency did not recover, the controller trips the load at 

bus 26 at 6:32:01:016. After shedding the third load the power system became stable and 

system frequency returned close to the nominal value as shown in Figure 7.6(b). 
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Figure 7.5 Example 1 : Variations of rotor angle, voltage magnitude and generator trip signals 

with the emergency control scheme  
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Figure 7.6 Example 1 : Comparison of frequency variations with and without load shedding 

scheme and load trip signals 
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7.4.2 Example 2 : Fault on line 2-25 (50% of the length)  

In the second example, a three-phase to ground fault was applied on line 2-25 (at 50% 

of the length) when UTC is 6:35:56.833 and cleared by removing the line after 6 cycles. 

The distance matrix elements, 𝐼𝑖𝑗are given in Table 7.4. Following the fault clearance, the 

proposed coherency cluster recognition technique recognized two clusters where the first 

coherency cluster comprised generators at bus 37 and bus 38 and the second coherency 

cluster comprised of the remaining seven generators. The transient stability status predic-

tion algorithm declared the system as unstable and the generator at bus 37 was recognized 

as the generator that will become out-of-step first. This generator belonged to the first 

coherency cluster, and therefore, this coherency cluster was categorized as the critical 

cluster.  

Table 7.4 Distance matrix elements – Example 2 

 Gen-30 Gen-31 Gen-32 Gen-33 Gen-34 Gen-35 Gen-36 Gen-37 † Gen-38 † Gen-39 

Gen-30 0 0.150 0.152 0.120 0.054 0.015 0.001 0.642 0.249 0.001 

Gen-31 0.150 0 0.000 0.002 0.024 0.070 0.132 0.175 0.161 0.134 

Gen-32 0.152 0.000 0 0.002 0.025 0.071 0.134 0.173 0.150 0.136 

Gen-33 0.120 0.002 0.002 0 0.013 0.050 0.105 0.210 0.143 0.106 

Gen-34 0.054 0.024 0.025 0.013 0 0.012 0.044 0.325 0.179 0.045 

Gen-35 0.015 0.070 0.071 0.050 0.012 0 0.010 0.463 0.164 0.010 

Gen-36 0.001 0.132 0.134 0.105 0.044 0.010 0 0.609 0.226 0.000 

Gen-37 † 0.642 0.175 0.173 0.210 0.325 0.463 0.609 0 0.120 0.611 

Gen-38 † 0.249 0.161 0.150 0.143 0.179 0.164 0.226 0.120 0 0.228 

Gen-39 0.001 0.134 0.136 0.106 0.045 0.010 0.000 0.611 0.228 0 

† unstable coherency cluster 
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Figure 7.7 Example 2 : Variations of rotor angle, voltage magnitude and generator trip signals 

with the emergency control scheme 
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Figure 7.8 Example 2 : Comparison of frequency variations with and without load shedding 

scheme and load trip signals  
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Commands were issued around 6:35:59.833 to trip both generators (generators at bus 

37 and bus 38) in the critical cluster. The generators at bus 37 and bus 38 were tripped 

around 6:35:59:883 due to the additional delay introduced to the control signals. The cor-

responding variations of the rotor angle, the voltage magnitudes and generator trip signals 

at the LDC are shown in Figure 7.7.  

At 6:36:03.416, it was detected that the system frequency dropped below 59.3 Hz and 

consequently, a signal was issued to trip the load at bus 3.  During the waiting time, it 

was monitored that the system frequency was still below 59.3 Hz; hence, a signal was is-

sued around 6:36:04.216 to trip the load at bus 8. As the system frequency did not im-

prove the third signal was issued around 6:36:05.050 to trip the load at bus 4. After shed-

ding the third load it was observed that the power system was frequency stable as shown 

in Figure 7.8.   

7.4.3 Example 3 : Fault on line 16-17 (95% of the length)  

In the last example, a three-phase-to-ground fault was applied on line 16-17 (at 95% 

of the length) when UTC is 5:49:34.333 and cleared by removing the line after 6 cycles. 

The distance matrix elements, 𝐼𝑖𝑗are given in Table 7.5 and the coherency cluster recogni-

tion technique identified two clusters.  The first coherency cluster comprised generators 

at bus 31, bus 32, bus 33 and bus 34.  The rest of the generators belonged to the second 

coherency cluster. The transient stability status prediction algorithm declared the system 

as unstable and identified generators at bus 31 and bus 32 as the unstable generators, 

which belonged to the first coherency cluster. Therefore, this coherency cluster was cate-
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gorized as a critical cluster and trip signals were issued around 5:49:35.400 to trip all 

generators (generators at bus 31, bus 32, bus 33 and bus 34) in the critical cluster. It was 

observed that generators at bus 35 and bus 36 exceeded over frequency setting of 61.0 

Hz. Therefore, these two generators were tripped (stage 2) around 5:49:35.683. The cor-

responding variations of the rotor angle, the voltage magnitudes and generator trip signals 

at the LDC are shown in Figure 7.9.  

Table 7.5 Distance matrix elements – Example 3 

 Gen-30 Gen-31 † Gen-32 † Gen-33 † Gen-34 † Gen-35 Gen-36 Gen-37 Gen-38 Gen-39 

Gen-30 0 0.242 0.261 0.327 0.163 0.127 0.073 0.037 0.058 0.000 

Gen-31 † 0.242 0 0.000 0.011 0.020 0.155 0.182 0.232 0.199 0.234 

Gen-32 † 0.261 0.000 0 0.009 0.025 0.150 0.190 0.244 0.208 0.251 

Gen-33 † 0.327 0.011 0.009 0 0.032 0.178 0.221 0.280 0.242 0.317 

Gen-34 † 0.163 0.020 0.025 0.032 0 0.133 0.150 0.175 0.140 0.167 

Gen-35 0.127 0.155 0.150 0.178 0.133 0 0.009 0.029 0.017 0.122 

Gen-36 0.073 0.182 0.190 0.221 0.150 0.009 0 0.009 0.002 0.069 

Gen-37 0.037 0.232 0.244 0.280 0.175 0.029 0.009 0 0.006 0.035 

Gen-38 0.058 0.199 0.208 0.242 0.140 0.017 0.002 0.006 0 0.053 

Gen-39 0.000 0.234 0.251 0.317 0.167 0.122 0.069 0.035 0.053 0 

† unstable coherency cluster 
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Figure 7.9 Example 3 : Variations of rotor angle, voltage magnitude and generator trip signals 

with the emergency control scheme 
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Figure 7.10 Example 3 : Comparison of frequency variations with and without load shedding 

scheme and load trip signals 
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The system frequency rapidly dropped as the power imbalance was rather significant 

due to loss of six generators. At 5:49:39.016 it was detected that the system frequency 

dropped below 59.3 Hz and consequently, a signal was issued to trip the load at bus 8.  

During the waiting time, it was monitored that the system frequency further dropped be-

low 59.0 Hz; hence, signals were issued around 5:49:39:833 to trip the loads at bus 26 

and bus 27. As the system frequency did not improve the load shedding process contin-

ued until all 10 loads in the load shedding scheme had been tripped.  After shedding all 

ten loads it was observed that the saved portion of the power system was stable as shown 

in Figure 7.10. This is a very severe disturbance and restoration of the system need to be 

followed after the generator and load shedding. 

7.5 Real-World Implementation Issues 

In this thesis, the proposed transient instability prediction and emergency control 

scheme was thoroughly validated for the IEEE 39-bus test system using the real-time 

simulator and a laboratory scale test setup. A next possible step is to confirm the perfor-

mance of the proposed scheme on the field as a pilot project, which will help to reveal 

more practical concerns. 

The proposed emergency control scheme trips the unstable cluster of generators im-

mediately after the system is predicted as unstable. However, it may not be advisable to 

open generator circuit breakers immediately due to possible high transient recovery volt-

age (TRV) that may be damaging to the breaker. If the circuit breaker of a generator is 

opened when the voltages across the circuit breaker contacts are 180
0
 out-of-phase during 
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interruption [98], the resulting TRV may exceed the breaker capability.  Therefore, it may 

be necessary to apply local supervision to check and delay if necessary, the operation of 

the generator circuit breakers.    

Today, most utilities already have PMUs at their important substations such as large 

generator stations and load centers with dedicated communication channels to the LDC. 

Therefore, the emergency control scheme proposed in this thesis can be easily installed at 

the LDC without adding significant infrastructure facilities. However, it may be neces-

sary to reconfigure existing PMUs and PDCs to satisfy the requirements of the proposed 

scheme. In addition, it is essential to study the impact data quality and communication 

network related issues, such as cyber security. A detailed study of such aspects is beyond 

the scope to this thesis. 

Since the emergency control scheme proposed in this thesis is simple and more gener-

ic, it can be applied to most of real power systems. However, the emergency control ac-

tions are system specific: if available, options such as fast control of HVDC converters or 

FACTs devices, controlled islanding, etc. can be devised as means of controlling the in-

stability. Therefore, it is possible to develop more sophisticated schemes in real power 

system depends on the availability of resources. 

7.6 Concluding Remarks 

In this chapter, a response based emergency control scheme was described as an 

emergency control strategy to alleviate potential transient instabilities. A technique was 

proposed to approximately identify coherent clusters of generators based on the post-
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disturbance voltage magnitudes, which is a novel approach. The unstable coherent cluster 

was recognized from the generator that would become out-of-step first as identified by 

the transient instability prediction algorithm described in Chapter 6. A simple frequency 

based load shedding scheme was introduced to maintain the generation-load equilibrium 

after tripping of generators belong to the unstable coherent cluster. The proposed scheme 

was implemented in a real-time environment and tested using a setup consisting of a real-

time simulator and laboratory scale communication network.  The studies carried out for 

the IEEE 39-bus test system demonstrated effectiveness of the proposed approach.  



Chapter 8 

Conclusions and Contributions 

This chapter presents the conclusions of the research, summarizes the main contributions, 

and proposes directions for future research in the area of wide area synchrophasor appli-

cations in particular transmission line parameters estimation, and transient stability status 

prediction and emergency control. 

8.1 Conclusions 

In this thesis, application of wide area synchrophasor measurements for improved re-

al-time monitoring and control of power systems was investigated. The three specific ar-

eas investigated are: (i) steady-state and dynamic performances of PMUs, (ii) real-time 

tracking of transmission line parameters, and (iii) transient stability status prediction and 

emergency control for transient instability mitigation.  

In Chapter 2, literature on the synchrophasor technology and the synchrophasor 

standards with special focus on the phasor, frequency and ROCOF estimation methods, 

reference P-class and M-class filters described in the synchrophasor standard [5], and the 
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existing approaches to evaluate and improve performances of PMUs were reviewed in 

detail. Based on the literature survey, it can be concluded that it is mandatory to imple-

ment P-class and M-class filters in a PMU to achieve adequate steady-state and dynamic 

performance requirements specified in the latest synchrophasor standard [5], and the test 

procedures for performance evaluation are not well defined. 

Addressing one of the issues identified in Chapter 2, a PMU performance evaluation 

setup was developed in Chapter 3. The test setup plays back the test signals that are 

mathematically generated from signal models into the PMU under test through a real-

time playback device with precise GPS synchronization, and the PMU outputs are com-

pared against the theoretical phasor values of the respective test signals to calculate the 

errors. The PMU performance evaluation approach proposed in this thesis is simple, re-

peatable, and meets the test equipment accuracy limits specified in the standard. 

Using the developed test setup, the steady-state and dynamic performance of a com-

mercial PMU, which was originally designed according to the old synchrophasor stand-

ard [39], was evaluated. The test results showed that incorporation of the P-class refer-

ence filter and magnitude correction factor proposed in the latest synchrophasor standard 

IEEE C37.118.1-2011 [5] enabled this PMU to satisfy the dynamic performance re-

quirements of P-class PMUs. However, the PMU failed to satisfy some of the M-class 

performance requirements with the reference M-class filter provided in the standard [5]. 

In order to rectify this problem, a magnitude compensation factor was proposed. In order 

to overcome the practical difficulties in implementing the reference M-class filter in real-

time environments, a modified M-class filter with a significantly less number of filter co-

efficients and a new complex compensation factor was proposed. This new lower order 
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filter significantly eases the computing resources required to implements the M-class 

PMUs, reduces the measurement latency at all reporting rates, and realizes an accuracy 

level better than the reference M-class filter proposed in IEEE C37.118.1-2011 standard 

[5]. The test results also revealed certain unrealistic FE and RFE requirements imposed 

on the M-class PMUs in the IEEE C37.118.1-2011 standard [5]. The suggestions made in 

this research to relax the FE and RFE requirements of M-class PMUs are reflected in the 

recently released amendment (IEEE C37.118.1a-2014 [41]) to the synchrophasor stand-

ard [5]. 

The problem of real-time estimation of transmission line parameters using synchro-

phasors was investigated in Chapter 4. Two new computationally efficient and stable 

transmission line parameter estimation algorithms were derived. It was shown that 

through appropriate selection of parameters to be estimated, the transmission line pa-

rameter estimation problem can be formulated as a linear least square estimation prob-

lem. The first algorithm (Algorithm-1) requires inversion of only a non-singular, real-

valued, 33 symmetrical matrix irrespective of the number of measurements in the data 

window. The second algorithm (Algorithm-2) requires only to invert single element com-

plex matrices regardless of the number of measurement. Thus, the proposed algorithms 

are computationally more efficient compared to the previously published line parameter 

estimation algorithms which require use of iterative nonlinear estimation routines or input 

excitation. In addition to the above two, a new algorithm (Algorithm-3) was proposed to 

estimate the parameters of a series compensated line. This iterative, non-linear LS estima-

tion-based algorithm requires inversion of a 22 complex-valued matrix in each iteration 
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irrespective of the number of measurements. All of the proposed algorithms require volt-

age and current phasors of the sending and the receiving ends of the transmission line and 

the estimated line parameters are updated with each PMU reporting. The proposed algo-

rithms were tested using the practical synchrophasors produced by (i) a RTDS simulator 

and (ii) a laboratory scale hardware setup. Tests were conducted under noisy and unbal-

anced conditions, and the accuracy levels of the proposed algorithms were better or com-

parable with the existing computationally more demanding algorithms. When tested with 

a set of field measurements obtained from a utility for an uncompensated transmission 

line, all line parameter estimation algorithms provided similarly accurate estimations. 

Analysis of the sensitivity of the estimations to bias-errors in the measurements showed 

that transmission line resistance is highly sensitive to the errors in voltage magnitudes 

and, the sensitivity is higher at the larger X/R ratios.   

A novel approach for transient stability status prediction was introduced in Chapter 5.  

A thorough review of the previously proposed methods and their limitations was present-

ed. Based on the literature review, post-disturbance recovery voltage magnitudes meas-

ured at the generator terminals was recognized as a good indicator to identify potential 

transient instabilities. It was shown that a transient stability boundary can be drawn on 

the ROCOVΔ𝑉 plane and a generator will become transiently unstable soon after its 

post-disturbance trajectory crosses this boundary. The proposed approach does not rely 

on machine learning techniques as in the case of previously reported voltage magnitude 

based transient stability prediction algorithms.  

In Chapter 6, a practical methodology for implementation of the proposed transient 

stability prediction algorithm for a large multi-generator power system was developed. 
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The implementation involves three steps: for each generator, identification of a contin-

gency that makes the generator marginally stable, determination of the stability boundary 

of each generator using the post-disturbance recovery voltages measured during the mar-

ginally stable contingency, and design of a disturbance detection methodology. It was 

shown that phasor-domain dynamic simulations can be used to determine stability 

boundaries and design the disturbance detection logic. The so determined boundaries are 

generally valid for range of operating conditions and under normal topology variations.  

The proposed transient stability status prediction approach was first validated using 

offline simulations done in TSAT for the IEEE 39-bus test system. Then, the proposed 

approach was validated using the practical synchrophasors obtained from the IEEE 39-

bus test system simulated in a RTDS real-time simulator. A laboratory scale synchro-

phasor network with a single network switch and a PDC was included in the experimental 

setup. Both offline simulations and real-time experimental studies showed over 99% 

overall prediction accuracy under all types of faults. The proposed method could predict 

potential instabilities on average 600 ms earlier compared to the conventional rotor angle 

separation methods, allowing a reasonable time to take an appropriate emergency control 

action. The experiments showed that the proposed technique is capable of early predict-

ing the first-swing as well as the multi-swing transient instabilities. Furthermore, the pro-

posed algorithm correctly determines the generator that will become unstable first, which 

is a major advantage when determining the emergency control actions. The proposed 

transient instability prediction technique is computationally simple, transparent, does not 

require machine learning methods, and can be designed using a readily available phasor 



Conclusions and Contributions  205 

 

 

domain dynamic model of the power system.  Thus the proposed method is more ac-

ceptable to the industry. 

In order to demonstrate the utility of the transient stability prediction algorithm, an 

emergency control scheme for transient instability mitigation was introduced in Chapter 

7. If a potential instability is detected by the transient stability status prediction algorithm 

presented in Chapter 6, it enables the emergency control and indicates the generator that 

will become out-of-step first. The proposed emergency control scheme, designed for the 

IEEE 39-bus test system, comprised a method to identify coherent clusters of generators 

and a frequency deviation based load shedding scheme. A novel method was proposed to 

recognize the coherent clusters of generators where the post-disturbance generator volt-

age magnitudes are used as inputs, in contrast to the traditionally used generator rotor an-

gles. Generator voltages are the same inputs used in the transient stability status predic-

tion algorithm. The cluster of generators, which includes the generator that is predicted to 

be unstable first is categorized as the unstable cluster, and the proposed emergency con-

troller immediately trips all generators in the unstable cluster. In order to preserve the 

load-generator balance, a simple frequency deviation based load shedding scheme was 

proposed. The load shedding scheme is based on the post-disturbance frequencies ob-

tained from the same PMUs, which provide voltage magnitudes to the prediction algo-

rithm. The entire system response based transient instability prediction and emergency 

control scheme was implemented and validated using real-time simulations conducted in 

RTDS and laboratory scale communication network. The studies carried out for the IEEE 

39-bus test system demonstrated effectiveness of the emergency controller for a variety 

of contingencies. 
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8.2 Contributions 

The main contributions of the research work presented in this thesis are: 

1. Development of a simple and repeatable PMU evaluation procedure and a test 

setup. Test results and various TVE and FE curves, which can serve as a good 

reference for PMU manufacturers and users. 

2. Revelation of some inadequacies of the reference M-class filter algorithm pro-

posed in the IEEE synchrophasor standard C37.118.1-2011 [5]. Proposal for ap-

plying a new compensation factor for the reference M-class filter to rectify the 

problem.  

3. Reduced order modified M-class filter, which can significantly reduce the number 

of filter coefficients and the filter group delay. This finding reduces measurement 

latency, and eases the real-time computing resources requirements of the PMUs 

on microprocessor devices. 

4. Suggestions to relax some inconsistent error limits imposed by the IEEE synchro-

phasor standard C37.118.1-2011 [5]. These findings were shared with the IEEE 

synchrophasor working group, which subsequently developed the amendment 

[41] to the original standard. 

5. Computationally more efficient novel transmission line parameters estimation al-

gorithms, which are comparable or better than the existing algorithms in terms of 

accuracy, under practical measurement conditions. Validation of the proposed 

transmission line parameters estimation algorithms using a hardware test setup, a 

real-time simulation based test setup and actual field measurements. 
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6. A new algorithm for predicting the transient stability status of a power system af-

ter being subjected to a severe disturbance based on rate of change of voltage vs. 

voltage deviation characteristics of the post-disturbance voltage magnitudes ob-

tained from synchrophasor measurements. The proposed algorithm is computa-

tionally simple, transparent, can be designed with the aid of conventional dynamic 

simulation tools, and identifies the generator that becomes unstable first. 

7. Validation of the performance of the proposed transient stability status prediction 

algorithm using both offline simulations and real-time simulations with practical 

synchrophasor data. Examination of the sensitivity of the proposed transient sta-

bility status prediction algorithm to variety of circumstances such as change of 

operating conditions, asymmetrical faults, and network topology changes. 

8. Development and demonstration of a response based wide area emergency control 

scheme to mitigate possible transient instabilities by tripping the unstable cluster 

of generators followed by load shedding. 
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8.3 Suggestions for future research 

In this thesis, a new modified M-class filter with less number of filter coefficients was 

introduced by keeping the basic filter structure given in the synchrophasor standard [5] to 

obtain better PMU performances. However, there is a room to introduce completely new 

backend filters, which can achieve similar or better performances.  In addition, new phas-

or estimation algorithms such as smart DFT (SDFT) may realize better performances 

even without performance class filters. Therefore, it is worth to investigate possibilities to 

develop, implement, and validate new phasor estimation algorithms and new backend fil-

ters in PMUs to enhance their steady-state and dynamic performances. 

The real power systems not only comprise transmission lines, but also underground 

cables. Estimation of underground cable parameters using synchrophasor measurements 

would be very beneficial to the electrical utilities. However, the estimation of the under-

ground cable capacitance is a very challenging task and would be an interesting topic for 

future research. 

The transient instability prediction and mitigation scheme proposed in this thesis was 

implemented and validated for practical synchrophasor measurements obtained from the 

real-time simulator and laboratory scale test setup; thus, the impact of the communication 

network is minimal. However, the performances of the communication network play a vi-

tal role especially for the time critical synchrophasor applications. Therefore, future re-

searches are necessary to analysis issues in the synchrophasor communication system 

such as bandwidth, communication latency, measurement errors, data packet losses, and 
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cyber security issues in order to diagnose application specific issues and investigate ap-

propriate solutions. 

 

 

 

 

 



Appendix A 

Single Machine to Infinite Bus (SMIB) 

Test System 

A.1 Synchronous Generator Parameters 

The synchronous generator is represented by an equivalent circuit whose parameters in 

per unit on 555 MVA base [29]. 

KD = 0 H = 3.5   

Lad = 1.66 Laq = 1.61 Ll = 0.15 Ra = 0.003 

Lfd = 0.165 Rfd = 0.0006 L1d = 0.1713 R1d = 0.0284 

L1q = 0.7252 R1q = 0.00619 L2q = 0.125 R2q = 0.02368 
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A.2 Excitation System 

The excitation system model with AVR and PSS in [29] is replicated in this thesis. 

Power system stabilizer
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Figure A.1 Excitation system model with AVR and PSS  

KA = 200 TR = 0.02s   

KSTAB = 9.5 TW = 1.4s T1 = 0.154s T2 = 0.033s 
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Figure A.2 IEEE 39-bus Test System [83] 
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B.1 Generator Parameters 

The synchronous generators are represented by the two-axis model whose parameters are 

given on the system base of 100 MVA. 

Gen No Ra (pu) Xl (pu) Xd (pu) Xq (pu) Xd
' (pu) Xq

' (pu) Xq
" (pu) Xq

" (pu) H (s) Tdo
'(s) Tqo

'(s) Tdo
'' (s) Tqo

''(s) 

30 0.00125 0.0125 0.1 0.069 0.031 0.028 0.025 0.025 42.0 10.2 1.5 0.05 0.06 

31 0.00125 0.035 0.295 0.282 0.0697 0.170 0.05 0.05 30.2 6.56 1.5 0.05 0.06 

32 0.00125 0.0304 0.2495 0.237 0.0531 0.0876 0.045 0.045 35.8 5.7 1.5 0.05 0.06 

33 0.00125 0.0295 0.262 0.258 0.0436 0.166 0.035 0.035 28.6 5.69 1.5 0.05 0.06 

34 0.00125 0.027 0.67 0.62 0.132 0.166 0.05 0.05 26.0 5.4 0.44 0.05 0.06 

35 0.00125 0.0224 0.254 0.241 0.05 0.0814 0.04 0.04 34.8 7.3 0.4 0.05 0.06 

36 0.00125 0.0322 0.295 0.292 0.049 0.186 0.04 0.04 26.4 5.66 1.5 0.05 0.06 

37 0.00125 0.028 0.290 0.280 0.057 0.0911 0.045 0.045 24.3 6.7 0.41 0.05 0.06 

38 0.00125 0.0298 0.2106 0.205 0.057 0.0587 0.045 0.045 34.5 4.79 1.96 0.05 0.06 

39 0.00125 0.003 0.02 0.019 0.006 0.008 0.05 0.05 500.0 7.0 0.7 0.05 0.06 

 

B.2 Exciter Parameters 

Gen No TR KA TA VRMAX VRMIN KE TE KF TF E1 SE(E1) E2 SE(E2) 

30 0 5 0.06 1 -1 0 0.25 0.04 1 3.54 0.08 4.728 0.26 

31 0 6.2 0.05 1 -1 0 0.405 0.057 0.5 3.036 0.66 4.049 0.88 

32 0 5 0.06 1 -1 0 0.5 0.08 1 2.342 0.13 3.123 0.34 

33 0 5 0.06 1 -1 0 0.5 0.08 1 2.868 0.08 3.824 0.314 

34 0 40 0.02 10 -10 1 0.785 0.03 1 3.927 0.07 5.236 0.91 

35 0 5 0.02 1 -1 0 0.471 0.075 1.2 3.587 0.064 4.782 0.251 

36 0 40 0.02 6.5 -6.5 1 0.73 0.03 1 2.8 0.53 3.8 0.74 

37 0 5 0.02 1 -1 0 0.528 0.085 1.26 3.191 0.072 4.255 0.282 

38 0 40 0.02 10.5 -10.5 1 1.4 0.03 1 4.257 0.62 5.676 0.85 
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B.3 Transmission Line Parameters 

The transmission line parameters for the IEEE 39-bus test system are given on the system 

base of 100 MVA. 

From Bus To Bus R (pu) X (pu) B (pu) From Bus To Bus R (pu) X (pu) B (pu) 

1 2 0.0035 0.0411 0.6987 13 14 0.0009 0.0101 0.1723 

1 39 0.0010 0.0250 0.7500 14 15 0.0018 0.0217 0.3660 

2 3 0.0013 0.0151 0.2572 15 16 0.0009 0.0094 0.1710 

2 25 0.0070 0.0086 0.1460 16 17 0.0007 0.0089 0.1342 

3 4 0.0013 0.0213 0.2214 16 19 0.0016 0.0195 0.3040 

3 18 0.0011 0.0133 0.2138 16 21 0.0008 0.0135 0.2548 

4 5 0.0008 0.0128 0.1342 16 24 0.0003 0.0059 0.0680 

4 14 0.0008 0.0129 0.1382 17 18 0.0007 0.0082 0.1319 

5 6 0.0002 0.0026 0.0434 17 27 0.0013 0.0173 0.3216 

5 8 0.0008 0.0112 0.1476 21 22 0.0008 0.0140 0.2565 

6 7 0.0006 0.0092 0.1130 22 23 0.0006 0.0096 0.1846 

6 11 0.0007 0.0082 0.1389 23 24 0.0022 0.0350 0.3610 

7 8 0.0004 0.0046 0.0780 25 26 0.0032 0.0323 0.5130 

8 9 0.0023 0.0363 0.3804 26 27 0.0014 0.0147 0.2396 

9 39 0.0010 0.0250 1.2000 26 28 0.0043 0.0474 0.7802 

10 11 0.0004 0.0043 0.0729 26 29 0.0057 0.0625 1.0290 

10 13 0.0004 0.0043 0.0729 28 29 0.0014 0.0151 0.2490 
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B.4 Transformer Parameters 

The transformer parameters for the IEEE 39-bus test system are given on the system base 

of 100 MVA. 

From Bus To Bus R (pu) X (pu) B (pu) 

Transformer Tap 

Magnitude Angle 

12 11 0.0016 0.0435 0.0000 1.006 0.00 

12 13 0.0016 0.0435 0.0000 1.006 0.00 

6 31 0.0000 0.0250 0.0000 1.070 0.00 

10 32 0.0000 0.0200 0.0000 1.070 0.00 

19 33 0.0007 0.0142 0.0000 1.070 0.00 

20 34 0.0009 0.0180 0.0000 1.009 0.00 

22 35 0.0000 0.0143 0.0000 1.025 0.00 

23 36 0.0005 0.0272 0.0000 1.000 0.00 

25 37 0.0006 0.0232 0.0000 1.025 0.00 

2 30 0.0000 0.0181 0.0000 1.025 0.00 

29 38 0.0008 0.0156 0.0000 1.025 0.00 

19 20 0.0007 0.0138 0.0000 1.060 0.00 
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B.5 Power Flow Data 

Bus Type Voltage (pu) 
Load Generator 

(MW) (MVar) (MW) (MVar) 

1 PQ − 0.0 0.0 0.0 0.0 

2 PQ − 0.0 0.0 0.0 0.0 

3 PQ − 322.0 2.4 0.0 0.0 

4 PQ − 500.0 184.0 0.0 0.0 

5 PQ − 0.0 0.0 0.0 0.0 

6 PQ − 0.0 0.0 0.0 0.0 

7 PQ − 233.8 84.0 0.0 0.0 

8 PQ − 522.0 176.0 0.0 0.0 

9 PQ − 0.0 0.0 0.0 0.0 

10 PQ − 0.0 0.0 0.0 0.0 

11 PQ − 0.0 0.0 0.0 0.0 

12 PQ − 7.5 88.0 0.0 0.0 

13 PQ − 0.0 0.0 0.0 0.0 

14 PQ − 0.0 0.0 0.0 0.0 

15 PQ − 320.0 153.0 0.0 0.0 

16 PQ − 329.0 32.3 0.0 0.0 

17 PQ − 0.0 0.0 0.0 0.0 

18 PQ − 158.0 30.0 0.0 0.0 

19 PQ − 0.0 0.0 0.0 0.0 

20 PQ − 628.0 103.0 0.0 0.0 

21 PQ − 274.0 115.0 0.0 0.0 

22 PQ − 0.0 0.0 0.0 0.0 

23 PQ − 247.5 84.6 0.0 0.0 

24 PQ − 308.6 -92.0 0.0 0.0 

25 PQ − 224.0 47.2 0.0 0.0 

26 PQ − 139.0 17.0 0.0 0.0 

27 PQ − 281.0 75.5 0.0 0.0 

28 PQ − 206.0 27.6 0.0 0.0 

29 PQ − 283.5 26.9 0.0 0.0 

30 PV 1.0475 0.0 0.0 250.0 − 

31 PV 0.9820 9.2 4.6 521.0 − 

32 PV 0.9831 0.0 0.0 650.0 − 

33 PV 0.9972 0.0 0.0 632.0 − 

34 PV 1.0123 0.0 0.0 508.0 − 

35 PV 1.0493 0.0 0.0 650.0 − 

36 PV 1.0635 0.0 0.0 560.0 − 

37 PV 1.0278 0.0 0.0 540.0 − 

38 PV 1.0265 0.0 0.0 830.0 − 

39 PV 1.0300 1104.0 250.0 1000.0 − 
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