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Tbis thesis is concawd with an approach to record, proass, rnd ciassi@ radio 

trammitter ttansients. A radio transmitter transient is emined by the transmitter when the 

transmitter's push-to-taik button is depressed. This d o n  engages the transmitter's 

împency symbesiza which generates the carrier m e n c y -  The generation of the carrier 

fiequency by the frequency symhcsaa is not -us, tbus a transient behaviour is 

orhitted during the tanier fie~uency acquisition The caphiring of su& transient events is 

a c k d  by record@ the -or output of an ICOM R7lW communication receiver- 

The recordhg is Paformed by a Sound Blaster souad card at a sampliag rate of 44,100 

samples per second and 16 bits per sampIe acwracy. The cecorcihg contains a noise 

component fbIIowed by a The transigent is separateci h m  noise by a variance fiactal 

dimension tra~*ectory anaiysis. ûnce the transient has been Jocalized, muitiresolution wavekt 

anaiyss and genaic algorithms seiect the criticai features of the transient used to cIass@ the 

transieat. Multiresolution a d y s î s  provides a set of wavelet coefocients that represents the 

transie htures indepedentiy, ailowing the genetic algorithm to select those that are most 

critical. The f-es are classificd by a dtilayer neural network with 64 inputs and 12 

hidden murons. The average clasScaion rate achieved is 96% for an experimentai set of 

6 ttansniitters conristmg offwr Kemuood transmitters and two Yaesu trahsmitters. For tbis 

tranSmitter set, the resuits show tba this systern da&es transients generated 

by transmitters of the same mmdàchaer and mode4 as wd as mnsients generated by 

transrnitters fiam different manufâcturers- 



Fbt,IwoukiüketothdrDr. Kinaier,who asmy~hasprovidedguidance and 

support thmughm the research. Dr. Kinsner bas introduced me to aü the topics developed 

inthisresead,im:h,dmgwelets,fiactaluylyOW.aodncutal~~ef~~rks~ Iwouldalsolike 

to thank him for genctousiy suppiying a cornputer to d d o p  and test the soAware written 

for this thesis- 

1 wodd iike to thoaL Mr. Shaman Chow, Mr. Robyn Jackmanu, Dr. Nur Serinken 

and Mi. Kary Ellis of the Cm&- Research Centre (CRC) fOr proviâing us with the 

modidied ICOMR7100 COZlMIQmica!ions rrceiva dong with d the transients used to test the 

system. 1 waild dso Wre to acknowledge the financial support provideci by the 

Commnication Research Centre during a part of this work 

1 wodd also lilce to thanlr ruy fiends and wifeagues, namely; Amiein LanW Ken 

Ferens, Richard Danserau, Hongiin Chen, Don Shaw, Randy Auen, Warren Gneder, Eric 

Jan& Pradeepa Yahampath, RMekh Rifàat, and Fan Mo for usenil discussionsIIS 

F i ,  I wouid iike to tbpnL my parmis, Paul and MBureen Twnstra wfio have been 

a source of constant support and hve  ahways been there for me. 



**e 

A b ~ L o o o o . . « o o o o o o n w . o o o o o o . - o o " " o o o o o - ~ o . " ~ o o o o ~ o . o ~ o w o o w o - ~ o " H o o o o o o o o o o o o w o o o o o o o " o ~ ~  

A c b n ~ ~ ~ ~ t ~ Q . ~ ~ . ~ ~ ~ ~ ~ ~ ~ ~ - ~ ~ ~ ~ ~ ~ o ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ o ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ i v  

Tabk 0f C O B ~ C I I ~ , . O O O ~ . O . ~ ~ ~ O ~ ~ ~ O O H . . ~ O ~ O ~ O ~ ~ H O ~ ~ O ~ ~ O ~ O W O O ~ O O O O O O ~ O ~ O O O O O O ~ O O O ~ O O O O O O O O O O O V  

a-• Lht of Pi~-oo"."oo.o~ooooo""oow-"ooo"",,oooo.ooo.o*"oo."o""oo"o--".~o~o~~ 

Liit of TI~........~......~~~~~~~~~.~~~-.~~~~.~~~~~~~~~.~..~~~~..~~~~~~~~~~~.~~~~~~~~~~~~~~~~~~~~ 

Cbapter 1 ~troducti011,~~, .~~~~.~~~~~~~~~~~~~~, , , , , . .~~. ,~.~~~~~~~~.~~. . .~~~~1 

Background ad Motivation ............................................................. 1 

Thesis Overview ............................. ,. 
m.. Chapter 2 Transient A~qiii3~~00oooooooooe~oo.o-oo.ooo~.oo~eoooo.o.oooooa.oooooooo~.oomoooo*ooaomo6 

......................................................................................... Introduction ..d 

........................................................................... Rccaver Reqyirernent S.. 6 

.......................................... ........... Overview of Recording Technique .. -8 

.............................................................. .......... Recording M.. ... 1 O 

............................................................... Sound Blasta Programming. 1 2  

.............................................. The Acquisition hterrupt Sentice Routine 16 

.................................................................. Sound BIaster S hut Dom.. -1 7 

Summary ................................................................................................ 18 

Cbapter 3 Noire Scp~ti0û,.,,.~,..~~~,~~~~~.~~~~~~~~~~~.~~~~~~~~~~~~~~~~.~~.~~~~~~~~~~~~..~~~~~l9 
..................................................................................... Introduction.. -19 

........................................ ................. Variance Fractal Dimension.. ... -20 

...................................................... Computation of the Hunt Exponemt. -2 1 

Iinplanentation of the Variance F d  Dimension Trajectory ................. 25 

summsry .............. .. ............................................................................ 33 

Cûapter 4 Moltirrrolution A ~ ~ o ~ ~ ~ ~ o a o o o o o . o ~ o o o o o o o ~ o o o o o o o o . . o o o o o o o o o o ~ o o ~ e o o ~ ~  

.......................................................................................... Introduction.. 3 S 

................ Mdtiresohrtioa Anaiysis.. ... ............................................... .3 6 



.................................................... Sortwue imp1enmtation 

.............................................................................. ............ Summary .. 47 

C b a ~ t t t  S CC.& ~0ri tbal t -ewee~oeeeeweewewwo-wowewmwwowwwewewwewwewwwewwoewwewweeeww.48 

htroductio IL.. ........................................................................................ -48 

Tamm0iog.y .......................................................................................... -48 

.................................................................... Genctic Pool Initializati on.. -49 

............................................................................................ Cmssover 3 1  

................................................................................................ Mutatio II, 54 

............................................................................................ Seldo II,... -55 

............................................................................................... SmumyummaN 58 

C h ~ Q t e t  6 N t ~ d  N ~ 0 k w w w w w w w w w w e e w w m w e e w w o e w e e w w w e w w w w w e w e e e e w e w o w e e w " e e w w e e e e w e w w o w w w w e w e w w e w w w e 5 9  

........................................................................................... Introduction -59 

.............................................................................................. Neuons 3 9  

............................................................................ Network Architecture -61 

................................................................................................. Learning 63 
. * ................................................................................... Network Tmmg 68 

....................................................................... Software Implemeutation 69 

............................................................................. ............. Summary .. 71 

Chipt t t  7 Erptrimtatrl RtrPlbee,,,wwwewemw,,wwoeewewoeww.wweweww*eemwwwe.wwewwwwwemeew.72 

... ........................................................................... TtgllSicnt Ac~uisitioa -72 

Noise Separation ................................................................................... -74 

KenwOOd 1 TrzulSminer ............................................................... 74 

.................................. Kenwood 2 Tramnitter 

....................................... K a d  3 and 4 T e e r s  ....... .,. ...79 

..................................................................... Yaesu TtIlllSmitters 82 

................................................................ .... Transienî Classification .,. 83 

Chapta 8 Condurion ind ~ O ~ ~ C I I & ~ ~ O ~ S ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~  

........................................................................................... Conctusions -92 

.......................................................................................... Contniutions 93 







Fig- 6.3 

Fig . 7.1 

Fig . 7.2 

Fig . 7.3 

Fig . 7.4 

Fig . 7.5 

Fig . 7.6 

Fig . 7.7 

Fig . 7.8 

Fig . 7.9 

Fig . 7.10 

Fig . 7.1 1 

Fig . 7.12 

. .  Fig . 7.13 

Fig . 7.14 

Weight modificationwith respect to the enor- . . . . . .~. . . . . . . .~.~.~~.~~~~.~~~~~ ...65 

Recordeci Kenwood 1 transient and noise ...................................entent.ent ...74 

. ....................... .....*............... Varimce dimension fbr Fig 7.1 ..... 75 

....................... .............. Recoded Keawood 2 transient and noise ..- 77 

V h  dimension br Fig . 7.3 ........................................................ -78 

......................................... Kemuood 2 transient separa!ed h m  noise 79 

....................................... Recordecl Kenwood 3 transient and noise - 3 0  

.............. ................ Kcrmvood 3 transient separated h m  noise ... 8 1  

...................................... Kcawood 4 transient separated h m  no isa. 81 

............... ..................... Yaesu 2 transient sepârated firom noise ... -82 

Variance dimension used to locaüze Yaesu 2 transient .......... ,.., ........ 83 

Network outputs whm prcsented K d  1 traasïents .................... 88 

Network outputs whn presented Keuwood 2 tfansients .................. 85 

Network outputs when presented Kenwood 3 traosients ................... -90 
Netwotk OUfPuts when presented Kenwocd 4 transients .................... 91 



Table 5.1 

Table 5.2 

Table 5.3 

Table 7.1 

Table 7.2 

Table 7.3 

Table 7.4 

Two chromosomes are selected for crossover and the 
. 

crossovcr pomt ur set at 32 ............................ .... ..................... 53 

EfRct of inciusion ofwaveiet cdûcienîs on modd q@ity ......... 56 

Contniion made to total energy by a h  Coeflticieat nnge ........ 56 

TlgtlSmitters used to d e c t  d ~ l l s s  ......................................... 73 

...................................... Number of discardeci transjents per chss 85 

................................................................ C&ssificatioa results. ..35 

.................................................................... Classi6cation r d t s  86 



1.1 Bacûgmmd and Motivation 

As with humans, it is claimed tht low powa radio tnasmaters have unique 

f b g e q h k  The coUecfion and classidication of d o  tmnmhter fingeipriats iue importa 

for ensuring the appropriate use of the d o  niepuency specûuin. ifan operator is using a 

partidar fiequeacy ineppropriately, the system datelopecl for this thesis couid i d e  the 

openitor's tnnsminer by its transient fingerprht and the necessary adon to restore propa 

use of the fiequency cau be taken. The fingerprints take the fom of unique features 

containeci in the traasient generated by the radio transmitter as it attempts to lock upon the 

selected C8njer nc<iuency. This uniqueness is due to the diffaiag designs and toierances of 

components d m ihe coastniction of the transmitters. The si@ to be communicated by 

the traasmitter U moduîateû upon the carrier &cpency, ami thus a transient is geaerated each 

t h e  the transmitter is engaged. To engage a t d t t e r ,  the user usuaUy has to push a 

button d e d  the pu&-to-taik button th t  mforms the transmitter a transmission is to ocair. 

Once the trensmitter is a m  of the tDct that a transmission is to ocair, its pblocked laop 

(PLC) k g b  to m e  the ania fialumcy a d  in the proass, a transient is genented and 

trammitteci. To grnerate the carrier, a voltage controned oacillstor (VCO), a phase 

C O ~ O ~ ,  eid a lowpcrss filter are used, forhg the pûase-locked loop. Figure 1.1 shows 

the configuration of the components to constnict a PLL. The r d ; a a c e  carrier signai 

ficgu- is cOrnPBfed to the cunent output of the VCO. Ifthe âequency generated by the 



VCO is grrrta than the darrd cania w, the phase comparator generates a negative 

VCO a positive voltage. Ifthe VCO sas a n q p b  voitage fiom the phase compmtor it 

drops the m e n c y  it garerates, wbile ifa positive voItage U dctecteâ, tht VCO increases 

the âequency it is generating. Ethe fkapcllcy gcnerated by the VCO maîches the e s ,  

the phase detector's output is zero vohs, a d  thw the desmd d e r  has been reached. 

Phase Comparator 

Refere Lowpass - 
Signal F ilter . 

I 1 

Fig. 1.1. A phase-locked bop. 

The PLL desaibed above is not quite wbat is needed to generate the carrier since the 

carrier is already required as a derence for the phase comparator. By implementhg two 

fhquency dividers as shown in Fig. 1.2, a fiequency synthesizer [Couc93] is constructed. 

This allw a d e t y  of carrier fiequencies by adjusting M d  N. The output fiequency is 

where f, is the reference fiequency. By miplementing fiequeacy dividas the rderence 

fiequency does not need to be the carrier fiequency. 



Phase Comparator 

1 Frtquency aeferenc e 
D ivider /M S ignal Output 

Fig. 1.2. A hqueacy synthesizer. 

In oida to d y z e  and classify the transients, a meoas of recordhg the tranments is 
. * * -  . . - 

required- ' Th& thesis ddmsses tbe cokctbn b e  by developing a system that is based upon 

Cre<rriw Lob 's Sound Biaster. The transients are recordeci with a sampling rate of 44,100 

samples per second and 16 bits per -le acÇuracyCY The AM bandwidth of the receiver is 

6 kHz which requires a minimum samplhg rate of 12,000 samples per second by NyquiCst's 

nieOrrm. Thus, with a samphg rate of 44,lûû samples per second, it is ensureci that aü the 

t m s i e d s  fkquency components are recorded. The bigh sampling fiequency (over 7 tirnes 

the speech bsndwidth) is tequird to accommodate Iarger bandwidth r e v e r s ,  as well as 

provide high puality recordings that could stand in a court of law. The hi& fiequency 

sampling eliminates the need for separate anaiog recordings of the d e n t .  

Once the transie bave ban couected, the si@cant fahues ofthe transients are 

sdected using wavelet anaîysis aod genetic algorithms. The selected features are usecl to 

determinewtlch transmitter ù respomibk for the transient geaaation. The classifkation is 

paformed by a neurai aetwork traineâ on transieam previoudy coilected. We shail show that 



the neural nehuorL is abie to cüshgih between transients genented by transmitters built by 

Mirent nmdadurers as weli as tnnsdters b d t  by the sam ~ ~ e r .  Beyond 

âistinguisbhg tmmmitters of M i  we Sb9 rlro show that the n d  

network is able to comdEy chmi@ t r a n s i i  generated by transniitters of the same mode1 

type. Thà lnnl ofcJa~66~on  mpim tbat trausïents generated by of the same 

modeltypek~juatastrhpas<nihuthàownfiiypsprint. Tbisthcsiswiiishowthat 

&en a set of transients, thk levei of classiilcation is possible. 

MoTron Electronics has developcd anci manufàctured the TX9 tninsmitter 

fhgerprhhg system, H o w ~ v ~ ~  the TXiD has a maximum samphg rate of 10,000 simples 

per second, recpkhg a separate s t e m  cassette recorder to record the transients that are to 

be used in a court oflaw. ClasSncation by the TW system irnrolves visuai cornparison of 

the nahnes ûetween transi- to cietanmie which dsss the fransient Mongs to. The system 

developed bythis tfiesis uses h e  seiection and neural networks to objectively classifil the 

transienîs that eliminates the v i d  cornparison of the transient features. 

This concept oftransmitter transient aoaiysis and implementation has been proposed 

by Kinsner in 12 i n t d  reports, starting fiom 1993, and different parts of the system have 

been saidid by bis shideuts [Ande95], mlt @Chim95], [Kwok95]. Bda941, [Shaw94], 

PwnSS]. There is dm another implernensation o f  the system k g  completed in bis 

researchgroup. 

1.2 Thab  ove^ 

Tbis thesis is orgaaind in a &&ion that represents the order in which each technique 



is applied to d y z e  the transients. C h p a s  2 thmugh 6 end with a discussion of the 

computer impkiwntrtion ofthe tecimique h i  in tbe chspta. The cornputa code for 

each component writtai in the C computer bgmge is containeci in Appaidix A 

C m 2  pmvidts a disausion on how the tmmîents tue recordeci using the Sound 

Bkoia. Tbt oarcps ofhaw tbc a c q k i î h  system w& h daaibed dong with the Sound 

Blaster recordhg initiafization produre. 

Cbapter 3 d e s a i  how the mise is separated fiom the ttansient using fiactal 

adysis. The separatioa is required since the acquisition system writes a noise componeni 

as weU as the üansieat component to the aqhition output fiie. 

Chapter 4 describes the wavelet a d y s ï s  technique d e d  dtvesolutional signal 

decomposition which generates a set of wavelet coeflicients that represent the independent 

features of the transient 

A genetic algoritbm is irnplemented to select the critical fanires represented by the 

waveiet ooefouents. Cbspter 5 covers the impfementation and discusses the cornponents of 

the genetic aigorithm. The selected wavelet coefficients are used to classify the transient 

The classincation of the tMsieat is pafonned by a neural network Chapter 6 

describes the neural network and the training procedure u d  in this study. 

Chiiper 7 avers the r d t s  obtained in the acpaimental portion of this thesis. The 

effects of the number o f f e e s  selected and the classification accuIBcy is studied in this 

chapter. 

F i ,  Chapter 8 completes the W s  with conclusions, recommendations and 



2.1 Introduction 

In order to anaiyze radio traasmitter transicnts, a wmr of rrcording the transirnt 

behrviaaisrspmcd. Forsuchasystemtobtu~ tnnistboveahighamplingratemd 

should have 16 bit rcsolution A good canàiae tPr tccording th trausients U the Sound 

Blaster 16 audio board d~~elopai  by Creative Labs. The maximum sampiing rate of the 

S d  Blutais 44,100 samples pa second anci contains a 16 bit aaalog to digital converter. 

H~wtvet,a~~hrordet~dapcunPetransientsisaotLwwntoaOst. This 

cbpter wiii discuss such a dmnr W on the softwate dmlopcd by Ethsn B r d e  

P d S ]  for 16 bit s t a a ,  recording- Two k y  modifid011~ aecd to be added to enable 

efticicnt d accurate recordkg of radio transmitter transients. These modifications include 

implemmtation of a cirdat bu&r to store the recorded samples and a meoas of 

detectylg when a transient has occuflcd. These rnodi6iClttions require that the original 

recording p i d u r e  be completely rcmovad and rephcd with the new transient recording 

procedure. The r e d t  is a bigh spced Pnd accurate meins of mordhg &O transmitter 

d e n t s .  

2.2 Reœiver R q u ~ e m b  

TO record the transmitter transients for legd purposes, the output of a rcceivcr's 

. . .  ~ ~ ~ i s ~ m a x d e d o n a n d o g B u d i o o r v i d e o t a p e .  ûursystemeliminatesthe 



Fig. 2.1. Disammiln 
. t or output voltage vs. fiequency onset. 



It is wted that tht voltage fluctuation h m  perL to perlr U about 1.75 volts wbich is withia 

theSamdBlaste?s~seasiiivityof2vdtspcalrtopeak. ~onsuceediagtheabove 

range uc not usenil sincc they are outade the r rFc ivds  passband fiher. A squdch lm1 

coimdrndapair~taiipdjrkdtodetcct~atraiwj~hrocnarrdisdso~cd 

by dw system The ICOM Rflûû bas such fiditics mJoae it a good candidate 

for use in recordhg ndio tmmitter transients. 

23 O v e w h  of Rccordiig Tcchniqae 

Since a t r d e n t  W a short W o n  ment (appro~tdy 10 to 50 ms), in the 

information rccordcd M r e  the transient need not be stod. Ho-, the S d  Blaster 

neeùs to k set up d the recordhg must stmt Mre the transient event ocaus. This W 

rquired because inittüzlition of the Sound Blsstct tsLes a Eniv seconds, and the transient 

would be misssd due to the the requkements of the setup. Thus, to ümit the amount of 

memory u d  to record thk short duration evcnt and h v e  the Sound Blastcr continuaiiy 

of maiory is docated, rad chta is wnftcn to this block. When the ad of the block is met, 

the pointer wficating the next location to be Wriffen to is npositiond a the beginnhg of the 

Ma. ~Th4drt.hinthebuftérOcafionisovcnivnfttllbythe~drta 

Figure 2.2 pictoriaüy shows tbe opmuion of a circular b d k .  Howmr, to ensure 

that the transient is not ovcrwrjtfen, a meios of detcctjbg the transient necds to be 

implcmenteû. A good approach is to monitot tk speaker output of the receIver with the 

I d  set to suppnss the noise. When a transmitter engages in a communication, the 



rezehds squelch circuit opens and pemits  the signal to pass to the receiva's output to be 

heard by the usa. Thus, by instnicting the Sound Blaster to discontinue recordhg after a 

certain nimkr of samples once the receiver's output becomes active, prwents the transient 

fiom being ovawntten. 

Figure 2.3 shows how this is achieved. ûnce the transient bas be daected, the Sound 

Blaster shuts down and the transient is written to a file. A more detaiied description of the 

recording process is provided next. 



Eirlrrgiag the BuftCt SPICC 
Aliows Late Deteetion of the 
Tnaricnt Without OveiriPriting 

Ttraricnt Sampks 

Fig. 2.3. Transient detection and its effect on fccording. 

Wiih a prelumnary understanding of how the acquisition is to occur, the details cm 

be d e m i .  The Sound BWer dows for two channeIs to be recordal simultaneously at 

44,100 ssmples pcr sccond with 16 ôit accwacy- We have selected the Mt channei to record 
O O the receiver's di~cnrrrmafor output, and the ri@ channe1 to record the fcceiver's speaker 

output. Both the Icft aaâ the ngût channels n e  -en to a temporary buffér whae the 

speaker output sampies are anaîyd  for ictnnty. If the speaker output samplts deviate fiom 

their detiiult dues  of zero, a transient event is said to have occurred and the search is 



The cimiltu buffZs is 16,384 samples in size wbich translates into 32,768 bytes of 

memory- The skc of the d e n t s  written to the output nta W 8,192 sampks, Pllowing a 

morimmi d8.192 smpla ofnoise to k recordecl. Iaciuding a iarge mmikr of samples of 

noisc lgowJfaa~htbedctCCt i i ig ic tMtyontht@s~.  niesqwlchcimiit 

w a , f i i i m d t o a b n n a ~ ~ t h e t r a n s i e a t d u n t i o n ,  t h u s r ~ g a m i s a m p l e s  to 

be included in the buek to eaanc the transient L not om wnftcn as shown in Fig. 2.3. 

hclu&g the extra samples dows fPr the squdch circuit's delaycd reaction to the inconhg 

conununicatio~~, Ho-, the sqwlch circuit must react witbm 185 milliseowds of the 

recordhg ofthe tramkat's first sampk. The ICOMR7lWs squelch circuit does rcact within 

tbis thne coastramt eapiaiig accurate transient h c e  the mise ad the transient 

have beea rOpUned, thy are wuritien to a füe in intcger fiormat ranghg fkom O to 

65,536 and wiîh the value 32,768, denotiag the signai's D.C. voltage. "Ris oIe is passed on 

to the noise sepPrPton procedure to extract the transient fÙr d y s i s  and clsssification. 

Tht comectivity h a n  the Sound Blaster and the receiver coasists of a 15 pin 

connectort a mono 118 inch jack and a 118 hch sterto jack. Ph  1 on the 15 pin connecter is 

connecteci to tk tbe chanœi camection on thc stem jack wbik the right channel c o d o n  

is comectcd to the mono jack. The stemm jack is marted into the S d  Blester's lhe-in 

input while the mono jack is iascrted in the speaker output d die 15 pin cormector is 

connecteci to the mœivefs disciminitor output access point. Fi- 2.4 shows the c o r n  

C O M C ~ O ~  COnfi&0~ 



Rear View of ICOM R7100 
Powcr Connection 
and F- Holdcr VtiLtilatioa Antennr Conneetion 

optpm 

To SB 16 Left Channel Input 
From Pin 1 

To SB16 Right Channel Input 

Fig. 2.4. Connections to receiver. 

2.5 Sound Blrwter Rogrmming 

The fht  step m cecordmg a source ushg the Samd Bksier is initiaikation. To begin, 

the correct installation of the Sound BIaster and base Il0 address setection mua be v d e d  

by resetting the Sound Blaster's digital signal process0r (DSP). The rcsct port is ofkt by 

the base UO address whose defàuit value is (hr220h. To ceset the Sound Bluter, the reset 

port, ofset by the base VO addcess b Wfiftcn a resct sequcnce. Ifthe DSP does not respond 

withm 100 microsecmnds rtterbeing reset, the Sound BLsta d d  k installeci inwrrectiy. 

However, if the DSP does rcspond, the initialillltion can continue by @g the i n t m p t  

raquest nmiba (IRQ) and tbe <lires memory access @MA) umtroUer channd numba to the 

initialkation subioutme for w in setting up the Sound Bluta  fbr ncordiag The defrruit 



setting for the LRQ is 7 and the DMA chonad for 16 bit ncordiags is set to 5. The IRQ 

detamines which intem~pt d c e  routine (ISR) is caiied whai the Sound Blasta issues an 

intaNpt. ~ D M A e o U r o b ~ ~ o f ~ ~ ~ f ~ k t w c r n t h a I / O d c v i c e s  

and memory by byprating the CPU -71. With tbcse parameters in had, an intanipt 

~ ~ c r n b e ~ d b D M A c m b t ~ h t h e ~ o f & a â o m  

t b c ~ B h s i a t o ~ -  Theimaniptserviaradmcodlmsiastnictionsonbwto 

baiidlttûe~dataandcomolrthanmsinmgaumkrofsamples to berecurded. The 

ISR also is rtspo~liit'ble for the detcction of a trsnsi0ent usiag tbe data recordad on the ri@ 

channei containing the r rçe iva 's  speaker output. To instaü rn ISR, 1 iniempts are 

temportrily disabled with the exception of the ~)~~..maskabIe Uisanipts 0. To change 

the pointer to the lSR to k ussd f9r cicqiiiaiciaa sysian, the priority intmupt controlla (PIC) 

Wns87] is a c c d .  A mask is c o n ~ t ~ c t e â  fiom the IRQ dchned rbove to disable the 

aarent iatcmpt tbat is to cal the new ac<illisiiicm ISR Once the htanipt is disabled, a copy 

of the currcnt ISR pointa is made for reinstaüatioa whni the acquisition ISR is no longer 

d a d .  Nad. the pointa to the aqyistion ISR is mowd mto the location pnvioudy held 

by the old ISR and a new muk is constructed to &le the intemipt wmsponding to the 

aquisition ISR. 

With the iutcrcupt service routine in phce, the DMA controilcr is programad to 

trmaEér the ncadcd si@ h m  the !Sounà B b  to a memory focation. The type of DMA 

asnskr rrnd by the Samd B k  U the siqgCe byte trPista mode. A bnt in-first out (FIFO) 

bu&r is used by the Sound Blaster to store the ncorded samples in the mnt the DMA 

aan* U ddaycd [Brod95]. The fus requk«nent in the propmmhg of the DMA 





beemniq$ of the b&ck once tbe end of the block is encountd. Figure 2.5 shows wbai the 

ISR Copies This Haif Of The Tnnrf.t Memoy To Trrnrient Buffet 
\ 4 1 

DMA Writing Here 

- /' 

4 
Inttmpt Issued Hem 

4 
Intcmpt bsued Here 

Circular Transient Buffer 

m. 2.5. Issuing of inietnipts and ISR res~onsiiilities. 

The computcr's memory is mapped into pages that rduces the dkts  of manory 

f n s m d o n  [SiPG92]. The page nimkr rad page O- arc wmbincd to daesmine the 

phyaDcai address of a mcmory location. The oeba i s  measu~ed in words, tbuo rcpuiring the 

iowbyatobeWnttmfint,~IIowCdbytk~byte. Oncetbeofbethasbanwrittento 

the cmnimlic~, the tmmk kngîh is commwii~ad to the wntn,Ua by wiiting to the DMA's 



caint port. Tha low byte of the tmmfèr lu@ is d e n  tint, foflowed by the high byte as 

wasQirfwtbetraasfam«l~)ryo~- S ~ t h c a i m f a w m o ~ i s 2 5 6 s s m p l ~ h ~ e ,  

255 in huadechi is d e n  ta the low byte and O is Wrjtfen to the hi@ byte. The 

h f f d c c l n r l ~ o f ~ 5 b u s t d ~ t b c ~ I c a @ k m e i a m d h t k m u a b a o f  

samples, minus one. The ead progmmming stcp Y the prolgcmmnig of the tnasfcr 

mQI1oy.s page bation Again, as befire, the Iow byte is d e n  foUowed ôy the bigh 

byte into the DMA's page port. Once the tm&r mcmory's page hs kcn d e n  to the 

DMA, the DMA prolppmmmg is complete and the c W  is enableci by clearing the mask 

bit to the c h e 1 .  

With the DMA controller progmmd,  the simpliag rate to k ured by the Sound 

Blastercimbc set alongwiththephyor record mode sdectiom These sdections an written 

to the Sound Bluta's DSP. The sampiing m e  W set to 44,100 samples per second by 

writing the bigh byte of tbe sampling rote foilowd by tûe low byte. The record mode is 

SeIeded as ûeiug an 16 bit stem which is d e d  imo a single byte and written to 

the DSP. The anal parameter to k plissai to the DSP is the muilber of sunples to be 

collcacd b e b  an imsnip is crlkd As rapked ôy the auto~inïtdkâ DMA d m ,  the 

n m i k r  of samples requircd M r e  an interrupt is issucd is one- balftbc numbef hdd by the 

trriiSar memory- Ih m m h  of amples between intcrrupts is wri#cn to the DSP with the 

~0~bytafinSEdlowcdôytûebi~bytc. Oaathehighbyteis wnffen,thcrccordingbegins. 

2.6 The Aqriisition riternapt Scrviec Rau&t 

Tht aqukdicm krtampî avia routine is raponsible fôr copying the contents of the 



trsnsCirmmiaytotht~bufkrsnddetedingwhttheratrans i~b~ed.  Once 

the ISR hs kaidai, adct~o~~ofwhichhlfofthetransf~fmemoryis to be 

opamd oii k Mde. shcc the DMA's auto=- tmdk mode is itnplemcntd After 

the daismiiptioa is ma&, tbe ISR Ioda at the ngbt cbannd rrmplcs to determine wb*her 

ornottbaeisauyacthityatthe~~foutput~ ErctMtyisd~ected,awirbleissctto 

Wetbaditnnil8,192sinplesrhaildbtmmdtheWBlrstak shut down. 

Whether or not actMty brs bcen detected, the samples rccorded h m  the output of the 

. * *  
receiver's discnmmator arc written to the transient buBi&. A ki&r pointer points to the 

nirrent location in which to wntc the smples kiag copicd fiom the trrinsfa memory. As 

wu m d o n e d  prcviousiy, when the ad of the Mcf is cnccmtered, the pointa is 

- .  repositioned at the bcginning of the bu& und the p m i o u s  srmples are ov«Written, If a 

transient has ôecn dctected, the nrmba of samples tbat r d  to be nçorded, 8,192 is 

decmmted by the nmikr of samples jus  written to the transient bu&r. The next tune the 

ISR is ailm the sarch for activity on the ri@ chamel is bypassed since the transient has 

already beai de<ccted and the n u m k  of samples runainhg Mer decremcnteâ. if the 

d a n m n t b i s ~ t h c ~ O f s i n i p l e s ~ ~ t o z a o . t h a I S R i ~ ~ ~ t ~ a ~ ~ m m a n d  

to the S d  Blastcr to discontinue coliecting slunples- Ifa transient was not detcctd, the 

nimba ofsrniples mmhhg is IcB udmged md the Samd BJasta continues its recording. 

The tma responsiiility of the roquisition ISR is to 8clmowiedge the i n t e ~ p t  to both the 

interrupt caaboOa and the Samd B k .  ûnce the htmpts bave beai acknow1edged, the 

ISR is ucited d the nact intemqt is issud 



2.7 Somnd Blrwter Shut Oonn 

The ht step in tbe shut down of the Sound Blaster is the naal acknawiedgment of 

any han& intmupts. Once the ackmwledgment has been completed, the DMA channe1 

is disab1ed by WfitMg a mask to the DMA's mrrlr port. This teminates the on& DMA 

t r d î s  and deases the channû fbr ahr devices to use. F i ,  the 01d intcmipt is 

r~~theicqii iait ionintaNptbytheslmemcthoddescribedf9rreplacingthe 

old immupt. With the shutdown complete, the file supplied by the user fbr wnting the 

~ t o U ~ r d t h e t t a a s i c a s k i & r m n t ~ i t t ~ m e W f i t t ~ ~ ~ t o t b a f i l t .  Withiathefüe 

the transient dong with the noise OCCUrZjllg pior to the transient is stored 

2.8 Summuy 

ThU cbapter d e s a i  a system for recording radio transmitter mnsients using the 

S d  B h u .  The sampling rate acbimd by the systern U 44,100 samples per second with 

16 bits pa smple rnuscy. The nieaiization of the Sound Blasta and the intempt service 

routine implcmemcd to record the transient wae descfjbed. A file consistmg of 16,384 

samples is wwitten containhg the transient ad the noise d g  pnor to tbe transient, once 

the recordbg by the Sound Bkoter is mmplete. 



3.1 Iiaboduttion 

~~trailst*~hLPbCCll~~tha~-sitionsystem,uietransi~Md 

noise nœd to be sepuatrpvitcd. Scpurtion îs q u h d  since the noise portion ofthe signai does 

not contain unique infodon thai can k used in cbss@bg the transieat. In orda to 

separate the noise bic tmnht, the m r h œ  mal dimension @Ch9S] is implemented. 

The use offhctaky rllows for the chamctdatioa of the aompIexity of the noisetransient 

s i a .  To mcsarr tbe hctdhy of an oôject, the concept of fiadal diwasons is empioyed. 

A fio*J dmieasion cbaract«izCs the selt siiniLFlty and the irregulirity of a .  object in 

question- V the object is higtily @at, non-fractai, the hctd dimension q a l s  its 

topologid dimension. For example, ifthe abject is a line, its fiaaal dimdon is 1 and ifthe 

object is r SUffaCt, its fiaaal dimension is two. Howeva, as the object becornes more 

mcgJlu, the asctil dmwiisoa inaeas*l passcd its topoloBial dimension to some non-integer 

vaiue. Thcse objects with non-intcgcr d u e s  cm bc chatacterizcd as king &ad. The 

fracta1 dimension for an oôject has a limit; the drmeiuion of an object crnaot acceed the 

oôject's embakhg dimension cqwl to the topdogicai dimension plu  one. The topologicai 

dimension (or Euclidean dimension) is the integu dimcasion of Munl objccts such as a 

sudim. ~ a h c t d s i i r f . o a c ; i n i o t t ~ d i t s ~ d i m e n P o n o f t h r r e .  intotal 

there are o v a  19 hcta l  dimensions tht are dcscn'bad in a mificd hmework by Kinsner 

Ds941.  Th- hctd dim«isions can be c h n * a i a d  as bcing morphologicai, cntropy, 



variance, or spectral- Of these dimensions, the variance dimension is an approach that 

produces RasailMt tCSUltS. However, rnia it is based on heipistics, t wül reqüre additionai 

work to estabîish the bouads for optimum seplration of îhe transient ftom the noise. 

3.2 Variance Fmctrl Dimension 

The varhce dimension calculates the spread of signal amplitudes between two 

samples separateci by some 9mment. IfBfl) denotes the samp1es of a si& the dance 

h e m  samples cm be expressed by 

Let us assume that the foilowiag power law relationship holds 

VclrI?Wt) -W,H - 15-5 I* 

where the parameter H, is the Hurst acponent. In general, the power law relationship 

between variables is of the form 

whaedisanarponentofhandcisa~ EtbalogoferchsideofEq.3.3 istaken, the 

following is the r d t  

log(t) =log@) +dlos(h) (3 -4) 

Thus, to determine 4 the dope ofthe line generated by drawing t on a log-log plot is found. 

-20- 



For notational codence, set 

and 

w b  d W @ to H, H,) is apd to Eq. 3.5 and t repfesents Eq. 3.6. The Hunt arponent's 

mge is betwan zero end one. Wben the Hurst cxponent is closer to 1, the signal is smooth 

without a lot of deuil. However, when the Hurst cxponent is closer to O, the signal is very 

coarse with lots of d d .  To cornpute the Varjance dimension, the following formula is used 

where H is the Hunt expanent and E is the Euciidean dimension. For the noise sepamtion, 

E is quai to 1. Tberefort, to finci the variance dimension, the dope f m d  by Eq. 3.7 is 

computed and used in dimension caldation dcscnW by Eq. 3.8. 

3.3 Compcitaîion of the Hant Expaneut 

Tbe compumion of the Hunt exponent cau be efnciently caiculated ushg the above 



d e s c n i  powa Lw. A r d  time Uiaiysis extension bas also been developed by Kinsner 

[Kias94] howmr, the rquhment for mai time analysis by tbis system is aot an issue. The 

fint step in the a d y d s  is da mination of severai important paramaers. The 6rst ofthese 

parameters is the number of sarnples to be a d y d .  Since the signais bcmg a d y z d  are 

discret6 the numbar of samptes is hite and d e h d  as N, The next parameter to be found 

is the msximum number of intervais usrd to determine the Hunt arponent. The maximum 

number of intavals d&ed by a b-adyic seqyence @O, bl, b2, ...) is denoteci by K, and is 

found by 

However, to ensure a good coverbg of the signal by the i m d s ,  the size of the intemals 

should be reduced such tbat more than 30 h t m s  WU fit within the signai. If this is 

achieved, the variaaa is statisticaiiy vaiid. To find the Iacgest nmber of intervals under this 

criterion, the foiiowing is used 

where 

(3. JO) 

To sdect the vaiue of b, îhe type of anaiysis musi be known. If a high degra of d a d  about 

the hctahy d a  signal is reqked, the dyadic scquence is best suited. By selecting b equal 



to 2, the above praar is d c d  ~ c a t i o a  -941. However, we only require the 

fkactai dimension to determine a point at d c h  the noise ends and the ri@ bcgins. By 

seldg b a@ to 1, tbose portions of the si@ cotrcsponding to noise will bave a higher 

fiactal dimension and the portions wneapoadiDg to the tbcent wili h v e  a lowa -al 

dimension. Tbis pbmenon is due to the hct that by haviag thc i n t e m i s  with d e r  

values7 the correhtion betwcai these simples is more SBnificant t h  ifthe intavals were 

larger. Thus whai the signai is hi- ullconelated, the dimcasion is highcr than ifthe signai 

were mac codateci. Howeva, when 6 is eqyd to 1, the parameter caldation for K, is 

indetemhate- To combat this situation, the parameter CalcuIations should proceed with b 

equal to 2 and K, bund using 

K -2@3--KbiQ) 
hi- (3.12) 

The variance dimension operates in a lwp from K, to K, where the variance between 

samples is cornputeci for vruying intervals g o v d  ôy the loop index, k. K, is defined as 

an intega p a t e r  tban one to avoid cainilatsg tbe varivariance between adjacent samples. ûnce 

in the loop structure, two new parameters are compited with each decrement of the loop 

hdar The fiist of these parameters is the size of intervals, n, where the subdpt k is the 

lwp  index The following is u d  to cornpute n, 

If b is set to 1, n, is quai to k. Now that the i n t d  size has bcai de- the number of 

htenals required for complete or ntar complete coveragc of the signal is f m d  by dividing 



Once the dance  for n, is calculated, the logariths (iogs) of the interval Sa and variance 

The logr arc taken in accordance to m o n  3.4 as rrquircd for the log-log plot to daennine 

the powa law. T'bis completes the loop f9r a particulPr vaiue of k The vahie of k is 

decrmeuted by b in orda to ddcrmiae the acw bop pafamctcrs. Once the parameters bave 

been found, the varirace is caiculaîcd rad the logs are taka. Tbis produre  is continued 

untii k rmches K, 



To fiud the dope of the ihe h d  in the log-log plot, the mahod of least squares is 

employcd. Tbe formula for the cornpiution of the methocl of leut squun, is 

where X, and Y, are defineci above in Eq 3.15. To obtriin the Hwst exponent, the dope 

compwd m Eq. 3.16 is divideci by 2 since the powa Iaw's apooent is W. Wtb the Hunt 

exponent in bd, the dimension is found by 

for the signais operated upon in this shidy. 

3.4 Impkmtntrtion of the Variance Fra- Dimension Trajectorg 

Using the technique for computing the variance dimension ibove, a software 

imp1emcntation foi aise sepration CM k deve1oped. The w i a ~ c e  dimension is weii suited 

. . .  for discnminatmg b c r w a  noise and signai since the noise component is vay  uncorrelateci 

whaecu tûc rrim9cnt portion is h i e  wdatcd. However, to h d  tbis junction, the variance 

dimension canaot k apptied to the input signal as a whoit. In order to find the noise- 

transient location, the variance dimension must be mcasmd within whdows containing a 

piece of the signai consisting ofboth the transient and noise. When the window contains 

mostly miSc, the variance dimension is high, near 2. If the window contains both the 



transi- md noise, the vcn.iiCe dimeasion is uwuIly kiwcen 1.3 and 1.8 and if the window 

contains only the d e n t ,  the dance  dim«ision U klow 1.3. it is important tbat the 

window is not tw huge nor tw pnin If the wiadow b too iarge, the noise-transient 

oftbe miac and a large piece of the transient- The wiPIce dimcasion wül indiate tbat the 

transition point hs becn reached when in ha the window CO& noise. Ifthe window is 

too Smpg the staîid vaiidity of the miance cafculau'ons is brought into question As was 

mentioncd above in the pnvious section, the nrmkr of intavals covering a signai should 

e x d 3 0 .  ~saidyut%zesawinéowslleof512ssmples. Thisensurcsthatthe~ame 

caiculations are veüd by baving di interval coverings consisting of 30 or more intavols. 

Ushg a window sk of 512 also allows h r  accurate noisatransient transition locaüzation 

Awtha considgation fOr good transition localization is wiadow ovahp. If the whdows do 

not ovalap, tbe transition point may ocnrr witbm one of the windows but the variance 

dimension will not indicate this unles the window size is very d. However, since the 

window size has ban chosen to be 512, the tmnsition localhaîion will be vay poor if the 

transition point accurs in the mïddle of a whdow. With thn in minci, it is clear that the 

windows sbaild htavay odap one a m t k .  In fb ,  the Vanance dimension window is only 

incnmented one !ample to guamta good tmnsition locakîion. 

With the window size and window incrcmtat size set, the noise sepration utiliPag 

the vcirima dimension am begh T k  bnt step m the implem«itatiCon is the radhg in of the 

flegaxmtdbytheacquisitionsystem, ûncethebkûaskcndin,thesiteofthefileis 

reduced h m  16,384 sampks to 4.096 sampks The reduction is achicved by averaghg four 



adjacent samphs. This avarBing is justiîïed by the kt tht further averaging Win take place 

transiant. The location ofthe mise OCCUTNIg der the transient is due to the fàct that the 

circulu bu&s b written witbait reaiigning the mise to its proper position More the 

Fig. 3.1. Variaam fractal dimension of a ncorded transient. 



Tb wiure dimension is calcuiated in a separate W o n  t h  W p a s d  a window 

containhg 5 12 samples of the si@ The viiri;mce dimension W o n  nhiras tk wiaace 

dimmsionwhichisstoredinuiuny. Thevalueof6issetto lwithK,equalto 16md 

K,, set to 2. The loap mda k is set to the nlw dK, and is dccraaented &a each 

Miriraea cdcuMon. The varjanœ a l d o n  used in the implemabtion W i d d d  to Eq. 

3.14. Tocompitethevuirnce~o~thcmcthodofIeastsqurrrrUused to fhdtbe 

dope of a iine tha ôest fits the points nprrscntmg the log of the that is computed 

in ewh b o p  itCtgfio1~ Once the dope bis ban ~~ it U divided by 2. Tbe dope Wed 

by 2 equJs the Hunt exponent which is then subtracteâ h m  2 to determine the variance 

dimcarioa Onoethevarbcedimensionhasbeenmurncdfortheavrrntwmdow, thenext 

wmdow is COaSfNCted h m  the amnt window by incrcmenting its position by one sample. 

This acw wmdow is passui to the variance dmmsion W o n  fOr adysis. This process is 

repeated untii the window has hamentcd through mry sampk. However, when the 

window reaches tbe 3,585. sample, the Wmdow's size exceeâs the size of the signal. To 

remcdy this situation, a wraparound procedure is put in place. Thw, whcn the window 

excccds tha signai mzt, those seniples in excess rn filled with the signai simples startiag at 

the nnt srmple. Figure 3.2 givcs a viaial int-on of this procechue. This procedure 

is MM due to the hct that a circulitr bu&r is uscd h aquiring the signal. By implementing 

a wmpmund policy, a cornpletc average of the variance dimension is assumi. 

Wtth the tbe dimension meuund TPp each window, the noise sepatation can 

proceed. nie fint stcp in the noisc scparation is the tomhaîion of the niinimum dimtnsion. 

For mosi si& the mniiman dimcirgan indkatcs the tmsition from mise to transient The 



locaarstiai ofdr niimmum dimension coasisis of a cornpiete scerch of the array containhg 

the variance dimclwions fbr each wmdow. 

/ Wrapped Around Portion 

When a l o d  minimum dimension is Iocated, the minimum's position within the array is 

stored. Witb erli new l o d  niininnlm fouad, the prrvious minimum is ovCrwnttcn and the 

new 1- is s t d  W b  the search is compIete, the niiaimum currcafy storeû becornes 

thegiobalniimian-thc-pani. Howcva,thcminimummimmumondoes 

aot ahmp indicate the mnsition fiom noise to tnnsient, thus additional analysis. 

It is knom that as the window passes o v e  the noise uid into the transi* the dimension 

beghs to &op. %y taking the d d m i v e  of the dope of the &op, mthcr indicator d t s  

which cm be usai to detact the begaaiag daû tranSients. Howms, the &op in the variance 



whae i ranges betweea 1 and 532. Wei- the derivatives as thy mu 1.0, enswes that 

w a t ~ ~ ~ g b a w a n b i ~ d i m e n s i o i ~ ~ d a s a o t l e s s e n t h e a c c u t a c y o f  

localizbg tbe transition point. 

T h a a m w c i s a w h a i t h t ~ ~ d o p e i s u s e d  toiadiciteatransition 

nOmnoiactomnsiad: (i)whaithcdistlinainsinipies~theminimumdimensionmd 



\ Transient B =gins Herc 

/ 
Minimum D imension L' \ 

f t 

Variance Dimension Continues to Drop 

Fig. 3 -3. Slow monotonie dccreape in variance dimension. 

The second case is indicated by a plateau as the variance dimension drops as show in Fig. 



The fint case is asy to detcct, ifthe minimum dimension locatioa is found afta the dope 

chmges fiom h g  m e  to positive or zero, the minimum dimtasion ocans too Iate to 

~ e a ~ p o i n t  -themipamminegaivedanntm 
C .  sûouid be uscd as the 

indicator. The second case mphs tbat the posih &nvatms 
* .  be monitored and wed in 

fiadmg tbe transition point. To locate the plateau, the zero cmssing point of the derivative 

is recordeci. If the nmxhmm mgaîive denvaâm L .  o c a a s r A a r t h i s p o * d i e ~  

n@ve davlmive kforr the om, crosshg is taken as the ttaasjtjon poht betwœn the noise 

and the ûansiuk Figure 3.5 @es a v i d  desaiption of this second case. 

Zero Crossing Point 
Maximum Negative 
Derivative B efore / 
Zero Cmssing Maximum Negative Derivative 

---- ------- \ 

Selected As indicator 

Fig 3.5. Selata! indicaîor for tbc onset of the trsnsient. 

Sincc dw window m wfEch the vrriimce dmiensicm b caiailrtrd is incrcmcnted by oniy 

one ample for the aad calcJation, the locations of the dimension or the derivatives ncorded 



npnsat the tnnritiaa pomt. To extract the signai ûom tbe noise, 2,048 samples beginmag 

which U nirtha procewd for the fibmirr seicction pniadurr disaused Mer. The fihin 

generation of the super-samples, the software miplementation d e s  the super-sampfes to 

4 2,048 Samples 

Averagin \ 7' 

Fig. 3.6. Cfcation of the super-samples. 

3.5 Suismy 

This chapter has d e s c r i  a technique for separathg in time the noise component 



fiom the ttansicnt by implanentuig the variance dimension Thc dance  diniension is 

cooptai within a window which is passui over ths noise and tfansientt A minimum in the 

vi ir ima~aa~ncgit ivedaivcit iveindicates tbat the transient bas ksi located. 

The offjet of the M o w  in which the mniimim varianœ dllneiwion or ntgativt darivotive 

ocaus, Iocrlws the beginniag ofthe transient 



4.1 Intoàaction 

This chapter wül deal with the issue of f i e  sciectio~~ Feature seiection is 

raponsibk f9r sdeding the fegtwes of the transient tbat best represetlt it. These fatures in 

nim, are wed to identifi/ the transmitter rrsponsiile for the -ent's gaieration- In order 

for efficient fésnin seledon, a meam of representing the fanires is requued The 

representation should be umpact, and must include the reconstruction of the signal fiom the 

representation. A mer restriction on the representation is that it must handle the non- 

stationary nature of the transien&- An excelient candidate is wavelet a d @ ,  [Chui92] 

[Daub94] Cyoun93], and in particuk, the multiresolution anaiysis w 8 9 ] .  In the time 

domain, a wavelet is a signal with two special properties: it must be oscillatory and have 

compact support, meanhg the time duraton of the wavelet is limitecl- The wavelet analysis 

is similar to F b e r  a~Lysis  in its fhction and operation. As with Fourier analysis, wavelet 

awsis  transforms a signai in both wntinuous a d  disaete wntexts. However, u&e the 

Fourier domah, the wavelet domain is two dimemionai with a tirne and scale aris. The two 

dimensions are rrqimed to accommodate the compact support of the wmeiet. Wavelets are 

scaied and translated to transform a signai 6om the t h e  to the wavelet domain As the 

wavelet is d e d ,  m e t e t  iiiaiysis measures inmeasingiy more detaii in the signal. The 

translations of the wavelet ensure a wmplete coverage of the signal due to its compact 

support. This is in cornparison to the one dimaisiod Fourier fiequency domain wbich 



represents the ikequency composition of a signai. Thus, wrvelet anaiysis aiiows the 

locslization of both tiw and scait in rrpnsenSmg a signai. 

domaMithth c o n i m u a u r d ~ s p p i i e a i i o a , .  HOW~VCT, aputiniiartyudbl technique 

for generatïng a compact representation of a signal for firturr seledon is mdtiresolutioa 

analysis. The basic idea khhd multiresolution d y s i s  is d g  thae exïsts a set of 

spaces such that 

with the following piopaty, if 

w k e  f(x) is some hction, then 

and 

A*&-, (4-4) 

Also re<iuird in the mulysis, is an orthogonal cornplment of V, in Y, caüed W,. Thus, 



wt9chindicatestbat ~contabstbeddeddctaiitogafkom~to Y,. ByexpandingEq.4.5, 

the foliowiag rraihs 

Thus, aay fcsohition can be consmieteci ftom the sum of addd detaiis. By calüog the 

c ~ m p k m m  spre the wavdct sprcc, lad hniig a d a  Gnaion d&ed the orthogod 

basis thlt adhcres to the propcrtïts listed above, the dtirtso1ution analysis technique is 

sornewhas imuitive. Ifa signai is p r o j d  on both the Y,  and & spaces, V, will contain the 

signai at a lower resolution while IV, wül contain the detail removcd fiom the signai due to 

its pmjedi9on on Y ,  With in ~ K J ,  4 is projected on Y,, and Wh,. This time Y,, contains 

the signal at even a lower resolution whüe Y,, contains the de td  conesponding to this 

projection. Tbis dccomp~sition is continued untiî the minimum resolution is met, usualiy the 

D.C. component of the signal. Chce the decornposition is complete, Eq. 4.6 bas ban 

szdisfied by the generating of aii the added detaii companents and bencc the contribution of 

each d e d  anâ trsaslated wavclet hction to the signai has ban determined. The wavelet 

hction's contribution is npresented by a wllvelet cafiticient. The kger the d c i e n t s  

value, the pater  the contribution whüe d e r  d c i e n t s  denote lowcr contributions. 

H m ,  aac issue is I d t  umesoIvad, tbt means of g a g  h m  one remlution to the next. 

To achieve this, a scaiing fùnction, 4, is implcmc~lfcd to rcmove the detail fiom the signal 

making it more and more coersc as the decomposition progresses. Both wavclet and scaüng 



bcthns Rnirim uncbiqgcd thughout the entire decomposition with the exception of theu 

d e .  Tk functiom are scaied to adyze the signai as b rcsohition is dumaseci. 

Wh the disuraion fOauing on tbe deuil of a signai and the duction in resolution 

of a signal, it seuns nmail to implemexit fihem to mnn these actions. A lowpass filter 

could smooth a signai and rcmove the d*rü, whüe a hi- mta could k used to main 

the d d .  The application of nhas in nmkesohition is basai on the formation of 

a saKs of pafia fiitas. The fint fihm application opetates on the nnin signai 

bandwidth. Thc signai's bandwidth is spiit into two, a low fiequency aud a high âsquency 

band. The low fkeqycncy band is split again while the hifi hcpcncy bancl is p l a d  aside. 

The spamiag ofdie low fbpency band at each stage is  continuai until the D.C. component 

is reachaljusî as wu desaikd abon- At cach stage, the signd at the output of the lowpass 

filter contains less and less deta& thus the lowpass filter can be considered the scaling 

WOIL Whïie on the otha han4 the highpass filta output contains th detail of the signal 

at the conesponding remlution, thus it cm be considered the wavelet hiaaion. 

Figure 4.1 shows how the bandwidth is split at each stage. Figure 4.1 shows an 

important propaty of wavdet uialysis, that is, both scJe and tima loclüzation cannot be 

s k m b m d y  acbieved. From Fig. 4.1, the initial spütting of the signal's entire bandwidth 

yidds ûigh and bw &quaisr ban&. At tbis stige the wavelet riiplyas is looking at the 

signai's most detailcd componeats. In otéer woads, these are the highest fiquency 

compollcnfs of tbe signal which have a vay compact duration- As the resohition dccrcases, 

the signai's deai id componcnts bccome l e s  compact and are composecl of Iowa 

îkpmcics. Et is aiso noticeci tbat the bmdwidth of the components is bccoming inaeasingly 



L Signal Bandwidth 
I 

Lowpass Halfband Filter 
I I 

Fig. 4.1. Banâwidth of fiitem usai in the signai decomposition. 

narrow. As the bandwuidth of the mers becorne i n c r d g i y  narrow as the d y s i s  

prognssq the scnnacy of detamimag the qcctd components of the signal is greater due 

to the fict tbat the m o w  banâwidtb filters pass d e r  numbers of possibie spectral 

components as comparecf to the larga banâwidtâ fiiters. Thus, thae a s  a comlation 

of d e t m h h g  the spcctd components of the signai rt tbat d e  as show11 in Fig. 4.2. 

Ofutmost importance fbr ft.ane sdection is thit the si@ represustation must be 

ortlqonel. By chm@ an orthDgoasl wevdec kes i Ù n c t ï ~  tbe projections on the wavela 

wrnnlct coegiQBit4 bat  &atm of the si* is eneainly removed. Thedore, to select the 
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Fig. 4.2. The wavelet timefiequency domsin 

critical fieshPar of a signal, the correspoading d e t  d c i e n t s  are chosen to represent the 

signal. By using the wadeî ~ c i c n t s ,  a very eflrcient and compact means of representing 

the feimms bas baa aquüed. The anaiysis implementd in tbis study used the Daub 4tap 

fiher pair wbich is orthogonal in both d e  and translation. In addition to orthogoaality, it 

is nece~sirytbat the s ipa l  w o n  be rtvef~l'bfe. That is, it is possiiae to trandonn the 

-011 back to the original signai. This U required to ensure tbat the féatwes sdected 

accurately qmsent the signal. To test the ~ccut~lcy, the sdccted fertues are trandormed 

back to die tine domain anci compad to the original sigd. If the reprtsentation's accwacy 

is tm fow, fiiriha cœfkients nad to k addeci. To bave pc&ct reconstruction, a set of four 

filten are n d e d  Two &ers are used to decompose the signai whüe the second pair are 





The remnstniction phase is siinibt to decomposition stage acept that the d y s i s  

beghs at the D.C. compent- T& Wrtltt d c i c n t s  comsp~nding with the lowest 

rdonamptr#dtoG*rndH? T h e s i g ~ l s a r e a m i w d t o g ~ r a d ~ t o t h e n e x t  

stage. The rdtant  signal b passai tbrough the next pair ofG8 rad H* mers and suuneci 

tog*her. This am@b is conti~~~ed wtii the signai is rcconstnicted. Figures 4.4 and 4.5 

summarize the decomposition ancl reconstruction of a signai. ?he dowbsampiing or u p  

samphng b rtqiirrd to scak aalc signal appmpriataiy foi the met stage. The dom-sampling 

U used m the V m w h i l e  the mmsmction phase rupires upsamphg. To dom- 

sample a signa& wery second -le is tbrown away whüe up-sampling is acbieved by 

interleavhg a zero between each sampfe. Figura 4.4 and 4.5 can be pdbnned by a 

W avelet Coefficients 

Fig. 4.4. Signal decompositio~~, 



cornputer as ddescnbed in the nad sectioc~ 

W avelet Coefficients 

The sofhware impiementaton of the wavelet traosform is developed in the book 

NumencuI Recipes in C EpNF921. The code deveioped is extremely efncient in tems of 

memory use and mecution the .  To decompose a signal h o  its correspondhg wavelet 

coefficients, the impuise re3ponse.s of the low and highpass filtcfs are wwoived with the 

signai. Tbe output ofthe bigbpass mer ara the d e  cafliicients at ththe analysis d e .  The 

output ofthe lowpass tlha is scaled by d o w ~ s ~ ~ p l i a g  and passeci onto the next stage. The 

impulse tespow of the Daubccbics 4-tap flltcr contains 4 d c i e a t s  d h e d  as 

I 1 

- H9 @ I 
- G' @, 

- 
r H9 @* 

- H9 @ 
Output 

- G' @ 
- GY @----- 

- G' cf+ 
Fig. 4.5. Signai recmstmctioa 



(3. LO) 

For the lowpass filter, al1 the cafncients are positive and when a highpass fdter is desired, 

c, and c, an m e e  To paform the convolution between the signai and the filter impulse 

respoanc. a maük is constructecl consisting of the nIta d c i e n t s .  The f h  row contains 

the fiha d c i e n t s  in their lowpass configuration as does the third, nAh and al1 odd rows. 

Howcnr, cach odd row mtry is offsa two positions h m  the prcvious odd row entry's 

location. AU otha mitrix d e s  are set to zero. Figure 4.6 shows this con6guration 

Ùispection of Fi& 4.6 mdicates the highpass fiha d c i e n t s  are contained in the evai rows 

of the manirr with a smiürr ofhet pattae This i n t e r i d g  of flta cdEcients is pamitted 

since m r y  second row of separate low anci highpass tilter convolution maûias would be 



empty- The same type of 00nvoMon matrix is used fOr the reconstniction of the signal 

except the mitrR show in Fig. 4-6 is U d  W& thc coiutnint of orthogosiaüty placed 

on the mmR, the inverteci mmix is cpurl to the transpose of Fig 4.6. To parantee 

ortbogonaiity, the biiowhg two coastnints muct te satidicd 

2 2 2 2  
Co+ Cl+ cz+ c,=l 

- - - - 
Usb@ the coefncient values ghm above, it is noted that both of these constraints are met 

allowing the tnnsposition of the 6. 

Fig. 4.6. Maaiir uscd to decornpose the signai. 

4 5 -  



To decompoge a signal ofvector k@N, tbe vector is dtiplied by the convolution 

matrin The nsult is a second vator of kqgthNcontaim'ng lW2 waveiet cafncients and N/t 

smooth data The two data types an interiuvcd d npuin sorting. The odd vcctor 

elements contain the smooth information while the even demats contain the waveiet 

coefficients. The vector is sortal with the srnoah information TCSiding in the 6rst 

l&m rad the wrvdct c œ t k h t s  phcal Li the ranainhg N/2 Iodons. nie convoiution 

m&c is ccgpplied to smooth idionnation resuithg in N/4 new W E I W ~  COCfficients and NI-# 

srnoah aemenSr. Oncc again the data is interleaved a d  mpircs sorthg in the same hhion 

used sbove. Tbe application of the convoiution mabra is coininued undil only two smooth 

components remah, at which time the vector contains al1 the wavelet coefficients for the 

si@. Figure 4.7 sbw the interlCaVi11g and sortuig procedure for an input vector of size 8. 

~ppl icat ion  of Fig. 3.6 Application of Fig. 3.6 

Fig. 4.7. C d c i e n t  ordering es a cesuit of applying the maaix fbmd in Fig. 4.6. 
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The aigorihm rrquirrs Lipils dpawa 2, but d a o  not resüict the size ofthe aponent. The 

maximum size -or is &ctd by the C O ~ ~ U ~ C T ' S  tnemory. The inverse t r d o r m  is 

W a r  ucept that the trciaspose of* matmC sbown in Fig. 4.6 is used 

Muhgcsohrtion railysp provida an aCeeent fhmmmk for repmentmg the feahires 

of a signal in a compact manncr. The transi- input to the above d t s c n i  software 

irnplementation is the output of the noise seprntion wmponaic dtscn'bad in the pcevious 

chapter. Tht vector size of the hput is 64 samp1cs and output of the wavelet analysis 

component is 64 Coesbicients. Ereconstruction of a transigent is rcpWred, the input is 64 

coefficients and the output is a 64 sample signal. 

4.4 s r a a v g  

This cbapter provides a description of rrmltirfs0Iution d y s i s .  MultiresoIution 

anaiysis provides an excelient meam of indcpendentiy representing the féaaies of the 

transients. To sdect the aitical features of the transient, the correspondhg wavelet 

Coeeicients are sdcded. The paxrrr is completdy reversible allowing the reconstruction of 

the transient fiom the selected d c i e n t s .  



51 liatductian 

By using dtiresohition to transfbnn a traasient indo a set of indcpendent 

coefIicienîs, a compact mcciiis of npeseatiag the f#iurrs of the transient is obtained. 

Howmr, not aii of these fisturcs are sigaiecant and un be removecl, laving or@ thosc 

features h t  are most representasive of the signai. ûne possiile technique for féature 

seledon is the g d c  aîgonthm Ir,avi91] since it loob at many permutations of sdected 

f a n s  and sdects the best mode1 of the original traosient brued on a selccted measure of 

fitness. Genetic algonthms mimic nmiral evolution of species ôy the irnplemcntation of 

crossova, mutation, and seldon of the &est oparitions. It would be most desirable for 

the genetic algorithm to oprate reaüsticaily like naturai evolution, howmr, the computer 

has hite liantations. These limitations include, limiteci memory to hold a very large number 

of specics ad poassiog spsd to operate on tbese large numkr of qxcies in a finite amount 

of the .  In the following sections, each of the opaaiors win be d d b e d  dong with some 

heuristical ft~twes that ensure correct option- 

SD2 Ttrmiadogp 

B&re tbe geDetic algorithm is discusseâ in dctaü, sow terminology is describecmi to 

aid in the und- ofthe geiwtic aigorithms operators. The gendc algodm o p t e s  

on chromosomes wbich store the selectd mvelet d c i e n t s  for a partidar evolviiig 



The genetic pool is the foundation upon which the g d c  algorithm is buiit and is 

where the evolving s0lutio11~ d e  and are operated on. The dimensions of the geaetic pool 

are 20 chromosomes by 64 gcnes. Figure 5.1 pictorially shows the gmetic pod. 

Chromosome 1 ------- 

------- Chromosome 2 ------- 

------- Chromosome 3 ------- // 1 
1 1 
1 1 
1 8 
1 I 
1 1 
1 t 
t 1 
1 I 
1 1 
t L 
1 1 
I 1 
1 1 

------- Chromosome 20 ------- 

64 Genes 
Fig. 5.1. The genetic pooL 



nie &st siep m the initialization W paforming the wavclct W o n n  on the input signal and 

s t o ~ g  the c d c i m t s  in a vector eqyai in sizc to the nuder of COefIicicnts. It has been 

obsemd h m  the study of d e n t s  tbit the fint ught waveiet coefnuents contn'bute a 

si- amami otinçompton to ta tby sbo~d rl~v k incl~ded ia 

aii evolving solutionslls These COCfl6ici~llf~ dcsaibe the D.C. and low a#iumcy &mation 

of the signai which b rrqimed for p o p  fffhirr sdccti*oa To accommodate this 

rquirement, the g m 0 c  pool initiaiidon procedure adds these eigût d c i a i t s  to the 

chromosomes by piacing a one in each of the finit 8 genes. Once tbis is complete, a mudom 

placement of the remaining allocated dcients is @paf0 The rcmaiaing nimber of 

d & s  fbr aiiocation is equrl to the totai numba of d c i a a s  providd to represent 

the feaaues to be sdectcd, subtracted ôy 8. The mdom placement is rquired since the 

crossover and mutation operators do not add d c i c n t s  but just move coegicients to new 

locations tbat improw the h e s s  of the evoiving solution. In order to psrfonn the nndom 

pl- tbe chromosomes are split hto two pieces for feasom disaissed in the crossover 

section. The fht  section contains 24 genes (8. to 32d genes) whiie the second section 

contains 32 genes (33" to 64* genes). Each section is assignecl a certain nmber of 

cdcients fiwi the remainïng aüocatd d c i c n t s .  The number of assigneci d c i e n t s  

in each d o n  nmsmS comtant thraighout the entire evohitionary proaos. The assignment 

of the d c i e n t s  is determincd by the totd cnergy of aü the d c i t n t s  containecl in eacb 

portion, the more energy, the mon codicients are dotatecl to the section to represent the 

features of the transient The fonnuia used for the section coefficient allocation is: 



where 

'RE section M c i e n t  a i i d o n  is perfofmcd for ôoth the first and second scctiom. Once 

the r i l l don  âas km detennined, the geaes are modifiecl z~ccordingly~ The modification is 
. * -  . - 

pe&onhed hthe foiiowing manu= and is show in Fig. 5.2: 

i. A random number in the appropriate section range is generated. 

ü. The genc that corresponds to the d o m  aunba is set to one. 

üi. The aôove two steps are repeated n-1 times where n represents the section 

iv. The above steps are repeatd for the second section 

A f k  performing these procedures, the genetic pool hm km initialued and the genetic 

5.4 Cmssover 

As in nature, the grnaoc algorithm attempts to take the bcst amibutes of the previous 

grneration aad passes these attniites to the next generation The ta& of this operation is 

perfÔIllldd by the g e d c  dgorithm's gossover module. As the nune implies, crossover takes 



n random numbers are 
generated between Prst gene 
and section partition 

Fig. 5.2. Initiaikation of the genetic p d .  

two portions of separate chromosomes and combines the portions into a new chromosome 

as shown in Fig. 5.3. The hope is by taking the components of the previous genaation 

(parents) and comb'ig them together (chiid), a better mlving solution will reailt. 

Tbis implementation of the genetic aigorithm requires that the total n u m k  of 

d c i e n t s  seiected does aot excecd 32. For tlgs to occur, the crossover point must remain 

fhed and tbe rrrimber of d a e n t s  contained in each section must aiso remain fixed. As was 

mentionai m the pmious section, the partition point between the two sections was between 

the 32'"' and 33" genes. This partition point is in fhct the cfbssover point. if the crossover 

point is not fixeci, the mber  of coefficients wiiî incrcase past the ümit imposed by the 

gemtic dgoritbm For example, consider the sccnario anaîyÿed in Table 5.1. 



Randomlv Selected Parent A 

~andob lv  Selected Purent B 

1 
1 

Section Partition 

Table 5.1. Two chromosomes are dected fbr gossover and the crossover point is set at 32. 
1 I 

Chromosame 1 24 Coefîicients are eontained 4 CotfEcients are 
in thW fvrt section contaiad in ais second 

section 

Now usiqe thc wssover scbemc shown in Fig. 5.3, the totai nuder of coefficients selected 

and contained in the cMd chromosome is 34, exceeding the ümit by 2 wefiicients. Hence, 

by king the crossover point and the nimba ofdcients contained in the sections, the 

coefiicient limit can never be exceeded. 

Now that the requimnents for the crossover 
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procedure have been deiined, the 



operation of the crossover poadurr am be d e s a i -  The nnt stage of aossover is the 

d o m  sdcctioa dtwo chromosomes wuhich kcom the parents. The d o m  aimkrs u d  

by this gendc aigorithm implementation are gacmted by the buüt in multiplicative 

c o n g n i d  Mdom number geaerator pmvided in the C knguage. To 

paf0mi aossova, the nnt d c i e n t  of the fht parent is copicd to a wctor while 

the second section ofthe seanmi pirad is dao @ai to tbis vector. This vcctor is d e d  the 

child and randomiy replaces one ofthe parent chromosomes. Tûis copy and replacement 

o p e d o n  is repeatd 20 times Wre the cfossover pmcedure iS complcte- The crossover 

procedure is pdormed once mry gamation. 

5.5 Mutation 

To fiPtha evolve a solution, mutation is Wormed on the g d c  pool- When 

mutation is paformed on a cbromosorne, it is boped that the chromosome being mutated will 

finthr evolve the ctnomosome. T o  p d o m  mutation, a chromosome is selected at random 

aid with this chromosome two d o m i y  sdected genes are a b  selected. The value ofeach 

gene is cvaiuaîed and ifit is found they are complementary, dM values are switched. Ifit 

is found that th& values are not complemeatyr, i-e., both are n o s  or ones, no Switcbing 

is pdormed. This implementation is uoed to casun thot the nimba of sclected waveiet 

CoefIicieais does not accsd 32 as wrt the case m the QOSSOV~~  procedure. Figure 5.4 shows 

the d o m l y  sckcted chromosome and one of the g c m  kiag mutated. It is assumeci that 

in Fig. 5.4 the otber gene king mutateci coatained a one. The arrows show that a zero is 

taken fiom the mdomly sdected gaie's location, complurmted, and rcplaced. It shouid 



dso k aoted tbot mutation can ody take piace w i t h  aossover ranges d&ed in the 

previais section to keep the mimba of selected d c i e n t s  constant in =ch range 

tbroughout the genetic dgorithm i m p l ~ * o a  The aumimm number of mutafions 

pafotmcdpagenentionhsetat8. 

Randomly Selected Gene 
\ 

Fig. 5.4. Mutation. 

It is miportant mt to disturb the chromosomes by ova mta thg  the gtms. Iftoo many genes 

are mutated, it is possiibk to degrade the evolving solutions instead of cnhancing it, unis 

increasing the generations rqyked to find a satisfiictory solution. Thmfbre, it is advisable 

to keep a number of mutations paformed per generation to a very limitcd nimba. In this 

study, ody a ii#k ova Mfa peicent of the gents are mutateci pa g d o n ,  thus allowing 

for a sm& evolution of the chromosomes- 



The f i d  moduk p a t b d  during erh geaendion b seicction- Seldon is 

respoasiblc for d&g the most nt cvohring solutions and passing them on to the next 

generation Those evoiving solutions mt nt amugh rra not inchideci rad are disposed of 

To determine the Mness of a dution, the es#gy of the sdectd codicients are cornpireci 

to theenagyofail thecOefIiciam The d t  ofW caiiplrison U a mrmberbetwcen n o  

and one To &amine tbe a u g y  ofthe cvdviq s d u b s  rrprrsented by the chromosomes, 

a WCighaiDg scheme is uwd. It has ken obsavcd h m  the sndy of tmnsients that difFerent 

regions ofwavtlct d c i e n î s  typicaliy have di&rrm c f k t s  on the puPlity of the mode1 

behg generated. Table 5.2 aimmarizes these obsmations. 

Table 5.2. E&ct of hclusion of wavdet coefficients on modcl qiiality- 

Codlicient Range I ~f~rcct of  inciusion on MOW 

1 8" to 1 6 ~  1 Great 1 

Usiag the information found in Table 5.2, the toilowing fbrmula has been derived: 

Table 5.3. Contn'bution - made to total en- by eich d i c e n t  range. 

CaflT&tllt Range 1 ConMbution To Totd Energy 

Oace the totai avrgy of the sdectcd d c i c n t s  has bccn detefmined for each chromosome, 



it is divided by the totai energ of 1 tûe d c i e n t s .  These normelued fitness values are 

again normiliad to the total ofthe normdkd Mocss vahies. A geneîic roulette whed is 

constnicted h m  the nonnalized &es: 

where 

A random nmiba h a n  zero and one is generated and compareci to RouIene[i] for each 

i. When the random number is greater than RmIeffe[[i], i p i s  to the chromosome to be 

dected fin the next gemration The selected chromoorne is copieci to a ternporary genetic 

pool and another random number is generated for the nact sdection The random wmber 

generation ad comparison is Peifocmcd 20 tima in total m orda to flli the tempiaiy genetic 

pool. Once the sdtction is complete, the temporary pool replaces the originJ gaietic pool 

and the ne!xt gcncration has ban estabMecl- The whole idea behind the mulette selection 

is tbat the mer the hess  of an evolvhg solution, the pater  the chance of sdcction and 

king passcd on to the nuct gendon. 

Since the number of selected coefficients is iimited by the co&cient aU0~8tioa 

provided to rcprescnt the tnnsient hnires, the awgy of a modd's sdcçted d c i e n t s  

never reaches that of the original transient represented by aU the coefficients. It is the 



rrsp0ns.b.i of the gcnetic Plgorithm to select thosc d c i c n t s  that maximin the energy 

of tbe aüocabd nmikr of codnciciits providtd Modefs wiîh a &mater kvel of mPgmimti011 

tend to proaed to the œxt -on fm poss'be nutar evoiution. 

Oace the sdcction L coarpkte, the whok p o a r s  of croawver, mumion, and 

sd~*onisrrpatcduntiltbctannnationsi~is~ ThetammationsignaîisgMnonce 

bie iod m o n  bas krn completed. By the 100. generaticm, no nntba evohttion was 

dibitcd by the clmmmm, tbu new gen«atiom Win mt tahancc a solution sny m e r e r  

OMZ the temümion signai hrs bmi rcOcivcd, the chmmosome wah the highest fimess is 

selected as die genttic modd rad is prrpared for ciassification. The preparation for 

c-on mvdvnr the mimiontion of the selcctai d c i m t s  betwœn zero and one by 

dividiag the cocfnuent by the totai energy of its wavelet d e e  These normaüzed wavekt 

coefncients are &en to a 6le a d  Sad by the n a a i  mtworlc fiir trsimiig or cl85Sification. 

If a wavekt coefficient is not inchdeci in the d e l ,  its value is set to zero which is dso 

written to the file. 

5.7 Summy 

This chepta describes tbc genetic algorihm which is a vay powdid feature sdection 

tool. Selcctioa b achmed by implementhg the fOur moduks of a g d c  algorithm. The 

first module is the initialization ofthe genetic pool followed by the repeatcd applidon of 

CTOSSOVCI', mritaion, d sdcdion of the West. The genctically evolvd solution containkg 

the m a t  s i p h n t  &atures at the end of thc evohitioaary proccss W selccted as the output. 

This output is either useci to a train ncurai actwork or to k dsssined by a naual aetwork. 



6.1 Inapdaction 

Inthciabndcaripding, itwaildkdcsirable to hweacompitalcamin a IPunilar 

way tbin air brrplleams. Aamputcrcannot lam through expcrience, nor caa it g a d e  

as the human bnin Thc bnin is biebly compla, mnlinear and bati a puaUd structure. 

It is mide up of in the orda of 10 biilion llcwons and 60 trillion connections (synapses) 

Wyk941. To mimic tbis structure, a soAware implementation of a gmatiy simpiitied brain 

cded a a d  network hm been developed. The software implementation uses neurons 

consmictcd nom linear or noniinear dements, comections d e d  weights and the meam of 

training the nttwork to 1- NaUral networks range in complaoty from the vay simple to 

the very large with a complicated topology. Howmr, since this thesis does not f m s  on 

neural networks, one of the simpkst and well known n d  networks bas ban selected to 

perfom the rquired Ûaasient classincation. 

6.2 Ntarons 

To begin with, the m o n  is dcscrÏM in tams of its components Md inputs. The 

namui is a sïmpk device thaî has a variable mrmber of inputs which depends on the network 

topoloay. Tbe nainin rums togethu these inputs and passes the total through some trder  

M o n  caiied the activation bction. The trader M o n  can be both linear or nonlinear 

depending on the network appiidon. In matberrmtical terms, the summing wmponent of 



the nanon is dcsaibed by 

where u is the input to the activation fiiecton of the neuron, w denota the weights 

comiectiiigthennirontootherotbaaammsarinputs, andxisdieoutputofthaî m m n  or input. 

The output of the muron is descriii by 

whem #nprcsciiri the activation function and @denotes the threshold tam. The threshold 

allows grcatcr leruaiag potaitiai by aiiowiag the decision boudary to lave the origin. By 

assigning the threshold a weight and input, Eqs. 6.1 and 6.2 can k rewritten as 

and 

where 

and 



The activaton fuaction can be iinear such as 

where a is som constant or it msy be nonlincar such as the logistic W o n  

where u is the siop parameter. As O inCrrases, the dope of the logistic hction b m e s  

steepr a d  in the onlbing case, whai a gocs t o  S&y, the IogUtic fûnction nsembles a step 

fùnctioa. 

6.3 Network Architecture 

The architecture of a neural network rdas to the configuration of murons and the 

coIMeCtions betwccn than The newons in a nctwork are ordered in layers. The nurnber of 

neurons in laye is not festricted nor are the n u m k  of rows. As the nwnber of layers 

inmaes, the greater th capacity of the network. The &st layer of the nawork is refend 

toastheiipdisya. Thislayatffcpstheiipdstothellctwotkandp~ themto thema 

layer. The cornation bctwccn iayers are rcferred to as dghts. The wcights arc numbas 

tbat comspoad to the stmgb of the connection betwecn nwrons. The mput is propagated 

thmughdKl~~e~llMItheweigûtstothcoutputkya. Theoutputlayaconsistsofanumber 

of mils whose adpits npmmt the ciasses the input data has been separatcâ into. If one 



output is much large tban the othn,  the data is considered to be classified to the class 

nprrraiad bytbrt osttputOSttPUt Etbe network comists ofonly two layan, the input and output 

layers, tbe network is rcfbed to as a sin&-lapr M o r w l v d  networkc The term 

féedforward damtes tb;it the input is pmpagated b m r d  through the i1CtwOrk if the 

networlr contains more that two 1- the nttwork is cJkd a muhilaycr f-rward 

network ~lsyabawccntbtinpitmdadpit lryasmdeddrbiddaiIr~.  Figure 

6.1 gives a pictaiil rep*#dation d a  singit laya network whüe Fig 6.2 shows a multilayer 

network. 

Fig. 6.1. Singie layer neurai network 



Outputs 

Inputs 

Fig. 6.2. Multüayer neural network 

It is mticed tbas evay aauw cornamcd in eadi laya is connecteci to mry newon in the next 

layer, diis type of network is said to be ftlly comected. Lfsome of these comections are 

removeci, the network is then a partially co~ected mtwork. M y  fiiliy comeaed multilayer 

networks are usai in this shidy to classify the transieas coiiccted. 

6.4 Leamhg 

A d mtwork learns by showing it an input pattern and the desird output for the 

parti* pattern rad adjtisting the nctwork weights appropriatcly. The error between the 

desfral output d actwl autput that the ~~ttwork compufes determines the amount of change 



requirrd m the aatwork's weights. Tbis type of lemhg is tamed superviseci learnllig since 

the âesired aitpd is provided, &hg the mark chies as to the ri@ fcspollsellSe Howmr, 

Iaya to the input Iaya, a d i g  tbe weig&ts as it pmgmws. The back-pmpaga!ion 

dgontbm begins by propagahg an input to the output rnd fceording the aetwork output. 

The error betwecn the output aad desirrd output is mersurrd by 

wherey is the actud output and d denotes the desireci output. The &or of a haif is incfuded 

for compdationai comreiiience wlde the quare tem arnucs uiat the mon do not cancel one 

anotha out. Wth the aor known, the network weights caa be adjusted to minimize the 

errur. If& aror is diffientiated with respect to the weight king adjusteci, the gradient of 

the a o r  curve rt that weight is found Figure 6.3 givcs an examp1t of such a awe. If the 

g d h t  is q a h ,  the weight must k djustd m the positive âirection. On the otha band, 

ifthe arw gndieai is postnn, the weight must k reduad This technique is known as the 

gradient descent- Tbc m the weight is p p o r t i o d  to the a o r  gndient givm by 



where g is the learning Rte which is d e s c n i  ha. The nq@e sign in the equation is 

related to the above discussion on bw to a d !  tbe wfl*gh- 

w&) 
Fig. 6.3. Weight modification with respect to the error. 

To evaiuate the gradient, the chain d e  must be employed since the gradient cannot be 

evaiuated directiy. The gradient is &en by 

To eduate the 6int danniive, the aror is difkentiated with respect to the network OUQU~ 

i 



The second dcriviitive is cvaluatd by cWèrd&g the netwotk output by the input to the 

The third derivative is &und by differentiating the iapit to the activation îunction by the 

weight being adjustecl 

where x is an input if the network is singie-layerd and an output of the neuron one layer 

down Xthe nctwork is naihilayed. When the thresholds are bang updated, the value of x 

is oqual to -1 end the thresbold is treated es a regular weight rad updated accordiagiy. The 

above proctrlirr ody operates on the output laya and WCIMs diredy cotlllccted to output 

neurons- Iftbc weights am co~lccted to a bidcka m. the pmadun must be rnodîiied since 

the e m  is propagated thmugh ali the netuons in the laya above. In 0 t h  words, there are 

no desirad responses fw the hidden neurom, thw nquiRDg the mor to be detefmined 

mamhdy in terms of the mon of ail the ncurons in the laye above. The gradient @en in 

this case is d&ed ôy 



where y is the output of the newon comected ôy w to the newon in the layer above. The 

forth rid nfth davstives are fOund m the same tiishioa as derivatives found in Eqs. 6.14 and 

6.15, ex- tbat the weight behg modified is c o ~ e c t d  to newons in the hidden layer, not 

the output. As befire, when dealhg with tbresholds, Eq. 6.16 is used with the input bang 

-1. Now summarizuig, the an>r gradient at an output neuron is found by 

and the gradient at a hidden newon is 

Once the gndimt has b e n  found for the appropriate weight, the weight modification c m  

proceed- The weight adjustment is made by the foliowiag 



With the t d m i p  for modayine the wcights eomplcte, the rate at Wtnch the network learns 

is stin at issue. Tbe lemhg me, q comrols how qyickly the network comcerges on the 

minimal error. It shouîd be notd that a high Iuuning rate does not guaranta acceletated 

lC8tnjllg &e to the large changes made to the W C i g b  and may in fia pdoag the traiatig 

time. A mne spproPnae apploadi is to set the 1&g rate at a more consevative level to 

ensure ddwtory tnining is achievd. ifthe leaniing mte is tm smiU, trainhg wül occur 

but at the cqme oftrainiog thetnne Anotha epprt#ich to d e r a t e  lesrning is the application 

of momentun Momentum uses the previous wei@ adjustmenî and adds it to the cumnt 

adbstmeat. The rnathdcal  apression of momanrnn is 

where ais the momentum parameter. As the momentum parameter is increased, the effèct 

of momentum is greater whilc decreasing t n d u a s  the e&d. If the Ggns of the weight 

a d l  are the same, the momcntum Born the previous adjustment increases the CuRent 

weight adjument. 

6.S Netwoib Training 

To train a n d  network using s u w d  leaming, a set of inputs and desued 

networknspoaactothcstinputsiapdsb~ed TbbsctW~dtocutbetraiaiagset 

Each iopd is pmented to the network and is propagattd through the network to the output. 



The ann is masmd, ad the weight rad thrcshoid amctions are made. However, a single 

pass thmugh dl the inputs usuaüy does not constitute a complete traiaing. The inputs must 

be pmmted to thc networic muiy times Mre trrigng b complete. To test the quJity of 

the network error. Shcc tbis testing data is not inchideci in the training of the network, the 

use of tbe teshg datais an objective means ofmeaniriog the network's ab* of generalize. 
- -  - . - 

The tatiqg-data can rbo k uJcd to taiiinate training. Whm the average output error of the 

training data fidis Wow a certain point, the training is discontinud 

6.6 Software hplcmcntrtion 

Before the aciuiil training can begin, the weight matrices, threshold veztors, and 

namia output vectan miut k rllocatd The weight matrix dimensions are govmed by the 

number of nauons dirrcdy coiinectd by the weights. The number of rows of the weight 

matrOr are equal to the amber of neurons above the weights wbile the number of wIms 

is equrl to the n m i k  of murons below the weights. The tbreshold vcctor sipes are equai 

to nurnber of n m n s  contained in theg nspective Jaya. The same goes for the neuron 

output vcctors which nad the output computed by each newon. Oace the memory for the 

data structures h v e  becn allocated, the software rerQ an input file to detenaine whaha it 

is to triin or classi@ data. If the network is to classify data, the nctwork weights and 



threshold are cead fiom a nle ad l d d  in th& appropriate location- Howevcr7 if the 

training mode is sdected, the wcight mitrices and tbrcshold vectors arc iosàd wï@ smd 

rsndom Mmkn. Roplgption dan iiiipit to the âiddm Lya rqires the application of Eqs. 

6.1 cmd6.Z. Thempdsarereadâomaakadstodinarmtm. Thcsizeofthemiihixis 

dcpendQtmtbanetwork'sde. Vthcllttw~rkisinatrainingmode,thematrkoiilyhas 

one mw, Ztlw nehnrak is in chmifidon mode, h mimber of mua conesponds to th size 

of the trainkg d testhg sets annbkd. Each newon aiid its comsponding row of weights 

in the weight matrk are rnuhipfied wiîh appropriate input. The aniron7s threshoId is then 

subtractcd bom the mm computed by applying Eq. 6.1. Equation 6.2 is cvaluatcd using the 

I m c  fimion Y the activation fùnctioa. Each neuron output is storeci in the bidden layer 

output vector. The propagation continues by evaiuating the output laycr's outputs by the 

above tcchPique with the inputs to the output lsya k g  the outputs of the hidden laya. The 

outputs of the output neurons are recorded in the output layer'r output vector. If the 

network is in a c M ~ 8 b * o n  mode, the ouipas oftbe output neurons are reported to the user 

and written to a file fbr lata anaiysis. If the network is in a training mode7 the propagation 

of the iiipdJ works in cwjuaction with the back-propagation training algorithm. The input 

pmpagatioa is rrsponsii for detamimng the network mors used by the aainiog aigorithm 

to mod@ tbc weighis. The back-propagation tnmmg algorithm with rnomentwn is used to 

moâ@ the weights accacliog to the a m  famd Tmhhg is continucd untü the average error 

of each output is found to be about 5 to 8 percent. Ifthis enor reduction target cannot be 

been tcrminateâ, ali the weights and thrrsholds an -en to a me for later use in 
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classificalion, 

The format of input fiks rrquEnd by the software dcpads on whaha the network 

istoclrratydaîaortoôetnmcd E t b e n e t w o r k i s t o b c ~ t b e ~ 1 S n o f ~ e h p u t  

file coatons a 1, f b l i d  by the aetwotk parameters such as the aimkr of inputs, number 

of hiddcn layen and outpith sk of training set, and size of testing set. Following the 

n e t w o r k ~ t b a t m b b g s e t  h d ~ b y ~ t b e  filenameand desirrd wtpitsof 

the entire set. To tomplete the me, the testing set U d e f k l  in the same mnmier as the 

training set. if the network is to clrissify data, the first line contains a 2, folowed by the 

nctwodr Sm paramcras and the -ber of inputs to be clôSSifiedcd Foliowing the parameter 

Est, the file names of the data to be c l d e c f  are listed. 

6.7 S u m m y  

This chapter d e s c r i i  the neural network used to classifi/ the radio transmitter 

traasients. 'Ilie topology of the neural neiwork implemented for this study was àiscussed as 

weil as the back-propagation aaimng algorith used to train the network. The back- 

propagation aoining dgonthm uses the m r  bctwœn the desirecl output and the network 

computed output to detaiame the modifications d e  to the network's weights and 

tbrcsbo1ds. nie next cbipia descd'bes the nsuhs obtained urat show tbat the neural network 

caa k a d tod m clrPrifving d o  tmmitter transient fanires constructeci and sclected 

by wavelct dys i s  and g ~ e t i c  aigorithms. T h e  are other n d  neh~orks that may also 

be good candidates fbr clasdkation. For example, a probaôüistic neural network is king  

implernentad by KiPsna's research group. 



By~fhetcdmPquesdacrikdintbepMarochipters, amam ofidemifLing 

radio traiisniittu asirciaiis ir achitvsd. The process beginr by .cqriirllg tbc ndio transmitter 

trciasicat. using a radio naMr riad Sound Blastec, fbHowed by sepmatkg the transient fiom 

tbe noise by using the vWance dimension ûnce the transient b been separated, the genetic 

algorithm in wdhation with muhiresolution anaiysis selects the aitical featlltes of the 

transient to be used in ciasgfyiag the traasient or trPiamg a neural network. If training is 

requid, the tnnai-ent fkatures are added to a trainiag or testing file to "teacb" the network 

to idmtify tbe transicnt's téciturrs. Etbe transient is to be classifed, a trained neural network 

is shown the transiem's fèatwes and the neural network indicates whkh transmitter it believes 

generated the transient based on the fèatwes presented to it. 

7.1 Transient Acquisition 

InitiaMy, we have @ o d  transient acqwCsition of slow tnnsmittas, hcluding 

Yaesy Kenwooâ, and Radio Shack:. Later, the aansîents used in this study were aquired 

by tht C0nmtunicdon Research Cenh (CRC) in Ottawa Our aoquùiton software was 

provided to b tbeCRÇ and used to record transients generatcd by six low powa transmitters 

in a coatroUed environment. A ICOM R71W communication receiver was comected to a 

SoundBlrsiamthcfâsbiondescribcd in Chapt-2. The traasmitters wac w~ccted to the 

receNa via m 89 hot lez@ of RO-58U coaxial cable with a systan of variable attenuators 



Uwmd in d e s  wittPn the kngth ofthe tmsmküoa IM. The aittenuaton were used to keep 

the inpî sigoai to the ncàM. at appn,xininteiy -7OdBm. Wiih the co~cctiom macle at the 

ncaVrrandtnarmit(a,,the~onnaSwasnnmd aionganoutsidedofamom to 

<omOEahthc dlkcts of couphg bctwecn the tranSmitters MCI the mumirhg cquipmot. To 

activate the tnnsmina's pisit-to-talk buttoa, each masmitta uns modieed to enable an 

operator to femotefy operate the pu&-to-talk button without physicaüy toucbiag the 

traasmitter. The pusbtcMk contn,l nie wcis muteci k d e  the coaxial cable co~ecthg the 

transmitta to the teceber. To initiate the m s i t i ~ ~  the squelch Ievd on the receiver is set 

to a point such t&at the speaker output U quiet and the r& is set to the appropriate 

transmitter hquency, followed by the accpisition software king starteci- Next, the 

acquisition software waiis until a transient event occurs which would be triggaed by the 

operator mmtely activraing the push-toulL buttom. Wben the transient bas ban detected, 

the eiwlar rwigenî bu&r is written to the di& to be operateci on by the n a  stage. In ail, 

50 traasients were coliected fiwn each transmitter, bringing the total transient collection to 

3 0 .  Table 7.1 LUts the trandtters and th& designateci transmission fiquency. 

Table 7.1, Transmitters used to collect transients. 

Tnnsmittu 
1 

Kenwooà 1 

Modd 

THZSAT 

Fr~q-ejr (MBs) 

147.000 



An example o h c h  transient is p m a t e d  in the n a  section descniig the noise separabon 

technique. 

7.2 Noise Scpurtion 

Smce tbc araiisient b d k  contains a sisnifimut -ber of noise samples, a means of 

separating the noise fiom the transient is nquircd. The d a a a  dimmsion desaibed in 

C-er 3 is anployed to detanMt tbe point at which the transient begins. A window size 

of512 samples and a window o&s of 1 is used to IocJue the begkhg ofthe transient. 

7.2.1 Keiowood 1 Trammitter 

Figure 7.1 shows the tecordeci transient buffa for the Kc~lwood 1 transmjtter. 



Fig. 7.2. Variance dimension fw Fig 7.1. 

It is mticed thps the transient begbs at about the 1,000~ sample a d  continues until about the 

8 , e  samp1e. figure 7.2 shows the variaire dimension fOund for the signal in Fig. 7.1. The 

x axis is the number of samples the window in which the variana dimension caldated is 

offset fiom the Brst sample in Fig. 7.1. It should be noted tbat the number of samples used 

for the variance dimension is d u a d  to 4,M by av-g cach group of 4 samples, thus 

the ofEiet ranges fkom O to 4,096. Th fint dmieaoion crlculation yidds a d t  of 

appmbatdy 1.57. Tbis i9 due to the fia tbit the varjance dimension window contaias both 

noise aod transient sraiples. As the window is furthcf O- the dimension bcings to diop 

to a minimum vaiuc. The minimum value is faind whai the window is ofkt by 

approximately 250 simples. Multip1ying the O- of 250 by 4, taking the av-g into 



accomt, IocPnæs the tramKm at about the 1,ooO. sample. This co~esponds to the location 

of the trrnwri fbd in Fïg 7.1. As the oftscr continues to hxeme, the variance dimension 

~0ntinii#toincmrcuaeJthtwmdowcoatOardl~rtawiDdowo~of2,100 sunples. 

A g a i i S ~ ~ l O o b y 4 ~ t h e i D i a t ~ 8 , ~ s a m p t e i n F i g .  7.1. Thedimaision 

bcgb to drop onceagainneartheonietof3,MOasthewind0~~wraps arwad to the 

beginning of the simples. By wrappïng the d o w Y  a compIete picturc of the vaMnce 

dimension of the misetransient signal is constnicted. It is aiso notai that the transient 

contamcd in Fig. 7.1 docs wt contain 192 ymples. In fkt, it carnaias ody 7,400 siampies. 

This phammenon U due to the opastor not completdy d c p d g  the puh-to-talk button. 

By momentady pressing the push-to-tsik buttoq the transient mat occun, however, the 

transmîtter qyickly discontinues communication and teleases the c h e l .  This l a s  to a 

lsrga noise cornpanent as shown in Fig. 7.1. In normai operation, the user holds dom the 

push-to-talk button long enough (186 niilliseconds) to coliect the 8,192 sampies used to 

adyze the transie However, most tnnsients collectecl for the Kenwood 1 transrnitter do 

not exhiiait this type of phenornenaa. 

7.2.2 Ktnwood 2 Trammitter 

The next tradenî ofintaest is gcaerated by the Kenwood 2 trammitter. Figure 7.3 

shows the transient and noise components as rccorded by the aquisition sofhme. The 

transient contaiaed in F'ig. 7.3 ar#cds the 8,192 sanrplcs nguued to a d p c  the transient and 

begnis at rougbiy the 7,600 sample. Figure 7.4 shows the variance dimension for the signal 

in Fig. 7.3. 





In F g  7.4 the wiance dimension drops signineantiy at the window ofkt of 1,850 witb the 

~ d i m e n s i o n ~ a t a b o u t  1,9ûû. Tbediwosionbegins to c h b  afterthebeguiniag 

of the transient has been locaiized since the ttaasient itseIf contains a signifiant noise 

component sripaÿapoB#l upon t When tbe window ruches an ofkt of8,ûûû, the variance 

dimeamon dadation begim to mcasure the supamipostd noise end the dimension incrrases. 

H-, ktwcQ the beginning ofthe transient md the on#t of8,000, the changes ôetween 

samples is greata, giving the mipession ofimproved codation betwan sampIes. It should 

k mted tbra thac stiü ahs  a supaimpoacd noise component in this region but its &kt on 

the variance dimension is diminished. Figure 7.5 shows the transient ~cpatated fiom the 

noise. 



3 t S.. a 1 I I I 
soe ama is.0 2011 2see 

T i i r  Cl T&ok=Y..B lio~ormaondr) 

Fig. 7.5. KeiwvOOd 2 transient separateci Born noise. 

The transient separated h m  the noise begim at the top of the sccond pePk in Fig. 7.3. Since 

thae is a heavy noise compment between the two peaks, the variance dimension does not 

drop at the location of the 6rst peak. 

7.2.3 Keawood 3 rad 4 Trriwmitters 

In orda to CO* the operation of the variance dimension noise separation, a third 

transnPtter tnapicPt is anrlynd Figure 7.6 shows the rccorded noise and transient when the 

Kenwood 3 tmmnher is &teci. 



The separateci transient is shown in Fig. 7.7. Again, the mimmum dimension is used to 

1OcaüEe the onset of the transient At about the 5,000" sample in Fig. 7.5, the signai begins 

to look somewhat comlated. However, the dimension is slow to &op More it reaches a 

minimum at approniniately the 6,100" sample. It is U noticed tbat the Kenwood 2 and 

of transients betweca the same modd types is exrctty wbat U roqucd to accurately classify 

the transients. Thc mhbiüty a b  dsts betwecn difllérent modd types as shown in Fig. 7.8. 

Figure 7.8 contains the transient gcnefatod by the Kc~lwOOd 4 trarismitter with the mode1 

deSignation TH21AT as opposeci to the K C I I W ~  2 and Kt13wood 3 which are TEI25AT 



Fie. 7.8. Kenwood 4 &ent separateci ftom noise. 



73.4 Y8eso Trriwmitten 

It is also noticai that trausients generated by ttsnsmittcfs ofdiffient mnufkca~ers have 

transient féiiiurrs as shown in Fig 7.9. F i p  7.9 is a transient genctatcd by a Yaesu 

Fig. 7.9. Yaesu 2 transient separsted fiom noise. 

The transjent genmted by the Yaesu 2 requins a diBFerent means of locaü9ag the aansient. 

Since the dimension annlysis does not have a definite minhum dimension, the 

maximum n@vc siope is uscd Ifthe minimum dimension is sdected, the fkst 250 samples 

in Fig. 7.9 am tnincated which climinatcs a signifiant hture for use in clrssifying the 

transient Figure 7.10 shows the vari8nœ dimmion plotted vasus the window o&t. Since 

a plateau &sts, the dope More the plateau is used to localize the transicnt. By using this 



a<ialyJis, tbe transi- in Fig. 7.9 is Iacaüzed containhg ali the Ji@caat featutes. The lack 

of a definite müimum dimension is due to the iàct that the transient contains a quasi-periodic 

component stanmg at the 1,@ sample. Since this portion is highiy coneiated and 

dominates die suPamiposeci noise, the variance dimmsion rem8i11S low unüke the K e n w d  

generated transients tht do not contain the codated portion. 

With the transients separatecl h m  the noise, the t ransias are passcd to the genaic 

algoritbm fbr f h w e  sdectjon Tbe wavdct d c i m t s  tbat rcpreseat the oienifiant fatwes 

are selcded by the gaKtic aigorahm aad written to a He. These mes containhg the sdected 



féaaites are used to Qtha train a nairal aetwork or ciaspiF, the transient The neural network 

topology used to classir;, the transients wnsists of 64 inputs, 12 hidden neur~ns and n 

outputs, where n is the nwnbcr of classes the tnnsient can k d d e d  to. Each class is 

labeled with a ttansmitter name, indicating wbich trammitta was respollslbk for the 

geacratioilofthcinputtrmsient. nie6rstactwo&üaincdcoauwd6~stod~the 

four Kmwood ancl two Y- genetated transients. The number of d c i e n t s  seiected by 

the genetïc algorithm is 32. The us of more than 32 d c i e n t s  does not improve 

c1âSSifiCation due to the fict tht it has been observai that wavelet coefficients representing 

insipifiant htures tend to ôe selected in this case. Thdbre, of the 64 neurai n*work 

inputs, 32 bave non-mo coefficient inputs while the o h  are zero due to the fact that the 

fiaane representcd by tht d c i e n t  was not selected. Six transjents fiom each class are 

selected to be nplescdatm ofthe entire b. A transient is said to be representative of the 

entire class ifit contains transient f m e s  that are consistent with the sigaifiaut featues 

observed within the class. It is also desireci tbat a e n t s  with fatures that are not 

consistent with the features of the class be c l d e d  as d. Thedore t is necessary to 

incMe examples of transients tbrt coutain f w e s  that are not consistait with the class. An 

additional two transiads are selected to test the nctworl's abiity to generalizt- nie training 

is teminateci whcn the average ann per aitpd is kss thin 0.05 for the testing patterns. For 

the set of transîents with 32 setccted coeEcients, 2,,000 modifiaiions to the weights were 

required to traindia network It was noteci that aü the training pcittans aiad tcsting patterns 

wac cometiy clasdieci by nnirPl nawork Howmr, as descn'bad in the fint section of tbis 

chapter, some tnnsients are not conectly generatcd and must be discarded. Table 7.2 üsts 



the number of discardecl tnnsients per c h .  

Table 7.2. Numkr of discatdeci transieats pa cliss. 
ciam 1 Trrnrienb Dkaded 

The transients *ch are mt dkaded are presented to the trahed aetwork for classification 

to d~~ the Pan,rmance oftbe W r k  Table 7.3 amimarizes the results. A transient 

is said to be comdly ctassified ifthe output conespondhg to the trsnsmitta that generated 

the transient is gnater tben 0.50 and the rest of the outpits are bdow 0.20. The output 

excitation thresholds for correct classincation are b a d  on heurisiics and it wiîî require 

additional study to determine whether these values are optimal. The closer the output 

excitation value is to 1 .O, the greater confidence the network hss in fts classification. 

Table 7.3. Clasdication results. 



It is noticcd in Table 7.3 thit the aninl network performed cpite weil. The average 

perccntaae correct U 94% with the only clas signüicantîy Iowa than the average being the 

K d  1 drrs. This difllicuity is due to the th t i î i ty  in the transients tbat the Kenwood 

1 transniitter pmvidcd To combat this situation, an aâditionai two bnnsiams wae added to 

the training set for the K e n w d  1 trsnsmnitter. By bluding two additional training 

examples, it is hoped that the aetwork d be able to improvt upon the number it conectly 

classifies. The netwotk wu traincd as ffim with the trainiag set for the Kenwood 1 

transniittamodihd As beforeY about 2,000 d c a t i o n s  to the wcights were r a p k d  to 

train the networlr to the same enof tolerance as M r e .  Oncc the network bas been trained, 

the remaining transients are presented to the xutwork to assess the ifetwork's classificatio~~ 

paformanœ. Table 7.4 summarlles the results. 

Table 7.4. Classifïcatioi~ results. 

Kenwood 2 44 42 

I 

Ptmeitage c o m a  

91% 

The resuits presented in Table 7.4 indicate that the nmikr of oorrectly classineci transients 

has increased in two classes whüe deicrrosmg m one. The average percentrige correct has 

inaerwd to %% h m  94% by inmashg the numôer of tnining e~8mp1es for the Kenwood 

1 c k .  Thiq by aisuring tbat the training set is representative of the class, the accwaq of 



the network can be increased- 

From Tabîe 7.3 and 7.4 5 is noticai that the neural neh~ork is able to cl- 

the!uuœnndkmerdmodd. ThcKaiwood1tbrou~Kenwd3transrnitters~ed 

thcsrmcmoddtgpewhüetheKenwood4ismidefiomtheslmemrnihaum, but k a  

diffkrtsf modd. The nami network b each case b abk to distinguisb M e e n  each 

Keawood dprs with a gceat dcd of ammcy- This indicatm tbit the transien& generated by 

each of the Kenwood tmudtcrs  arc unique. This is ncccssuy to be able to phpoint 

M c i u a i  ûamnittcts tbPt mry be opaa9ig h an inappropriate manncr. It is ais0 notcd tbst 

the n d  network is able to distirrguish between diflcirest (Kenwood aud 

Yaesu) with a high Id of accuncy. This is cxpected since dü%mt mamifiicturrers use 

difkhg designs of aapiency symhesizas to grnerate the carrier âequaicy. Thus, ushg 32 

cOefEicients to dtscn'be the transients s î ~ c a n î  featurcs, the network is able to distinguish 

between transients generated by diffèrent manutii*ums, saw mmufhcturer but différent 

modeis, and same manufiictwer and mode1 type. 

b is also of interest to determine whether fewer wavelet coefficients can be used to 

classi@ the tdusts. The pmious experiments used a total of 32 coefficients with good 

chssüicaîion rcSuhS. The n u t  arpaimcnt detcfmjllts whether a total of 24 d c i c n t s  wiil 

yidd the same fCSUhS. Again, as with the prev im c q a b œ n t s ,  a nainl network is trained. 

Howeva, this the, the trairiing and testhg sets CO& of the Keriwood tniisicnts with 24 

selected WB& d c i e n t s .  Tbe #twork was trained to the same tolerance as the fkst two 

networks with cach training and testing p ~ t t a n  c o d y  classifiai by the neural network. 



the network 

Kenwood 1 

Kenwood 2 

Kenwood 3 

Kenwood 4 

O 0.2 0.4 0.6 0.8 1 
Output Neuron Excitation 

32 Coefficients 24 Coefficients 

Fig. 7.1 1. Network outputs whm presented Ketlwood 1 tmsients. 

Figure 7.11 sbw the poor scperation ktwecn the Iknwod 1 a d  K e n w d  2 classes when 

ushg 24 wavelet codticients. The average outputs corresponduig to the Kenwood 1 and 



KemwOOd 2 arc ncar opual, indiEltting that the nawork is unable to corredy classify the 

Kenwood 1 tmsients. Figure 7.12 shows the network outputs when the Kenwood 2 

tcaasi-cnts are presented to the 11ttw0rk It U noticcd that the Kc~lwood 2 output is greater 

tbantherestbutconfiisionbetweentbeKenwOOd2dKenwOOd3classesdidaPst. As 

with the Kcawood 1 transients, more t h  24 waveiet coefficients are needed to ckPsify the 

transi- comaty. Figure 7.13 shows the aitpm of the networks when the Kenwood 3 

transients are presented. 

Kenwood 2 

Kenwood 3 

Kenwood 4 

O 0.2 0.4 0.6 0.8 1 
Output Neuton ExcRation 

O 32 Coefficients 24 Coefficients 

Fig. 7.12. Network outputs wbea presented KenWood 2 transients. 



Kenwood 1 

Kenwood 2 

Kenwood 3 

Kenwood 4 

O 0.2 O -4 0.6 0.8 1 
Output Neuron Excitation 

Fig. 7.13. Network outputs when presented Keawood 3 transients. 

Figure! 7.13 is quite smiilar to Fig. 7.12, the correct output is sigmGidy higher than the nst. 

Ho-, the n e ~ w ~ r k  trained on 32 d c i e n t s  co~ectiy classified more transients than did 

the network trained on 24. The network trained on 24 COCfFicients tended to classiflr the 

Kenwood 3 üansien~s as either Kenwood t or Keuwood 2 when an error in cltwifwtion was 

made. l'bis phenornenon indicates tbot the Kcllwood 1. KenwOOd 2, md Kenwood 3 shve 

common characteristics, thus r e g  mon f b tum to separate the ciasses. Finally. Fig. 

7.14 shows the network outpits whm the Kenwood 4 transiomts am presatad. 



Kenwood 2 

Kenwood 3 

Kenwood 4 

O 0.2 0.4 0.6 0.8 1 
Output Neuron Excitation 

32 Coefffcients 24 Coefficients 

Fig. 7. M. Network outputs when presented K e i l w d  4 transients. 

Figure 7.14 indicates that the network had difficuities distuiguishing b a n  the Kenwood 

1 ad Kcnwood 4 clssseslssses Again, tbis indimes that the Kttlwood 1 and Kenwood 4 clesses 

have similar fatures and require more wivelet d c i e n t s  to separate the dasses. 

in order to classifil the transicnts accwately, a nctwork should be trained on 32 

wavelet cdcients, u the d e r  numkr of d c i e n t s  (24) does not provide enough 

fatures to separate the cIassa. When 32 d c i e n t s  are uscd, the chssfication of the 

transieut c b s  arc vayaccurate. 



CHAPTER 8 
CONCLUSIONS AND RECOMMENDATIONS 

8.1 Condiwioas 

This tbesb preuntcd a meam of recording, pmcesshs rad c1-g low power 

radio transaiitter transients. Thc a~~~~*s i t ion portion of the system providai arcelkat 

recordings of the transients as shown in the figures contaid in Chptcr 7. The noir 

sepamion p a f o d  by the vririaire dimension trchtiique scparated the transients wah good 

accuf8cy as shown again in the fi- in Cbipter 7. The consistc~lcy o f th  separation can 

elso k coannard by the amage wmct classification rate of %%. It rlso can be wncluded 

that at 1- 32 d e t  OOCtfiCi~llss the signai &ames aie @cd to accurately 

classify the transicnts. When 32 d c i e n t s  are useci, the maximum cIassifi.cation rate 

acbïeved ôy the neural network was 96%. The average classincation rate also dependeci on 

the ske of the traniing set. A trainhg set of transients per dass provideci a classification rate 

of94%, wMe expmding the Kenwood 1 training set to 8 transients to better represent the 

transi- comOncd in the ciass provided a classification rate of 96%. It also can be said that 

the network was able to distinguisb between transicnts gctleratd by traasmitters b d t  by 

di&riag m a d h t m m  as well as the srme The neuraî network was alm aôie 

to disbgdsh bctwcm tnnsients gmcrated by the same mmufhuer and mode1 type. The 

network was vay accurate in c b @ h g  the K d  1, Kenwood 2, and Kenwood 3 

transienîs gmmtad by tnursmitters of the Kenwood m 5 A T  mode1 type. If the number of 

~vdetcocBtiQ.~iPrcduccdto24,thtnainlDehworkkstits~litytodistih~shbetweea 



the K e n w d  c1asses oftransients. When the nmber of coefficients is dropped to 24, the 

a ~ n e u r a i a a w o i l  outpitt correspohding to the coma clus dropped to output Iewels 

of incorrect classes. 

8.2 Contnbutioiu 

The foliowing is a b'st of cootri.buti011~ b d i d  to be made dwkg the completion 

of this tbesis. 

a A system for recordhg transients at a sampling rate of 44,100 sampks per second and 

16 bits pa s~mple acwracycy 

b. The implerncntation of the variance fiactril dimension t@ctory in transient-noise 

separatio~~ 

c. The use of genetic algorithms for transient fatwe d o n  fiom wavelet d c i e n t s .  

d. Classification of transients generated by low power transmitters buik by dineent 

manufiicturers. 

e. Classification of  transients generated by low power transmittas built by the same 

manufkctwer. 

f Classification of transies generated by Iow power trlillsmitters of the Peme modd 

tYPt- 

Bascd upon the work completed for tliis thesis, the following rtc0~1111endations an 

d e .  



a &tain more Ctansient cccordings to txpand the database of mients. 

b. Expancl the mimba of transients ciassifiecl to mer test the systemc 

c. Eqand the study to inchde high power masienis 

d Dmlop a wiadow basai user i a d k e -  

e. Test ncwa d o n s  of the Sound Blrsta to detemine compat%iihy with software 

developed. 

E Study diffèrent neurai network topologies and training rnethods to expand the 

capabilities of the system 
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/* B d  on Etbm BI* 1995 code. An ri- re~ecved */ 
/* Tmsieat capture dmbped by J. Toonstfa and W. Kinsna, 1995 */ 

char irq, 
cbsi daml 6, 
mode io, 
uasignedhtrate 
1; 

void shutdown.sb(void); 

void startio(UIlSi8ned long length); 
void sethandier(void fkr *pro@; 

/ .  void g e t ~ ~ i n t  far **aufptr, unsigneci iut length); 
// void fieebuff&x@i fbr **bufptr); 

If Interfiice variables that cm be changed in the background $1 
volatiie long intcount; 
vobtile ht done; 
volatile char curblock; 
volatile long samplesremainin8; 



chardnia-starcmask; 
char d m a ~ t o p e  
char dmamde;  

void intempt (*oldintvector)O = NULL; 
int bandlerinstallled; 

// void fbr *memye0 = NUU; /* Twice the size of the output buffer */ 
// int memaseasize; 

void fàr *MemoryArea = NULL; 
int MemoryAreaShe; 



unsigneci long SampleIndex; 
unsignexi long SampleLùna; 

mode i o d e ;  
void fhr (*handlerXvoid) = NUU; 

If - Low level sound card VO */ 
void de-dsp(unsigned char value) 

whüe '~~p(Wrifeport) & dé80); /* Wait for bit 7 to be cleored *I 
outp(wr&eport, value); 

1 

unsigneci char rad-dsp(void) 

WlSigned int value; 

whüe (!(inp@oUpon) & 0x80)); /* Wait for bit 7 to be set */ 
value = iup(readp0n); 
r e û m  value; 

1 

int re~et~dsp(void) 
{ 

int i; 



int init-sô(iibt baseïo, char ïrq, cbar dmaI6, mode io, UIlSigned ht rate) 

/* Sound eard 10 ports Y 
nsaport =baseio+0x006; 
ndport  = baseio + OxOOA; 
wïteport = w u  +Ox00C; 

- -  - . - - poilport = baseio + MlûE; 
- - - poiil6jmrt = W o  + ûxûûF; 

/* Re!m DSP */ 
if(!rewt_dspO) rehaa FALSE; 

/* Compute intanipt ports and parameters */ 
if(iiq < 8) 

int-controiler = 1; 
pic-rotateport = 0x20; 
pic-masirport = 0x2 1; 
Ùe,intvector = 0x08 + kq; 

1 
else 
( 

intmtcomo~ler = 2; 
pic-rotateport = M O ;  
pic-maskport = 0x2 1 ; 

irq-stopmrsk = 1 « (uq % 8); 
ire,s&rtmask = 4 r ~ s t 0 p m z ~ s I r ;  

P Compute DMA ports and parameters */ 
dma-mlcport = M M ;  



SWifch(dmnl6) 
( 

case 5: dxnapgeport = WB; brerk; 
case 6: h . r t  = 0x89; brerl; 
case 7: dmameport = k8A; b e  

1 

/* ûther initialization */ 
sampiingrate = rate; 
iomde = io; 
&ch (iomde) 
t 

case input: dma-mode = dm164 + M4; br* /* O10 IO lxx */ 
case output: dma-de  = dma164 + 0x58; brcak; /* 0101 lûxx */ 

1 

void startio(unsigned long leiigth) 

done = FALSE; 
samplesremaining = length; 





SWifch (jomocie) 
( 

case input Writee.0x42); /* Set input sampbg rate +I 
case output wnfe-dsp(oK41); bre& I8 Set output sampiing rate 

case input: Wnteedsp(ûxBE); br* l* Idbit A-=, A& FIFO 
*/ 

1 
deedsp(0x2O); I* DMA Mode: &bit unsignai stem */ 
p-2. Sethg the 16 bit transfier. hm); 

p-3. Wntting the black length the soundblaster. \II"); 
PWW 
print9"TfatlSfer bas l q u n  ... in \nM); 
~eedsp(lo(bIockkIeagth-1)); /* Low byte of blodr length */ 
Wrifeedsp(hiQ1ock.1en~I)); /* High byte of block length */ 

1 

void sethandler(v0id Gr *FOC) 

handler = proc; 
1 

void intmpt inthander0 
I8 CurBlock -> Block that just finisâed */ 

intcout++; 



~((*(BuffkP ointM2.zs5)) >= 128) && 
((*(wifferPointCr+(2*255)+1)) != 128)) 
&& (!Transieut)) /* Et&e nght c b d  smple (sqwlch) U not 

to unsignecl zero, 
finish transfer to 
May. */ 

whiIe(Samp1elnda < SampleLimit) 
( 

TdentB&[((OX7FFF)âSmp1eIndex)] = *BufkPointer. /* 
Copy low byte of discriminator sample. */ 

Tr811SjeLItBuffer[((Oxrrrr)etSmpleIndex)] = *B&Pointer, /* 
Copy high byte o f d i s c h i ~ t o r  samp1e. */ 

BufEixPoint*; /* hcrcmcnt past low byte of @ch sample. */ 
BUfferPointer++; /* Increment past bigh byte ofsquelch somple. */ 

1 



oldiatvector = getvect(irqJntvector); /* Save old vector */ 
setvect(irqJntvector, inthandk); /* lnstall new hander */ 

void unin,9tJrllhanâia(void) 
{ 

disable(); P Disable m t m p t s  */ 
outp@ic-maskport, ~mp(picCmasitport)~q_stopmapl)); /* Mask IRQ */ 



setvect(iiintvector, oldintvector); /* Restore old vector */ 

Merinstalleci = FALSE; 
1 

- - - - /* - - - 

void getbUffer(u~lst*gned int length) 
( 
/* Fiad a block of mernory that d a s  not cross a page boundary *I 

MemoryAreaSize = 16 lensth; 
X(@femoryArea = malIoc(MemoryAre8S1f~e)) = NULL) /* CM? allocate 
mm? */ 
exit@XITXITFArLURE); /* m o t  */  
Bu&r = (UIlSigned char fbr *)MemoryArea; /+ Pick first haif 

if(((getünearaddr(Buffer) » 1) % 65536) + lengthS8 > 65536) 
B S e r  += 8*lengih; /* Pick second balf to avoid crosshg bomdary */ 

/* DMA parameters */ 
buf-ad& = getlinearadc&(Bder); 
Mme = buf-ad& » 16; 
buf'ofb = @uf-ad& » 1) % 65536; 
buf-Iength = lengW2; blodE_ength = iength; /* In samples */ 

1 

void âabu&r(void) 
( 

Buffèr=NUU; 



miiiiçmt argc,char *afgVO) 

FILE *FilePointer, 

printfT"Operiiag file %s ... ",argv[l 1); 
FilePointer = fOpen(~l],rnwn); 
qFilePointef != NULL) 
f 

prinq" openecl. \ii lnrn); 
1 

. else 

piiatq' file cannot be O@. hm); 
=Ml); 

1 



ifldone) 
( 

p-vntting to file .-a "); 





/* vari- dimension calculator */ 

/* values fbr variance dimension caldations */ 
#define b 2.0 
#define c 30 

0oat VarianceDimensioaXX(0oat *data,uasigwd wiadowSiIe) 
f 

int kHi; 
int kLow, 

int kIndex; 
int WmdowIndex; 

float !auIlsquare; 
float s~uaresum; 

float 
float sumY; 



am dope; 

iq!varkce) 

pcM("Canuot aiiocate memory for variances. hm); 



void mainCrnt argc,chsr *arg~[]) 
{ 



float *data; 

0oat *dimension; 
floaî *filteredDim&on; 
float *te!mpDimension; 

, . float minimumDirrvative; 
Boat - 0 .  - 

e; 

float minimumDimension; 

float superSample; 



p m l a c o ~ e c t  aimba of arguments. \nn); 
P m - g  to dos ... in"); 

dat.;.((float *) doc(sizeo~float)+NumbefOfSuperSampla)); 
@!data) 

priaeqmata memory crnnot be domeci. W); 
prk@"Exitting to dos. .. hW); 

wùldow(float *) maUoc(sizeo~float)*windowSize)); 
q!window) 

priatflWiadow memory cannot k allocated. Lin); 
pw"Exitting to dos.. . hW); 

dÏmaision=((float *) doc(sizeo~fl~at)~((UIlSiped) (((float) 
NumberORuperSmples)/((float) windowlnctement))))); 
iq ! dimension) 

prk@"Dimension memory caawt be allocated- \nu); 
priritq"Exitting to dos.. . \nw); 



filt eredDuaension=((float 3 mriioe(sizeor(fl~at)*((~gned) (((float) 
NumberOfSupdamples~((float) wiadowlnctement))))); 
a;(!mt enmhemïon) 

~ " D k m i o n  Ber u m m y  caanot be allocated. \na); 
Priritq"J5xWng to dos ... ln"); 



fbr(imdex=f'therSpüt;iada<(((UIISigned) (((float) NmnkOfSuperSamples)/((float) 
windowIir~~ern~))~fiherSp&);indext+) 



filt andDimeiisioa[((UllSigwd) (((float) NumbcIORupefSampIes)/((float) 
Wmd0~uicrement)))-l-ù1de~]= 

dimensioxi[((~ll~l*gned) (((Boat) NumberORupetSamples)/((float) 

filt -om=hPea (((flw) 
N ~ U p e r S a m p l e s y ( ( f l 0 8 t )  wmdow1ncrement)))- 1 -hiex]+= 

dimeasion[((WlSigned) (((float) 
NumbetOfSuperSampIes)/((fIoat) 
whdowIncmnent)))- 1 -(Mdex+filterIndex)]; 

tilter edDi==ioa[((dgDcd) (((fW 
NumbetOfSuperSainples)/ 
((float) windowhcrement)))) 1-index]+-- 
dimenSion[(((unsi@) (((floet) NumbetORuperSamples)/ 
((float) whdowIiiaement)))-(imdex+ l))+fiiteiIndex]; 

SitcredDimensi~r$((~gaed) (((float) NmuperS8111pIes)/((float) 



fih erOdDimcIISion[((Ui1signed) (((float) NumbctORupe&mples)l((float) 
wind0wIncrm))))-1-iadaryfilterSize; 

1 

te~Dimension=((flOat *) ~ae(siZaqfloat)*((~gacd) (((float) 
NumbezORupersillllpIesy((0~) WindowInacmesit))))); 
@tempDimCIISion) 

p-"Dirivabive memory cammtbe aiîomed hW); 
p ~ ~ g  to dos.. . \na); 

for(iidex=O;indexc((unsigned) (((float) NumberOfSuperSarnples)l((float) 
wiadowInctement)));indext+) 
( 

~(index+noiseLocation)c((uasigned) (((float) 
NumbefOfSuperSamp1es~((float) windowIncrerilent)))) 

tempDimension~idex]4ter edDimension[noiseLocation+index]; 
1 
else 
f 

tempDimension@&x]= 
filter edDimension[(noiseLocation+index)-((UHSIgned) (((float) 



te!mpDimensioardex]= 
dimension[(rmiseLocstio~ex)-((UIISigned) (((float) 
NumberOfSupeiSamp1es~((float) Wiidowhc~ement)))]; 

1 
1 

filePointer--f0pen(8tgv[2],~w~); 
ü(!tllePoima) 

prùiSg"Cannot write me. \un); 
priatq"Exitting to dos ... hW); 



printg"Cannot write me. Li"); 
Printg%ithg to dos ... \nm); 

dirivative=((float *) maIioc(sizeo~float)*((WISi@) (((flmt) 
NumberomuperSamples)/((float) windowincrement))))); 
ifil!dirivative) 
{ 

p~q"Dirivative memory canaot be allocated. \nW); 
printg-xitting to dos.. . \nm); 





~ePointe&open(argv[6],"wW); 
@!61ePointer) 
( 

printq"Caunot write file. \nn); 
printqTxitting to dos ... ln"); 

M T w k  îhe mmmnmi dimatm as îransienî indicator. \nu); 

p i i T o o k  the minimum dimension as transient Mcator. W); 
1 



~(noiseLocation+tranSientLodon)~((dgned) (((float) 
NumherORuperSamples)l((flm) wiodowlncremeat)))) 

filePointeMiopen(argv[3], 'w"); 
*!filePointer) 

pmCcimiot  write file. \n3; 
prindt"ExittÎng to dos ... \aw); 



f~r(ïd~;iÛaexc((unsiewa) (((float) NumbefOfSu~efSamp1ks)2.O))~ex-t+) 

f 
else 
( 

@~fileP0inta,~/~\a~,((UI18igned) (super Sampkn 2.0))); 







fioat *vector(long nl, long nh) 
I* docete a flat vector wOih suôscript mnge v[nl.nh] */ 
( 

float 9, 

fioat **mattiX(iong ml, long nrh, long ncl, long nch) 
/* aüocate a float motrix wiùi subhpt m e  rn[mrl..mh][ncl.~ch] */ 
( 

long i, mw-mh-ml+l, ~l~~L=nch-nckl; 
0- **m; 

l* aüocate pointers to rows */ 
m=(float * *) a~aliac((size~t)((~owcNREM))*sueOf@oat *))); 
iq!m) nrerror("aii0cation Mure 1 in matrixOw); 
m += NR-END; 
rn-=nrl; 

/* allocate rows and set pointers to them */ 
m[d  ]=(flollt *) malroc(:(site-t~(moW+n~~i+NR-~)*siZeo~float))); 
q!m[ml]) merror("cin0ution fMure 2 in rnatrixOw); 
m[d] += NR-END; 
m[d] = nci; 

void fiee-matmo(float *%, long mi, long nh, long ncî, long nch) 
/* bee a float mnaix Jlocated by -0 */ 



void wtl(float a unsignecl long n, ht isigk 
void (*wtaep)(float 0, unsîgned long, int)) 

unsigned long an; 



float *.temporaryGeneticPool; 

float *chiid; 

float *seIectionVector, 



P get the seidon of the &test criterion Y 
sdectionCriterion=û.O; 

/* start the genetic algorithm */ 

/* get memory for chüd of each generation */ 
chilhectoc(1 ,genes); 



I8 get the t h e r y  fiir the selection vector */ 
seIdo11Vecto~ector(I,chromo5omes); 

I* get the mcmory for the tanpotliry geuetic pool *I 
temponrSiaietiCPool==(l ,chromosomés, 1 ,gules); 

/* generate cbild V 

I* enter chilû in genetic pool Y 
iqrand0%2) 







p r ~ s e l e c t e d  chromosome: Yîh. hU,se1ectioaIndex+l); */ 

/* mutation */ 
numberOflMutations=md(r/oMaximumMutatio~~~; 

for(mtationlnd~;mutati0aladex<=1~~13ôerûfMutatio~~~tati0 
nuidex*) 

/+ select chromosome for mutation */ 
cIndex=(rand00/iÉbromosomes)+l; 



/* ttansform the best solution back to the wavelet d c i e n t s  */ 



unsigned 10werCaaSciet~tTotai; 
unsigned uppeCoefiicientTotai; 



float **geneticPwl; 

FILE *filePointer, 

/* get the pool's mmgr */ 
genet icPoo1~( l  ,(~br0m0~0mes+2), 1 ,genes); 

P get the input signal */ 
fiieP~intedbpen(inputSisiiPi,~ rH); 
q!filePomta) 
( 

p w E x i t t i n g  to dos ... \nn); 
p W C a n w t  open input file- hW); 



/* place the input file's me le t  coefficients into the first extra space 
in the genetic pool */ 

for(guidex=I ;gIadex<=genes;guidextt-) 

gen~cPooI[chomo~~mes+l]~dex]=input [; 
p m % f  ~n",genetjcPwl[c~orno~~m~I]~dex]); 

1 

I* add the fint 8 d c i e n t s  automtidy to each chromosome */ 
I* (the dc wmponent ofthe signai and the first 2 d e s )  *I 
for(cuK1e~l ;cIndeJE(=cbromo~~mes;cInd~) 

for(gInde~1 ;BUidex<=û;%adex*) 

geneti~PooI[~hdex]~dex]= 1 .O; 
1 

1 

/* show the genetic pool Y 
/* for(cUde~1 ;cIndex~=~hrorno~~mes;cInd~) 



I* randody hitiaiize the genetic pool */ 
P lwmba ofgenes selected via hitia&ndomization */ 





prin@"Totai d c i e n t s  for chromosome: Yé » %u. 
\n",cIndezqtotalCOeffiCients); 

float **geaeticPool; 

flmt *output; 
float *si@; 

FILE %lePointer, 



flePointer--fi,pen(argv[2],"w"); 
ifl!rnePointef) 

. . -  - -  - . * - { 
* - PrimqTxitthg to dos ... \na); 

prh@"Cannot open output file » %S. \nffYargv[2D; 

P get some memory for the signal Y 
signai=vector(i,N~); 









float **trainingPatterns; 

float **mput?HiddenLayerWeights; 
float **biddaiS&tputLayciWeights; 

float *liiddenLayérThresholdS., 
float *outputLay~fThresholds; 



float *biddenLayer, 
*aitprtLPyer, 

1; 

float Svectoflong ni, long nh) 
I* allocate a float vector with subscript nnge v[nl.nh] */ 
{ 

18- i; 

void fia-vector(fl0at *v, long ni, long nh) 
/* fiee a 0oat vector aiioaited wah vector() */ 
{ 

âe~(w=-ARG) (v+nl-NR-_EEJ)); 
nh = nh + O; // Just included to quiet warning reports 

1 

float **matrix(iong nrl long mh, long nci, long nch) 
/* aü~eafe a 008t mîrk with subscript rage m[mtl..nrh][ncl..ach] */ 

long i, mwmwh-nrl+l, ncol=nch-ncl+l; 
float *+m; 



char *DeieteNewhe(ck *input) 

char *inputPointer, 

/* Mete the newüne tiom the string */ 
inputPointerTinput; 
wMe(*inputPointer) inputpoiutefft; 
*CmputPointer- 1 )=NULL; 

void ShowVestor(0oat *vector, unsigneâ elewms) 

unsigned i; 



void ShowMatrix(0oat **matrk, rows, unsigned columas) 

mLgUe!d i; 
-Baed j; 

/ * randomize the thresholds */ 

I* show the vector to ensure proper operation */ 
l* p ~ T h r e s h o I d  vector: W); 

ShowVector(threshoidVector,elements); */ 
1 

P domize the weights */ 
for(i= l;i<=outputs;i++) 

- for(i=l jc=inputs;i++) 
{ 

weightMhk[i][i]=û. 1 



void propagatebpudoutpit(stnict neuraNtworrk network) 

unsigneci i; 
unsigaed j; 

/* piopagate input to bidden layer */ 
for(i=i ;i~=uetworkhiddenNodes;i*) 

network. hiddentaye@]Lo.O; 
f o e i  j<=network.inputNodesi++) 
I 

netwotk,bidd&yer[~+~letwork.hiddenLay~]+ 
(networkinpirWiddenLayerWeightsIi]~] * 



void UpdateWeigbtsAndThresbo1ds(stnict muraNetwork network) 

UIlSignec! i; 
d g n e d  j; 
uasigned L; 

float *dériavative; 



P get rame memory for the temporary weights */ 
t c m ~ ~ t a t ~ W e i g h t ~ ( l , n e t w o r k ~ ~ f ~ ~ ~ t N o d e s ,  I,neîumrk, hiddenNodes); 



for(-1 j<=uetworkrkhiddeaNodes j*) 
( 

!mmatiotl=O.O; 
for(i=l j~~etworkoutputN0de~-j++) 



/* f h e  the deriavative vector */ 
Sec-vector(deriavative, 1 petwork.outputNodes); 

void Rearran8eInputs(stnict necuaINetwork network) 



I* select the two inputs to swap */ 
select~=(rand(r/o((UIlSi@) n*workinputs))+l; 
seIect~rand(r /~(UIlS igncd)  nctworliaptts))çl; 

ph@"Swap %u to %u a d  back ~n",selectedhputqseIectedInputB); 
getc(stdin); */ 



float *pmiou~put2HiddenLayerWei~s; 
float **previousHidden2OutpitLoyerWei@s; 

float *inputData; 

float *IraiaibgPattems; 

float *hiddenLayerThresbolds; 
float *oupîLayerTbresholds; 

float Data; 

Boat error, 
float testErroq 

FILE *dataFidePointeq 
FïLE *iq&iIePointer, 
FILE *errorFilePoinîer, 
FILE *networkFilePoiater, 
FILE *progr~iePointer, 
FILE *checkFiiePot«; 



Pcbeckinpa-*/ 
*~fsc!=4) 
{ 

prnir9"N'umbef of input iuypimcms is mcOttectect hW); 
meqiille a inpd dita file. W); 

to dos.. . \nu); 

/ * o p  the data file */ 
damIePointdpe!t(argv[l ],"ru); 
iq!dataFaePointer) 

pillitq"Data nIc not found \na); 
p w -  to dos ... \na); 

/* get a string of length StnngLength fbr input */ 
hpue(char *) malioc(sizeo~char)* StringLength)); 
@!input) 

prinsq"Cannot allacrte enough memory. hm); 
prin@"Exîtting to dos ... \ne); 

/* rrad the mode type: 1 - bain, 2 - c~~ */ 
mode=atoi(f&ts(input, StringLen&datafilePointer)); 
priatq"Netw0rk Mode: "1; 
SWifch(m0de) 
{ 

case 1: printfl"Training mode. Li"); br* 
case 2: primq"c1rssin, mode* \nW); br* 

defàuit: prw"No mode seiectaL \nm); 
prin@Ex&hg to dos ... hW); 



P get the number of input files */ 

/* get the nmikr of testhg mes *I 
t e s t F i f e s = a ! o i ( ~ m p u t , S ~ g t h , ~ e P ~ h t ~ f ) ) ;  

/* get naxssary memory for the network */ 
/* memory for each byer */ 
hidde!nLayciz"vector(I,hiddenNodes); 
outp-y-ector(1 ,networkûutputs); 

/* memory for tlneshoids */ 
hiddenLayerTbfeshoIds=vector(1 ,hiddenNodes); 
outpitlayerThresbolds--vector(l~orkOutputs); 

/* memory for weights */ 
h p u t 2 H i d d e c U y e r W e i ~ ( l  ,biddenNodes, 1 ,networkinputs); 
h i d d e x Q O u t p i t L a y e r W e i ~ ( l  ,networLOutpits, 1 JiiddeaNodes); 

/* memory for the previow wugists for mornentum caicuia!ion */ 



/* thresholds */ 
netw~rkhiddenCayerThreshoIds=~ddenLayerThresh~Ids; 
network.ou~iitLayerThresho1~utpdLoyerTbresbo1ds; 

I* open pro- file ifin c l d a t i o n  mode V 
f l r n o d d )  
( 

progressFi1ePoinîer--fi,pen(argv[3], "wn); 
q! progressFiiePointer) 



( 
primS("Camot wntc to He. \nn); 
prim4%xitthg to dos. .. \nn); 

/* close the input f3e Y 
fcloSe(ÏÏ~deP0omta); 



~!netwodcFiiePointer) 
( 

H C o u l d  not open füe: %S. \nu, input); 
priid61"E7dthg to daa.. ln"); 



/* rad the training pattern */ 
f o r ( o u t p u t I i i d ~ i ; o u t p u t u i d e x ~ = n e t w o r ~  

~dataFiIePointer)II%hm,&a>ata); 
~gPattems~inputIndex] [outputIndex]-9ata; 

1 

/* ifmt training, the prognm is done, so terminate it */ 
@mde==2) 

fd0!3e(prO~~i1ePointer); 

/* display for deûugging *l 



P iaitiPluc tbe prrviaus wcights for momentum caluiiation *I .-  . ~ e M 0 ~ ~ W e i ~ s @ r e V i 0 ~ s i n p ~ t 2 H i d d e n L a y e r W e i ~ s p e t w m k I n p  
uts,hiddenNo&s); 

C .  

~~ousWei~ipreMousHidden2outputLayetWei~s,hiddeaNo 
des,neîworkoutputs); 

/* randornia the thresholds $1 

l* open a file for reporting the mors */ 
arorFiIePointed0pea(ugv(3],~~~); 
iq!crrorFilePoiut«r) 
( 

prhq"CaM0t open file. \ . ) ;  
pimSq'Zxitîhg to dos. .. \nm); 

/* allocate and initialize the nindoaiization check +/ 



/* set the input nle sdedor *I 
network.se1ect~put-lnputIndex; 
r ((randg"/oinputFile!B)+l); */ 
/* iacrement the randomization check */ 
~omitationChcck[networkseIectedInput]*; 

/* pmpagate the input to the output */ 
pmpsgateriipudoutput(network); 

P update the weights and threshoIds */ 
UpdsteWei~tsAndThreshoIds(aetwork); 

/* show the caiculated output anâ etc. */ 
primq"Epoch index %us Input index: %u. 
\a",ïndex$lpitIndex); *1 
f o r ( o u t p u d d e x r i ; o u t p u t h d e x < = n e t w o r ~  
d*) 
{ 

if@d-owIndex) 
( 

Pnmg"CdCUlated0utpit: %f 
",outpuUm~=[outpitInd=l); 
p-tatget output: %f for output: %u. 



/* propagate iapit to the output */ 



primq"Couid not open me. \nn); 
prb@Txitting to dos ... \nn); 

/* Save the network */ 
l* open the He */ 
networkFilePointer--fopen(ugv[2 ],"wn); 
it&etworkFiiePointer) 

@tf("Could not open fiie: %S. \nn,arev[2]); 
prin@%Wng to dos. .. hm); 



l* hïdden to output weights *I 
Gr(+ 1 ;i<=uetworLOutputs;if+) 

fbr(j=l;i<=biddenNodeqj++) 
{ 

fi,rin@networkFilePointer, w%f\n",hidd<] 
1; 

1 
1 
p w O u t p u t  weights have been sovd W); 

l* hidden threshol& */ 
fi,r(i=l ;ic=hiddenNodes;i*) 

1 
prin@Widden thresholds have been saved. hm); 

/* output thresholds */ 
for(i~i;i<=networkoutput s-j*) 

1 
jxhtf("0utput thresholds have ban saved. \nn); 

/* close the file V 
fc10~networkF~ePointer); 

P fia the memory */ 



If close the data file */ 
f~lose(~ePointer); 

1 




