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Abstract

The thesis is based on using dynamical systems theories and techniques to study the
qualitative dynamics of herpes simplex virus type 2 (HSV-2), a sexually-transmitted
disease of major public health significance. A deterministic model for the interaction
of the virus with the immune system in the body of an infected individual (in vivo)
is designed first of all. It is shown, using Lyapunov function and LaSalle’s Invariance
Principle, that the virus-free equilibrium of the model is globally-asymptotically stable
whenever a certain biological threshold, known as the reproduction number, is less than
unity. Furthermore, the model has at least one virus-present equilibrium when the
threshold quantity exceeds unity. Using persistence theory, it is shown that the virus
will always be present in vivo whenever the reproduction threshold exceeds unity. The
analyses (theoretical and numerical) of this model show that a future HSV-2 vaccine
that enhances cell-mediated immune response will be effective in curtailling HSV-2
burden in vivo.

A new single-group model for the spread of HSV-2 in a homogenously-mixed sexually-
active population is also designed. The disease-free equilibrium of the model is globally-
asymptotically stable when its associated reproduction number is less than unity. The
model has a unique endemic equilibrium, which is shown to be globally-stable for a
special case, when the reproduction number exceeds unity. The model is extended to
incorporate an imperfect vaccine with some therapeutic benefits. Using centre manifold
theory, it is shown that the resulting vaccination model undergoes a vaccine-induced
backward bifurcation (the epidemiological importance of the phenomenon of backward
bifurcation is that the classical requirement of having the reproduction threshold less
than unity is, although necessary, no longer sufficient for disease elimination. In such
a case, disease elimination depends upon the initial sizes of the sub-populations of
the model). Furthermore, it is shown that the use of such an imperfect vaccine could
lead to a positive or detrimental population-level impact (depending on the sign of a
certain threshold quantity). The model is extended to incorporate the effect of vari-
ability in HSV-2 susceptibility due to gender differences. The resulting two-group
(sex-structured) model is shown to have essentially the same qualitative dynamics as
the single-group model. Furthermore, it is shown that adding periodicity to the corre-
sponding autonomous two-group model does not alter the dynamics of the autonomous
two-group model (with respect to the elimination of the disease). The model is used
to evaluate the impact of various anti-HSV control strategies.

Finally, the two-group model is further extended to address the effect of risk struc-
ture (i.e., risk of acquiring or transmitting HSV-2). Unlike the two-group model de-
scribed above, it is shown that the risk-structured model undergoes backward bifur-
cation under certain conditions (the backward bifurcation property can be removed
if the susceptible population is not stratified according to the risk of acquiring infec-
tion). Thus, one of the main findings of this thesis is that risk structure can induce
the phenomenon of backward bifurcation in the transmission dynamics of HSV-2 in a
population.
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Chapter 1

Introduction

1.1 Herpes Simplex Virus Type 2 (HSV-2)

HSV-2 is a highly-prevalent sexually-transmitted disease (STD) that causes severe

public health burden globally, with the highest prevalence in sub-Saharan Africa and

some Asian countries [94]. Approximately 22% of the general population in the United

States is infected with HSV-2 [10, 35]. In general, HSV-2 seroprevalence is high in

populations whose behavior leads to high risk of acquiring other STDs (some studies

show more than 80% HSV seropositivity in sex workers [94]) [6, 27, 51, 63, 68, 90, 92,

94]. Furthermore, data shows that HSV-2 seropositivity is uniformly higher in women

than in men, and increases with age [94].

Of the twenty five types of HSV viruses, nine are known to infect humans [69].

Theses are: Herpes simplex-1 (HSV-1; commonly associated with oral infection), Her-

pes simplex-2 (HSV-2; associated with genital infection), Varicella Zoster virus (VSV),

Epstein-Barr Virus (EBV), Cytomegalovirus (CMV), Herpes lymphotropic virus, Hu-

man herpes virus-7 (HHV-7), Human herpes virus-8 (HHV-8) and Kaposi’s sarcoma-

associated herpes virus (KSHV). Among the nine types that infect humans, only HSV-

2 is primarily transmitted sexually (although HSV-1 may also be transmitted sexually
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[69]).

HSV-2, a large double-standard DNA virus, targets and infects almost any human

cell (such as endothelial cells and fibroblasts) [69]. The virus binds on to the surface

of the host cell using its glycoproteins. After binding to the surface of the host cell,

the virus then fuses with the plasma membrane of the host cell (using gB) to release

some of its proteins into the cytoplasm of the host cell [69]. Subsequently, the virus

replicates within the cell (see Figure 1.1), and viral particles are released back into

the body of the infected host after the affected cell has disintegrated (following lysis).

It is also known that HSV-2 is able to pass through intercellular junctions, thereby

spreading from cell-to-cell [69].

Figure 1.1: Schematic diagram of HSV replication [97].

HSV-2 is most easily transmitted by direct contact with a lesion or body fluid of an

infected individual. Transmission may also occur through skin-to-skin contact during

periods of asymptomatic shedding [97]. The incubation period is typically between 2

and 20 days [102]. The common symptoms of HSV-2 include itching or pain, followed

by sores that appear a few hours to a few days later. The sores, which normally appear
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on the genital areas, start out as red bumps that soon turn into red, watery blisters.

HSV-2, like HIV, can also be transmitted vertically (from an infected mother to a

child) at time of delivery (leading to devastating systemic infection with encephalitis).

HSV-2 infection is lifelong, and latent infection can re-activate to cause one or more

round of disease. Genital herpes is commonly caused by HSV-2 (it can also be caused

by HSV-1, but less commonly).

As noted by Corey and Handsfield [24], “a crucial issue in the public health problem

of genital herpes is the high proportion of genital HSV infections that are unrecognized

by both patients and clinicians. Persons who are HSV-2 seropositive may be symp-

tomatic but nevertheless fail to recognize genital herpes, thereby serving as reservoir

for transmission”. In other words, not all people infected with HSV-2 will develop

symptoms (transmission appeared in about 70% of patients following sexual contact

during the periods of asymptomatic viral shedding [65]). As many as 60-70% of people

with evidence of HSV-2 infection (as diagnosed by a blood test) have not had symptoms

diagnosed as genital herpes [37, 65]. Thus, asymptomatic transmission is an important

feature of HSV-2 disease that needs to be taken into consideration in HSV-2 modelling

studies.

There is currently no cure for HSV-2. However, the use of condoms is known to

offer significant protection against HSV-2 infection, particularly in susceptible women

[14, 91]. Similarly, antiviral drugs (such as, aciclovir (Zovirax), valaciclovir (Valtrex),

famciclovir (Famvir), peniciclovir) can reduce the frequency, duration and severity

of outbreaks (antiviral drugs also reduce asymptomatic shedding [12, 52, 59, 77]).

Although no suitable anti-HSV-2 vaccine is currently available for use in humans,

numerous HSV-2 vaccine studies, have been embarked upon (dating back to the 1920s),

and a number of candidate vaccines are undergoing various stages of clinical trials (see,

for instance, [5, 10, 50, 57, 74, 80, 87] and some of the references therein).

Data shows that HSV-2 seropositivity is uniformly higher in women than in men
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[12, 23, 64, 94]. This may be due to a number of reasons, such as the fact that male-

to-female transmission is more likely than female-to-male transmission [23] and the

higher rate of disease recurrences in men (which may make them more infectious [12],

and, hence, more likely to transmit the disease to their female partners). Furthermore,

studies have shown that the majority of HSV-2 infections is largely due to individuals

in high-risk populations [25, 34]. These high-risk populations include:

(i) sexually-active females (HSV-2 seropositivity is uniformly higher in females than

in males [12, 25, 94]);

(ii) sexually-active adults (especially those who had first intercourse at early age)

[34];

(iii) sexually-active adults of lower socio-economic status [25, 34];

(iv) sexually-active individuals with previous history of other STDs [25, 34];

(v) sexually-active individuals with multiple sex partners (this includes elderly people

as well) [25, 34];

(vi) sexually-active individuals who do not practice safe sex (e.g., these who do not

use condoms consistently) [25].

Figure 1.2 depicts the age- and sex-specific rates of HSV-2 infection in a suburban

population in the USA [33] . The figure shows that the relative risk of acquisition of

infection is always higher for women than for men. It is also noticeable from Figure 1.2

that, for the 18-49 year age bracket, HSV-2 seropositivity (for both males and females)

increases with increasing age (see also Table 1.1 for a data set for HSV-2 seropositivity

from Rome, Italy [81]).
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Figure 1.2: Age-specific and sex-specific genital herpes prevalence data for a suburban
population [33].
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Table 1.1: HSV-2 seroprevalence among various populations in Rome, Italy [81].

No. of individuals No. of HSV-2 positive % HSV-2 positive (95% CI)

Total 673 37 5.5 (3.9-7.5)

Sex

Males (%) 448 22 4.9 (3.1-7.3)

Females (%) 225 15 6.7 (3.8-10.8)

Age (years)

1 - 19 168 6 3.6 (1.3 - 7.6)

20 - 29 152 12 7.9 (4.1 - 13.4)

30 - 39 171 7 4.1 (1.7 - 8.3)

40 - 49 98 6 6.1 (2.3 - 12.8)

50 - 99 84 6 7.1 (2.7 - 14.9)

Groups Studied

Military recruits 156 6 3.8 (1.4 - 8.2)

Outpatients 272 15 5.5 (3.0 - 8.7)

Blood donors 179 11 6.1 (3.1 - 10.7)

Pregnant women 66 5 7.6 (2.5 - 16.8)

1.2 Mathematical Modelling of Infectious Disease

The history of the use of mathematical modelling in disease transmission dates back

to the pioneering works of the likes of Daniel Bernoulli, Sir Ronald Ross, Kermack

and McKendrick (see, for instance, [2, 3, 8, 43, 53, 54, 73]). The modelling work

typically involves the design of models for the transmission dynamics of emerging and

re-emerging diseases of public health interest (the models are generally of the forms of
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systems of non-linear differential equations), which are then used to evaluate various

strategies for controlling the spread of the disease in a population (e.g., vaccination,

use of antiviral drugs, quarantine and isolation).

The Kermack-Mckendrick type population-level models are typically designed by

splitting the total population at time t, denoted by N(t), into mutually-exclusive com-

partments (depending on disease status of the individuals in the populations). For

instance, N(t) can be divided into compartments for individuals who are suscepti-

ble (S(t)), infected (I(t)) and recovered or removed (R(t)), resulting in the classical

SIR model. Over the decades, numerous extensions of the Kermack-McKendrick SIR

model, incorporating other important epidemiological concepts (such as vaccination,

quarantine, isolation, antiviral treatment, periodicity/seasonality considerations), have

been designed and used in the mathematical epidemiology literature (see, for instance,

[1, 2, 3, 16, 30, 39, 40, 43, 62, 71, 75, 76] and some of the references therein). Some of

these models include a class for exposed individuals (denoted by E).

1.3 Motivation and Organization of the Thesis

The central theme of this thesis is to provide deeper qualitative insights into the trans-

mission dynamics and control of HSV-2 in vivo (i.e., in the body of an infected host)

and in a population. This thesis focuses on the design and mathematical analyses of

new and more comprehensive mathematical models for the dynamics of HSV-2 in vivo

and in a population (it should be mentioned, however, that all the population-level

models to be designed are based on a homogenously-mixed heterosexual population).

Furthermore, although HSV-2 can be transmitted via other means (such as vertical,

needle-sharing etc), this thesis considers only sexual mode of HSV-2 transmission.

Emphasis is placed on the determination of the existence and stability of associated

solutions (equilibria), as well as to characterize the kind of bifurcations the resulting
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models will undergo. Knowledge of these dynamical properties is crucial in determining

epidemiological thresholds that govern the persistence or elimination of the HSV-2 dis-

ease in vivo or in the population. Some of the main mathematical and epidemiological

questions the thesis seeks to address are:

(a) What kind of dynamics does the virus and the associated host cells exhibit in

vivo? In particular, what is the impact of cell-mediated and humoral immune

responses on HSV-2 dynamics in vivo? Under what condition(s) can the virus

be cleared from the body of an infected host?

(b) What are the main qualitative features of a single-group model for HSV-2 spread

in a homogenously-mixed heterosexual population? What is the impact of an

imperfect vaccine on HSV-2 transmission dynamics in a population?

(c) What is the effect of sex-structure (i.e., gender variability) on HSV-2 transmis-

sion dynamics in a heterosexual population? What is the role of disease re-

lapse/recurrence on the transmission dynamics of HSV-2 in a population? What

is the potential population-level impact of the use of condoms, an imperfect vac-

cine and antiviral treatment on HSV-2 dynamics?

(d) What is the effect of stratifying the sexually-active heterosexual population in

terms of risk of acquiring or transmitting infection on the dynamics of HSV-2 in

a population?

The thesis is organized as follows. In Chapter 2, some of the basic mathematical

preliminaries, needed to qualitatively analyse the models considered in this thesis, are

reviewed. A basic mathematical model for HSV-2 in vivo is designed and rigorously

analysed in Chapter 3. The model is extended to incorporate the effect of humoral

and cell-mediated immune responses. In Chapter 4, a single group model for HSV-2

spread in a homogeneously-mixed heterosexual population is designed. It is extended

8



to include an imperfect vaccine. A new two-group (sex-structured) model for HSV-2

transmission in a population is designed and analysed in Chapter 5. A non-autonomous

version of the model designed in Chapter 5, which accounts for the effect of periodicity

on HSV-2 transmission dynamics, is also considered (and qualitatively analysed). The

effect of risk structure on HSV-2 transmission dynamics in a population is studied in

Chapter 6. Finally, the main contributions of the thesis are summarized in Chapter 7.
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Chapter 2

Mathematical Preliminaries

This chapter summarizes some of the main mathematical theories and methodologies

relevant to the thesis.

2.1 Equilibria of Linear and Non-linear Systems

Consider the equation

ẋ = f(x, t;µ), x ∈ U ⊂ R
n, t ∈ R

1, and µ ∈ V ⊂ R
p, (2.1)

where, U and V are open sets in Rn and Rp, respectively, and µ is a parameter (and the

dot represents differentiation with respect to time). The equation (2.1) is an ordinary

differential equation (ODE) and the right-hand side function, f(x, t;µ), is called a

vector field. ODEs which explicitly depend on time are called non-autonomous, while

those that are independent of time are called autonomous.

Consider the following general autonomous system:

ẋ = f(x), x ∈ R
n. (2.2)
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Definition 2.1. An equilibrium solution of the system (2.2) is given by x = x̄ ∈ R
n,

where f(x̄) = 0. The number x̄ is called an equilibrium point.

Theorem 2.1 (Fundamental Existence-Uniqueness Theorem [70]). Let E be an open

subset of Rn containing x0 and assume that f ∈ C1(E). Then, there exists an a > 0

such that the initial value problem (IVP):

ẋ = f(x), x(0) = x0,

has a unique solution x(t) on the interval [−a, a].

Lemma 2.1. [70]. Let E be an open subset of Rn and let f : E → Rn. Then, if

f ∈ C1(E), f is locally Lipschitz on E.

Definition 2.2. The Jacobian matrix of f at the equilibrium x̄, denoted by Df(x̄), is

the matrix,

J(x̄) =















∂f1

∂x1
(x̄) · · ·

∂f1

∂xn
(x̄)

...
...

...

∂fn

∂x1
(x̄) · · ·

∂fn

∂xn
(x̄)















,

of partial derivatives of f evaluated at x̄.

Definition 2.3. Let x = x̄ be an equilibrium solution of (2.2). Then, x̄ is called

hyperbolic if none of the eigenvalues of Df(x̄) have zero real part. An equilibrium

point that is not hyperbolic is called non-hyperbolic.

Definition 2.4. [96]. The equilibrium x̄ is said to be stable if given ǫ > 0, there exists

a δ = δ(ǫ) > 0 such that, for any solution y(t) of (2.2) satisfying |x̄ − y(t0)| < δ,

|x̄− y(t)| < ǫ for t > t0, t0 ∈ R.
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Definition 2.5. [96]. The equilibrium x̄ is said to be asymptotically-stable if (i) it is

stable and (ii) there exists a constant c > 0 such that, for any solution y(t) of (2.2)

satisfying |x̄− y(t0)| < c, then lim
t→∞

|x̄− y(t)| = 0.

Definition 2.6. A solution which is not stable is said to be unstable.

Theorem 2.2 ([96]). Suppose all the eigenvalues of Df(x̄) have negative real parts.

Then the equilibrium solution x = x̄ of the system (2.2) is locally-asymptotically stable.

Definition 2.7. Let,

ẋ = f(x, µ), x ∈ R, µ ∈ R, (2.3)

be a one-parameter family of one-dimensional ODEs. An equilibrium solution of (2.3)

given by (x, µ) = (0, 0) is said to undergo bifurcation at µ = 0 if the flow, for µ near

zero, and x near zero is not qualitatively the same as the flow near x = 0 at µ = 0.

The theorem below is used to prove the presence of backward bifurcation in some of

the models developed in the thesis.

Theorem 2.3 (Castillo-Chavez & Song [19]). Consider the following general system

of ordinary differential equations with a parameter φ

dx

dt
= f(x, φ), f : R

n × R → R and f ∈ C
2(Rn × R), (2.4)

where 0 is an equilibrium point of the system (that is, f(0, φ) ≡ 0 for all φ) and assume

A1: A = Dxf(0, 0) =
(

∂fi

∂xj
(0, 0)

)

is the linearization matrix of the system (2.4) around

the equilibrium 0 with φ evaluated at 0. Zero is a simple eigenvalue of A and other

eigenvalues of A have negative real parts;
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A2: Matrix A has a right eigenvector w and a left eigenvector v (each corresponding

to the zero eigenvalue).

Let fk be the kth component of f and

a =
n
∑

k,i,j=1

vkwiwj
∂2fk

∂xi∂xj
(0, 0),

b =

n
∑

k,i=1

vkwi
∂2fk

∂xi∂φ
(0, 0).

The local dynamics of the system around 0 is totally determined by the signs of a and

b.

i a > 0, b > 0. When φ < 0 with |φ| ≪ 1, 0 is locally asymptotically stable and there

exists a positive unstable equilibrium; when 0 < φ ≪ 1, 0 is unstable and there

exists a negative, locally asymptotically stable equilibrium;

ii a < 0, b < 0. When φ < 0 with |φ| ≪ 1, 0 is unstable; when 0 < φ ≪ 1, 0 is locally

asymptotically stable equilibrium, and there exists a positive unstable equilibrium;

iii a > 0, b < 0. When φ < 0 with |φ| ≪ 1, 0 is unstable, and there exists a locally

asymptotically stable negative equilibrium; when 0 < φ ≪ 1, 0 is stable, and a

positive unstable equilibrium appears;

iv a < 0, b > 0. When φ changes from negative to positive, 0 changes its stability

from stable to unstable. Correspondingly a negative unstable equilibrium becomes

positive and locally asymptotically stable.

Particularly, if a > 0 and b > 0, then a backward bifurcation occurs at φ = 0.
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2.2 Lyapunov Functions Theory

Definition 2.8. A point x0 ∈ Rn is called an ω−limit point of x ∈ Rn, denoted by

ω(x), if there exists a sequence {ti} such that

φ(ti, x) → x0 as ti → ∞.

Definition 2.9. A point x0 ∈ Rn is called an α−limit point of x ∈ Rn, denoted by

α(x), if there exists a sequence {ti} such that

φ(ti, x) → x0 as ti → −∞.

Definition 2.10. [96]. The set of all ω−limit points of a flow is called the ω−limit

set. Similarly, the set of all α−limit points of a flow is called the α−limit set.

Definition 2.11. [96]. Let S ⊂ R
n be a set. Then, S is said to be invariant under the

flow generated by ẋ = f(x) if for any x0 ∈ S we have x(t, 0, x0) ∈ S for all t ∈ R.

If the region S is restricted to positive times (i.e., t ≥ 0), then S is a positively-invariant

set. That is, solutions in a positively-invariant set remain there for all time.

Definition 2.12. A function V : Rn → R is said to be positive-definite if:

• V (x) > 0 for all x 6= 0,

• V (x) = 0 if and only if x = 0.

Definition 2.13. Consider the following system

ẋ = f(x), x ∈ R
n. (2.5)

Let, x̄ be an equilibrium solution of (2.5) and let V : U → R be a C1 function defined

on some neighbourhood U of x̄ such that
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i) V is positive-definite,

ii) V̇ (x) ≤ 0 in U\{x̄}.

Any function, V , that satisfies the Conditions (i) and (ii) above is called a Lyapunov

function [47, 96]. The general Lyapunov Function Theorem is given below.

Theorem 2.4 (LaSalle’s Invariance Principle [41]). Consider the following system

(2.5). Let,

S = {x ∈ Ū : V̇ (x) = 0}, (2.6)

and M be the largest invariant set of (2.5) in S. If V is a Lyapunov function on U

and γ+(x0) is a bounded orbit of (2.5) which lies in S, then the ω−limit set of γ+(x0)

belongs to M ; that is, x(t, x0) →M as t→ ∞.

Corolary 2.1. If V (x) → ∞ as |x| → ∞ and V̇ ≤ 0 on Rn, then every solution of

(2.5) is bounded and approaches the largest invariant set M of (2.5) in the set where

V̇ = 0. In particular, if M = {0}, then the solution x = 0 is globally-asymptotically

stable (GAS).

Theorem 2.5 ( [41, 58]). Suppose there is a continuously differentiable, positive defi-

nite, and radially unbounded function V : Rn → R, such that

∂V

∂x
(x− x̄) · f(x) = ∇V (x− x̄) · f(x) ≤W (x) ≤ 0, ∀ x ∈ R

n,

where W (x) is any continuous function on U . Then, x̄ is a globally-stable equilibrium.

The solution x(t) converges to the largest invariant set S contained in E = {x ∈ Rn :

W (x) = 0}.
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2.3 Comparison Theorem

The use of comparison theorem offers an alternative approach for establishing the global

asymptotic stability of equilibria. The methodology entails comparing the solutions of

the system of differential equations (assumed to have unique solution)

ẋ = f(t, x); (2.7)

with that of the differential inequality system

ż ≤ f(t, z), (2.8)

or,

ẏ ≥ f(t, y), (2.9)

on an interval. Consider the autonomous system (2.2), where f is continuously differ-

entiable on an open subset D ⊂ Rn.

Definition 2.14. [78]. f is said to be of Type K in D if for each i, fi(a) ≤ fi(b) for

any two points in D satisfying a ≤ b and ai = bi.

Definition 2.15. [78]. D is p-convex if tx+ (1 − t)y ∈ D for all t ∈ [0, 1] whenever

x, y ∈ D and x ≤ y.

Thus, if D is a convex set, then it is also p-convex. If D is a p-convex subset of Rn and

∂fi

∂xj
≥ 0, i 6= j, x ∈ D, (2.10)

then f is of Type K in D.

Theorem 2.6 (Comparison Theorem [79]). Let f be continuous on R×D and of type

K. Let x(t) be a solution of (2.7) defined on [a, b]. If z(t) is a continuous function
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on [a, b] satisfying (2.8) on (a, b), with z(a) ≤ x(a), then z(t) ≤ x(t) for all t in

[a, b]. If y(t) is a continuous on [a, b] satisfying (2.9) on (a, b), with y(a) ≥ x(a), then

y(t) ≥ x(t) for all t in [a, b].

2.4 Next Generation Operator Method

The next generation operator method [28, 88] is popularly used to compute the asso-

ciated reproduction number, and also to establish the local asymptotic stability of the

associated disease-free equilibrium, of disease transmission models. The formulation in

[88] is reproduced below.

Suppose the given disease transmission model, with non-negative initial conditions,

can be written in terms of the following autonomous system:

ẋi = f(xi) = Fi(x) − Vi(x), i = 1, · · · , n, (2.11)

where Vi = V−

i −V+
i and the function satisfies the following axioms below. First of all,

Xs = {x ≥ 0|xi = 0, i = 1, · · · , m} is defined as the disease-free states (non-infected

state variables) of the model, where x = (x1, · · · , xn)
t, xi ≥ 0 represents the number of

individuals in each compartment of the model.

(A1) if x ≥ 0, then Fi,V
+
i ,V

−

i ≥ 0 for i = 1, · · · , m.

(A2) if xi = 0, then V−

i = 0. In particular, if x ∈ Xs then V−

i = 0 for i = 1, · · · , m.

(A3) Fi = 0 if i > m.

(A4) if x ∈ Xs, then Fi(x) = 0 and V+
i (x) = 0 for i = 1, · · · , m.

(A5) If F(x) is set to zero, then all eigenvalues of Df(x0) have negative real part.

In the description above, Fi(x) represents the rate of appearance of new infections in

compartment i; V+
i (x) represents the rate of transfer of individuals into compartment
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i by all other means, and V−

i (x) represents the rate of transfer of individuals out of

compartment i. It is assumed that these functions are at least twice continuously-

differentiable in each variable [88].

Definition 2.16. (M−Matrix). An n × n matrix A is an M−matrix if and only if

every off-diagonal entry of A is non-positive and the diagonal entries are all positive.

Lemma 2.2. (van den Driessche and Watmough [88]). If x̄ is a DFE of (2.11) and

fi(x) satisfy (A1) − (A5), then the derivatives DF(x̄) and DV(x̄) are partitioned as

DF(x̄) =







F 0

0 0






, DV(x̄) =







V 0

J3 J4






,

where F and V are the m×m matrices defined by,

F =

[

∂Fi
∂xj

(x̄)

]

and V =

[

∂Vi

∂xj
(x̄)

]

with 1 ≤ i, j ≤ m.

Further, F is non-negative, V is a non-singular M−matrix and J3, J4 are matrices

associated with the transition terms of the model, and all eigenvalues of J4 have posi-

tive real parts.

Theorem 2.7 (van den Driessche and Watmough [88]). Consider the disease trans-

mission model given by (2.11) with f(x) satisfying axioms (A1)− (A5). If x̄ is a DFE

of the model, then x̄ is LAS if R0 = ρ(FV −1) < 1 (where ρ is the spectral radius), but

unstable if R0 > 1.

The aforementioned formulation has been extended for use to establish the local sta-

bility of the disease-free solution of non-autonomous models for disease transmission

[88].
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It should be mentioned that, since all the models to be developed in this thesis mon-

itor cell, viral or human populations, all the associated parameters are non-negative.

Furthermore, all the numerical simulations in this thesis are carried out using ODE45

(a MATLAB routine).
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Chapter 3

Model for HSV-2 Dynamics in vivo

3.1 Introduction

Genital herpes, caused by herpes simplex viruses (notably HSV-2), is one of the most

prevalent sexually-transmitted diseases globally [6, 27, 51, 63, 68, 71, 90, 92, 94]. Al-

though no cure or suitable vaccine for HSV-2 exist at the present time, it is known

that treating HSV-infected individuals with antiviral drugs (such as aciclovir (Zovi-

rax), valaciclovir (Valtrex), famciclovir (Famvir), peniciclovir) reduces the frequency,

duration and severity of outbreaks [12, 52, 59, 77]. Furthermore, a number of candi-

date HSV-2 vaccines are undergoing various stages of clinical trials [5, 10, 50, 57, 74,

80, 82, 87]. For instance, several protein subunit candidate vaccines, based on HSV-2

envelope glycoproteins, have reached advanced-phase clinical trials [82]. It is clear,

however, that the successful design of such anti-HSV-2 pharmaceutical interventions

(antiviral or vaccine) depends on acquiring deeper understanding of the mechanisms

of HSV-2 dynamics in vivo, as well as the immune response to HSV-2 infection. Con-

sequently, the purpose of this chapter is to provide qualitative insight, via the use of

mathematical modelling and analyses, into HSV-2 dynamics in vivo.

As stated earlier, HSV-2 targets and infects almost any human cell [69]. The virus
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binds on to the surface of the host cell using its glycoproteins ( glycoprotein B, denoted

by gB; glycoprotein C, denoted by gC; glycoprotein D, denoted by gD and glycoprotein

H, denoted by gH). While the glycoprotein gB is involved in the fusion of the viral

membrane with that of the host cell, the glycoproteins gC, gE and gI help the virus

escape the associated immune response [69]. Furthermore, when the HSV-2 virion lacks

gC, the released virus loses its ability to effectively bind to the surface of the host cell,

and the infectivity of the virus is decreased by a factor of 10 [49].

After binding to the surface of the host cell, the virus then fuses with the plasma

membrane of the host cell (using gB) to release some of its proteins into the cytoplasm

of the host cell [69]. Subsequently, the virus replicates within the cell, and viral par-

ticles are released back into the body of the infected host after the affected cell has

disintegrated (following lysis). It is also known that HSV-2 is able to pass through

intercellular junctions, thereby spreading from cell-to-cell [69].

Upon entering the body, HSV-2 penetrates the nerve cells (primary sensory neurons)

in the lower layers of the host’s skin tissue and replicates itself in the cell nuclei (thereby

destroying the host cells). Following the destruction of the nerve cells, blisters and

inflammation develop in the region where the virus was contracted. Towards the end

of the visible infection period (typically 3-14 days), viral particles are carried from the

skin through the branches of nerve cells to ganglia, where the virus persists in a latent

form (until it recurs in an active, visible form) [66]. It is known that stress, strong

sunlight and fever can trigger the re-activation of the (latent) virus [69].

Although the dynamics between the immune system and the virus in the body

of an infected host is not fully understood, studies have shown that humoral immune

response (i.e., the release of antibodies against surface glycoproteins) and cell-mediated

immune response (which involves the activation of macrophages, natural killer cells,

antigen-specific cytotoxic T-lymphocytes (CTLs), and the release of various cytokines

in response to HSV-2 infection) are required to fight HSV-2 infection in vivo.
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The aim of this chapter is to use mathematical modelling and analyses to understand

the dynamics of HSV-2 in the body of an infected host. In particular, to assess the

impact of cell-mediated and humoral immune responses on HSV-2 dynamics in vivo.

Although a number of mathematical models have been designed and used to study the

transmission dynamics of HSV-2 in human populations (see, for instance, [9, 10, 38,

71, 74]), to the author’s knowledge, no other mathematical model for HSV-2 dynamics

in vivo has so far been published in the literature.

3.2 Model Formulation

The model for HSV-2 dynamics in vivo is constructed as follows. Let H(t) represents

the density of host healthy (uninfected) cells at time t, VC(t) represents the density of

HSV-2 with gC at time t, V (t) represents the density of HSV-2 without gC at time

t, LV (t) represents the density of HSV-2 that become latent in the neurons (within

the nerve cells) at time t, I(t) represents the density of HSV-2-infected cells at time t,

C(t) represents the density of CTLs produced by the cell-mediated immune response

at time t and A(t) represents the density of HSV-2 specific antibodies produced by the

humoral immune response at time t.

It is assumed that healthy host cells are produced at a constant rate Π. These cells

become infected, either by the HSV-2 with gC (at a rate βV ) or by the virus without

gC (at a reduced rate θβV , with 0 < θ < 1 accounting for the fact that HSV-2 without

gC is less likely to infect a healthy cell (due to its reduced ability to bind to the host

cell [49]), in comparison to the virus with gC) or by cell-to-cell infection [69] (at a rate

βC). It is assumed that healthy host cells are lost naturally at a rate µH (it is assumed

that the latent virus (LV ) is not transmitted). Thus,

dH

dt
= Π − βVHVC − θβVHV − βCHI − µHH. (3.1)
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The rate of change of the density of infected cells is increased by the infection of

host cells (as described above). Infected cells are lost due to viral lysis (at a rate γ)

and by cell-mediated immune response (at a rate ρǫC , where 0 < ǫC ≤ 1 is the efficacy

of the CTLs to remove infected cells). Hence,

dI

dt
= βVHVC + θβVHV + βCHI − γI − ρǫCCI. (3.2)

It is assumed that each infected cell produces N viral particles after its disinte-

gration (following viral lysis). It is further assumed that a proportion, N1 ≥ 1, of

these (N) viral particles have gC (and are moved to the VC class) and another propor-

tion, N2 ≥ 1, have no gC (and are moved to the V class). The remaining proportion,

N3 = N−N1−N2, are assumed to enter the neurons and become latent (and are moved

to the LV class). Thus, the population of viral particles with gC is increased at the

aforementioned rate N1γ, and by the re-activation of latent viruses (at a rate αL(1−ω),

where ω represents the fraction of re-activated latent viruses without gC). This popula-

tion (of viral particles with gC) is reduced by infection of healthy cells by the virus (at

the rate βV ), humoral immune response (at a rate ξǫH , where 0 < ǫH ≤ 1 represents

the efficacy of the antibody to neutralize the virus) and natural viral clearance (at a

rate µV ). Thus,

dVC

dt
= N1γI + (1 − ω)αLLV − βVHVC − ξǫHVCA− µV VC . (3.3)

Similarly, the rate of change of the density of viral particles without gC is given by

dV

dt
= N2γI + ωαLLV − θβVHV − ξǫHV A− µV V. (3.4)

Latent viruses are generated at the rate N3γ, and are reduced due to re-activation (at
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the rate αL) and natural clearance (at a rate µL). Thus,

dLV

dt
= N3γI − αLLV − µLLV . (3.5)

It is assumed that HSV-specific antibodies (generated from humoral immune re-

sponse) are produced at a rate proportional to the number of infected cells (given by

αAI, where αA is the production rate of antibodies). Similarly, HSV-specific CTLs are

assumed to be produced at a rate proportional to the number of infected cells (given

by αCI, where αC is the production rate of CTLs). The antibodies and CTLs are lost

at a rate µA and µC , respectively. Thus,

dA

dt
= αAI − µAA and

dC

dt
= αCI − µCC. (3.6)

In summary, the model for the dynamics of HSV-2 in vivo, in the presence of hu-

moral and cell-mediated immune responses, is given by the following system of equa-

tions (a flow diagram of the model is given in Figure 3.1, and the associated variables

and parameters of the model are described in Table 3.1):

dH

dt
= Π − βVHVC − θβVHV − βCHI − µHH,

dI

dt
= βVHVC + θβVHV + βCHI − γI − ρǫCCI,

dVC

dt
= N1γI + (1 − ω)αLLV − βVHVC − ξǫHVCA− µV VC ,

dV

dt
= N2γI + ωαLLV − θβVHV − ξǫHV A− µV V,

dLV

dt
= N3γI − αLLV − µLLV ,

dA

dt
= αAI − µAA,

dC

dt
= αCI − µCC.

(3.7)

The model (3.7) incorporates the following main features:
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(i) Cell-mediated immune response against HSV-2 infection (at a rate ρǫC);

(ii) Humoral immune response against HSV-2 infection (at a rate ξǫH);

(iii) Three viral classes: two infectious (VC and V ; with and without gC, respectively)

and one latent (LV );

(iv) Cell-to-cell transmission of HSV-2 (at a rate βC);

(v) Re-activation of latent virus (at a rate αL).

Table 3.1: Description of variables and parameters of the model (3.7).

Variables Description

H(t) Density of host healthy cells

VC(t) Density of HSV-2 with glycoprotein (gC)

V (t) Density of HSV-2 without gC

LV (t) Density of HSV-2 latent in the neurons

I(t) Density of HSV-2 infected cells

C(t) Density of CTLs cells produced by the

cell-mediated immune response

A(t) Density of HSV-2 specific antibodies

produced by the humoral immune response
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Parameter Description Assumed Baseline values/hour

Π Production rate of healthy epithelial cells Variable

βV Effective contact rate between host cells and HSV-2 0.001

βC Effective contact rate between host cells and HSV-2

infected cells 0.001

θ Modification parameter for the reduced ability

of HSV-2 without gC to blind to host cells 0.1

γ Rate of disintegration of infected cells 1

N1 Proportion of new viral particles with gC 600

N2 Proportion of new viral particles without gC 200

N3 Proportion of new viral particles that become latent 200

ρ Rate of removal of infected cells by CTLs Variable

ǫC Efficacy of CTLs to remove infected cells (0, 1)

αA Rate of production of HSV-2 specific antibodies 0.5

αC Rate of production of HSV-2 specific CTLs 0.5

ξ Rate of neutralization of virus by HSV-2 specific

antibodies Variable

ǫH Efficacy of humoral antibodies (0, 1)

ω Fraction of re-activated virus assumed to have gC 0.9

αL Re-activation rate of latent virus 0.5

µH ;µA; Clearance rates for compartments H(t);A(t);

µC ;µL C(t);LV (t), respectively 1
10
, 1

12
, 1

12
, 1

15

µV Viral clearance rate 1
10
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Figure 3.1: Schematic diagram of the model (3.7).

Before analysing the dynamical features of the model (3.7), it is instructive to, first of all,

consider a special case of the model in the absence of the cell-mediated and humoral immune

responses. The objective is to determine whether such immune responses alter the qualitative

dynamics of the model without such responses. This is done below.
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3.3 Analysis of Model Without Immune Response

Consider the model (3.7) in the absence of immune response (i.e., consider the model (3.7)

with ρ = αA = αC = ξ = 0). The model (3.7), in the absence of immune response, reduces

to the following (reduced model):

dH

dt
= Π − λ1(t)H(t) − λ2(t)H(t) − λ3(t)H(t) − µHH(t),

dI

dt
= λ1(t)H(t) + λ2(t)H(t) + λ3(t)H(t) − γI(t),

dVC
dt

= N1γI(t) + (1 − ω)αLLV (t) − λ1(t)H(t) − µV VC(t),

dV

dt
= N2γI(t) + ωαLLV (t) − λ2(t)H(t) − µV V (t),

dLV
dt

= N3γI(t) − k1LV (t),

(3.8)

where,

λ1(t) = βV VC(t), λ2(t) = θβV V (t), λ3(t) = βCI(t) and k1 = µL + αL.

3.3.1 Basic Properties

To be biologically meaningful, it is important to prove that the solutions of the reduced model

(3.8), with non-negative initial data, will remain non-negative for all time t > 0.

Theorem 3.1. Let the initial data be H(0) ≥ 0, I(0) ≥ 0, VC(0) ≥ 0, V (0) ≥ 0 and

LV (0) ≥ 0. Then, the solutions (H, I, VC , V, LV ) of the reduced model (3.8) are non-negative

for all t > 0.

Proof. Let T = sup{t > 0 : H(t) > 0, I(t) > 0, VC(t) > 0, V (t) > 0, LV (t) > 0}. Thus,

T > 0. The first equation of (3.8) can be re-written as:

dH

dt
+ (λ(t) + µH)H = Π, where λ(t) = λ1(t) + λ2(t) + λ3(t).
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Thus,

d

dt

{

H(t) exp

[
∫ T

0
λ(u)du+ µHT

]}

= Πexp

[
∫ T

0
λ(u)du + µHT

]

,

so that,

H(T ) exp

[
∫ T

0
λ(u)du + µHT

]

−H(0) =

∫ T

0
Πexp

[
∫ x

0
λ(u)du+ µHx

]

.

Hence,

H(T ) = H(0) exp

{

−

[
∫ T

0
λ(u)du+ µHT

]}

+ exp

{

−

[∫ T

0
λ(u)du+ µHT

]}

×

∫ T

0
Πexp

[∫ x

0
λ(u)du + µHx

]

,

> 0.

Similarly, it can be shown that I(t) > 0, VC(t) > 0, V (t) > 0 and LV (t) > 0 for all t > 0.

Hence, all solutions of the reduced model (3.8) remain positive for all non-negative initial

conditions, as required. �

Since all the parameters and state variables of the reduced model (3.8) are non-negative

for all t ≥ 0 (Theorem 3.1), it follows from the first equation of (3.8) that

dH

dt
= Π − λ1(t)H − λ2(t)H − λ3(t)H − µHH ≤ Π − µHH. (3.9)

It follows, by comparison theorem (Theorem 2.6), that

H(t) ≤ H(0)e−µH t +
Π

µH

(

1 − e−µH t
)

.

In particular, H(t) ≤
Π

µH
if H(0) ≤

Π

µH
. Consequently, the following biologically-feasible

region

D =
{

(H, I, VC , V, LV ) ∈ R
5
+ : H ≤ Π/µH , I ≥ 0, VC ≥ 0, V ≥ 0, LV ≥ 0

}

,
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is positively-invariant for the reduced model (3.8). In other words, all solutions of the reduced

model (3.8), with initial conditions in D, will remain in D for all t ≥ 0. It is, therefore,

sufficient to consider the solutions of the model in D. In this region, the usual existence,

uniqueness and continuation results hold for the model (3.8) (see also [43]). This result,

combined with Theorem 3.1, is summarized below.

Lemma 3.1. The region D is positively-invariant for the reduced model (3.8) with initial

conditions in R
5
+.

Furthermore, it is convenient to define the region:

D0 = {(H, I, VC , V, LV ) ∈ D : I = VC = V = LV = 0}.

3.3.2 Existence and Stability of Equilibria

The reduced model (3.8) has a virus-free equilibrium (VFE), obtained by setting the right-

hand sides of the equations in (3.8) to zero, given by:

E0 = (H∗, I∗, V ∗
C , V

∗, L∗
V ) =

(

Π

µH
, 0, 0, 0, 0

)

. (3.10)

The linear stability of E0 can be established using the next generation operator method

on the system (3.8). Using the notations in [88], the matrices F and Q, for the new infection

terms and the remaining transfer terms, are, respectively, given by,

F =









































βCΠ

µH

βV Π

µH

θβV Π

µH
0

0 0 0 0

0 0 0 0

0 0 0 0









































,

and,
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Q =











































γ 0 0 0

−N1γ
βV Π

µH
+ µV 0 −(1 − ω)αL

−N2γ 0
θβVΠ

µH
+ µV −ωαL

−N3γ 0 0 k1











































.

Thus,

R0 = ρ(FQ−1) =
βCΠ

µHγ
+

βV ΠN1

βV Π + µV µH
+

βV ΠθN2

θβV Π + µV µH

+
βV αLΠN3[θβV Π + µV µHθω + µV µH(1 − ω)]

k1(βV Π + µV µH)(θβV Π + µV µH)
,

(3.11)

where ρ is the spectral radius. Hence, using Theorem 2.7, the following result is established.

Lemma 3.2. The VFE, E0, of the reduced model (3.8), given by (3.10), is locally-asymptotically

stable if R0 < 1, and unstable if R0 > 1.

The threshold quantity, R0, is the reproduction number of the reduced model (3.8). It

measures the average number of new infected cells produced by a single HSV-2 particle in

vivo [2, 43, 88]. Lemma 3.2 implies the HSV-2 can be cleared from the body of an infected

host (when R0 < 1) if the initial sizes of the sub-populations of the model (3.8) are in the

basin of attraction of the VFE (E0). To ensure that the viral clearance is independent of the

initial sizes of the sub-populations of the model (when R0 < 1), it is necessary to show that

the VFE is globally-asymptotically stable.

Theorem 3.2. The VFE, E0, of the reduced model (3.8), is GAS in D if R0 ≤ 1.

Proof. Consider the Lyapunov function

F = f1I(t) + f2VC(t) + f3V (t) + f4LV (t),
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where,

f1 = βCk1(βV Π + µV µH)(θβV Π + µV µH) + γk1βV µHN1(θβV Π + µV µH)

+γk1θβV µHN2(βV Π + µV µH) + γβV αLµHN3(βV Π + µV µH)(θβV Π + µV µH),

f2 = k1βV µHγ(θβV Π + µV µH), f3 = k1θβV µHγ(βV Π + µV µH),

f4 = βV αLµHγ[θβV Π + θωµV µH + µV µH(1 − ω)],

with Lyapunov derivative given by (where a dot represents differentiation with respect to t)

Ḟ = f1İ(t) + f2V̇C(t) + f3V̇ (t) + f4L̇V (t),

= f1[βV VC(t)H(t) + θβV V (t)H(t) + βCI(t)H(t) − γI(t)]

+ k1βV µHγ(θβV Π + µV µH)[N1γI(t) − βV VC(t)H(t) − µV VC(t) + (1 − ω)αLLV (t)]

+ k1θβV µHγ(βV Π + µV µH)[N2γI(t) − θβV V (t)H(t) − µV V (t) + ωαLLV (t)]

+ βV αLµHγ[θβV Π + θωµV µH + µV µH(1 − ω)][N3γI(t) − k1LV (t)],

32



= βCk1(βV Π + µV µH)(θβV Π + µV µH)[βV VC(t) + θβV V (t) + βCI(t)]H(t)

+ γk1βV µH(θβVΠ + µV µH)(N1 − 1)βV V H(t)

+ γk1βV µHN1(θβV Π + µV µH)[θβV V (t) + βCI(t)]H(t)

+ γk1θβV µH(βV Π + µV µH)(N2 − 1)θβV VCH(t)

+ γk1θβV µHN2(βV Π + µV µH)[βV VC(t) + βCI(t)]H(t)

+ γβV αLµHN3(βV Π + µV µH)(θβV Π + µV µH)[βV VC(t) + θβV V (t) + βCI(t)]H(t)

− γk1βV µHµV (θβV Π + µV µH)VC(t) − γk1θβV µHµV (βV Π + µV µH)V (t)

− γk1(βV Π + µV µH)(θβV Π + µV µH)βCI(t),

≤ βCk1(βV Π + µV µH)(θβV Π + µV µH)[βV VC(t) + θβV V (t) + βCI(t)]H
∗

+ γk1βV µH(θβVΠ + µV µH)(N1 − 1)βV V (t)H∗

+ γk1βV µHN1(θβV Π + µV µH)[θβV V (t) + βCI(t)]H
∗

+ γk1θβV µH(βV Π + µV µH)(N2 − 1)θβV VC(t)H∗

+ γk1θβV µHN2(βV Π + µV µH)[βV VC(t) + βCI(t)]H
∗

+ γβV αLµHN3(βV Π + µV µH)(θβV Π + µV µH)[βV VC(t) + θβV V (t) + βCI(t)]H
∗

− γk1βV µHµV (θβV Π + µV µH)VC(t) − γk1θβV µHµV (βV Π + µV µH)V (t)

− γk1(βV Π + µV µH)(θβV Π + µV µH)βCI(t),
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which can be simplified to

Ḟ ≤ f1[βV VC(t) + θβV V (t) + βCI(t)]H
∗

− γk1βV µH(θβV Π + µV µH)βV V (t)H∗ − γk1θβV µHµV (βV Π + µV µH)V (t)

− γk1βV µHµV (θβV Π + µV µH)VC(t) − γk1θβV µH(βV Π + µV µH)θβV VC(t)H∗

− γk1(βV Π + µV µH)(θβV Π + µV µH)βCI(t),

= f1[βV VC(t) + θβV V (t) + βCI(t)]H
∗

− γk1(βV Π + µV µH)(θβV Π + µV µH)[βV VC(t) + θβV V (t) + βCI(t)],

= γk1(βV Π + µV µH)(θβV Π + µV µH)[βV VC(t) + θβV V (t)

+ βCI(t)]

[

f1H
∗

γk1(βV Π + µV µH)(θβV Π + µV µH)
− 1

]

,

= γk1(βV Π + µV µH)(θβV Π + µV µH)[βV VC(t) + θβV V (t) + βCI(t)](R0 − 1),

≤ 0 for R0 ≤ 1.

Since all the model parameters and variables are non-negative for all t > 0 (Theorem

3.1), it follows that Ḟ ≤ 0 for R0 ≤ 1 with Ḟ = 0 if and only if VC(t) = V (t) = I(t) = 0.

Thus, it follows, using the LaSalle’s Invariance Principle (Theorem 2.5), that

(I(t), VC(t), V (t)) → (0, 0, 0) as t→ ∞.

Hence, for any ǫ > 0 sufficiently small, there exists a ta > 0 such that if t > ta, then

I(t) < ǫ, VC(t) < ǫ, V (t) < ǫ and LV (t) < ǫ. (3.12)
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Consequently, for t > ta (and noting (3.12)),

dH

dt
= Π − βV VC(t)H(t) − θβV V (t)H(t) − βCI(t)H(t) − µHH(t),

≥ Π − [(βV + θβV + βC)ǫ+ µH ]H(t),

so that, by comparison theorem (Theorem 2.6),

lim inf
t→∞

H(t) ≥
Π

[(βV + θβV + βC)ǫ+ µH ]
. (3.13)

Since ǫ > 0 is arbitrarily small, letting ǫ→ 0 in (3.13) gives

lim inf
t→∞

H(t) ≥
Π

µH
. (3.14)

It should be recalled from Section 3.3.1 that

lim sup
t→∞

H(t) ≤
Π

µH
, (3.15)

so that, by combining (3.14) and (3.15),

lim
t→∞

H(t) =
Π

µH
.

Hence,

lim
t→∞

(H(t), I(t), VC (t), V (t), LV (t)) =

(

Π

µH
, 0, 0, 0, 0

)

= E0.

Thus, every solution to the equations of the reduced model (3.8), with initial conditions in

D, approaches the VFE, E0, as t→ ∞, whenever R0 ≤ 1. �

The biological significance of Theorem 3.2 is that HSV-2 will be cleared from the body

of an infected host if the threshold quantity, R0, can be brought to (and maintained at) a

value less than unity (that is, for the reduced model (3.8),R0 ≤ 1 is necessary and sufficient

for HSV-2 clearance in vivo). Figures 3.2A and B depict the solution profiles of the reduced
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model (3.8) for the case when R0 < 1, showing convergence (of the total healthy epithelial

cells and the infected epithelial cells) to the VFE, E0 (in line with Theorem 3.2).

Let,

E1 = (H∗∗, I∗∗, V ∗∗
C , V ∗∗, L∗∗

V ),

denotes any arbitrary equilibrium of the reduced model (3.8). Furthermore, let

λ∗∗1 = βV V
∗∗
C , λ∗∗2 = θβV V

∗∗ and λ∗∗3 = βCI
∗∗. (3.16)

be the associated forces of infection of the reduced model (3.8) at steady-state. To find

conditions for the existence of virus-present equilibrium (VPE) (that is, equilibria for which

there are HSV-2 particles in the body of the infected host; so that the components I∗∗, V ∗∗
C ,

V ∗∗ and L∗∗
V are non-zero), the equations in (3.8) are solved in terms of the aforementioned

forces of infection at steady-state. Setting the right-hand sides of the reduced model (3.8) to

zero gives

H∗∗ =
Π

λ∗∗1 + λ∗∗2 + λ∗∗3 + µH
, I∗∗ =

Π(λ∗∗1 + λ∗∗2 + λ∗∗3 )

γ(λ∗∗1 + λ∗∗2 + λ∗∗3 + µH)
,

V ∗∗
C =

Π{(λ∗∗1 + λ∗∗2 )[N1k1 + (1 − ω)αLN3] + λ∗∗2 (1 − ω)αLN3 + λ∗∗2 k1(N1 − 1)}

µV k1(λ∗∗1 + λ∗∗2 + λ∗∗3 + µH)
,

V ∗∗ =
Π[(λ∗∗1 + λ∗∗2 )(N1k1 + ωαLN3) + λ∗∗2 ωαLN3 + λ∗∗2 k1(N2 − 1)]

µV k1(λ∗∗1 + λ∗∗2 + λ∗∗3 + µH)
,

L∗∗
V =

Π(λ∗∗1 + λ∗∗2 + λ∗∗3 )N3

k1(λ
∗∗
1 + λ∗∗2 + λ∗∗3 + µH)

.

(3.17)
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Substituting (3.17) into the expressions for λ∗∗1 , λ
∗∗
2 and λ∗∗2 in (3.16) gives,

λ∗∗1 =
βV Π{(λ∗∗1 + λ∗∗2 )[N1k1 + (1 − ω)αLN3] + λ∗∗2 (1 − ω)αLN3 + λ∗∗2 k1(N1 − 1)}

µV k1(λ
∗∗
1 + λ∗∗2 + λ∗∗3 + µH)

,

λ∗∗2 =
θβV Π[(λ∗∗1 + λ∗∗2 )(N1k1 + ωαLN3) + λ∗∗2 ωαLN3 + λ∗∗2 k1(N2 − 1)]

µV k1(λ
∗∗
1 + λ∗∗2 + λ∗∗3 + µH)

,

λ∗∗3 =
βCΠ(λ∗∗1 + λ∗∗2 + λ∗∗3 )

γ(λ∗∗1 + λ∗∗2 + λ∗∗3 + µH)
.

(3.18)

Further simplification of the equations in (3.18) shows that the non-zero (virus-present) equi-

libria of the reduced model (3.8) satisfy:

f(λ∗∗1 ) = a0(λ
∗∗
1 )3 + a1(λ

∗∗
1 )2 + a2λ

∗∗
1 + a3 = 0, (3.19)

where,

a0 = µ2
V k

4
1βV γ(1 − θ),

a1 = k4
1µV (1 − θ)(βV Π + µHµV )(βCµV + γβV ) + k4

1µV γθβ
2
V (ΠβV + µHµV )N2

+ k4
1γβ

2
V µVN1[θβV Π + µV µH − (1 − θ)(βV Π − µV µH)] + k3

1µV γβ
2
V αLN3[βV θΠ

+ µV µH(1 − ω) + θωµHµV − (1 − θ)(1 − ω)(βV Π − µV µH)],

a2 = k2
1βV [k1N1 + (1 − ω)αLN3]{βCk1µV (βV Π + µV µH)(2βV θΠ − βV Π + µV µH)

− γβV k1θ(βV Π − µV µH)(βV Π + µV µH)N2 − γβV k1(βV Π − µV µH)(θβV Π + µV µH)N1

− k1µV µHβ
2
V γΠ(1 − θ)N1 − γβV (βV Π − µV µH)αL[βV θΠ + µV µHθω + µV µH(1 − ω)]N3

− µV µHβ
2
V γΠαL(1 − θ)(1 − ω)N3 + γβV k1(βV Π + µV µH)[βV θΠ + µV µH(2 − θ)]},

a3 = β2
V k

2
1µHγ[k1N1 + (1 − ω)αLN3]

2(βV Π + µV µH)(θβV Π + µV µH)(1 −R0).

(3.20)
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It can be seen from the expressions in (3.20) that a0 > 0 (since all the model parameters

are non-negative, and 0 < θ < 1). Furthermore, a3 < 0 whenever R0 > 1. Thus, the number

of possible positive real roots the polynomial (3.19) can have depends on the signs of the

coefficients a1 and a2. This can be analysed using the Descartes Rule of Signs on the cubic

f(x) = a0x
3 + a1x

2 + a2x + a3, given in (3.19) (with x = λ∗∗1 ). The various possibilities for

the roots of f(x) are tabulated in Table 3.2.

Table 3.2: Number of possible positive real roots of f(x) for R0 > 1.

Cases a0 a1 a2 a3 Number of Number of possible positive

sign changes real roots (endemic equilibrium)

1 + + + - 1 1

2 + + - - 1 1

3 + - + - 3 1,3

4 + - - - 1 1

The result below follows from the various possibilities enumerated in Table 3.2:

Theorem 3.3. The reduced model (3.8) has at least one VPE, of the form E1, whenever

R0 > 1.

In summary, it is shown that the reduced model (3.8) has a globally-asymptotically stable

virus-free equilibrium (E0) whenever R0 < 1. It has a unique virus-present equilibrium (E1)

whenever R0 > 1. The full model (3.7) will now be rigorously analysed.

3.4 Analysis of Model with Immune Response

3.4.1 Basic Properties

The approach in Section 3.3.1 can be used to prove the following result.
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Theorem 3.4. Let the initial data be H(0) ≥ 0, I(0) ≥ 0, A(0) ≥ 0, C(0) ≥ 0, VC(0) ≥ 0,

V (0) ≥ 0 and LV (0) ≥ 0. Then, the solutions (H, I,A,C, VC , V, LV ) of the model (3.7) are

non-negative for all t > 0.

As in the case of the reduced model (3.8), all the parameters and state variables of the

model (3.7) are non-negative for all t ≥ 0. Using the approach in Section 3.3.1, it can be

shown that the region

D1 =
{

(H, I,A,C, VC , V, LV ) ∈ R
7
+ : H ≤ Π/µH , I ≥ 0, A ≥ 0, C ≥ 0, VC ≥ 0, V ≥ 0, LV ≥ 0

}

,

is positively-invariant for the model (3.7).

3.4.2 Existence and Stability of Equilibria

The VFE of the model (3.7) is given by

E01 = (H∗, I∗, A∗, C∗, V ∗
C , V

∗, L∗
V ) =

(

Π

µH
, 0, 0, 0, 0, 0, 0

)

. (3.21)

The next generation matrices associated with the model (3.7) (denoted by F1 and Q1) are

given, respectively, by:

F1 =



































βCΠ

µH
0 0

βV Π

µH

θβV Π

µH
0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0



































,

and,
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Q1 =



































γ 0 0 0 0 0

−αA µA 0 0 0 0

−αC 0 µC 0 0 0

−N1γ
βV Π

µH
+ µV 0 −(1 − ω)αL

−N2γ 0 0 0
θβVΠ

µH
+ µV −ωαL

−N3γ 0 0 0 0 k1



































,

so that,

R01 = ρ(F1Q
−1
1 ) = R0. (3.22)

Hence, the result below follows from Theorem 2.7.

Lemma 3.3. The VFE, E01, of the model (3.7), given by (3.21), is LAS if R01 < 1, and

unstable if R01 > 1.

Theorem 3.5. The VFE, E01, of the model (3.7), is GAS in D1 if R01 < 1.

Proof. Consider the model (3.7) with R01 < 1. The proof is based on using a comparison

theorem (Theorem 2.6) [56, 79]. It is worth noting, first of all, that the equations for the

infected components of the model (3.7) can be written in matrix-vector form as:

d

dt

































I(t)

A(t)

C(t)

VC(t)

V (t)

LV (t)

































= (F1 −Q1)

































I(t)

A(t)

C(t)

VC(t)

V (t)

LV (t)

































− P

































I(t)

A(t)

C(t)

VC(t)

V (t)

LV (t)

































, (3.23)

where,

P = [H∗ −H(t)]F1 + F2,
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with,

F2 =

































0 0 ρǫCC 0 0 0

0 0 0 ξǫHA ξǫHA 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

































.

It should be noted that F1 and F2 are non-negative matrices. Furthermore, since H(t) ≤

H∗ in D1, it follows that the matrix P is non-negative. Thus, it follows from (3.23) that

d

dt

































I(t)

A(t)

C(t)

VC(t)

V (t)

LV (t)

































≤ (F1 −Q1)

































I(t)

A(t)

C(t)

VC(t)

V (t)

LV (t)

































. (3.24)

Using the fact that the eigenvalues of the matrix F1 − Q1 all have negative real parts (see

the local stability result in Section 3.4.2, where ρ(F1Q
−1
1 ) < 1 if R01 < 1, which is equivalent

to F1 − Q1 having eigenvalues with negative real parts when R01 < 1 [88]), it follows that

the linearized differential inequality system (3.24) is stable whenever R01 < 1. It follows, by

comparison theorem (Theorem 2.6), that

lim
t→∞

(I(t), A(t), C(t), VC (t), V (t), LV (t)) → (0, 0, 0, 0, 0, 0).

Thus, for any ǫ > 0 sufficiently small, there exists a te > 0 such that if t > te, then

I(t) < ǫ, A(t) < ǫ, C(t) < ǫ, VC(t) < ǫ, V (t) < ǫ and LV (t) < ǫ. (3.25)
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Consequently, for t > te (and noting (3.25)),

dH

dt
= Π − βV VC(t)H(t) − θβV V (t)H(t) − βCI(t)H(t) − µHH(t),

≥ Π − [(βV + θβV + βC)ǫ+ µH ]H(t),

so that, by comparison theorem (Theorem 2.6),

lim inf
t→∞

H(t) ≥
Π

[(βV + θβV + βC)ǫ+ µH ]
. (3.26)

Since ǫ > 0 is arbitrarily small, letting ǫ→ 0 in (3.26) gives

lim inf
t→∞

H(t) ≥
Π

µH
, (3.27)

and it should be recalled from Section 3.4.1 that

lim sup
t→∞

H(t) ≤
Π

µH
. (3.28)

Combining (3.27) and (3.28) gives

lim
t→∞

H(t) =
Π

µH
.

Hence,

lim
t→∞

(H(t), I(t), A(t), C(t), VC (t), V (t), LV (t)) =

(

Π

µH
, 0, 0, 0, 0, 0, 0

)

= E01.

Thus, every solution to the equations of the model (3.7), with initial conditions in D1, ap-

proaches the VFE, E01, as t→ ∞, whenever R01 < 1. �

The biological implication of Theorem 3.5 is that HSV-2 will be cleared from the body of an

infected host whenever R01 < 1.
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Let,

E2 = (H∗∗∗, I∗∗∗, A∗∗∗, C∗∗∗, V ∗∗∗
C , V ∗∗∗, L∗∗∗

V ),

denotes any arbitrary equilibrium of the model (3.7). Furthermore, let

λ∗∗∗1 = βV V
∗∗∗
C , λ∗∗∗2 = θβV V

∗∗∗, λ∗∗∗3 = βCI
∗∗∗,

λ∗∗∗4 = ρǫCC
∗∗∗ and λ∗∗∗5 = ξǫHA

∗∗∗,

(3.29)

be the associated forces of infection of the model (3.7) at steady-state. Setting the right-hand

sides of the model (3.7) to zero gives

H∗∗∗ =
Π

λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH
,

I∗∗∗ =
Π(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )

(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
,

A∗∗∗ =
ΠαA(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )

µA(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
,

C∗∗∗ =
ΠαC(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )

µC(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
,

V ∗∗∗
C =

Π{γ(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )[N1k1 + (1 − ω)αLN3] − λ∗∗∗1 k1(γ + λ∗∗∗4 )}

k1(µV + λ∗∗∗5 )(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
,

V ∗∗∗ =
Π[γ(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )(N1k1 + ωαLN3) − λ∗∗∗2 k1(γ + λ∗∗∗4 )]

k1(µV + λ∗∗∗5 )(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
,

L∗∗∗
V =

Πγ(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )N3

k1(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
.

(3.30)
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Substituting (3.30) into the expression for λ∗∗∗1 , λ∗∗∗2 , λ∗∗∗3 , λ∗∗∗4 and λ∗∗∗5 in (3.29), gives,

λ∗∗∗1 =
βV Π{γ(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )[N1k1 + (1 − ω)αLN3] − λ∗∗∗1 k1(γ + λ∗∗∗4 )}

k1(µV + λ∗∗∗5 )(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
,

λ∗∗∗2 =
θβVΠ[γ(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )(N1k1 + ωαLN3) − λ∗∗∗2 k1(γ + λ∗∗∗4 )]

k1(µV + λ∗∗∗5 )(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
,

λ∗∗∗3 =
βCΠ(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )

(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
,

λ∗∗∗4 =
ρǫCΠαC(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )

µC(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
,

λ∗∗∗5 =
ξǫHΠαA(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 )

µA(γ + λ∗∗∗4 )(λ∗∗∗1 + λ∗∗∗2 + λ∗∗∗3 + µH)
,

(3.31)

so that (following further simplifications) the non-zero equilibria of the model (3.7) satisfy:

g(λ∗∗∗4 ) = b0(λ
∗∗∗
4 )6 + b1(λ

∗∗∗
4 )5 + b2(λ

∗∗∗
4 )4 + b3(λ

∗∗∗
4 )3 + b4(λ

∗∗∗
4 )2 + b5λ

∗∗∗
4 + b6 = 0, (3.32)

where,

b0 = β2
V µ

2
Aµ

3
Cθk1βC ,

b1 = k1µAµ
2
CβV (3µAγθβCβV µC + µAθµHρǫCαCβV − µCξǫHαAµHβC

− µCξǫHαAµHθβC),

(3.33)
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b2 = −γβ2
V µ

2
AN1k1µHρǫCαCθµ

2
C − β2

V µ
2
Aµ

2
CγθN2k1µHρǫCαC

− µ2
C(β2

V µ
2
AγθωαLµHρǫCαC + γβ2

V µ
2
A(1 − ω)αLµHρǫCαCθ)N3

+ µ2
C(−2µCγβV µAk1ξǫHαAµH − βV µ

2
Ak1µV µHρǫCαC

− µV µ
2
AµHρǫCαCθβV k1 + µCξ

2ǫ2Hα
2
Aµ

2
Hk1 + 3µCγ

2β2
V µ

2
Aθk1

− 3β2
V Πµ2

AρǫCαCθk1 − 2µCξǫHαAµHγθβV µAk1)βC

+ µ2
C(−βV µAk1ξǫHαAµ

2
HρǫCαC + 3γβ2

V µ
2
Aθk1µHρǫCαC

− ξǫHαAµ
2
HθβV µAk1ρǫCαC),

b3 = µC [−µV µ
2
Aµ

2
Hρ

2ǫ2Cα
2
Cθ βV k1 − 2β2

V Πµ2
Aρ

2ǫ2Cα
2
Cθ k1µH

+ 2µCβC(ΠµAρǫC αCk1ξǫHαAµHβV + ξǫHαAµ
2
Hk1µV µAρǫCαC

+ ξǫHαAµHθβV µAk1ΠρǫCαC) − µ2
Cγ

2βV µAk1ξǫHαAµHβC

− µ2
CξǫHαAµHγ

2θ βV µAk1βC − 2µCγ
2β2
V µ

2
A(1 − ω)αLN3µHρǫCαCθ

− 2µCγ
2β2
V µ

2
AθωαLN3µHρǫCαC + µCγβV µAN1k1µ

2
HρǫCαCξǫHαA

− 6µCγβ
2
V µ

2
Aθ k1βCΠρǫCαC − 2µCγ

2β2
V µ

2
AθN2k1µHρǫCαC

− 2µCµV µ
2
AµHρǫCαCγθβV k1βC + µCξǫHαAµ

2
HγθβV µAN2k1ρǫCαC

+ µCξǫHαAµ
2
HγθβV µAωαLN3ρǫCαC − 2µCξǫHαAµ

2
HγθβV µAk1ρǫCαC

+ µCγβV µA(1 − ω)αLN3µ
2
HρǫCαCξǫHαA − 2µCγ βV µ

2
Ak1µV µHρǫCαCβC

+ 3µCγ
2β2
V µ

2
Aθ k1µHρǫCαC − 2µCγβV µAk1ξǫHαAµ

2
HρǫCαC

− 2µCγ
2β2
V µ

2
AN1k1µHρǫCαCθ − βV µ

2
Ak1µV µ

2
Hρ

2ǫ2Cα
2
C

+ µCξ
2ǫ2Hα

2
Aµ

3
Hk1ρǫCαC + µ2

Cγ
3β2
V µ

2
Aθ k1βC + µ2

CβCγ k1µ
2
Hα

2
Aξ

2ǫ2H ],
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b4 = −ρǫCµCαC(−2αCρǫCγ βV
2µA

2θΠ k1µH − αCρǫCγ βV µA
2k1µV µH

2

+ µCγ
3βV

2µA
2θ k1µH − µCγ

2βV µAk1ξǫHαAµH
2)N1

− ρǫCµCαC(−µCξǫHαAµH
2γ2θ βV µAk1 + µCγ

3βV
2µA

2θ k1µH

− 2αCρǫCγβ
2
V µ

2
AθΠ k1µH − αCρǫCµV µ

2
Aµ

2
Hγ θ βV k1)N2

− ρǫCµCαC(−αCρǫCµV µ
2
Aµ

2
HγθβV ωαL − 2αCρǫCγβ

2
V µ

2
A(1 − ω)αLµHθΠ

− µCγ
2βV µA(1 − ω)αLµ

2
HξǫHαA − αCρǫCγ βV µA

2(1 − ω)αLµ
2
HµV

− µCξǫHαAµ
2
Hγ

2θβV µAω αL + µCγ
3β2
V µ

2
AθωαLµH − 2αCρǫCβ

2
V Πµ2

Aγ θ ω αLµH

+ µCγ
3β2
V µ

2
A(1 − ω)αLµHθ)N3 − ρǫCµCαC(−αCρǫCµ

2
V µ

2
Aµ

2
Hk1

+ µCξ
2ǫ2Hα

2
Aµ

2
Hk1Π − 2µCξǫHαAµH

2k1µV µAγ + µCγ
2βV µ

2
Ak1µV µH

− 2µCγ βV µAk1ξǫHαAµHΠ + µCµV µ
2
AµHγ

2θ βV k1 + 3µCγ
2β2
V µ

2
Aθ k1Π

− 2µCξǫHαAµHγ θ βV µAk1Π − 2αCρǫCµV µ
2
AµHθ βV k1Π

− 3αCρǫCβ
2
V Π2µ2

Aθ k1 − 2αCρǫCβV Πµ2
Ak1µV µH)βC

− ρǫCµCαC(−µCγ
3β2
V µ

2
Aθ k1µH − µCξ

2ǫ2Hα
2
Aµ

3
Hk1γ

+ µCγ
2βV µAk1ξǫHαAµ

2
H + µCξǫHαAµ

2
Hγ

2θ βV µAk1

− 2αCρǫCξǫHαAµ
3
Hk1µV µA + 2αCρǫCµV µ

2
Aµ

2
Hγ θ βV k1

− αCρǫCβV ΠµAk1ξǫHαAµ
2
H + 2αCρǫCγ βV µ

2
Ak1µV µ

2
H

+ 4αCρǫCγ β
2
V µ

2
AθΠ k1µH − αCρǫCξǫHαAµH

2θ βV ΠµAk1),
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b5 = ρ2ǫ2CµAα
2
C(2µAγ

2β2
V µCθΠ k1µH − βV Π k1ξǫHαAµCµ

2
Hγ

+ µAγ
2βV µCk1µV µ

2
H)N1 + ρ2ǫ2CµAα

2
C(2µAγ

2β2
V µCθΠ k1µH

− µCξǫHαAµ
2
Hθ βV Π k1γ + µAµV µ

2
Hγ

2θ βV k1µC)N2

+ ρ2ǫ2CµAαC
2(µAµV µ

2
Hγ

2θ βV ω αLµC + µAγ
2βV (1 − ω)αLµ

2
HµV µC

+ 2µAγ
2β2
V µCθωαLµHΠ − µCξǫHαAµ

2
Hγ θ βV ωαLΠ − γβV (1 − ω)αLµ

2
HξǫHαAµCΠ

+ 2µAγ
2β2
V (1 − ω)αLµHθ µCΠ)N3 + ρ2ǫ2CµAα

2
C(−2µCξǫHαAµ

2
Hk1µV Π

− βV Π2k1ξǫHαAµCµH + 2µAµV µHγ θ βV k1µCΠ − µCξǫHαAµHθ βV Π2k1

+ 2µAγ βV µCk1µV µHΠ + µAµ
2
V µ

2
Hk1γ µC + 3µAγβ

2
V µCθΠ

2k1)βC

+ ρ2ǫ2CµAα
2
C(µAαCρǫCµ

2
V µ

3
Hk1 + µAαCρǫCµV µ

2
Hθ βV Π k1

+ 2µCξǫHαAµ
3
Hk1µV γ − µAγ

2βV µCk1µV µ
2
H + µAαCρǫCβ

2
V Π2θ k1µH

+ βV Π k1ξǫHαAµCµH
2γ + µAαCρǫCβV Π k1µV µ

2
H − µAµV µ

2
Hγ

2θ βV k1µC

+ µCξǫHαAµ
2
Hθ βV Π k1γ − 2µAγ

2β2
V µCθΠ k1µH),

b6 = ρ3ǫ2Cµ
2
Aα

3
Cγk1µH(µHµV + βV Π)(θβV Π + µHµV )(1 −R01).

It follows from the expressions for bi (i = 0, · · · , 6) in (3.33) that b0 > 0 (since all the model

parameters are non-negative). Furthermore, the coefficient b6 < 0 whenever R01 > 1. Thus,

the number of possible positive real roots the polynomial (3.32) can have depends on the

signs of b1, b2, b3, b4 and b5. This can be analysed using the Descartes Rule of Signs on the

sixth degree polynomial g(x) = b0x
6 + b1x

5 + b2x
4 + b3x

3 + b4x
2 + b5x + b6, given in (3.32)

(with x = λ∗∗∗4 ). A table similar to Table 3.2 can be constructed, from which the following

result can be established.

Theorem 3.6. The model (3.7) has at least one VPE, of the form E2, whenever R01 > 1.

In summary, the full model (3.7) has the following qualitative features:

(i) It has a GAS VFE, given by E01, whenever R01 < 1;

(ii) It has at least one VPE, of the form E2, whenever R01 > 1.
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The analyses in Sections 3.3 and 3.4 show that the two models, (3.7) and (3.8), exhibit the

same qualitative dynamics (each model has a GAS VFE whenever the associated reproduction

number is less than unity; each model has at least one VPE when the associated reproduction

number exceeds unity). In other words, adding immune responses to the reduced model (3.8)

does not alter its qualitative asymptotic dynamics (with respect to the clearance or persistence

of the virus in vivo).

3.4.3 Sensitivity Analysis

A sensitivity analysis is carried out on some of the key parameters of the model (3.7) (namely,

θ, ω and αL) to measure their impact on HSV-2 dynamics in vivo. This entails computing

the partial derivatives of R01 with respect to these parameters. It follows from the expression

for R01, given in Section 3.4.2, that

∂R01

∂θ
=
βV ΠµHµV (N2k1 + ωαLN3)

k1(θΠβV + µV µH)2
> 0,

∂R01

∂ω
= −

βV ΠµHαLN3µV (1 − θ)

k1(θΠβV + µV µH)(ΠβV + µV µH)
< 0,

∂R01

∂αL
=
βV ΠµLN3[θΠβV + µV µH(1 − ω) + θωµHµV ]

k2
1(θΠβV + µV µH)(ΠβV + µV µH)

> 0.

(3.34)

The expressions in (3.34) show that decreasing the ability of the virus without gC to bind to

the host cell (i.e., decreasing θ) and decreasing the re-activation rate for latent viruses (i.e.,

decreasing αL) will help reduce the burden of HSV-2 in vivo (since they result in a decrease

in the reproduction number R01; and a decrease in reproduction number is known to be

positively-correlated with a decrease in HSV-2 burden in vivo). Furthermore, it follows from

(3.34) that increasing the fraction of re-activated latent viruses without gC (i.e., increasing

ω) will also reduce the burden of HSV-2 in vivo. Overall, the above analyses show that a

future HSV-2 vaccine will be effective in reducing HSV-2 burden in vivo if it:

(i) reduces the ability of HSV-2 without gC to the bind to host cell (i.e., reduce θ);
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(ii) reduces the re-activation rate for HSV-2 (i.e., reduce αL);

(iii) increases the fraction of re-activated latent HSV-2 without gC (i.e., increase ω).

3.5 Numerical Simulations and Discussions

The model (3.7) with immune response is simulated, using the parameter values given in

Table 3.1 (unless otherwise stated), to assess the impact of immune response on HSV-2

dynamics in vivo. It should be mentioned that since the model presented in this chapter

is completely new (no similar in-host model for HSV-2 dynamics has (yet) been published

in the literature to the author’s knowledge), appropriate data for estimating the associated

parameters are not available at the present time. Thus, the parameter values chosen for the

numerical simulations below may not all be realistic biologically (although such uncertainties

in parameter values are partially addressed below by considering different effectiveness levels

of the immune responses in the simulations, it is prudent to emphasize that the simulation

results obtained should be interpreted bearing these uncertainties in mind).

3.5.1 Humoral Immune Response Only Strategy

The model (3.7) is considered in the presence of humoral immune response only (i.e., in

the absence of cell-mediated immune response, so that ρ = ǫC = C = 0). For simulation

purposes, the following levels of effectiveness are considered (arbitrarily):

(i) low effectiveness level of the humoral immune response only strategy (ξ = 0.05, ǫH = 0.1);

(ii) moderate effectiveness level of the humoral immune response only strategy (ξ = 0.5, ǫH =

0.2);

(iii) high effectiveness level of the humoral immune response only strategy (ξ = 5, ǫH = 0.3).

In other words, the effectiveness level is increased (from low to high) based on concomitant

increase in the associated rate of humoral immune response (ξ) and efficacy (ǫH). For this

scenario, the simulation results obtained show a decrease in the total number of infected
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cells with increasing effectiveness level of the humoral immune response (Figure 3.3). These

simulations show that the low and moderate effectiveness levels of the humoral immune

response offer very little, or no, impact in curtailing HSV-2 burden in vivo (in fact, the low

effective humoral immune response coincides with the worst-case scenario, where no anti-

HSV-2 immune response in mounted). However, the high effectiveness level of the humoral

immune response strategy results in a significant reduction of HSV-2 burden in vivo.

3.5.2 Cell-mediated Immune Response Only Strategy

In this scenario, only cell-mediated immune response is allowed (so that, ξ = ǫH = A = 0).

Here, too, the following effectiveness levels are considered:

(i) low effectiveness level of the cell-mediated immune response only strategy (ρ = 0.05, ǫC =

0.1);

(ii) moderate effectiveness level of the cell-mediated immune response only strategy (ρ =

0.5, ǫC = 0.3);

(iii) high effectiveness level of the cell-mediated immune response only strategy (ρ = 5, ǫC =

0.6).

Here, too, the effectiveness level is increased (from low to high) based on concomitant

increase in the associated rate of cell-mediated immune response (ρ) and efficacy (ǫC). Figure

3.4 shows that, while the low effectiveness level of the cell-mediated immune response offers

marginal reductions in the number of infected cells, the moderate and high effectiveness levels

result in a dramatic reduction of HSV-2 burden in vivo. Furthermore, it is clear from Figures

3.3 and 3.4 that each of the three effectiveness levels of the cell-mediated immune response

strategy is more competitive than its corresponding effectiveness level for the humoral immune

response strategy. In other words, these simulations suggest that the cell-mediated immune

response is more effective than the humoral immune response in reducing HSV-2 burden in

vivo.
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3.5.3 Combined Immune Response Strategy

In this section, a combined immune response strategy (where both the humoral and cell-

mediated immune responses are mounted) is considered. The following levels of effectiveness

are considered for this (combined immune response) strategy:

(i) low effectiveness level of the combined immune response strategy (ξ = ρ = 0.05, ǫH =

ǫC = 0.1);

(ii) moderate effectiveness level of the combined immune response strategy (ξ = ρ = 0.5, ǫH =

0.2, ǫ = 0.3);

(iii) high effectiveness level of the combined immune response strategy (ξ = ρ = 5, ǫH =

0.3, ǫC = 0.6).

Figure 3.5 shows that, while the low and moderate effectiveness levels of the combined

immune response strategy essentially coincide with their corresponding levels under the cell-

mediated immune response strategy (depicted in Figure 3.4), the high effectiveness level of the

combined immune response strategy gives the most reduction in the number of infected cells

(in comparison to all other effectiveness levels). Thus, these simulations show the following:

(a) The humoral immune response offers marginal or no impact in reducing HSV-2 burden

in vivo (except if its effectiveness level is high);

(b) The cell-mediated immune response is always more competitive than the humoral im-

mune response strategy in reducing HSV-2 burden in vivo;

(c) The high effectiveness level of the combined immune response strategy offers the greatest

reduction of HSV-2 burden in vivo.

3.6 Summary

In this chapter, a deterministic model for the dynamics of HSV-2 in vivo is designed and

rigorously analysed. The main findings of this chapter are itemized below:
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(i) The reduced model (3.8), without immune response, has a GAS VFE whenever R0 < 1

(Theorem 3.2);

(ii) The reduced model (3.8) has at least one VPE, of the form E1, whenever R0 > 1

(Theorem 3.3);

(iii) The extended model with immune response (3.7) has a GAS VFE whenever R01 < 1

(Theorem 3.5);

(iv) The extended model with immune response (3.7) has at least one VPE, of the form E2,

whenever R01 > 1 (Theorem 3.6);

(v) A future HSV-2 vaccine will be effective in reducing HSV-2 burden in vivo if it reduces

the ability of the virus without glycoprotein C (gC) to bind to the host cell, or if

it reduces the re-activation rate of latent HSV-2. Additionally, the vaccine will be

effective if it results in an increase in the fraction of re-activated latent viruses without

gC.

The mathematical analyses carried out in this chapter showed that the two models, with

and without immune responses, have the same qualitative features (pertaining to the clear-

ance or persistence of HSV-2 in vivo). Furthermore, numerical simulations of the model (3.7)

show that:

(a) The humoral immune response offers marginal or no impact in reducing HSV-2 burden

in vivo (except if its effectiveness level is high);

(b) The cell-mediated immune response is more competitive than the humoral immune

response strategy in reducing HSV-2 burden in vivo;

(c) The high effectiveness level of the combined immune response strategy offers the great-

est reduction of HSV-2 burden in vivo.

In summary, the main public health finding of this chapter is that, based on the parameter

values used in the numerical simulations, a future HSV-2 vaccine that boosts cell-mediated

immune response will be effective in reducing HSV-2 disease burden in vivo.
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Figure 3.2: Simulations of the reduced model (3.8) using parameter values given in
Table 3.1, with Π = 10 and N1 = N2 = N3 = 1 (so that, R0 = 0.88 < 1)
and various initial conditions. (A) Total density of healthy epithelial cells.
(B) Total density of infected cells.
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Figure 3.3: Simulations of the extended model (3.7) in the absence of cell-mediated
immune response (ρ = 0) with different rates (ξ = 0.05, 0.5, 5) and effi-
cacy (ǫH = 0.1, 0.2, 0.3) of humoral immune response. Plot depicts the
total density of the infected epithelial cells as a function of time. Other
parameter values used are as given in Table 3.1.
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Figure 3.4: Simulations of the extended model (3.7) in the absence of humoral im-
mune response (ξ = 0) with different rates (ρ = 0.05, 0.5, 5) and efficacy
(ǫC = 0.1, 0.3, 0.6) of cell-mediated immune response. The plot depicts the
total density of the infected epithelial cells as a function of time. Other
parameter values used are as given in Table 3.1.
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Figure 3.5: Simulations of the extended model (3.7) with combined cell-mediated and
humoral immune responses (ρ = ξ = 0.05, 0.5, 5) and efficacies (ǫH =
0.1, 0.2, 0.3 and ǫC = 0.1, 0.3, 0.6). The picture depicts the total density of
the infected epithelial cells as a function of time. Other parameter values
used are as given in Table 3.1.
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Chapter 4

Single Group Model with

Vaccination

4.1 Introduction

As stated in Chapter 1, a number of candidate anti-HSV-2 vaccines are undergoing various

stages of clinical trials [5, 10, 50, 57, 74, 80, 82, 87], with promising prospects. For instance,

some phase 1 and 2 clinical trials showed that humans mount antibody- and T cell-specific

responses when they are immunized with HSV-2 gB2 and gD2 [57, 74]. Furthermore, a DNA

vaccine that encodes gD2, which is intended to elicit HSV-cellular and humoral immune re-

sponses, is in phase 2 trials [50, 74, 80]. Although the concerted global effort to design an

effective HSV-2 vaccine is, indeed, promising, it is plausible to expect that any such vac-

cine will be imperfect (that is, it may not offer full and lasting protection in all vaccinated

individuals). The purpose of this chapter is to theoretically assess the potential impact of

an imperfect HSV-2 vaccine in a population. The vaccine will be assumed to have some

therapeutic benefits (such as, blocking transmission with some efficacy, reducing the trans-

missibility of break-through infection, slowing onset of symptoms and reducing mortality rate

in vaccinated infected individuals).

A few mathematical models, notably by Blower and co-workers (see, for instance, [9,
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10, 38, 74]), have been designed and used to gain insight into the transmission dynamics

of HSV-2 in a population. Many of these models take the form of deterministic systems

of continuous-time differential equations. El-Gohary et al. [29] used a stochastic model for

the study of optimal stabilization of the steady-states of the genital herpes epidemic. This

chapter complements many of the earlier published modelling studies by providing rigorous

qualitative analysis of a new realistic mathematical model for HSV-2 transmission dynamics

in a homogeneously-mixed heterosexual population. A notable feature of the model is that

it allows for disease transmission by asymptomatically-infected individuals (i.e., infected in-

dividuals who do not display clinical symptoms of the disease) in addition to including an

imperfect HSV-2 vaccine.

4.2 Model Formulation

Before designing the vaccination model, a basic HSV-2 transmission model (without a vaccine)

will be formulated (and analysed) first of all. The basic model is designed by sub-dividing

the total, homogeneously-mixed, heterosexual, sexually-active population at time t, denoted

by N(t), into mutually-exclusive compartments for individuals that are susceptible (S(t)),

exposed to HSV-2 but show no clinical symptoms of the disease (E(t)), infectious (virus-

shedding) with clinical symptoms of HSV-2 (Hu(t)) and infectious but their infection is

quiescent (Qu(t)), so that

N(t) = S(t) +E(t) +Hu(t) +Qu(t).

The susceptible population is increased by the recruitment of new sexually-active individ-

uals (assumed susceptible) into the population (at a rate Π). This population is diminished

by natural death (at a rate µ) and the acquisition of infection, following effective contact

with infectious individuals (in the Hu and Qu classes), at a rate λ, where,
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λ =
β(Hu + θQu)

N
,

is the force of infection and β is the effective contact rate. Furthermore, the modification

parameter 0 ≤ θ < 1 accounts for the assumed reduction of infectivity of infectious individuals

in the quiescent class (Qu) in comparison to those in the Hu class (that is, it is assumed that

infectious individuals in the quiescent state are less infectious than non-quiescent infectious

individuals (in the Hu class), because of their assumed reduced viral load). It is worth

emphasizing that the model to be designed is robust enough to allow for disease transmission

by individuals in the quiescent state (at the reduced rate θβ; such transmission can be relaxed

by setting θ = 0). Putting the above assumptions and definitions together gives the following

equation for the rate of change of the susceptible population:

dS

dt
= Π − λS − µS.

The population of exposed humans (that is, newly-infected individuals who have not

yet displayed clinical symptoms of the disease) is generated by the infection of susceptible

individuals (at the rate λ). It is reduced by the development of clinical symptoms by exposed

individuals (at a rate σ) and natural death (at the rate µ). Thus,

dE

dt
= λS − σE − µE.

The population of infectious non-quiescent individuals (Hu) is increased by the development

of symptoms of exposed individuals (at the rate σ) and by the re-activation of symptoms by

individuals in the quiescent state (at a rate ru). Furthermore, this population is diminished

by the acquisition of quiescence status (at a rate qu), natural death (at the rate µ) and

disease-induced death (at a rate δu). Thus,
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dHu

dt
= σE + ruQu − quHu − µHu − δuHu.

Similarly, the rate of change of the population of individuals in the quiescent class (Qu)

is increased by the acquisition of quiescence of individuals in the Hu class (at the rate qu)

and decreases by re-activation of symptoms (at the rate ru), natural death (at the rate µ)

and disease-induced death (at a rate δqu, where δqu < δu). This gives

dQu
dt

= quHu − ruQu − µQu − δquQu.

Thus, the basic model for the transmission dynamics of HSV-2 in a population is given by

the following system of non-linear differential equations [71]:

dS

dt
= Π − λS − µS,

dE

dt
= λS − σE − µE,

dHu

dt
= σE + ruQu − quHu − µHu − δuHu,

dQu
dt

= quHu − ruQu − µQu − δquQu.

(4.1)

The basic model (4.1) is an extension of the basic (treatment-free) model in [9, 10, 38] and

the vaccination-free model in [74], by:

(i) incorporating a compartment for exposed individuals (E);

(ii) adding disease-induced death for infectious individuals (δu for individuals in Hu class;

and δqu for those in Qu class); and

(iii) assuming that quiescent infectious individuals can transmit infection (albeit at a lower

rate, βθ, with 0 < θ < 1, in comparison to the non-quiescent infectious individuals).

In addition to the aforementioned extensions, this study contributes to the literature by

carrying out a detailed rigorous analysis of the basic model and the extended vaccination

model (no such analysis is given in [9, 10, 38, 74]).
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4.2.1 Basic Properties

Lemma 4.1. Let the initial data S(0) ≥ 0, E(0) ≥ 0, Hu(0) ≥ 0 and Qu(0) ≥ 0. Then, the

solutions (S,E,Hu, Qu) of the model (4.1) are non-negative for all t > 0. Furthermore,

lim sup
t→∞

N(t) ≤
Π

µ
.

Proof. Let T = sup{t > 0 : S,E,Hu, Qu > 0}. Thus, T > 0. It follows from the first

equation of the differential equation system (4.1) that

d

dt

{

S(t) exp

[
∫ t

0
λ(u)du+ µt

]}

= Πexp

[
∫ t

0
λ(u)du+ µt

]

.

Thus,

S(T ) exp

[∫ T

0
λ(u)du + µT

]

− S(0) =

∫ T

0
Πexp

[∫ x

0
λ(v)dv + µx

]

dx,

so that,

S(T ) = S(0) exp

[

−

∫ T

0
λ(u)du+ µT

]

+ exp

[

−

∫ T

0
λ(u)du+ µT

]

×

∫ t

0
Πexp

[
∫ x

0
λ(v)dv + µx

]

dx > 0.

Similarly, it can be shown that E > 0, Hu > 0 and Qu > 0 for all t > 0. Thus, all solutions

of the basic model (4.1), with non-negative initial data, remain non-negative for all t > 0.

Adding all the equations of the basic model (4.1) gives,

dN(t)

dt
= Π − µN(t) − δuHu(t) − δquQu(t). (4.2)

Noting that 0 < Hu(t) ≤ N(t) and 0 < Qu(t) ≤ N(t), and considering δ = max{δu, δqu}, it

follows from (4.2) that
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Π − (µ+ 2δ)N(t) ≤
dN(t)

dt
< Π − µN(t).

Thus,

Π

µ+ 2δ
≤ lim inf

t→∞
N(t) ≤ lim sup

t→∞

N(t) ≤
Π

µ
,

so that,

lim sup
t→∞

N(t) ≤
Π

µ
, as required.

�

The above result can also be established using Proposition A.1 in Appendix A of [86].

Consider the biologically-feasible region

D =

{

(S,E,Hu, Qu) ∈ R
4
+ : S + E +Hu +Qu ≤

Π

µ

}

.

The following steps are followed to establish the positive invariance of D (i.e., all solutions in

D remain in D for all t > 0). The rate of change of the total population, obtained by adding

all the equations in the model (4.1), is given by

dN

dt
= Π − µN − δuHu − δquQu. (4.3)

It follows that if N > Π/µ, then dN/dt < 0. Since dN/dt < Π−µN from (4.3), a standard

comparison theorem (Theorem 2.6) can be used to show that N(t) ≤ N(0)e−µt+
Π

µ
(1−e−µt).

In particular, N(t) ≤
Π

µ
if N(0) ≤

Π

µ
. Thus, every solution of the model (4.1), with initial

conditions in D, remains there for all t > 0 (that is, the ω-limit sets of the system (4.1) are

contained in D). Hence, D is positively-invariant. This result is summarized below:

Lemma 4.2. The region D is positively-invariant for the model (4.1) with initial conditions

in R
4
+.

As a consequence of Lemma 4.2, it is sufficient to consider the dynamics of the flow
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generated by the basic model (4.1) in D. In this region, the model can be considered epi-

demiologically and mathematically well-posed [43].

4.2.2 Local Stability of Disease-free Equilibrium (DFE)

The basic model (4.1) has a DFE given by

E0 = (S∗, E∗,H∗
u, Q

∗
u) =

(

Π

µ
, 0, 0, 0

)

. (4.4)

The linear stability of E0 is studied using the next generation operator technique in [88].

The associated non-negative matrix, F1, for the new infection terms, and the non-singular

M -matrix, Q1, for the remaining transfer terms, are given, respectively, by

F1 =













0 β βθ

0 0 0

0 0 0













and Q1 =













k1 0 0

−σ k2 −ru

0 −qu k3













,

where, k1 = σ + µ, k2 = qu + µ+ δu and k3 = ru + µ+ δqu. Thus, it follows that [88]

R0 = ρ(F1Q
−1
1 ) =

βσ(k3 + θqu)

k1(k2k3 − ruqu)
. (4.5)

It is worth mentioning that k2k3 − ruqu = qu(µ+ δqu)+ (µ+ δu)k3 > 0, so that R0 > 0 (since

all the parameters of the model are non-negative). Thus, using Theorem 2.7, the following

result is established.

Lemma 4.3. The DFE, E0, of the basic model (4.1), given by (4.4), is locally-asymptotically

stable if R0 < 1, and unstable if R0 > 1.

The threshold quantity, R0, measures the average number of secondary cases generated

by a single infected individual in a completely susceptible population [3, 43]. Lemma 4.3

implies that a small influx of infectives would not generate large outbreaks if R0 < 1. In

order for disease elimination to be independent of the initial sizes of the sub-populations of
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the model when R0 < 1, a global asymptotic stability property must be established for the

DFE when R0 < 1. This is explored below.

4.2.3 Global Stability of DFE

Theorem 4.1. The DFE, E0, of the model (4.1), is globally-asymptotically stable in D if

R0 ≤ 1.

Proof. Consider the Lyapunov function

F = f1E + f2Hu + f3Qu,

where,

f1 = σ(k3 + θqu), f2 = k1(k3 + θqu) and f3 = k1(ru + θk2),

with Lyapunov derivative given by

Ḟ = f1Ė + f2Ḣu + f3Q̇u,

= f1

[

β(Hu + θQu)S

N
− k1E

]

+ f2(σE + ruQu − k2Hu) + f3(quHu − k3Qu),

= k1(k2k3 − ruqu)

(

S

N
R0 − 1

)

Hu + θk1(k2k3 − ruqu)

(

S

N
R0 − 1

)

Qu,

≤ k1(k2k3 − ruqu)(R0 − 1) (Hu + θQu) , since S ≤ N in D.

Thus, Ḟ ≤ 0 if R0 ≤ 1 with Ḟ = 0 if and only if Hu = Qu = 0 (it should be recalled that

k2k3 − ruqu > 0). Also, E → 0 as t → ∞ if Hu = Qu = 0 (since λ = β(Hu+θQu)
N

= 0, in this
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case). It follows, from the LaSalle’s Invariance Principle [58], that

(Hu(t), Qu(t)) → (0, 0) as t→ ∞.

Thus, for any ǫ > 0 sufficiently small, there exists a ta > 0 such that if t > ta, then

E(t) < ǫ, Hu(t) < ǫ and Qu(t) < ǫ. (4.6)

Consequently, it follows from the equation for
ds

dt
in (4.1) (and noting the inequalities in

(4.6)) that, for t > ta,

dS

dt
= Π −

βS(t)[Hu(t) + θQu(t)]

N(t)
− µS(t) ≥ Π − β(1 + θ)ǫ− µS,

so that, by comparison theorem (Theorem 2.6),

lim inf
t→∞

S(t) ≥
Π − β(1 + θ)ǫ

µ
. (4.7)

Since ǫ > 0 is arbitrarily small, letting ǫ→ 0 in (4.7) gives

lim inf
t→∞

S(t) ≥
Π

µ
. (4.8)

Similarly, it can be shown that

lim sup
t→∞

S(t) ≤
Π

µ
. (4.9)

Hence, it follows by combining (4.8) and (4.9) that

lim
t→∞

S(t) =
Π

µ
.
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Thus, in summary,

lim
t→∞

(S(t), E(t),Hu(t), Qu(t)) =

(

Π

µ
, 0, 0, 0

)

= E0.

This proves that every solution to the equations of the reduced model (4.1), with initial

conditions in D, approaches the DFE, E0, as t→ ∞, whenever R0 ≤ 1. �

The epidemiological implication of the above result is that HSV-2 will be eliminated

from the community if the threshold quantity, R0, can be brought to (and maintained at) a

value less than unity. The result of Theorem 4.1 is illustrated numerically by simulating the

model (4.1), for the case when R0 < 1, using various initial conditions. The solution profiles

obtained, depicted in Figure 4.2, show convergence to the DFE (E0), in line with Theorem

4.1.

4.2.4 Existence and Local Stability of Endemic Equilibria (EEP)

In this section, conditions for the existence of non-zero (endemic) equilibria of the model

(4.1) (that is, equilibria for which HSV-2 is endemic in the community) will be determined.

Let,

E1 = (S∗∗, E∗∗,H∗∗
u , Q

∗∗
u )

denotes any arbitrary equilibrium of the model (4.1). The equations in the model (4.1) are

then solved in terms of the associated forces of infection at steady-state, namely

λ∗∗ =
β(H∗∗

u + θQ∗∗
u )

N∗∗
. (4.10)

Setting the right-hand sides of the equations in (4.1) to zero gives the following expressions

for the state variables of the model (in terms of λ∗∗) :

S∗∗ =
Π

λ∗∗ + µ
, E∗∗ =

λ∗∗Π

k1(λ∗∗ + µ)
, H∗∗

u =
k3σλ

∗∗Π

k1(k2k3 − ruqu)(λ∗∗ + µ)
,

Q∗∗
u =

quσλ
∗∗Π

k1(k2k3 − ruqu)(λ∗∗ + µ)
.

(4.11)
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By substituting the expressions in (4.11) into equation (4.10), and simplifying, it follows

that the non-zero equilibria of the model system (4.1) satisfy the following polynomial (in

terms of λ∗∗),

a1λ
∗∗ + a2 = 0, (4.12)

where,

a1 = (k2k3 − ruqu) + σ(k3 + qu) and a2 = 1 −R0.

The coefficient a1 is always positive (since k2k3 − ruqu > 0, and all the model parameters

are non-negative). The coefficient a2 is positive (negative) if R0 is less than (greater than)

unity. Thus, the solution λ∗∗ = −a2
a1

< 0 when R0 < 1 (hence, the model has no positive

real root in this case). Furthermore, when R0 = 1, the coefficient a2 = 0, and the equation

(4.12) reduces to a1λ
∗∗ = 0, with solution λ∗∗ = 0 (corresponding to the DFE, E0). For

the case when R0 > 1, the coefficient a2 < 0, so that the model has one positive real root

(given by λ∗∗ = −a2
a1

> 0). The components of this endemic equilibrium can then be obtained

by substituting the positive root of (4.12) into the expressions in (4.11). These results are

summarized below.

Theorem 4.2. The basic model (4.1) has one positive (endemic) equilibrium, of the form

E1, whenever R0 > 1, and no positive equilibrium otherwise.

The local stability of the EEP, E1, of the basic model (4.1) is considered for the special

case when the associated disease-induced mortality is zero (i.e., δu = δqu = 0). Setting

δu = δqu = 0 in (4.1) gives

dN(t)

dt
= Π − µN(t),

so that, N(t) → Π/µ = N∗∗ as t → ∞. Using N = N∗∗, and the definition S = N∗∗ − E −
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Hu −Qu, in the basic model (4.1), gives the following reduced model:

dE

dt
=
β(Hu + θQu)(N

∗∗ −E −Hu −Qu)

N∗∗
− σE − µE,

dHu

dt
= σE + ruQu − quHu − µHu,

dQu
dt

= quHu − ruQu − µQu.

(4.13)

It can be shown that the reduced system (4.13) has a unique EEP, of the form E1
1 =

E1|(δu=δqu=0) = (E∗∗,H∗∗
u , Q

∗∗
u ), whenever R01 = R0|(δu=δqu=0) > 1.

Theorem 4.3. The unique endemic equilibrium, E1
1 , of the reduced model (4.13) is LAS

whenever R01 > 1.

Proof. The proof is based on using a Krasnoselskii sub-linearity trick, as described in [84]

(see also [31, 32, 44]). Assume, first of all, that the reduced model (4.13) has solution of the

form:

Z̄(t) = Z̄0e
τt, (4.14)

with Z̄0 = (Z1, Z2, Z3) and τ, Zi ∈ C (i = 1, 2, 3).

The goal is to show that Re(τ) < 0. Substituting a solution of the form (4.14) into the

linearized system of (4.13) (around the equilibrium E1
1 ) gives the following system of linear

equations:

τZ1 = −

[

β(H∗∗
u + θQ∗∗

u )

N∗∗
+ k1

]

Z1 +

[

βS∗∗

N∗∗
−
β(H∗∗

u + θQ∗∗
u )

N∗∗

]

Z2

+

[

βθS∗∗

N∗∗
−
β(H∗∗

u + θQ∗∗
u )

N∗∗

]

Z3,

τZ2 = σZ1 − k2Z2 + ruZ3,

τZ3 = quZ2 − k3Z3.

(4.15)

Solving for Z3 from the third equation of (4.15), and substituting the result into the remaining
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equations of (4.15), and simplifying, gives the equivalent system

{

1 +
1

k1

[

τ +
β(H∗∗ + θQ∗∗)

N∗∗

]}

Z1 =
1

k1

[

βS∗∗

N∗∗
−
β(H∗∗

u + θQ∗∗
u )

N∗∗

]

Z2

+
1

k1

[

βθS∗∗

N∗∗
−
β(H∗∗

u + θQ∗∗
u )

N∗∗

]

Z3,

(

1 +
τ

k2

)

Z2 =
σ

k2
Z1 +

ru
k2
Z3,

(

1 +
τ

k3

)

Z3 =
qu
k3
Z2.

(4.16)

Adding the first and the third equations of (4.16) and substituting Z2 from the third equation

to the first equation, and moving all the negative terms to their respective left-hand sides,

gives:

Z1[1 + F1(τ)] + Z3[1 + F3(τ)] = (MZ̄)1 + (MZ̄)3,

Z2[1 + F2(τ)] = (MZ̄)2,

(4.17)

where,

F1(τ) =
1

k1

[

τ +
β(H∗∗

u + θQ∗∗
u )

N∗∗

]

, F2(τ) =
τ

k2
,

F3(τ) =
τ

k3
+

1

k1

β(H∗∗
u + θQ∗∗

u )

N∗∗

(

1 +
k3 + τ

qu

)

,

(4.18)

with,

M =













0 βS∗∗

N∗∗k1

βθS∗∗

N∗∗k1

σ
k2

0 ru
k2

0 qu
k3

0













.

The notation M(Z̄)i (with i = 1, 2, 3) denotes the ith coordinate of the vector M(Z̄). It

should be noted that the matrix M has non-negative entries, and the equilibrium E1
1 satisfies

E1
1 = ME1

1 . Furthermore, since the coordinates of E1
1 are all positive, it follows then that if Z̄
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is a solution of (4.17), then it is possible to find a minimal positive real number, s, such that

| Z̄ |≤ sE1
1 , (4.19)

where, | Z̄ |= (| Z1 |, | Z2 |, | Z3 |) with the lexicographic order and | · | is a norm in C.

As stated above, the goal is to show that Re(τ) < 0. Assume the contrary (i.e., Re(τ) ≥ 0).

The following two cases are considered.

Case 1: τ = 0

Suppose, first of all, that the complex number, τ , is zero (i.e., τ has zero real and imaginary

parts). It follows then that (4.16) is a homogeneous linear system in the variables Zi (i =

1, 2, 3). The determinant of this system corresponds to that of the Jacobian of the system

(4.13) evaluated at E1
1 , which is given by

△ = −
1

N∗∗

[

(βH∗∗
u + βθQ∗∗

u )(k2k3 − ruqu) +N∗∗k1(k2k3 − ruqu)

(

1 −
S∗∗

N∗∗
R01

)]

. (4.20)

It can be shown that S∗∗

N∗∗
= 1

R01

. Thus (noting from Section 4.2.2 that k2k3 − ruqu > 0),

△= −
1

N∗∗

[

(βH∗∗
u + βθQ∗∗

u )(k2k3 − ruqu)

]

< 0. (4.21)

Consequently, in this case (with τ = 0), the system (4.16) can only have the trivial solution

Z̄ = 0̄ (which corresponds to the DFE, E0, of the model (4.1)).

Case 2: τ 6= 0

Consider, now, the case when τ 6= 0. It follows, by assumption, that Re(τ) ≥ 0. Thus,

| 1 + Fi(τ) |> 1 for i = 1, 2, 3. Define F (τ) = min | 1 + Fi(τ) |, i = 1, 2, 3. Then, F (τ) > 1.

Therefore, s
F (τ) < s. Since s is a minimal positive real number such that | Z̄ |≤ sE1

1 , it follows

that

| Z̄ |>
s

F (τ)
E1

1 . (4.22)
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Taking norms on both sides of the second equation of (4.18), and using the fact that M is

non-negative, gives

F (τ) | Z2 |≤M(| Z |)2 ≤ s(M | E1
1 |)2 ≤ sH∗∗

u . (4.23)

Thus, it follows from the inequalities in (4.23) that | Z2 |≤ s
F (τ)H

∗∗
u , which contradicts (4.22).

Hence, Re(τ) < 0, which implies that the equilibrium, E1
1 , is LAS if R01 > 1. �

The epidemiological implication of Theorem 4.3 is that the disease will persists in the

community if the associated basic reproduction threshold, R01, exceeds unity. Numerical

simulations, depicted in Figure 4.3, using numerous initial conditions, show convergence of

the solutions to the endemic equilibrium, E1
1 , for the case when R01 > 1.

4.2.5 Global Stability of EEP: Special Case

The global stability of the EEP of the basic model (4.1) is considered for the special case

where the HSV-2-induced mortality is negligible (so that, δu = δqu = 0) and individuals in

the quiescent state do not re-activate and progress to the symptomatic stage (i.e., ru = 0).

Setting δu = δqu = ru = 0 in the basic model (4.1), and adding all the equations of the model,

gives the following equation for the rate of change of the total population:

dN(t)

dt
= Π − µN(t).

Thus, N(t) → Π
µ

as t → ∞. Using N = Π
µ

(and noting that δu = δqu = ru = 0) in the basic

model (4.1) gives the following limiting (mass action) system:

dS

dt
= Π −

βµ(Hu + θQu)

Π
S − µS,

dE

dt
=
βµ(Hu + θQu)

Π
S − σE − µE,

dHu

dt
= σE − quHu − µHu,

dQu
dt

= quHu − µQu.

(4.24)
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The basic reproduction number of the reduced model (4.24), denoted by R02, is given by

R02 = R0|(δu=δqu=ru=0) =
βσ(µ+ θqu)

µ(σ + µ)(qu + µ)
. (4.25)

Using the approach in Section 4.2.4, it can be shown that the reduced system (4.24) has a

unique EEP, of the form E2 = E1|(δu=δqu=ru=0) = (S∗∗, E∗∗,H∗∗
u , Q

∗∗
u ) (where, S∗∗ > 0, E∗∗ >

0,H∗∗
u > 0 and Q∗∗

u > 0), whenever R02 > 1. It is convenient to define the region:

D0 = {(S,E,Hu, Qu) ∈ D : E = Hu = Qu = 0}.

Theorem 4.4. The unique EEP, E2, of the reduced model (4.24), is GAS in D\D0 whenever

R02 > 1.

Proof. Consider the non-linear Lyapunov function

F =

(

S − S∗∗ − S∗∗ln
S

S∗∗

)

+

(

E − E∗∗ −E∗∗ln
E

E∗∗

)

+
βS∗∗(θqu + µ)

Π(qu + µ)

(

Hu −H∗∗
u −H∗∗

u ln
Hu

H∗∗
u

)

+
βS∗∗θ

Π

(

Qu −Q∗∗
u −Q∗∗

u ln
Qu
Q∗∗
u

)

,

(4.26)
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with Lyapunov derivative given by,

Ḟ =

(

1 −
S∗∗

S

)

Ṡ +

(

1 −
E∗∗

E

)

Ė +
βS∗∗(θqu + µ)

Π(qu + µ)

(

1 −
H∗∗
u

Hu

)

Ḣu +
βS∗∗θ

Π

(

1 −
Q∗∗
u

Qu

)

Q̇u,

=

(

1 −
S∗∗

S

)[

Π −
βµ(Hu + θQu)

Π
S − µS

]

+

(

1 −
E∗∗

E

)[

βµ(Hu + θQu)

Π
S − σE − µE

]

+
βS∗∗(θqu + µ)

Π(qu + µ)

(

1 −
H∗∗
u

Hu

)

(σE − quHu − µHu) +
βS∗∗θ

Π

(

1 −
Q∗∗
u

Qu

)

(quHu − µQu),

=
2βµ

Π
(H∗∗

u + θQ∗∗
u )S∗∗ + µS∗∗(2 −

S

S∗∗
−
S∗∗

S
) −

βµ

Π
(H∗∗

u + θQ∗∗
u )

(S∗∗)2

S
− (µ+ σ)E

−
βµ

Π
(Hu + θQu)

SE∗∗

E
+
βµ

Π
(Hu + θQu)S

∗∗ +
βθqu
Π

(S∗∗Hu − S∗∗Hu
Q∗∗
u

Qu
)

+
βµθS∗∗Q∗∗

u

Π
−
βµθS∗∗Qu

Π
+

βµσ

Π(qu + µ)
(S∗∗E − S∗∗E

H∗∗
u

Hu
)

+
βθσqu

Π(qu + µ)
(S∗∗E − S∗∗E

H∗∗
u

Hu
) +

βθqu
Π

(S∗∗H∗∗
u − S∗∗Hu) +

βµS∗∗H∗∗
u

Π
−
βµS∗∗Hu

Π
,

= µS∗∗

(

2 −
S

S∗∗
−
S∗∗

S

)

+
βµH∗∗

u S
∗∗

Π

(

3 −
S∗∗

S
−

E

E∗∗
−

SE∗∗Hu

S∗∗EH∗∗
u

)

+
βµθQ∗∗

u S
∗∗

Π

(

3 −
S∗∗

S
−

E

E∗∗
−
SE∗∗Qu
S∗∗EQ∗∗

u

)

+
βµσ

Π(qu + µ)

(

S∗∗E − S∗∗E
H∗∗
u

Hu

)

+
βσθqu

Π(qu + µ)

(

S∗∗E − S∗∗E
H∗∗
u

Hu

)

+
βθqu
Π

(

S∗∗H∗∗
u − S∗∗Hu

Q∗∗
u

Qu

)

,

= µS∗∗

(

2 −
S

S∗∗
−
S∗∗

S

)

+
βµH∗∗

u S
∗∗

Π

(

3 −
S∗∗

S
−

SE∗∗Hu

S∗∗EH∗∗
u

−
EH∗∗

u

E∗∗Hu

)

+
βµθQ∗∗

u S
∗∗

Π

(

4 −
S∗∗

S
−
SE∗∗Qu
S∗∗EQ∗∗

u

−
EH∗∗

u

E∗∗Hu
−
HuQ

∗∗
u

H∗∗
u Qu

)

.

In the above calculations, the following relations (obtained from (4.24), at the endemic steady-

state E2) were used:

Π =
βµ(H∗∗

u + θQ∗∗
u )S∗∗

Π
+ µS∗∗, H∗∗

u =
σE∗∗

qu + µ
, Q∗∗

u =
quH

∗∗
u

µ
, and Q∗∗

u =
quσE

∗∗

µ(qu + µ)
.
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Since the arithmetic mean exceeds the geometric mean, it follows then that

2 −
S

S∗∗
−
S∗∗

S
≤ 0, 3 −

S∗∗

S
−

SE∗∗Hu

S∗∗EH∗∗
u

−
EH∗∗

u

E∗∗Hu
≤ 0, 4 −

S∗∗

S
−
SE∗∗Qu
S∗∗EQ∗∗

u

−
EH∗∗

u

E∗∗Hu
−
HuQ

∗∗
u

H∗∗
u Qu

≤ 0,

so that Ḟ ≤ 0 for R02 > 1. Thus, by the Lyapunov function F , and the LaSalle’s Invariance

Principle [58], every solution to the equations in the model (4.24) approaches the unique

EEP, E2, as t→ ∞, for R02 > 1. �

It is worth mentioning that extensive numerical simulations of the basic model (4.1) suggest

that the unique endemic equilibrium, E1, may be globally-asymptotically stable when R0 > 1

(hence the following conjecture).

Conjecture: The EEP, E1, of the basic model (4.1) is globally-asymptotically stable in D\D0

whenever R0 > 1.

In summary, the basic HSV-2 model (4.1) has a globally-asymptotically stable DFE when-

ever R0 ≤ 1, and a unique EEP if R0 > 1. It is shown that the unique EEP of the model

(4.1) is globally-asymptotically stable, for the special case when δu = δqu = ru = 0, whenever

R02 > 1. The basic model (4.1) will now be extended to incorporate an imperfect HSV-2

vaccine, as follows.

4.3 Model With Vaccination

To design the HSV-2 vaccine model, the following new state variables are introduced for the

populations of vaccinated individuals (V (t)), exposed vaccinated individuals (Ev(t)), infec-

tious vaccinated individuals (Hv(t)) and quiescent vaccinated infected individuals (Qu(t)).

Thus, the total population at time t, denoted by N(t), is now given by:

N(t) = S(t) + V (t) + Eu(t) + Ev(t) +Hu(t) +Hv(t) +Qu(t) +Qv(t).
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A fraction, pǫ, of the new sexually-active (adolescent) individuals recruited at the rate Π is

vaccinated (where p is the proportion of these individuals that are vaccinated and ǫ repre-

sents the proportion of these vaccinated individuals in whom the vaccine takes). Susceptible

individuals are vaccinated at a rate ξ, and the vaccine is assumed to wane at a rate ω. Fur-

thermore, since the vaccine is assumed to be imperfect, vaccinated individuals can acquire

break-through infection at a reduced rate (1− ψ)λv, where 0 < ψ < 1 represents the vaccine

efficacy (degree protection against infection). In line with Schwartz and Blower [74], it is

assumed that vaccinated individuals have:

(a) shorter average length of viral shedding;

(b) fewer viral shedding episodes; and

(c) lower transmission probability, in comparison to unvaccinated individuals.

The associated force of infection is given by

λv =
β[Hu + η1Hv + θ(Qu + η2Qv)]

N
,

where, 0 < η1, η2 < 1 are the modification parameters accounting for the vaccine-induced

reduction of infectiousness for individuals in the Hv and Qv classes, respectively, in compar-

ison to unvaccinated infectious individuals (in the Hu and Qu classes, respectively). Thus,

the rates of change of the population of susceptible and vaccinated individuals are given,

respectively, by

dS

dt
= Π(1 − pǫ) − λvS + ωV − (ξ + µ)S,

dV

dt
= Πpǫ+ ξS − (1 − ψ)λvV − (ω + µ)V.

The population of exposed vaccinated individuals (Ev) is generated by break-through

infection (at the rate (1−ψ)λv) and is decreased by the development of symptoms (at a rate
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σ2) and natural death (at the rate µ), so that

dEv
dt

= (1 − ψ)λvV − (σ2 + µ)Ev.

It is assumed that σ2 < σ1, to account for the assumption that exposed vaccinated

individuals develop clinical symptoms of HSV-2 at a slower rate in comparison to exposed

unvaccinated individuals. Infectious vaccinated individuals (in the Hv class) are generated

by the progression of exposed vaccinated individuals (at the rate σ2) and by the re-activation

of vaccinated individuals in the quiescent state (at a rate rv). This population is decreased

by progression to quiescence (at a rate qv), natural death (at the rate µ) and disease-induced

death (at a reduced rate δv < δu). Thus,

dHv

dt
= σ2Ev + rvQv − (qv + µ+ δv)Hv.

Finally, the population of vaccinated infectious individuals in the quiescent state (Qv) is

increased by the progression to quiescence of infectious vaccinated individuals (at the rate

qv). The rate of change of this population is reduced by re-activation (at the rate rv), loss

of vaccine-induced immunity (at a rate α), natural death (at the rate µ) and disease-induced

death (at a rate δqv). Individuals in the Qv class who lose their vaccine-induced immunity

are moved to the Qu class (at the rate α [74]). Hence,

dQv
dt

= qvHv − (rv + α+ µ+ δqv)Qv.

Thus, considering the above descriptions, together with the basic model (4.1), the ex-

tended vaccination model for the transmission dynamics of HSV-2 in a population is given

by the following system of non-linear differential equations [71] (a schematic diagram of the

model is depicted in Figure 4.1; the associated variables and parameters of the model are
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described in Table 4.1).

dS

dt
= Π(1 − pǫ) − λvS + ωV − (ξ + µ)S,

dV

dt
= Πpǫ+ ξS − (1 − ψ)λvV − (ω + µ)V,

dEu
dt

= λvS − (σ1 + µ)Eu,

dEv
dt

= (1 − ψ)λvV − (σ2 + µ)Ev,

dHu

dt
= σ1Eu + ruQu − (qu + µ+ δu)Hu,

dHv

dt
= σ2Ev + rvQv − (qv + µ+ δv)Hv,

dQu
dt

= quHu + αQv − (ru + µ+ δqu)Qu,

dQv
dt

= qvHv − (rv + α+ µ+ δqv)Qv.

(4.27)

In summary, the extended model (4.27) incorporates an imperfect HSV-2 vaccine with

the following (assumed) therapeutic characteristics:

(i) it blocks infection with some efficacy;

(ii) it reduces transmissibility in break-through infections;

(iii) it slows development of symptoms in exposed vaccinated individuals; and

(iv) it reduces mortality rate in break-through infections.

The aforementioned vaccine characteristics are in line with the expected characteristics of

an ideal HSV-2 vaccine given in [4]. Furthermore, the model (4.27) is an extension of the

vaccination model in [74], by:

(a) including two additional compartments for exposed unvaccinated and vaccinated indi-

viduals (Eu and Ev);

(b) incorporating disease-induced mortality;

(c) allowing for disease transmission by individuals in the unvaccinated and vaccinated

quiescent states (Qu and Qv);

77



(d) incorporating continuous vaccination and cohort vaccination (only the latter is consid-

ered in [74]); and

(e) incorporating some therapeutic vaccine characteristics (such as Items (iii) and (iv)

above).

Table 4.1: Description of variables and parameters of the vaccination model (4.27).

Variables Description

S(t) Susceptible individuals

V (t) Vaccinated individuals

Eu(t) Unvaccinated exposed individuals

Ev(t) Vaccinated exposed individuals

Hu(t) Unvaccinated infectious individuals

Hv(t) Vaccinated infectious individuals

Qu(t) Quiescent unvaccinated infectious individuals

Qv(t) Quiescent vaccinated infectious individuals

Parameter Description Baseline values/year

Π Recruitment rate 10000

µ Natural death rate 1
70

β Contact rate 0.3 [74]

ξ Vaccination rate of susceptible individuals 0.6

ψ Efficacy of vaccine 0.6

ω Waning rate of vaccine 1
15

[74]

p Proportion of new recruited individuals vaccinated 0.5
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ǫ Proportion of recruited susceptible individuals in whom

vaccine takes 0.6

σ1 Progression rate to symptoms development of unvaccinated

exposed individuals 365
15

σ2 Progression rate to symptoms development of vaccinated

exposed individuals 365
18

ru Activation rate of unvaccinated infectious individuals in the

quiescent state 365
4

[74]

rv Activation rate of vaccinated infectious individuals in the

quiescent state 365
4

[74]

qu Rate at which infectious unvaccinated individuals

revert to quiescent state 365
2

[74]

qv Rate at which infectious vaccinated individuals

revert to quiescent state 365
3

[74]

α Progression rate to quiescent unvaccinated infectious individuals

of quiescent infectious vaccinated individuals 1
20

[74]

θ Modification parameter for lower infectiousness of individuals

in quiescent class 0.5

η1, η2 Modification parameters for reduced infectiousness of

vaccinated infectious individuals 0.7,0.6

δu, δqu Disease-induced death rate for unvaccinated infectious individuals 0.007,0.006

δv, δqv Disease-induced death rate for vaccinated infectious individuals 0.005,0.004
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Figure 4.1: Schematic diagram of the HSV-2 vaccination model (4.27).

Furthermore, unlike in [74] and the other aforementioned HSV-2 modeling studies, detailed

(rigorous) mathematical analysis of the vaccination model (4.27) will be provided.

4.3.1 Basic Properties

Using the approach in Section 4.2.1, the following biologically-feasible region

Dv = {(S, V,Eu, Ev,Hu,Hv, Qu, Qv) ∈ R
8
+ :

S + V +Eu + Ev +Hu +Hv +Qu +Qv ≤ Π/µ},

80



can be shown to be positively-invariant for the vaccination model (4.27). Furthermore, the

vaccination model (4.27) has a DFE, given by

E3 = (S∗, V ∗, E∗
u, E

∗
v ,H

∗
u,H

∗
v , Q

∗
u, Q

∗
v)

=

(

Π[(1 − pǫ)k21 + pǫω]

k21µ+ ξµ
,
Π[(1 − pǫ)ξ + pǫk11]

k21µ+ ξµ
, 0, 0, 0, 0, 0, 0

)

,
(4.28)

where, k11 = ξ + µ and k21 = ω + µ. The associated non-negative matrix (F2) and the

non-singular M -matrix (Q2) are given, respectively, by

F2 =









































0 0 βS∗

N∗

βS∗η1
N∗

βS∗θ
N∗

βS∗θη2
N∗

0 0 β(1−ψ)V ∗

N∗

β(1−ψ)V ∗η1
N∗

β(1−ψ)V ∗θ
N∗

β(1−ψ)V ∗θη2
N∗

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0









































,

Q2 =

































k31 0 0 0 0 0

0 k41 0 0 0 0

−σ1 0 k51 0 −ru 0

0 −σ2 0 k61 0 −rv

0 0 −qu 0 k71 −α

0 0 0 −qv 0 k81

































,

where,

k31 = σ1 + µ, k41 = σ2 + µ, k51 = qu + µ+ δu, k61 = qv + µ+ δv,

k71 = ru + µ+ δqu and k81 = rv + α+ µ+ δqv.
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It follows then that the associated vaccination reproduction number, denoted by Rvac, is

given by

Rvac = ρ(F2Q
−1
2 ) =

k31σ2β(1 − ψ)V ∗A1 + k41σ1βS
∗B1

N∗k31k41(k51k71 − quru)(k61k81 − qvrv)
, (4.29)

with,

A1 = αqv(ru + θk51) + (k51k71 − quru)(η1k81 + θη2qv), B1 = (k71 + θqu)(k61k81 − qvrv).

It is worth stating that, in (4.29), k51k71 − quru = qu(δqu + µ) + (δu + µ)k71 > 0 and

k61k81 − qvrv = qv(α+ δqv +µ) + (δv +µ)k81 > 0 (so that, Rvac > 0). Thus, by Theorem 2.7,

the following result is established.

Lemma 4.4. The DFE, E3, of the model with vaccination (4.27), given by (4.28), is LAS if

Rvac < 1, and unstable if Rvac > 1.

The threshold quantity, Rvac, measures the average number of secondary cases generated

by a single infected individual in a susceptible population where some of the susceptible

individuals are vaccinated. Lemma 4.4 implies that a small influx of infectives will not

generate large outbreaks if Rvac < 1. However, it will be shown, in Section 4.3.2 below,

that the classical requirement of the vaccination reproduction number being less than unity

becomes only a necessary, but not sufficient, condition for disease elimination.

4.3.2 Endemic Equilibria and Backward Bifurcation

To establish the existence of endemic equilibria of the extended vaccination model (4.27), the

following steps are considered. Let, E3 = (S∗∗, V ∗∗, E∗∗
u , E

∗∗
v ,H

∗∗
u ,H

∗∗
v , Q

∗∗
u , Q

∗∗
v ) represents

any arbitrary endemic equilibrium of the vaccination model (4.27). Furthermore, let

λ∗∗v =
β[H∗∗

u + η1H
∗∗
v + θ(Q∗∗

u + η2Q
∗∗
v )]

N∗∗
(4.30)
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(the force of infection of the extended model (4.27) at steady-state). It follows, by solving the

equations in (4.27) at steady-state (and substituting the resulting expressions into (4.30)),

that the non-zero equilibria of the extended model (4.27) satisfy the following quadratic

equation (in terms of λ∗∗v )

a1(λ
∗∗
v )2 + b1λ

∗∗
v + c1 = 0, (4.31)

where,

a1 = (1 − ψ)

{

(1 − pǫ)k41(k71 + qu)(k81k61 − rvqv)σ1 + pǫk31(k81 + qv)(k71k51 − ruqu)σ2

+ αk31pǫqv(k51 + ru)σ2 + (k31pǫ+ (1 − pǫ)k41)(k71k51 + ruqu)(k81k61 − rvqv)

}

,

b1 = −β(1 − ψ)

{

(k51k71 − quru)(θη2qv + η1k81)σ2k31pǫ

+ (k61k81 − qvrv)(θqu + k71)(1 − pǫ)k41σ1 + pǫk31σ2αqv(ru + θk51)

}

+ (1 − pǫ)

{

(k61k81 − qvrv)k21k41σ1(qu + k71) + (1 − ψ)k31σ2ξ[(k51k71 − quru)(qv + k81)

+ αqv(k51 + ru)] + (k51k71 − quru)(k61k81 − qvrv)[k31(1 − ψ)(ξ + k41) + k21k41]

}

+ pǫ

{

(k51k71 − quru)[(k61k81 − qvrv)(k41 + k11(1 − ψ))k31 + (1 − ψ)(qv + k81)σ2k31k11]

+ (k61k81 − qvrv)[ωk41σ1(qu + k71) + k41ω(k51k71 − quru)] + (1 − ψ)(ru + k51)k31σ2αqvk11

}

,

c1 = k31k41(k51k71 − quru)(k61k81 − qvrv)[(1 − pǫ)(ξ + k21) + pǫ(ω + k11)](1 −Rvac).

The quadratic equation (4.31) can be analyzed for the possibility of multiple endemic

equilibria when Rvac < 1. It is worth noting that the coefficient, a1, is always positive, and

c1 is positive (negative) if Rvac is less than (greater than) unity. Hence, the following result

is established:

Theorem 4.5. The vaccination model (4.27) has:

(i) a unique endemic equilibrium if c1 < 0 ⇔ Rvac > 1;

(ii) a unique endemic equilibrium if b1 < 0, and c1 = 0 or b21 − 4a1c1 = 0;
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(iii) two endemic equilibria if c1 > 0, b1 < 0 and b21 − 4a1c1 > 0; and

(iv) no endemic equilibrium otherwise.

Thus, it follows from Case (i) of Theorem 4.5 that the vaccination model (4.27) has a unique

EEP whenever Rvac > 1. Furthermore, Case (iii) indicates the possibility of backward bi-

furcation (where a locally-asymptotically stable DFE co-exists with a locally-asymptotically

stable endemic equilibrium when the associated reproduction threshold, Rvac is less than

unity, see, for instance, [11, 30, 36, 75]) in the vaccination model (4.27). The epidemiological

importance of the phenomenon of backward bifurcation is that the classical requirement of

Rvac < 1 is, although necessary, no longer sufficient for disease elimination. In such a sce-

nario, disease elimination would depend upon the initial sizes of the sub-populations (state

variables) of the model. In other words, the presence of backward bifurcation makes disease

elimination more difficult (using the imperfect vaccine).

To check for the possibility of backward bifurcation in the vaccination model (4.27), the

discriminant b21 − 4a1c1 of the equation (4.31) is set to zero, and the result solved for the

critical value of Rvac, denoted by Rc
vac. This gives:

Rc
vac = 1 −

b21
4a1k31k41(k51k71 − quru)(k61k81 − qvrv)[(1 − pǫ)(ξ + k21) + pǫ(ω + k11)]

,

from which it can be shown that backward bifurcation occurs for values of Rvac such that

Rc
vac < Rvac < 1. This phenomenon is numerically-illustrated by simulating the model (4.27)

with the following set of parameter values: Π = 50, β = 0.6, p = 0.1, ǫ = 0.6, ω = 0.0004, ξ =

0.6, ψ = 0.87, α = 0.009, µ = 0.008, δu = 0.0009, δv = 0.009, δqu = 0.09, δqv = 0.009, σ1 =

0.8, σ2 = 0.7, qu = 0.07, ru = 50, η1 = 0.02, η2 = 0.09, qv = 0.04, rv = 50 and θ = 0.9 (so that,

0.84 = Rc
vac < Rvac = 0.95 < 1). It should be stated that the aforementioned parameter

values chosen for the numerical simulations may not all be realistic epidemiologically (they

are chosen only to illustrate the backward bifurcation phenomenon; the reader may refer to

[60] for discussions on whether or not backward bifurcation can occur using a realistic set of

parameter values).
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The simulation results obtained, depicted in Figure 4.4, show that the model has a disease-

free equilibrium (corresponding to λ∗∗v = 0) and two endemic equilibria (corresponding to

λ∗∗v = 0.1523686255 and λ∗∗v = 0.01420615479, respectively). One of the endemic equilibria

(λ∗∗v = 0.1523686255) is LAS, and the other (λ∗∗v = 0.01420615479) is unstable (a saddle).

The disease-free equilibrium (corresponding to λ∗∗v = 0) is LAS. This clearly shows the co-

existence of two stable equilibria when Rvac < 1, confirming that the extended model (4.27)

exhibits backward bifurcation for Rc
vac < Rvac < 1.

Thus, in summary, the vaccination model (4.27) exhibits backward bifurcation when

Case (iii) of Theorem 4.5 holds and Rc
vac < Rvac < 1. It should be stated that the backward

bifurcation phenomenon of the vaccination model (4.27), described above, is only illustrated

numerically. A more rigorous proof, based on using the centre manifold theory [13, 36, 88],

is given in Appendix A.

The presence of backward bifurcation in the HSV-2 transmission model (4.27) suggests

that the feasibility of controlling or eliminating HSV-2 from a population (using a vaccine)

when Rvac < 1 could be dependent on the initial sizes of the sub-population of the model

(4.27). It is worth mentioning that the vaccination model presented by Schwartz and Blower

[74] also exhibits backward bifurcation (albeit not shown or discussed in that study). Although

backward bifurcation has been established in a number of epidemiological models (such as

those in [11, 30, 36, 75] and the references therein), this is (to the author’s knowledge) the

first time such a phenomenon has been rigorously established in the transmission dynamics of

HSV-2 in a population. As is typically the case with vaccination models, the imperfect nature

of the vaccine is one cause for the presence of backward bifurcation in disease transmission

models. This claim is verified below in the context of the extended model (4.27) .

Consider the vaccination model (4.27) with a perfect vaccine (so that, ψ = 1). In this

case, the coefficients a1, b1 and c1, of the quadratic (4.31), reduce to a1 = 0, b1 > 0 and

c1 ≥ 0 whenever Rvac ≤ 1. Thus, when ψ = 1, the quadratic (4.31) becomes linear, with a

(unique) solution given by λ∗∗v = − c1
b1

≤ 0 (hence, the model (4.27) has no positive endemic

equilibrium in this case). This rules out backward bifurcation phenomenon (since backward
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bifurcation requires the presence of multiple endemic equilibria when Rvac < 1).

The above fact can also be illustrated in the following alternative way. Setting ψ = 1 in

the extended model (4.27) gives:

dS

dt
= Π(1 − pǫ) − λvS + ωV − ξS − µS,

dV

dt
= Πpǫ+ ξS − ωV − µV,

dEu
dt

= λvS − σ1Eu − µEu,

dHu

dt
= σ1Eu + ruQu − quHu − µHu − δuHu,

dQu
dt

= quHu − ruQu − µQu − δquQu,

(4.32)

with the associated force of infection now given by

λv =
β(Hu + θQu)

S + V + Eu +Hu +Qu
. (4.33)

It can be shown that the reproduction number of the model (4.32), with (4.33), is given by

R1
vac =

βS∗σ1(k71 + θqu)

N∗k31(k51k71 − ruqu)
, (4.34)

where S∗ = Π[(1−pǫ)k21+pǫω]
k21µ+ξµ and N∗ = Π

µ
. Define the invariant region,

D2 =
{

(S, V,Eu,Hu, Qu) ∈ R
5
+ : S + V + Eu +Hu +Qu ≤

Π

µ

}

, (4.35)

for the model (4.32). The DFE of the model (4.32) is given by E1
0 = (S∗, V ∗, 0, 0, 0), where

V ∗ = Π[(1−pǫ)ξ+pǫk11]
k21µ+ξµ . Furthermore, let Φ = S∗

N∗
(i.e., Φ < 1).

Theorem 4.6. The DFE, E1
0 , of the model (4.32), with (4.33), is GAS in D2 whenever

R1
vac ≤ Φ1 < 1.

Proof. Consider the Lyapunov function

F1 = g1Eu + g2Hu + g3Qu,
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where,

g1 = σ1(k71 + θqu), g2 = k31(k71 + θqu) and g3 = k31(ru + θk51),

with Lyapunov derivative given by

Ḟ1 = g1Ėu + g2Ḣu + g3Q̇u,

= g1

[

β(Hu + θQu)S

N
− k31Eu

]

+ g2(σ1Eu + ruQu − k51Hu) + g3(quHu − k71Qu),

= k31(k51k71 − ruqu)

(

SN∗

NS∗
R1
vac − 1

)

Hu + θk31(k51k71 − ruqu)

(

SN∗

NS∗
R1
vac − 1

)

Qu,

≤ k31(k51k71 − ruqu)

(

R1
vac

Φ1
− 1

)

(Hu + θQu) , since S ≤ N in D2.

Thus, Ḟ1 ≤ 0 if R1
vac ≤ Φ1 ≤ 1 with Ḟ1 = 0 if and only if Hu = Qu = 0 (it should be

recalled that k51k71 − ruqu > 0). Furthermore, Eu → 0 as t → ∞ if Hu = Qu = 0 (since

λ = β(Hu+θQu)
N

= 0 in this case). It follows, from the LaSalle’s Invariance Principle [58], that

(Hu(t), Qu(t)) → (0, 0) as t→ ∞.

Using the similar approach as in Section 4.2.3, it can be shown that

lim
t→∞

S(t) =
Π(1 − pǫ)

(ξ + µ)
and lim

t→∞
V (t) =

Π(ξ + pǫµ)

µ(ξ + µ)
.

Thus,

lim
t→∞

(S(t), V (t), Eu(t),Hu(t), Qu(t)) =

(

S∗, V ∗, 0, 0, 0

)

= E1
0 .

Hence, every solution to the equations of the reduced model (4.32), with initial conditions in

D2, approaches the DFE, E1
0 , as t→ ∞, whenever R1

vac ≤ Φ1 < 1. �

In summary, it is shown that the use of an imperfect HSV-2 vaccine induces the phe-

nomenon of backward bifurcation in the transmission dynamics of HSV-2 in a population,
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and such phenomenon does not occur if the vaccine is 100% effective. Thus, adding vaccina-

tion to the basic model (4.1) induces the phenomenon of the backward bifurcation in HSV-2

transmission dynamics (it should be recalled that the basic model (4.1) does not undergo

backward bifurcation).

4.3.3 Assessment of Vaccine Impact

In this section, the potential impact of the HSV-2 vaccine is assessed by carrying out sensi-

tivity analysis on the vaccination threshold, Rvac. The quantity Rvac is, first of all, expressed

as a function of the fraction of susceptible individuals vaccinated at steady-state (given by

P = V ∗

N∗
). That is,

Rvac = Rvac(P) =
βk31(1 − ψ)σ2PA2 + βk41σ1(1 − P)B2

C2
,

where,

A2 = αqv(ru + θk51) + (k51k71 − quru)(η1k81 + θη2qv),

B2 = (k71 + θqu)(k61k81 − qvrv),

C2 = k31k41(k51k71 − quru)(k61k81 − qvrv).

Differentiating Rvac partially with respect to P gives

∂Rvac

∂P
= −

k41βσ1B2

C2

(

1 −∇

)

, (4.36)

with,

∇ =
k31(1 − ψ)σ2A2

k41σ1B2
.

Since A2 > 0, B2 > 0, C2 > 0 (noting that k51k71 − quru > 0 and k61k81 − qvrv > 0, as shown

in Section 4.3.1) and Rvac > 0, it follows from (4.36) that ∂Rvac

∂P
< 0 whenever ∇ < 1. That

88



is, Rvac is a decreasing function of the vaccinated fraction, P, whenever ∇ < 1. Furthermore,

owing to the fact that a reduction in reproduction number implies reduction in disease burden

(measured in terms of generation of new infections, disease-induced mortality, hospitalizations

etc.), the above analyses show that a HSV-2 vaccine will have positive population-level impact

in reducing disease burden (in the community) whenever ∇ < 1, and will not otherwise. This

result is summarized below:

Lemma 4.5. Consider the vaccination model (4.27). The vaccine will have:

(i) positive population-level impact (i.e., reduce disease burden) if ∇ < 1;

(ii) no population-level impact if ∇ = 1;

(iii) detrimental population-level impact (i.e., increase disease burden) if ∇ > 1.

The above result is illustrated numerically by depicting the total number of infection as a

function of time. Figure 4.5A shows the case with ψ = 0.6 (corresponding to a vaccine efficacy

of 60%) and other parameters chosen such that ∇ = 0.36 < 1, from which it is evident that

the vaccine has a positive impact, since it reduces the number of infections in comparison

to the case when the vaccine is not used. Figure 4.5B depicts the solution profiles obtained

for the case when the vaccine efficacy is reduced to 20% (i.e., ψ = 0.2) and choosing other

parameter values so that ∇ = 1.48 > 1. It is clear from these simulations that, for the case

∇ = 1.48 > 1, the use of the vaccine increases the number of infections, in relation to the

case when the vaccine is not used. It should be emphasized that although the threshold ∇

is a decreasing function of ψ, the vaccine can only have positive impact if its efficacy is high

enough (to make ∇ < 1).

In fact, the threshold value of the vaccine efficacy (denoted by ψc) needed to ensure

positive population-level vaccine impact can be obtained by setting ∇ = 1 and solving for

ψc. Doing so gives

ψc = 1 −
P1

P2
, (4.37)
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where P1 = k41σ1B2 and P2 = k31σ2A2 (it should be noted that the Condition P1 < P2 is

needed to ensure that 0 < ψc < 1). Thus, the following result is established:

Lemma 4.6. An imperfect HSV-2 vaccine will have:

(i) positive population-level impact if ψ > ψc;

(ii) no population-level impact if ψ = ψc; and

(iii) negative population-level impact if ψ < ψc.

Alternatively, the vaccine impact can be measured by re-writing Rvac as

Rvac = R0

[

1 −
V ∗

N∗

(

1 −
Rvac

0

R0

)]

, (4.38)

where,

R0 =
βσ(k71 + θqu)

k31(k51k71 − ruqu)
, (4.39)

is the basic reproduction number (defined in Section 4.2.2), and

Rvac
0 =

β(1 − ψ)σ2(η1k81 + θη2qv)

k41(k61k81 − qvrv)
, (4.40)

is the reproduction number when every individual in the population is vaccinated (it should

be recalled that k51k71 − ruqu > 0 and k61k81 − qvrv > 0, so that R0 and Rvac
0 are non-

negative). Using the notation in [9, 30], it follows from (4.38) that the associated vaccination

impact factor, denoted by φ (with 0 < φ < 1), is given by

φ =
V ∗

N∗

(

1 −
Rvac

0

R0

)

. (4.41)

It should be noted from (4.41) that if Rvac
0 < R0, then the impact factor, φ, is positive.

Hence, vaccination will reduce the reproduction number (Rvac), and, therefore, the vaccine

will have positive population-level impact. On the other hand, if Rvac
0 > R0, then φ < 0.
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In this case, vaccination will have negative population-level impact (by increasing disease

burden). If φ = 0, then Rvac
0 = R0; and the vaccine will have no population-level impact in

this case. These results are summarized below.

Theorem 4.7. The use of an imperfect HSV-2 vaccine will have:

(i) positive population-level impact in the community if φ > 0 (Rvac
0 < R0);

(ii) no population-level impact if φ = 0 (Rvac
0 = R0); and

(iii) negative population-level impact in the community if φ < 0 (Rvac
0 > R0).

Figure 4.5A shows that when φ = 0.78 > 0, the vaccine will have a positive impact,

while Figure 4.5B shows that the vaccine will be detrimental (increase total infection) when

φ = −0.05 < 0. It should be stated that not all of the parameter values used in these

simulations are obtained from epidemiological data/studies (and some may not be completely

realistic; hence, it is likely that, with a complete set of realistic parameter values, the case

where ∇ > 1 or φ < 0 would not arise. In other words, it is most probably the case that the

vaccine will always have positive impact if all the parameter values used in the simulations

are realistic).

Contour plots of Rvac, as a function of the fraction of individuals vaccinated at steady-

state (P = V ∗

N∗
) and vaccine efficacy (ψ), are depicted in Figure 4.6, using a reasonable set

of parameter values (mostly within the ranges given in [74]). It is clear from Figure 4.6 that

effective HSV-2 control or elimination is feasible if the vaccine efficacy (ψ) and the fraction

of susceptible individuals vaccinated at steady-state (P) are high enough (at least 80% each),

since such a combination can reduce Rvac to values less than unity and elimination results

for values of Rvac < 1 outside the backward bifurcation range (Rc
vac < Rvac < 1). On the

other hand, disease elimination is not possible if the vaccination efficacy is low (less than

60%) irrespective of the size of the fraction of susceptible individuals vaccinated at steady

state.

It is worth stating that Schwartz and Blower [74] showed, using a reasonable ranges of

parameter values (taking into account uncertainties in these ranges, based on using Latin
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Hypercube Sampling technique), that the use of an imperfect vaccine could induce a modest

reduction in incidence of infection in the USA (estimating a reduction of more than 1 million

infections within a decade of its introduction). Overall, the theoretical and numerical analyses

in this chapter suggest that the prospect of effectively controlling the spread of HSV-2 in a

population, using an imperfect vaccine with a reasonably high efficacy, is promising.

4.4 Summary

A basic deterministic model for the transmission dynamics of HSV-2 in a population is

designed in this chapter. The basic model is extended to incorporate an imperfect HSV-

2 vaccine, with some therapeutic characteristics. Rigorous mathematical analyses are carried

out to gain insights into the qualitative dynamics of the two models. Some of the main

mathematical and epidemiological findings of this chapter include the following:

(i) The model without vaccination has a globally-asymptotically stable disease-free equilib-

rium whenever its associated reproduction number is less than unity (Theorem 4.1). It

has a unique endemic equilibrium if the associated reproduction number is greater than

unity (Theorem 4.2). The endemic equilibrium is shown to be locally- and globally-

asymptotically stable for a special case (Theorems 4.3 and 4.4);

(ii) The model with vaccination undergoes the phenomenon of backward bifurcation when

the associated reproduction number is less than unity. The presence of this phe-

nomenon, which does not arise if the vaccine is 100% effective, implies that the effort

to effectively combat the spread of HSV-2 in a population, using an imperfect vaccine,

could be dependent on the initial sizes of the sub-populations of the model;

(iii) An imperfect HSV-2 vaccine could have positive, no, or negative population-level im-

pact depending on whether or not a certain threshold quantity (∇) is less than, equal

to, or greater than unity (Theorem 4.5), respectively. This result is also expressed in

terms of a “vaccine impact factor”, φ (Theorem 4.6);
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(iv) Numerical simulations suggest that disease elimination is possible if the vaccine efficacy

and the fraction of individuals vaccinated at steady-state are high enough (at least 80%

each).

It should be mentioned that the single-group models presented in this chapter did not

incorporate the role of sex structure in HSV-2 transmission dynamics. In other words, the

single-group models, (4.1) and (4.27), are limited to some epidemiological settings, such as

studying HSV-2 transmissions in populations with one-to-one gender ratio or equal average

rates of sexual activity between the sexes. A new model that incorporates sex structure (and,

therefore, more realistic) is designed in Chapter 5.
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Figure 4.2: Simulations of the basic model (4.1) showing the total number of infected
individuals (E + Hu + Qu) as a function of time using the parameters in
Table 4.1, with β = 0.01, µ = 1

60
and σ = 365

15
(so that, R0 = 0.34 < 1 ).
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Figure 4.3: Simulations of the basic model (4.1) showing the total number of infected
individuals (E + Hu + Qu) as a function of time using the parameters in
Table 4.1, with β = 0.1, µ = 1

60
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Figure 4.5: Simulations of the vaccination model (4.27) showing the total number of
infected individuals (Eu + Ev + Hu + Hv + Qu + Qv) as a function of
time in the presence or absence of vaccination. (A) ∇ = 0.36 < 1 and
φ = 0.78 > 0 (Rvac = 1.19,R0 = 9.69 and Rvac
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, σ2 = 1
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2,Rvac = 3.25,R0 = 3.09 and Rvac
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given in Table 4.1.
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Chapter 5

Two-group Model

5.1 Introduction

An important biological feature of HSV-2 disease is the fact that seropositivity is uniformly

higher in women than in men [12, 23, 64, 94]. This is attributed to a number of reasons, such

as the fact that male-to-female transmission is more likely than female-to-male transmission

[23] and the higher rate of disease recurrences in men (which may make them more infectious;

and, therefore, more likely to infect their female partners) [12]. Hence, as stated in Chapter

4, realistic models for HSV-2 transmission dynamics in a population should incorporate such

heterogeneity in susceptibility due to gender variability (i.e., sex structure). Consequently,

the aim of this chapter is to model the transmission dynamics of HSV-2 in a sex-structured

heterosexual population. The deterministic model to be designed, which is an extension of

the model (4.1), will be used to evaluate the impact of various intervention strategies, such

as the use of condoms, antiviral drugs and an imperfect HSV-2 vaccine. As stated in Chapter

1, condoms are known to offer significant protection against HSV-2 infection, particularly in

susceptible women [14, 91]. Similarly, antiviral drugs (such as, aciclovir (Zovirax), valaci-

clovir (Valtrex), famciclovir (Famvir), peniciclovir) can reduce the frequency, duration and

severity of outbreaks [12, 52, 59, 77]. Furthermore, a number of candidate HSV-2 vaccines

are undergoing various stages of clinical trials.
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Thus, it is significant to evaluate the impact of the aforementioned pharmaceutical and

non-pharmaceutical interventions in curtailing the spread of HSV-2 in a sexually-active sex-

structured population. In addition to evaluating the impact of the control strategies, the

objective of this chapter is to determine whether or not adding sex structure to the basic

HSV-2 model (4.1) affects the qualitative dynamics of the single-group model (4.1).

5.2 Model Formulation

The total sexually-active population at time t, denoted by N(t), is sub-divided into two

groups, namely, the total male population (Nm(t)) and the total female population (Nf (t)).

The total male population is further sub-divided into four mutually-exclusive compartments

for males that are susceptible (Sm(t)), exposed to HSV-2 but show no clinical symptoms of

the disease (Em(t)), infectious (virus-shedding) with clinical symptoms of HSV-2 (Hm(t))

and infectious, whose infection is quiescent (Qm(t)), so that

Nm(t) = Sm(t) + Em(t) +Hm(t) +Qm(t).

Similarly, the total female population is further sub-divided into four mutually-exclusive

compartments for females that are susceptible (Sf (t)), exposed to HSV-2 but show no clinical

symptoms of the disease (Ef (t)), infectious (virus-shedding) with clinical symptoms of HSV-2

(Hf (t)) and infectious, whose infection is quiescent (Qf (t)), so that

Nf (t) = Sf (t) + Ef (t) +Hf (t) +Qf (t).
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The model to be considered consists of the following system of differential equations [72]:

dSm
dt

= Πm − λfSm − µSm,

dEm
dt

= λfSm − (σm + µ)Em,

dHm

dt
= σmEm + rmQm − (qm + µ+ δ1)Hm,

dQm
dt

= qmHm − (rm + µ+ δ2)Qm,

dSf
dt

= Πf − λmSf − µSf ,

dEf
dt

= λmSf − (σf + µ)Ef ,

dHf

dt
= σfEf + rfQf − (qf + µ+ δ1)Hf ,

dQf
dt

= qfHf − (rf + µ+ δ2)Qf .

(5.1)

In (5.1), the parameters Πm and Πf represent the recruitment rate of males and females

into the sexually-active population, respectively. Susceptible males acquire HSV-2 infection

following effective contact with infectious females at a rate λf , given by

λf =
βf cm(Hf + ηfQf )

Nf
, (5.2)

where βf is the probability of infection (from females to males) per contact and cm is the

average number of male sexual partners (for females) per unit time. Similarly, susceptible

females acquire HSV-2 infection following effective contact with infectious males at a rate λm

(the reader may refer to [43] on the derivation of the infection rates, λf and λm), where

λm =
βmcf (Hm + ηmQm)

Nm
, (5.3)

with cf and βm having similar definitions as cm and βf (it is, however, assumed that βm > βf

since females are more susceptible to HSV-2 infection than males [94]). Unlike in many other

HSV-2 modelling studies (including those in [10, 74]), it is assumed that infected individuals

in the quiescent state (i.e., those in the Qm and Qf classes) can indeed transmit infection.
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The modification parameters 0 < ηm, ηf < 1 account for the assumption that quiescent

individuals transmit infection at a slower rate than the corresponding infected individuals

with clinical symptoms of the disease (in the Hm and Hf classes), due to their assumed

reduced viral load (it is assumed that viral load is positively correlated with infectiousness).

Individuals in each epidemiological compartment suffer natural death at a rate µ.

Newly-infected individuals move to the exposed class Em(Ef ) at the rate λf (λm) for

males (females). Exposed individuals develop symptoms at a rate σm(σf ) for males (females).

Quiescent individuals re-activate (relapse) their infection (and become symptomatic) at a rate

rm(rf ) for males (females), and move to the corresponding Hm(Hf ) class. Individuals with

clinical symptoms of the disease become quiescent at a rate qm(qf ) for males (females). The

parameters δ1 and δ2 represent the disease-induced death for individuals with symptoms (in

Hm or Hf class) and those in quiescent state (in Qm or Qf class), respectively. It is assumed

that δ2 ≤ δ1.

The model (5.1) is an extension of the one-group HSV-2 transmission model presented

by Podder and Gumel [71], by considering a two-group (males/females) structure (that takes

into account the differential susceptibility to HSV-2 infection between the two genders). It

should be mentioned that although numerous two-sex models have been published in the

literature (see, for instance, [17, 20, 22, 21, 40, 45, 48, 83]), no such model has so far been

published in the context of the transmission dynamics of HSV-2 in a population.

The main objective of the current study is to determine whether or not adding sex struc-

ture to the single-group HSV-2 model presented in [71] alters its qualitative (equilibrium)

dynamics. It is worth mentioning that an important feature of a sex-structured model is that

the total number of sexual contacts females make with males must equal the total number of

sexual contacts males make with females. Thus, the following group contact constraint must

hold (see also [16, 17, 98]) :

cmNm = cfNf . (5.4)

It is assumed that male sexual partners are abundant, so that females can always have enough
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number of sexual contacts per unit time. Hence, it is assumed that cf is constant (and cm is

calculated from the relation cm =
cfNf

Nm
) (see, for instance, [15, 18, 16, 17, 46, 55, 67, 95, 100]

for further discussions on multi-group models). Using the constraint (5.4) in (5.2) and (5.3),

the basic model (5.1) can be re-written as:

dSm
dt

= Πm −
βf cf
Nm

(Hf + ηfQf )Sm − µSm,

dEm
dt

=
βfcf
Nm

(Hf + ηfQf )Sm − (σm + µ)Em,

dHm

dt
= σmEm + rmQm − (qm + µ+ δ1)Hm,

dQm
dt

= qmHm − (rm + µ+ δ2)Qm,

dSf
dt

= Πf −
βmcm
Nf

(Hm + ηmQm)Sf − µSf ,

dEf
dt

=
βmcm
Nf

(Hm + ηmQm)Sf − (σf + µ)Ef ,

dHf

dt
= σfEf + rfQf − (qf + µ+ δ1)Hf ,

dQf
dt

= qfHf − (rf + µ+ δ2)Qf .

(5.5)

The two-group HSV-2 transmission model (5.5) is an extension of the single-group HSV-2

model (4.1), by incorporating sex-structure. In other words, the model (5.5) relaxes the

assumption (in (4.1)) that every sexually-active individual has the same likelihood of ac-

quiring HSV-2 infection (this assumption seems unrealistic, since data shows that HSV-2

seropositivity is uniformly higher in women than in men [12, 23, 64, 94]).

The model (5.5) will now be analysed for its basic properties.

5.2.1 Basic Properties

Using the approach in Section 4.2.1, the following result can be proven.

Theorem 5.1. Denote xi(t) = (Si(t), Ei(t),Hi(t), Qi(t)), i = m, f . Let the initial data

(xm(0), xf (0)) > 0. Then the solutions (xm(t), xf (t)) of the basic model (5.5) are positive for
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all t > 0. Furthermore,

lim sup
t→∞

Nm(t) ≤
Πm

µ
, lim sup

t→∞

Nf (t) ≤
Πf

µ
.

Define the region:

D =

{

(Sm, Em,Hm, Qm, Sf , Ef ,Hf , Qf ) ∈ R
8
+ :

Sm + Em +Hm +Qm ≤
Πm

µ
, Sf + Ef +Hf +Qf ≤

Πf

µ

}

.

The following result can also be shown using the approach in Section 4.2.1.

Lemma 5.1. The region D is positively-invariant for the basic model (5.5) with initial con-

ditions in R
8
+.

5.3 Existence and Stability of Equilibria

5.3.1 Local Stability of DFE

The DFE of the model (5.5) is given by

E0 = (S∗
m, E

∗
m,H

∗
m, Q

∗
m, S

∗

f , E
∗

f ,H
∗

f , Q
∗

f ) =

(

Πm

µ
, 0, 0, 0,

Πf

µ
, 0, 0, 0

)

. (5.6)

Using the notations in [88], the next generation matrices F and V , associated with the model

(5.5), are, respectively, given by,

F =

































0 0 0 0 βf cf ηfβf cf

0 0 0 0 0 0

0 0 0 0 0 0

0 βmcm ηmβmcm 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

































and V =

































m1 0 0 0 0 0

−σm m2 −rm 0 0 0

0 −qm m3 0 0 0

0 0 0 m11 0 0

0 0 0 −σf m21 −rf

0 0 0 0 −qf m31

































,
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with, m1 = σm + µ, m2 = qm + µ+ δ1, m3 = rm + µ+ δ2, m11 = σf + µ, m21 = qf + µ+ δ1

and m31 = rf + µ+ δ2. Hence, it follows that

R0 = ρ(FV −1) =
√

RmRf , (5.7)

where,

Rm =
βf cfσm(m3 + ηmqm)

m1(m2m3 − qmrm)
, (5.8)

and,

Rf =
βmcmσf (m31 + ηfqf )

m11(m21m31 − qfrf )
. (5.9)

It should be mentioned that, in (5.8) and (5.9), m2m3 − qmrm = qm(µ+ δ2)+m3(µ+ δ1) > 0

and m21m31 − qfrf = qf (µ+ δ2) +m31(µ+ δ1) > 0. Consequently, it follows from Theorem

2.7 that:

Lemma 5.2. The DFE of the model (5.5), given by (5.6), is locally-asymptotically stable

whenever R0 < 1, and unstable if R0 > 1.

The threshold quantity, R0, is the aggregate (geometric) product of the average number

of new cases generated by females (denoted by Rf ) and males (denoted by Rm). It measures

the average number of secondary cases generated by a single infectious male (female) in a

completely susceptible population [3, 43]. The epidemiological implication of Lemma 5.2 is

that a small influx of infectious individuals will not generate large outbreaks in the population

if R0 < 1. In order for disease elimination to be independent of the initial sizes of the sub-

populations of the model when R0 < 1, a global asymptotic stability property must be

established for the DFE (E0) of the model when R0 < 1. This is explored below.

5.3.2 Global Stability of DFE

Theorem 5.2. The DFE, E0, of the basic model (5.5), is GAS in D if R0 ≤ 1.
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Proof. Consider the Lyapunov function

F = f1Em + f2Hm + f3Qm + f4Ef + f5Hf + f6Qf ,

where,

f1 = Φ2Φ3R0σmm11, f2 = Φ2Φ3R0m1m11, f3 = Φ2R0m1m11(rm + ηmm2),

f4 = Φ3Φ4βf cfσmσf , f5 = Φ3Φ4βfcfσmm11, f6 = Φ3βf cfσmm11(rf + ηfm21),

with,

Φ1 = m2m3 − qmrm, Φ2 = m21m31 − qfrf , Φ3 = m3 + ηmqm and Φ4 = m31 + ηfqf .

The Lyapunov derivative of F is given by

Ḟ = f1Ėm + f2Ḣm + f3Q̇m + f4Ėf + f5Ḣf + f6Q̇f ,

= f1

[

βf cf
Nm

(Hf + ηfQf )Sm −m1Em

]

+ f2(σmEm + rmQm −m2Hm) + f3(qmHm −m3Qm)

+ f4

[

βmcm
Nf

(Hm + ηmQm)Sf −m11Ef

]

+ f5(σfEf + rfQf −m21Hf ) + f6(qfHf −m31Qf ),

= Φ2Φ3m11cfσm
λfNf

cm

(

Sm
Nm

R0 − 1

)

+ Φ1Φ2m1m11R0
λmNm

βmcf

(

Sf
Nf

R0 − 1

)

,

≤ Φ2Φ3m11cfσm
λfNf

cm

(

R0 − 1

)

+ Φ1Φ2m1m11R0
λmNm

βmcf

(

R0 − 1

)

,

since Sm ≤ Nm and Sf ≤ Nf in D.

Thus, Ḟ ≤ 0 if R0 ≤ 1 with Ḟ = 0 if and only if Em = Hm = Qm = Ef = Hf = Qf = 0. It

follows, from the LaSalle’s Invariance Principle [58], that

(Em,Hm, Qm, Ef ,Hf , Qf ) → (0, 0, 0, 0, 0, 0) as t→ ∞.
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Thus, for any ǫ > 0 sufficiently small, there exists a t1 > 0 such that if t > t1, then

Em < ǫ, Hm < ǫ, Qm < ǫ, Ef < ǫ, Hf < ǫ and Qf < ǫ. (5.10)

Now, it follows from the equations for Sm and Sf in (5.5) that for t > t1 (and noting (5.10))

dSm
dt

= Πm − λf (t)Sm(t) − µSm(t) ≥ Πm − cfβf (1 + ηf )ǫ− µSm(t),

dSf
dt

= Πf − λm(t)Sf (t) − µSf (t) ≥ Πf − cmβm(1 + ηm)ǫ− µSm(t).

Thus, by comparison theorem,

lim inf
t→∞

Sm(t) ≥
Πm − cfβf (1 + ηf )ǫ

µ
, lim inf

t→∞
Sf (t) ≥

Πf − cmβm(1 + ηm)ǫ

µ
. (5.11)

Since ǫ > 0 is arbitrarily small, letting ǫ→ 0 in (5.11) gives

lim inf
t→∞

Sm(t) ≥
Πm

µ
and lim inf

t→∞
Sf (t) ≥

Πf

µ
. (5.12)

Similarly, it can be shown that

lim sup
t→∞

Sm(t) ≤
Πm

µ
and lim sup

t→∞

Sf (t) ≤
Πf

µ
. (5.13)

Hence, it follows from (5.12) and (5.13) that

lim
t→∞

Sm(t) =
Πm

µ
and lim

t→∞
Sf (t) =

Πf

µ
.

Thus,

lim
t→∞

(Sm(t), Em(t),Hm(t), Qm(t), Sf (t), Ef (t),Hf (t), Qf (t))

=

(

Πm

µ
, 0, 0, 0,

Πf

µ
, 0, 0, 0

)

= E0.

�
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The epidemiological implication of Theorem 5.2 is that the classical epidemiological require-

ment of R0 ≤ 1 is necessary and sufficient for the elimination of HSV-2 from the community.

5.3.3 Existence and Stability of Endemic Equilibria

The existence of an EEP of the model (5.5) is considered for the special case where the

associated disease-induced mortality is negligible (so that, δ1 = δ2 = 0). Setting δ1 = δ2 = 0

in the model (5.5), and adding all the equations of the model, gives the following equations

for the rate of change of the total male and female populations, respectively:

dNm(t)

dt
= Πm − µNm(t) and

dNf (t)

dt
= Πf − µNf (t).

Thus, Nm(t) → Πm

µ
and Nf (t) →

Πf

µ
as t → ∞. Using Nm = Πm

µ
and Nf =

Πf

µ
(and noting

that δ1 = δ2 = 0) in the basic model (5.5) gives the following reduced or limiting (mass

action) system:

dSm
dt

= Πm −
βf cfµ

Πm
(Hf + ηfQf )Sm − µSm,

dEm
dt

=
βf cfµ

Πm
(Hf + ηfQf )Sm − p1Em,

dHm

dt
= σmEm + rmQm − p2Hm,

dQm
dt

= qmHm − p3Qm,

dSf
dt

= Πf −
βmcmµ

Πf
(Hm + ηmQm)Sf − µSf ,

dEf
dt

=
βmcmµ

Πf
(Hm + ηmQm)Sf − p11Ef ,

dHf

dt
= σfEf + rfQf − p21Hf ,

dQf
dt

= qfHf − p31Qf ,

(5.14)

where, p1 = σm + µ, p2 = qm + µ, p3 = rm + µ, p11 = σf + µ, p21 = qf + µ and p31 = rf + µ.

To obtain conditions for the existence of non-zero (endemic) equilibria of the mass action
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model (5.14), it is convenient to let

E1 = (S∗∗
m , E

∗∗
m ,H

∗∗
m , Q

∗∗
m , S

∗∗

f , E
∗∗

f ,H
∗∗

f , Q
∗∗

f ),

denotes any arbitrary equilibrium of the mass action model (5.14). The equations in the

model (5.14) are then solved in terms of the associated forces of infection (λf1 and λm1) at

steady-state (obtained from (5.2) and (5.3) at steady-state), namely

λ∗∗f1 =
βf cfµ(H∗∗

f + ηfQ
∗∗
f )

Πm
and λ∗∗m1 =

βmcmµ(H∗∗
m + ηmQ

∗∗
m )

Πf

. (5.15)

It follows that the basic reproduction number associated with the reduced model (5.14),

denoted by R1, is given by

R1 = R0|(δ1=δ2=0) =

√

βmβf cmcfσmσf (p3 + ηmqm)(p31 + ηfqf )

p1p11(p2p3 − qmrm)(p21p31 − qfrf )
,

where, p2p3 − qmrm = µ(qm + p3) > 0 and p21p31 − qfrf = µ(qf + p31) > 0.

Setting the right-hand sides of the equations in (5.14) to zero gives the following expres-

sions for the state variables of the model (in terms of λ∗∗f1 and λ∗∗m1):

S∗∗
m =

Πm

λ∗∗f1 + µ
, E∗∗

m =
λ∗∗f1Πm

p1(λ∗∗f1 + µ)
, H∗∗

m =
p3σmλ

∗∗
f1Πm

p1(p2p3 − rmqm)(λ∗∗f1 + µ)
, Q∗∗

m =
B1λ

∗∗
f1Πm

λ∗∗f1 + µ
,

S∗∗

f =
Πf

λ∗∗m1 + µ
, E∗∗

f =
λ∗∗m1Πf

p11(λ
∗∗
m1 + µ)

, H∗∗

f =
p31σfλ

∗∗
m1Πf

p11(p21p31 − rfqf )(λ
∗∗
m1 + µ)

, Q∗∗

f =
B2λ

∗∗
m1Πf

λ∗∗m1 + µ
,

(5.16)

where,

B1 =
k3σm

p1(p2p3 − rmqm)
and B2 =

p31σf
p11(p21p31 − rfqf )

. (5.17)

By substituting the expressions in (5.16) (and noting (5.17)) into equation (5.15), and simpli-

fying, it follows that the non-zero equilibria of the model system (5.14) satisfy the following
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polynomial (in terms of λ∗∗f1):

a1λ
∗∗

f1 + a2 = 0, (5.18)

where,

a1 = p31g1B1Πmp3 + p31g2B1Πmηmqm + p31µp3,

and,

a2 = µ2p1p11(p2p3 − rmqm)(p21p31 − rfqf )(1 −R2
1),

with, g1 =
βf cfµ

Πm
and g2 = βmcmµ

Πf
.

Clearly, the coefficient, a1, of the linear equation (5.18), is always positive (since all the

model parameters are positive). Furthermore, since p2p3 − rmqm > 0 and p21p31 − rfqf > 0,

it follows that the coefficient a2 is positive (negative) if R1 is less than (greater than) unity.

Thus, the unique solution of (5.18), given by λ∗∗f1 = −a2
a1

, is negative whenever R1 < 1 (so

that the model has no positive real root in this case). When R1 = 1, the coefficient a2 = 0,

and the equation (5.18) reduces to a1λ
∗∗

f1 = 0 (with solution λ∗∗f1 = 0; corresponding to the

DFE, E0). For the case when R1 > 1, the coefficient a2 < 0, so that the model has one

positive real root, given by λ∗∗f1 = −a2
a1

> 0 (the components of this endemic equilibrium, for

the case R1 > 1, can then be obtained by substituting the positive root of (5.18) into the

expressions in (5.16)). These results are summarized below.

Lemma 5.3. The reduced model (5.14) has one positive (endemic) equilibrium, of the form

E1, whenever R1 > 1, and no positive equilibrium otherwise.

The local stability property of the unique endemic equilibrium (E1) of the reduced model

(5.14) is now explored. For mathematical convenience, the substitutions Sm = N∗∗
m − Em −
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Hm −Qm and Sf = N∗∗
f − Ef −Hf −Qf will be used in (5.14), giving

dEm
dt

=
βf cf
N∗∗
m

(Hf + ηfQf )(N
∗∗
m − Em −Hm −Qm) − p1Em,

dHm

dt
= σmEm + rmQm − p2Hm,

dQm
dt

= qmHm − p3Qm,

dEf
dt

=
βmcm
N∗∗

f

(Hm + ηmQm)(N∗∗

f − Ef −Hf −Qf ) − p11Ef ,

dHf

dt
= σfEf + rfQf − p21Hf ,

dQf
dt

= qfHf − p31Qf .

(5.19)

Theorem 5.3. The unique endemic equilibrium, E1, of the model (5.19) is LAS whenever

R1 > 1.

The proof of Theorem 5.3 is given in Appendix B.

The global stability of the EEP (E1) of the model (5.14) is considered for the special

case where quiescent individuals do not transmit infection (i.e., ηf = ηm = 0) or re-activate

their infection (i.e., rm = rf = 0). Substituting ηf = ηm = rm = rf = 0 in (5.14) gives the

following system:

dSm
dt

= Πm −
βf cfµ

Πm
HfSm − µSm,

dEm
dt

=
βf cfµ

Πm
HfSm − p1Em,

dHm

dt
= σmEm − p2Hm,

dQm
dt

= qmHm − p3Qm,

dSf
dt

= Πf −
βmcmµ

Πf
HmSf − µSf ,

dEf
dt

=
βmcmµ

Πf
HmSf − p11Ef ,

dHf

dt
= σfEf − p21Hf ,

dQf
dt

= qfHf − p31Qf .

(5.20)
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The reproduction number associated with the system (5.20) is given by

R2 = R1|(ηm=ηf =rm=rf =0) =

√

βmβf cmcfσmσf
p1p11p2p21

. (5.21)

Using the approach in Section 5.3.3, it can be shown that the reduced system (5.20) has a

unique EEP, of the form

E2 = (S∗∗
m1, E

∗∗
m1,H

∗∗
m1, Q

∗∗
m1, S

∗∗
f1, E

∗∗
f1,H

∗∗
f1, Q

∗∗
f1)

(where, S∗∗
m1 > 0, E∗∗

m1 > 0,H∗∗
m1 > 0, Q∗∗

m1 > 0, S∗∗

f1 > 0, E∗∗

f1 > 0,H∗∗

f1 > 0, and Q∗∗
m1 > 0),

whenever R2 > 1. It is convenient to define the region:

D0 = {(Sm, Em,Hm, Qm, Sf , Ef ,Hf , Qf ) ∈ D : Hm = Qm = Hf = Qf = 0}.

Theorem 5.4. The unique EEP, E2, of the reduced model (5.20) is GAS in D\D0 whenever

R2 > 1.

Proof. It should be noted from the system (5.20), first of all, that the variables Qm

and Qf do not feature in any of the other equations of the model. Hence, these variables

can be (temporarily) removed from the analysis of the system (5.20), by considering a sub-

system of the model (5.20) without the equations for dQm

dt
and

dQf

dt
. Furthermore, consider

the non-linear Lyapunov function

F =

(

Sm − S∗∗
m1 − S∗∗

m1ln
Sm
S∗∗
m1

)

+

(

Em − E∗∗
m1 − E∗∗

m1ln
Em
E∗∗
m1

)

+
σm + µ

σm

(

Hm −H∗∗
m1 −H∗∗

m1ln
Hm

H∗∗
m1

)

+
g1H

∗∗

f1S
∗∗
m1

g2H∗∗
m1S

∗∗

f1

(

Sf − S∗∗

f1 − S∗∗

f1ln
Sf
S∗∗

f1

)

+
g1H

∗∗
f1S

∗∗
m1

g2H∗∗
m1S

∗∗
f1

(

Ef − E∗∗

f1 − E∗∗

f1ln
Ef
E∗∗
f1

)

+
g1H

∗∗
f1S

∗∗
m1

g2H∗∗
m1S

∗∗
f1

σf + µ

σf

(

Hm −H∗∗
m1 −H∗∗

m1ln
Hm

H∗∗
m1

)

,

(5.22)

where, g1 and g2 are as defined in Section 5.3.3. Thus, the Lyapunov derivative of F is given

111



by

Ḟ =

(

1 −
S∗∗
m1

Sm

)

˙Sm +

(

1 −
E∗∗
m1

Em

)

Ėm

+
σm + µ

σm

(

1 −
H∗∗
m1

Hm

)

Ḣm +
g1H

∗∗

f1S
∗∗
m1

g2H
∗∗
m1S

∗∗

f1

[

(

1 −
S∗∗

f1

Sf

)

Ṡf

+

(

1 −
E∗∗

f1

Ef

)

Ḣf +
σf + µ

σf

(

1 −
H∗∗

f1

Hf

)

Ḣf

]

=

(

1 −
S∗∗
m1

Sm

)(

Πm −
βf cfµ

Πm
HfSm − µSm

)

+

(

1 −
E∗∗
m1

Em

)(

βf cfµ

Πm
HfSm − p1Em

)

+
σm + µ

σm

(

1 −
H∗∗
m1

Hm

)

(

σmEm − p2Hm

)

+
g1H

∗∗

f1S
∗∗
m1

g2H∗∗
m1S

∗∗
f1

[

(

1 −
S∗∗

f1

Sf

)(

Πf −
βmcmµ

Πf
HmSf − µSf

)

+

(

1 −
E∗∗

f1

Ef

)(

βmcmµ

Πf

HmSf − p11Ef

)

+
σf + µ

σf

(

1 −
H∗∗

f1

Hf

)(

σfEf − p21Hf

)

]

= µS∗∗
m1

(

2 −
S∗∗
m1

Sm
−
Sm
S∗∗
m1

)

+ g1H
∗∗
f1S

∗∗
m1

(

2 −
S∗∗
m1

Sm
+

Hf

H∗∗

f1

−
SmHfE

∗∗
m1

S∗∗
m1H

∗∗

f1Em
−

Em
E∗∗
m1

)

+
g1H

∗∗

f1S
∗∗
m1

g2H∗∗
m1S

∗∗

f1

[

µS∗∗
f1

(

2 −
S∗∗

f1

Sf
−

Sf
S∗∗

f1

)

+ g2H
∗∗
m1S

∗∗
f1

(

2 −
S∗∗

f1

Sf
+

Hm

H∗∗
m1

−
SfHmE

∗∗

f1

S∗∗

f1H
∗∗

f1Ef
−

Ef
E∗∗

f1

)

]

= µS∗∗
m1

(

2 −
S∗∗
m1

Sm
−
Sm
S∗∗
m1

)

+
g1H

∗∗
f1S

∗∗
m1

g2H∗∗
m1S

∗∗

f1

µS∗∗

f1

(

2 −
S∗∗
f1

Sf
−

Sf
S∗∗

f1

)

+ g1H
∗∗

f1S
∗∗
m1

(

6 −
S∗∗
m1

Sm
−

SmHfE
∗∗
m1

S∗∗
m1H

∗∗
f1Em

−
S∗∗
f1

Sf
−
SfHmE

∗∗
f1

S∗∗
f1H

∗∗
f1Ef

−
EmH

∗∗
m1

E∗∗
m1Hm

−
EfH

∗∗
f1

E∗∗
f1Hf

)

.

It should be stated that, in the above calculations, the following relations (obtained from

(5.20) at the endemic steady-state, E2) have been used:

Πm =
βf cfµH

∗∗
m1S

∗∗
m1

Πm
+ µS∗∗

m1, Πf =
βmcmµH

∗∗

f1S
∗∗

f1

Πf
+ µS∗∗

f1,

(σm + µ)E∗∗
m1 =

βf cfµS
∗∗
m1

Πm
, (σf + µ)E∗∗

f1 =
βmcmµS

∗∗
f1

Πf
,

(qm + µ)H∗∗
m1 = σmE

∗∗
m1, (qm + µ)H∗∗

m1 = σmE
∗∗
m1.
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Since the arithmetic mean exceeds the geometric mean, it follows then that

2 −
S∗∗
m1

Sm
−
Sm
S∗∗
m1

≤ 0, 2 −
S∗∗
f1

Sf
−
Sf
S∗∗
f1

≤ 0,

6 −
S∗∗
m1

Sm
−

SmHfE
∗∗
m1

S∗∗
m1H

∗∗

f1Em
−
S∗∗

f1

Sf
−
SfHmE

∗∗

f1

S∗∗

f1H
∗∗

f1Ef
−
EmH

∗∗
m1

E∗∗
m1Hm

−
EfH

∗∗

f1

E∗∗

f1Hf

≤ 0,

so that Ḟ ≤ 0 whenever R2 > 1. Thus, F is a Lyapunov function of the sub-system of

the model (5.20) without the equations for dQm

dt
and

dQf

dt
. It then follows, by the LaSalle’s

Invariance Principle [58], that

lim
t→∞

Sm(t) = S∗∗
m , lim

t→∞
Em(t) = E∗∗

m , lim
t→∞

Hm(t) = H∗∗
m ,

lim
t→∞

Sf (t) = S∗∗

f , lim
t→∞

Ef (t) = E∗∗

f , lim
t→∞

Hf (t) = H∗∗

f .

(5.23)

It is clear from (5.23) that lim sup
t→∞

Em = E∗∗
m . Thus, for sufficiently small κ > 0, there exists

a constant τ > 0 such that lim sup
t→∞

Em ≤ E∗∗
m + κ for all t > τ. It follows from the fourth

equation of the model (5.20) that, for t > τ ,

Q̇m ≤ qm(H∗∗
m + κ) − p3Qm.

Thus, by comparison theorem (Theorem 2.6),

Q∞
m = lim sup

t→∞

Qm ≤
qm(H∗∗

m + κ)

p3
, (5.24)

so that, by letting κ→ 0 in (5.24)

Q∞
m = lim sup

t→∞

Qm ≤
qmH

∗∗
m

p3
. (5.25)

Similarly (by using lim inf
t→∞

Hm = H∗∗
m ), it can be shown that

Qm∞ = lim inf
t→∞

Qm ≥
qmH

∗∗
m

p3
. (5.26)
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Thus, it follows from (5.25) and (5.26) that

Qm∞ ≥
qmH

∗∗
m

p3
≥ Q∞

m .

Hence,

lim
t→∞

Qm =
qm(H∗∗

m )

p3
= Q∗∗

m . (5.27)

Similarly, it can be shown that

lim
t→∞

Qf =
qf (H

∗∗
f )

p31
= Q∗∗

f . (5.28)

Thus, by combining (5.23), (5.27) and (5.28), it follows that every solution to the equations

of the model (5.20), with ηm = ηf = rm = rf = 0 and initial conditions in D \D0 approaches

E2 as t→ ∞, for R2 > 1. �

In summary, the basic two-group HSV-2 model (5.5) has the following qualitative prop-

erties:

(i) it has a GAS DFE whenever the reproduction threshold (R0) is less than unity (Theorem

5.2);

(ii) the model with δ1 = δ2 = 0 has a unique endemic equilibrium (E1) whenever the

associated reproduction number (R1) exceeds unity (Lemma 5.3). The unique endemic

equilibrium is LAS when it exists (Theorem 5.3);

(iii) the EEP of the model with δ1 = δ2 = 0 is GAS for the special case when quiescent

individuals do not transmit infection (i.e., ηf = ηm = 0) and also do not re-activate

and progress to the symptomatic stage (i.e., rm = rf = 0), whenever the associated

reproduction threshold (R2) exceeds unity (Theorem 5.4).

These results are generally consistent with those reported in Chapter 4 [71], for the single

group HSV-2 transmission model (4.1). In other words, adding sex-structure to the single-

group HSV-2 model (4.1) does not alter the main qualitative (equilibrium) dynamics of the
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single sex model (it is worth recalling that the basic single-group model (4.1) has a GAS

DFE whenever its associated reproduction threshold is less than unity, and it has an endemic

equilibrium whenever the threshold exceeds unity. This endemic equilibrium was shown to

be GAS for a special case).

5.4 Model in Periodic Environment

In this section, the effect of “periodicity” on the transmission dynamics of HSV-2 in a sex-

structured population will be qualitatively assessed. The case for periodicity in HSV-2 trans-

mission dynamics in a sexually-active population stems from the fact that HSV-2 infection

is lifelong, and latent infection can re-activate. This re-activation can occur regularly, pro-

ducing a relapse period of infectiousness [10, 89]. The frequency and amplitude (severity)

of recurrence (relapse) of HSV-2 vary greatly, depending on the individual and various envi-

ronmental factors including stress (both physical and mental) [42]. To incorporate such time

varying recurrence, it is assumed that the associated transmission and relapse parameters

of the model (5.5) are periodic (i.e., βm = βm(t), βf = βf (t), rm = rm(t) and rf = rf (t)).

It should, however, be mentioned that (at the moment) there is no clear epidemiological

evidence in favor or against this (periodicity) assumption in this context.

Using the aforementioned definitions for βm, βf , rm and rf in the model (5.5) gives

the following non-autonomous, sex-structured, two-group model for HSV-2 transmission in a
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population:

dSm
dt

= Πm −
βf (t)cf
Nm

(Hf + ηfQf )Sm − µSm,

dEm
dt

=
βf (t)cf
Nm

(Hf + ηfQf )Sm − (σm + µ)Em,

dHm

dt
= σmEm + rm(t)Qm − (qm + µ+ δ1)Hm,

dQm
dt

= qmHm − [rm(t) + µ+ δ2]Qm,

dSf
dt

= Πf −
βm(t)cm
Nf

(Hm + ηmQm)Sf − µSf ,

dEf
dt

=
βm(t)cm
Nf

(Hm + ηmQm)Sf − (σf + µ)Ef ,

dHf

dt
= σfEf + rf (t)Qf − (qf + µ+ δ1)Hf ,

dQf
dt

= qfHf − [rf (t) + µ+ δ2]Qf .

(5.29)

The objective is to determine whether or not adding periodicity to the autonomous two-group

model (5.5) alters its qualitative dynamics (particularly with respect to the elimination of

the disease).

5.4.1 Basic Properties

It is convenient to define the regions:

X = {(Sm, Em,Hm, Qm, Sf , Ef ,Hf , Qf ) ∈ R
8
+ :

Sm +Em +Hm +Qm ≤ Nm and Sf + Ef +Hf +Qf ≤ Nf},

X0 = (S0
m, E

0
m,H

0
m, Q

0
m, S

0
f , E

0
f ,H

0
f , Q

0
f ),

and the function,

g ≡ g(Sm, Em,Hm, Qm, Sf , Ef ,Hf , Qf ).

Lemma 5.4. The non-autonomous model (5.29) has a unique and bounded solution with the
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initial data X0, where X0 ∈ X. Further, the compact set

D =

{

(Sm, Em,Hm, Qm, Sf , Ef ,Hf , Qf ) ∈ X : Nm ≤
Πm

µ
and Nf ≤

Πf

µ

}

,

is positively-invariant and attracts all positive orbits in X.

Proof. Following [61], let g ∈ (R8
+,R) be defined by:

g =



























0, (Sm, Em,Hm, Qm, Sf , Ef ,Hf , Qf ) = (0, 0, 0, 0, 0, 0, 0, 0);

βf cf (Hf + ηfQf )Sm
Sm + Em +Hm +Qm

, (Sm, Em,Hm, Qm) ∈ R
4
+ \ {(0, 0, 0, 0)};

βmcm(Hm + ηmQm)Sf
Sf + Ef +Hf +Qf

, (Sf , Ef ,Hf , Qf ) ∈ R
4
+ \ {(0, 0, 0, 0)}.

Hence, the function g is continuous and globally lipschitz on R
8
+. It follows, from Theorem

5.2.1 of [78], that the non-autonomous model (5.29) has a unique non-negative local solution

(Sm, Em,Hm, Qm, Sf , Ef ,Hf , Qf ) with

(Sm(0), Em(0),Hm(0), Qm(0), Sf (0), Ef (0),Hf (0), Qf (0))

= (S0
m, E

0
m,H

0
m, Q

0
m, S

0
f , E

0
f ,H

0
f , Q

0
f ) ∈ R

8
+.

Adding the first four equations of the model (5.29) gives

dNm

dt
= Πm − µNm − δ1Hm − δ2Qm ≤ Πm − µNm,

from which it is clear that the associated linear differential equation,

dNm

dt
= Πm − µNm,

has a unique equilibrium N∗
m =

Πm

µ
, which is globally-asymptotically stable. Thus, it can

be shown, using comparison theorem [56], that Nm(t) is bounded. Similarly, it can be shown

that Nf (t) is bounded. Hence, the solution of the model (5.29) exists globally on the interval

[0,∞). �
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5.4.2 Stability of DFE

The disease-free equilibrium solution of the system (5.29) is the same as E0, given in (5.6).

The equations for the rates of change of the infected components (Em,Hm, Qm, Ef ,Hf , Qf )

of the linearized version of the system (5.29) at the DFE (E0) are given by

dEm
dt

= βf (t)cf (Hf + ηfQf ) − (σm + µ)Em,

dHm

dt
= σmEm + rm(t)Qm − (qm + µ+ δ1)Hm,

dQm
dt

= qmHm − [rm(t) + µ+ δ2]Qm,

dEf
dt

= βm(t)cm(Hm + ηmQm) − (σf + µ)Ef ,

dHf

dt
= σfEf + rf (t)Qf − (qf + µ+ δ1)Hf ,

dQf
dt

= qfHf − [rf (t) + µ+ δ2]Qf .

Using the notation in Wang and Zhao [93], the matrix F (t) (of new infection terms) and

the M - matrix V (t) (of the remaining transition terms) associated with the non-autonomous

model (5.29) are given, respectively, by

F (t) =

































0 0 0 0 βf (t)cf ηfβf (t)cf

0 0 0 0 0 0

0 0 0 0 0 0

0 βm(t)cm ηmβm(t)cm 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

































,
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and,

V (t) =

































m1 0 0 0 0 0

−σm m2 −rm(t) 0 0 0

0 −qm m3 0 0 0

0 0 0 m11 0 0

0 0 0 −σf m21 −rf (t)

0 0 0 0 −qf m31

































,

with, m1 = σm +µ, m2 = qm +µ+ δ1, m3 = rm(t) +µ+ δ2, m11 = σf +µ, m21 = qf +µ+ δ1

and m31 = rf (t) + µ+ δ2.

As in [93], let ΦM be the monodromy matrix of the linear ω− periodic system

dZ

dt
= M(t)Z,

and ρ(ΦM (ω)) be the spectral radius of ΦM (ω). It is convenient to define

Y (t, s), t ≥ s,

as the evolution operator of the linear ω− periodic system

dy

dt
= −V (t) y.

That is, for each s ∈ R, the associated 6 × 6 matrix, Y (t, s), satisfies:

dY (t, s)

dt
= −V (t)Y (t, s) ∀t ≥ s, Y (s, s) = I.

Furthermore, in line with Wang and Zhao [93], it is assumed that φ(s) (ω−periodic in s) is

the initial distribution of infectious individuals. That is, F (s)φ(s) is the rate at which new

infections are produced by infected individuals who were introduced into the population at

time s [93]. Since t ≥ s, it follows then that Y (t, s)F (s)φ(s) represents the distribution of
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those infected individuals who were newly-infected at time s and, remain infected at time t.

Thus, the cumulative distribution of new infections at time t, produced by all infected

individuals (φ(s)) introduced at a prior time s = t, is given by

ψ(t) =

∫ t

−∞

Y (t, s)F (s)φ(s)ds =

∫

∞

0
Y (t, t− a)F (t− a)φ(t− a)da.

Let Cω be the ordered Banach space of all ω−periodic functions from R to R
6
+, with maximum

norm ‖.‖ and positive cone

C
+
ω = {φ ∈ Cω : φ(t) ≥ 0,∀ t ∈ R} .

Following Wang and Zhao [93], define a linear operator L : Cω → Cω by

(Lφ)(t) =

∫

∞

0
Y (t, t− a)F (t− a)φ(t− a)da ∀ t ∈ R, φ ∈ Cω. (5.30)

The associated reproduction ratio (denoted by Rp) is given by the spectral radius of L (that

is, Rp = ρ(L) [93]). The quantity Rp measures the average number of new HSV-2 cases

generated by a single infectious individual in a completely susceptible population. Methods

for computing Rp for non-autonomous systems have been developed by a number of authors

(see, for instance, [7, 93]). The method in [93] will be used in this thesis. First of all, it

is shown in Appendix C that the system (5.29) satisfies Assumptions A1-A7 in [93]. Thus,

using Theorem 2.2 in [93], the following result is established.

Lemma 5.5. The DFE of the model non-autonomous (5.29), given by (5.6), is LAS whenever

Rp < 1, and unstable if Rp > 1.

Theorem 5.5. The DFE, E0, of the non-autonomous model (5.29), given by (5.6), is GAS

in D whenever Rp < 1.

The proof of Theorem 5.5 is given in Appendix D.
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The epidemiological implication of Theorem 5.5 is that, as in the case of the autonomous

two-group model (5.5), HSV-2 will be eliminated from the community if the associated re-

production number (Rp) is brought to (and maintained at) a value less than unity. Thus, the

analyses in this section show that adding periodicity to the corresponding autonomous model

(5.5) does not alter the dynamics of the autonomous model (5.5) (with respect to disease

elimination). The basic model (5.1) will now be extended to incorporate the effect of three

control strategies on the transmission dynamics of HSV-2 in a population.

5.5 Autonomous Model with Intervention Strate-

gies

To extend the basic autonomous model (5.1) to include three intervention strategies (namely,

the use of an imperfect vaccine, condoms and antiviral treatment), the following 16 new state

variables are introduced:

(i) unvaccinated exposed males and females (Emu(t) and Efu(t), respectively),

(ii) vaccinated exposed males and females (Emv(t) and Efv(t), respectively),

(iii) unvaccinated infectious males and females (Hmu(t) and Hfu(t), respectively),

(iv) vaccinated infectious males and females (Hmv(t) and Hfv(t), respectively),

(v) unvaccinated quiescent infected males and females (Qmu(t) and Qfu(t), respectively),

(vi) vaccinated quiescent infected males and females (Qmv(t) and Qfv(t), respectively),

(vii) unvaccinated treated infected males and females (Tmu(t) and Tfu(t), respectively),

(viii) vaccinated treated infected males and females (Tmv(t) and Tfv(t), respectively).
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Thus, the total male and female populations at time t (denoted by Nme(t) and Nfe(t),

respectively), are now given by

Nme(t) = Sm(t) + Vm(t) + Emu(t) + Emv(t) +Hmu(t)

+ Hmv(t) +Qmu(t) +Qmv(t) + Tmu(t) + Tmv(t),

and,

Nfe(t) = Sf (t) + Vf (t) + Efu(t) + Efv(t) +Hfu(t)

+ Hfv(t) +Qfu(t) +Qfv(t) + Tfu(t) + Tfv(t).

A fraction pmǫm(pf ǫf ), of the new sexually-active (adolescent) males (females) recruited at

the rate Πm(Πf ) is vaccinated (where pm(pf ) is the proportion of these individuals that are

vaccinated and ǫm(ǫf ) represents the proportion of these vaccinated individuals in whom the

vaccine takes). Susceptible males (females) are vaccinated at a rate ξm(ξf ), and the vaccine

is assumed to wane at a rate ωm(ωf ). The use of condoms is incorporated using the term

(1 − ν1c) in the male population (and (1 − ν2c) in the female population), where 0 < ν1 < 1

(0 < ν2 < 1) is the condom efficacy and 0 < c < 1 represents the compliance in condom

use. Furthermore, since the vaccine is assumed to be imperfect, vaccinated males (females)

can acquire break-through infection at a reduced rate, (1 − ψ)(1 − ν1c)λfe for males and

(1 − ψ)(1 − ν2c)λme for females (where 0 < ψ < 1 represents the vaccine efficacy against

infection).

Following Schwartz and Blower [74], it is assumed that vaccinated individuals have:

(a) shorter average length of viral shedding;

(b) fewer viral shedding episodes; and

(c) lower transmission probability, in comparison to unvaccinated individuals.

Furthermore, following [4], it is assumed that the imperfect HSV-2 vaccine offers the following

therapeutic benefits (to vaccinated individuals):
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(i) it blocks infection with some efficacy;

(ii) it reduces transmissibility in break-through infections;

(iii) it slows development of symptoms in exposed vaccinated individuals;

(iv) it reduces mortality rate in break-through infections.

The populations of exposed vaccinated males (Emv) and females (Efv) are generated by

break-through infection (at the rate (1−ψ)(1−ν1c)λfe and (1−ψ)(1−ν2c)λme, respectively)

and are decreased by the development of symptoms (at the rates σmv and σfv, respectively).

Here, it is assumed that σmv < σmu and σfv < σfu, to account for the assumption that

exposed vaccinated individuals develop clinical symptoms of HSV-2 at a slower rate in com-

parison to exposed unvaccinated individuals.

Infectious vaccinated individuals (Hmv and Hfv) are generated by the progression of ex-

posed vaccinated individuals (at the rates σmv and σfv, respectively) and by the re-activation

of vaccinated individuals in the quiescent states (at the rates rmv and rfv, respectively).

Vaccinated infectious males (females) are treated at a rate γhmv(γhfv), while unvaccinated

infectious males (females) are treated at a rate γhmu(γhfu). These populations are further

decreased by progression to quiescence (at the rates qmv and qfv, respectively), and disease-

induced death (at a reduced rate, δv < δu).

The populations of vaccinated infectious individuals in the quiescent states (Qmv , Qfv)

are increased by the progression to quiescence of infectious vaccinated individuals (at the

rates qmv and qfv, respectively). These populations are reduced by re-activation (at the rates

rmv and rfv , respectively), loss of vaccine-induced immunity (at the rates αm and αf , respec-

tively), treatment (at the rates γqmv and γqfv, respectively) and disease-induced death (at a

rate δqv). Individuals in the Qmv and Qfv classes who lose their vaccine-induced immunity

are moved to the respective Qmu and Qfu classes (at the rates αm and αf , respectively [74]).

Natural death occurs in all epidemiological classes at a rate µ.
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The associated forces of infection are given by

λfe =
βf cm(Hfu + η1Hfv + η2Qfu + η3Qfv + η4Tfu + η5Tfv)

Nfe
,

λme =
βmcf (Hmu + η1Hmv + η2Qmu + η3Qmv + η4Tmu + η5Tmv)

Nme
,

(5.31)

where, 0 < η5 < η4 < η3 < η2 < η1 < 1 are the modification parameters that account for the

vaccine-induced reduction of infectiousness of vaccinated infected individuals in comparison

to unvaccinated infectious individuals.

Thus, considering the above descriptions and assumptions, together with the basic model

(5.1), the extended autonomous model for the transmission dynamics of HSV-2 in a sex-

structured population is given by the following system of non-linear differential equations

(the associated parameters of the model are described in Table 5.1).
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dSm
dt

= Πm(1 − pmǫm) + ωmVm − λfe(1 − ν1c)Sm − k1Sm,

dVm
dt

= Πmpmǫm + ξmSm − λfe(1 − ν1c)(1 − ψ)Vm − k2Vm,

dEmu
dt

= λfe(1 − ν1c)Sm − k3Emu,

dEmv
dt

= λfe(1 − ν1c)(1 − ψ)Vm − k4Emv,

dHmu

dt
= σmuEmu + rmuQmu − k5Hmu,

dHmv

dt
= σmvEmv + rmvQmv − k6Hmv,

dQmu
dt

= qmuHmu + αmQmv − k7Qmu,

dQmv
dt

= qmvHmv − k8Qmv,

dTmu
dt

= γhmuHmu + γqmuQmu − k9Tmu,

dTmv
dt

= γhmvHmv + γqmvQmv − k10Tmv,

dSf
dt

= Πf (1 − pf ǫf ) + ωfVf − λme(1 − ν2c)Sf − k11Sf ,

dVf
dt

= Πfpf ǫf + ξfSf − λme(1 − ν2c)(1 − ψ)Vf − k12Vf ,

dEfu
dt

= λme(1 − ν2c)Sf − k13Efu,

dEfv
dt

= λme(1 − ν2c)(1 − ψ)Vf − k14Efv,

dHfu

dt
= σfuEfu + rfuQfu − k15Hfu,

dHfv

dt
= σfvEfv + rfvQfv − k16Hfv,

dQfu
dt

= qfuHfu + αfQfv − k17Qfu,

dQfv
dt

= qfvHfv − k18Qfv,

dTfu
dt

= γhfuHfu + γqfuQfu − k19Tfu,

dTfv
dt

= γhfvHfv + γqfvQfv − k20Tfv,

(5.32)
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where, k1 = ξm + µ, k2 = ωm + µ, k3 = σmu + µ, k4 = σmv + µ, k5 = qmu + γhmu + µ + δu,

k6 = qmv+γhmv+µ+δv, k7 = rmu+γqmu+µ+δqu, k8 = rmv+αm+γqmv+µ+δqv, k9 = µ+δtu,

k10 = µ+δtv, k11 = ξf+µ, k12 = ωf+µ, k13 = σfu+µ, k14 = σfv+µ, k15 = qfu+γhfu+µ+δu,

k16 = qfv+γhfv+µ+δv , k17 = rfu+γqfu+µ+δqu, k18 = rfv+αf+γqfv+µ+δqv , k19 = µ+δtu

and k20 = µ+ δtv .

The extended two-group HSV-2 transmission model (5.32), subject to the constraint

condition (5.4), will now be analysed to gain insight into its qualitative properties.

Table 5.1: Description of parameters of the vaccination model (5.32).

Parameter Description Baseline Values/Year

Πm,Πf Recruitment rates for male and female 10000 (Assumed)

µ Natural death rate 1
70 [71]

βm, βf Infection probabilities for males/females 0.5 and 0.4, resp. (Assumed)

cm(cf ) Average number of male(female) sexual partners

for females(males) per unit time 2 (Assumed)

ξm, ξf Vaccination rate of susceptible males and females 0.6 [71]

ψ Efficacy of vaccine 0.6 [71]

ωm, ωf Waning rate of vaccine for males and females 1
15 [71, 74]

pm, pf Proportion of new recruited males and

females vaccinated 0.5 (Assumed)

ǫm, ǫf Proportion of vaccinated males and females

in whom the vaccine takes 0.6 [71]

ν(ν = ν1 = ν2) Condom efficacy 0.87 [26]

c Condom compliance 0.6 (Assumed)

σmu, σfu Progression rate to symptoms development of

unvaccinated exposed males and females 365
15 [71]
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σmv, σfv Progression rate to symptoms development of vaccinated

exposed males and females 365
18 [71]

rmu, rfu Activation rate of unvaccinated infectious males and

females in the quiescent state 365
4 [71, 74]

rmv, rfv Activation rate of vaccinated infectious males and

females in the quiescent state 365
4 [71, 74]

qmu, qfu Rate at which infectious unvaccinated males and females

revert to quiescent state 365
2 [71, 74]

qmv, qfv Rate at which infectious vaccinated males and females

revert to quiescent state 365
3 [71, 74]

αm, αf Progression rate to quiescent unvaccinated infectious males

and females of quiescent infectious vaccinated individuals 1
20 [71, 74]

η1, η3, η4 Modification parameters for reduced infectiousness of

vaccinated infectious individuals 0.4,0.1 and 0.001, resp.

η2, η5 Modification parameters for reduced infectiousness of

unvaccinated infectious individuals 0.2 and 0.01, resp.

γhmu, γhmv Treatment rates for Hmu and Hmv, respectively Variable

γqmu, γqmv Treatment rates for Qmu and Qmv, respectively Variable

γhfu, γhfv Treatment rates for Hfu and Hfv, respectively Variable

γqfu, γqfv Treatment rates for Qfu and Qfv, respectively Variable

δu, δqu Disease-induced death rate for unvaccinated

infectious individuals 0

δv, δqv Disease-induced death rate for vaccinated

infectious individuals 0
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5.5.1 Basic Properties

Using similar approach as in the basic model (5.5), the following biologically-feasible region

Γe = Γme ∪ Γfe ∈ R
10
+ × R

10
+ ,

where,

Γme = {(Sm, Vm, Emu, Emv ,Hmu,Hmv , Qmu, Qmv , Tmu, Tmv) ∈ R
10
+ :

Sm + Vm + Emu + Emv +Hmu +Hmv +Qmu +Qmv + Tmu + Tmv ≤ Πm/µ},

Γfe = {(Sf , Vf , Efu, Efv ,Hfu,Hfv, Qfu, Qfv, Tfu, Tfv) ∈ R
10
+ :

Sf + Vf + Efu + Efv +Hfu +Hfv +Qfu +Qfv + Tfu + Tfv ≤ Πf/µ},

can be shown to be positively-invariant for the extended model (5.32) with the contact con-

straint (5.4). Furthermore, the model (5.32) has a DFE, given by

E02 =

(

S∗
m, V

∗
m, E

∗
mu, E

∗
mv ,H

∗
mu,H

∗
mv , Q

∗
mu, Q

∗
mv , T

∗
mu, T

∗
mv ,

S∗

f , V
∗

f , E
∗

fu, E
∗

fv,H
∗

fu,H
∗

fv, Q
∗

fu, Q
∗

fv , T
∗

fu, T
∗

fv

)

=

(

Πm[pmǫmωm + k2(1 − pmǫm)]

k1k2 − ξmωm
,
Πm[k1pmǫm + ξm(1 − pmǫm)]

k1k2 − ξmωm
, 0, 0, 0, 0,

0, 0, 0, 0,
Πf [pf ǫfωf + k12(1 − pf ǫf )]

k11k12 − ξfωf
,
Πf [k11pf ǫf + ξf (1 − pf ǫf )]

k11k12 − ξfωf
, 0, 0, 0, 0, 0, 0, 0, 0

)

,

(5.33)

where, 1 − pmǫm > 0, 1 − pf ǫf > 0, 1 − ψ > 0, k1k2 − ξmωm = ξmµ + µk2 > 0 and

k11k12 − ξfωf = ξfµ+ µk12 > 0.

Using the constraint (5.4) in (5.32), it can be shown that the associated next generation

matrices, Fe and Ve, are given, respectively, by
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Fe =







08×8 F1

F2 08×8






, Ve =







V1 08×8

08×8 V2






,

where,

F1 =







02×2 (F11)2×6

06×2 06×6






, F2 =







02×2 (F21)2×6

06×2 06×6






,

and,

F11 =







β1 β1η1 β1η2 β1η3 β1η4 β1η5

β2 β2η1 β2η2 β2η3 β2η4 β2η5






, F21 =







β3 β3η1 β3η2 β3η3 β3η4 β3η5

β4 β4η1 β4η2 β4η3 β4η4 β4η5






,

V1 =















































k3 0 0 0 0 0 0 0

0 k4 0 0 0 0 0 0

−σmu 0 k5 0 −rmu 0 0 0

0 −σmv 0 k6 0 −rmv 0 0

0 0 −qmu 0 k7 −αm 0 0

0 0 0 −qmv 0 k8 0 0

0 0 −γhmu 0 −γqmu 0 k9 0

0 0 0 −γhmv 0 −γqmv 0 k10















































,
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V4 =















































k13 0 0 0 0 0 0 0

0 k14 0 0 0 0 0 0

−σfu 0 k15 0 −rfu 0 0 0

0 −σfv 0 k16 0 −rfv 0 0

0 0 −qfu 0 k17 −αf 0 0

0 0 0 −qfv 0 k18 0 0

0 0 −γhfu 0 −γqfu 0 k19 0

0 0 0 −γhfv 0 −γqfv 0 k20















































,

with,

β1 =
(1 − ν1c)βf cfS

∗
m

N∗
me

, β2 =
(1 − ν1c)(1 − ψ)βf cfV

∗
m

N∗
me

,

β3 =
(1 − ν2c)βmcmS

∗
f

N∗
fe

, β4 =
(1 − ν2c)(1 − ψ)βmcmV

∗
f

N∗
fe

.

It follows then that the associated effective reproduction number for the model (5.32) with

(5.4), denoted by Rc, is given by

Rc = ρ(FeV
−1
e ) =

√

RmeRfe,

where,

Rme =
A

k3k4k9k10A3A5
and Rfe =

B

k13k14k19k20A2A4
,
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with,

A = β1σmuk4k10A5A7 + β2σmvk3k9A3A10 + β2σmvαmqmvk3k10A11,

B = β3σfuk14k20A4A6 + β4σfvk13k19A2A8 + β4σfvαfqfvk13k20A9,

A2 = k15k17 − qfurfu > 0, A3 = k5k7 − qmurmu > 0,

A4 = k16k18 − qfvrfv > 0, A5 = k6k8 − qmvrmv > 0,

A6 = k17k19 + γhfuη4k17 + η4γqfvqfu + η2qfuk19,

A7 = k7k9 + γhmuη4k7 + η4γqmuqmu + η2qmuk9,

A8 = qfvη3k20 + η1k18k20 + η5γhfvk18 + η5qfvγqfv,

A9 = rfuk19 + η4γqfuk15 + η4γhfurfu + η2k15k19,

A10 = η5γhmvk8 + qmvη3k10 + η1k8k10 + qmvη5γqmv,

A11 = η4γqmuk5 + rmuη4γhmu + rmuk9 + η2k5k9.

Thus, by Theorem 2.7, the following result is established.

Lemma 5.6. The DFE (E02) of the extended autonomous model (5.32) with the contact

constraint (5.4), given by (5.33), is LAS whenever Rc < 1, and unstable if Rc > 1.

It should be mentioned that, like in the case of the single group HSV-2 vaccination

model (4.27), the extended sex-structured model (5.32) (with (5.4)) can be shown to undergo

a vaccine-induced backward bifurcation (this phenomenon is not established here, for the

model (5.32), to avoid repetition). It will, however, be shown (in Section 5.5.2 below) that

the model (5.32), with the constraint (5.4), has a globally-stable DFE for a special case

(ruling out backward bifurcation for this particular special case).

5.5.2 Global Stability of DFE: Special Case

Let, δu = δv = δqu = δqv = δtu = δtv = δ. The global asymptotic stability property of

the DFE (E02) of the model (5.32) (with (5.4)) will be explored for the special case where

the disease-induced mortality is negligible (so that, δ = 0). Setting δ = 0 in (5.32) leads
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to Nme = N∗
me → Πm/µ and Nfe = N∗

fe → Πf/µ as t → ∞. Furthermore, the forces of

infection, λfe and λme, given in (5.31), now reduce to λfec and λmec, where (it should be

noted that the constraint (5.4) is used in (5.34))

λfec =
βfcf [Hfu + η1Hfv + η2Qfu + η3Qfv + η4Tfu + η4Tfv]

N∗
me

,

λmec =
βmcm[Hmu + η1Hmv + η2Qmu + η3Qmv + η4Tmu + η4Tmv ]

N∗
fe

.

(5.34)

Let, Rce = Rc|δ=0. Furthermore, define

Γ1 =

{

(

Sm, Vm, Emu, Emv ,Hmu,Hmv, Qmu, Qmv, Tmu, Tmv , Sf , Vf , Efu, Efv ,

Hfu,Hfv , Qfu, Qfv, Tfu, Tfv

)

∈ Γe : Sm ≤ S∗
m, Vm ≤ V ∗

m, Sf ≤ S∗
f , Vf ≤ V ∗

f

}

.

(5.35)

Theorem 5.6. The DFE of the model (5.32), with (5.4) and (5.34), given by E02, is GAS

in Γ1 if Rce < 1.

Proof. First need to prove that the set Γ1 is positively-invariant and attracts all solutions

in Γe, and then use a comparison argument. It can be seen from the first equation of the

system (5.32) (where, now, Nme(t) = N∗
me = Πm

µ
and Nfe(t) = N∗

fe =
Πf

µ
) that

dSm
dt

= Πm(1 − pmǫm) + ωmVm − λfec(1 − ν1c)Sm − (ξm + µ)Sm,

≤ Πm(1 − pmǫm) + ωmVm − (ξm + µ)Sm,

≤ Πm(1 − pmǫm) + ωm(Πm/µ− Sm − Emu − Emv −Hmu

− Hmv −Qmu −Qmv − Tmu − Tmv) − (ξm + µ)Sm,

≤ Πm(1 − pmǫm) + ωmΠm/µ− (ωm + ξm + µ)Sm,

= (ωm + ξm + µ)(S∗
m − Sm).

Hence,

Sm(t) ≤ S∗
m − [S∗

m − Sm(0)]e−(ωm+ξm+µ)t.
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It follows that either Sm(t) approaches S∗
m asymptotically, or there is some finite time after

which Sm(t) ≤ S∗
m [75]. Finally, it follows from the second equation of (5.32) that

dVm
dt

= Πmpmǫm + ξmSm − λfec(1 − ν1c)(1 − ψ)Vm − (ωm + µ)Vm,

≤ Πmpmǫm + ξmSm − (ωm + µ)Vm,

≤ Πmpmǫm + ξm(Πm/µ− Vm − Emu − Emv −Hmu

− Hmv −Qmu −Qmv − Tmu − Tmv) − (ωm + µ)Vm,

≤ Πmpmǫm + +ξm(Πm/µ) − (ωm + ξm + µ)Vm,

= (ωm + ξm + µ)(V ∗
m − Vm).

Thus,

Vm(t) ≤ V ∗
m − [V ∗

m − Vm(0)]e−(ωm+ξm+µ)t.

Hence, it follows that either Vm(t) approaches V ∗
m asymptotically, or there is some finite time

after which Vm(t) ≤ V ∗
m. Similarly, it can be shown that Sf (t) ≤ S∗

f and Vf (t) ≤ V ∗

f . Thus,

the set Γ1 is positively-invariant and attracting for the model (5.32), with (5.4) and (5.34).

Define:

Y =

(

Sm, Vm, Emu, Emv,Hmu,Hmv, Qmu, Qmv, Tmu, Tmv ,

Sf , Vf , Efu, Efv,Hfu,Hfv, Qfu, Qfv , Tfu, Tfv

)

.T

The equations for the infected components of (5.32), with (5.4) and (5.34), can then be

re-written as:

dY

dt
= (Fe − Ve1 − U)Y,

where, Ve1 = Ve|δ=0 and the matrices Fe and Ve are as defined in Section 5.5.1. The matrix
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U is given by

U =







08×8 U1

U2 08×8






,

where,

U1 =







02×2 U11
2×6

06×2 06×6






, U2 =







02×2 U21
2×6

06×2 06×6






,

and,

U11 =







α1 α1η1 α1η2 α1η3 α1η4 α1η5

α2 α2η1 α2η2 α2η3 α2η4 α2η5






, U21 =







α3 α3η1 α3η2 α3η3 α3η4 α3η5

α4 α4η1 α4η2 α4η3 α4η4 α4η5






,

with, α1 = (1 − ν1c)βf cf
S∗

m

N∗

me
(1 − Sm

S∗

m
), α2 = (1 − ν1c)(1 − ψ)βf cf

V ∗

m

N∗

me
(1 − Vm

V ∗

m
),

α3 = (1 − ν2c)βmcm
S∗

f

N∗

fe
(1 −

Sf

S∗

f
) and α4 = (1 − ν2c)(1 − ψ)βmcm

V ∗

f

N∗

fe
(1 −

Vf

V ∗

f
).

Since Sm ≤ S∗
m, Vm ≤ V ∗

m, Sf ≤ S∗

f and Vf ≤ V ∗

f (for all t ≥ 0) in Γ1, it follows that the

matrix U is non-negative. Thus,

dY
dt

≤ (Fe − Ve1)Y. (5.36)

Furthermore, if Rce < 1, then ρ(FeV
−1
e1 ) < 1 (from the local stability result given in Lemma

5.6, which is equivalent to Fe − Ve1 having all its eigenvalues in the left-half plane [88]). It

follows that the linearized differential inequality system (5.36) is stable whenever Rce < 1.

Consequently, by comparison theorem [56], it follows that

(Emu, Emv ,Hmu,Hmv , Qmu, Qmv , Tmu, Tmv) → (0, 0, 0, 0, 0, 0, 0, 0),
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and,

(Efu, Efv,Hfu,Hfv , Qfu, Qfv, Tfu, Tfv) → (0, 0, 0, 0, 0, 0, 0, 0).

Using similar argument as in the proof of Theorem 5.2, it follows that

lim
t→∞

(Sm(t), Emu(t), Emv(t),Hmu(t),Hmv(t), Qmu(t), Qmv(t), Tmu(t), Tmv(t),

Sf (t), Efu(t), Efv(t),Hfu(t),Hfv(t), Qfu(t), Qfv(t), Tfu(t), Tfv(t))

=

(

Πm

µ
, 0, 0, 0, 0, 0, 0, 0, 0,

Πf

µ
, 0, 0, 0, 0, 0, 0, 0, 0,

)

= E02.

Furthermore, since Γ1 is positively-invariant, it follows that every solution to the equations

of the model (5.32), with (5.4) and (5.34), approaches the DFE, E02, as t → ∞ whenever

Rce < 1. �

The epidemiological implication of Theorem 5.6 is that HSV-2 can be eliminated from

the community if the three intervention strategies (namely, the use of a vaccine, condoms

and drug treatment) can bring (and maintain) the associated threshold quantity, Rce, to a

value less than unity.

5.5.3 Existence of EEP: Special Case

The existence of endemic equilibria of the model (5.32) with (5.4), is considered for the special

case with δ = 0, so that the associated forces of infection of the model are given by λfec and

λmec in (5.34). Let,

E3 =

(

S∗∗
m , V

∗∗
m , E∗∗

mu, E
∗∗
mv ,H

∗∗
mu,H

∗∗
mv , Q

∗∗
mu, Q

∗∗
mv , T

∗∗
mu, T

∗∗
mv ,

S∗∗

f , V
∗∗

f , E∗∗

fu, E
∗∗

fv ,H
∗∗

fu,H
∗∗

fv, Q
∗∗

fu, Q
∗∗

fv , T
∗∗

fu, T
∗∗

fv

)

,

(5.37)
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represents any arbitrary equilibrium of the model (5.32), with (5.4) and (5.34). The expres-

sions for λfec and λmec at steady-state are given by:

λ∗∗fec1 =

βf cfµ

(

H∗∗

fu + η1H
∗∗

fv + η2Q
∗∗

fu + η3Q
∗∗

fv + η4T
∗∗

fu + η4T
∗∗

fv

)

Πm
,

λ∗∗mec1 =

βmcmµ

(

H∗∗
mu + η1H

∗∗
mv + η2Q

∗∗
mu + η3Q

∗∗
mv + η4T

∗∗
mu + η4T

∗∗
mv

)

Πf
.

(5.38)

Using the approach in Section 5.3.3, it can be shown (after some tedious algebraic manipu-

lations) that the non-zero equilibria of the model (5.32) with (5.4) and (5.34) satisfy

b1(λ
∗∗
mec1)

4 + b2(λ
∗∗
mec1)

3 + b3(λ
∗∗
mec1)

2 + b4(λ
∗∗
mec1) + b5 = 0, (5.39)

where,

b1 = C5D
2
3 + C4g1D16D3 + C3g

2
1D

2
16,

b2 = 2C3g
2
1D16D17 − g2

1g2C16D
2
16 + C4g1D16D4 − g1g2C17D3D16 + C4g1D17D3 + 2C5D3D4,

b3 = −2g2
1g2C16D16D17 + C3g

2
1D

2
17 + C4g1D17D4 − g1g2C17D3D17

+ 2C5D3D5 + C5D
2
4 + C4g1D16D5 − g1g2C17D4D16,

b4 = 2C5D4D5 − g2
1g2C16D

2
17 − g1g2C17D5D16 + C4g1D17D5 − g1g2C17D4D17,

b5 = D5C
2
5

[

1 − (Rce)
2

]

. (5.40)

The expressions for the Ci’s and Di’s in (5.40) are given in Appendix E.

In (5.40), b1 > 0. Since C5 > 0 and D5 > 0, it follows that b5 < 0 if Rce > 1. Thus, using

the Descartes Rule of Signs, the polynomial (5.39) has at least one positive root. Hence, the

following result is established.

Theorem 5.7. The extended model (5.32), with (5.4) and (5.34), has at least one (positive)

endemic equilibrium, of the form E3, whenever Rce > 1.

Theorem 5.7 shows the existence of at least one endemic equilibrium when Rce > 1. The
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global asymptotic stability of this equilibrium is explored for a special case below.

5.5.4 Global Stability of EEP: Special Case

Define,

D1 =

{

Γ1 : Sm = Vm = Emu = Emv = Hmu = Hmv = Qmu = Qmv

= Tmu = Tmv = Sf = Vf = Efu = Efv = Hfu = Hfv = Qfu = Qfv = Tfu = Tfv = 0

}

.

Furthermore, let,

sign(Sm − S∗∗

m ) = sign(Vm − V ∗∗

m ) = sign(Emu − E∗∗

mu) = sign(Emv − E∗∗

mv)

= sign(Hmu −H∗∗
mu) = sign(Hmv −H∗∗

mv) = sign(Qmu −Q∗∗
mu)

= sign(Qmv −Q∗∗
mv) = sign(Tmu − T ∗∗

mu) = sign(Tmv − T ∗∗
mv)

= sign(Sf − S∗∗
f ) = sign(Vf − V ∗∗

f ) = sign(Efu − E∗∗
fu)

= sign(Efv − E∗∗
fv) = sign(Hfu −H∗∗

fu) = sign(Hfv −H∗∗
fv)

= sign(Qfu −Q∗∗

fu) = sign(Qfv −Q∗∗

fv) = sign(Tfu − T ∗∗

fu) = sign(Tfv − T ∗∗

fv ).

(5.41)

Theorem 5.8. The EEP, E3, of the extended model (5.32), with (5.4) and (5.34), is GAS

in Γ1 \ D1 whenever Rce > 1 and Condition (5.41) holds.

Proof. Let Rce > 1, so that (by Theorem 5.7) an EEP of the form, E3, exists for the model

(5.32). Furthermore, let Condition (5.41) holds. Consider the Lyapunov function (Lyapunov

functions of this type have been used in the literature, such as in [99])

G = |Sm − S∗∗
m | + |Vm − V ∗∗

m | + |Emu − E∗∗
mu| + |Emv − E∗∗

mv| + |Hmu −H∗∗
mu|

+ |Hmv −H∗∗
mv| + |Qmu −Q∗∗

mu| + |Qmv −Q∗∗
mv| + |Tmu − T ∗∗

mu| + |Tmv − T ∗∗
mv|

+ |Sf − S∗∗

f | + |Vf − V ∗∗

f | + |Efu − E∗∗

fu| + |Efv − E∗∗

fv| + |Hfu −H∗∗

fu|

+ |Hfv −H∗∗

fv| + |Qfu −Q∗∗

fu| + |Qfv −Q∗∗

fv| + |Tfu − T ∗∗

fu| + |Tfv − T ∗∗

fv |.
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The right derivative, D+G, of G along the solutions of (5.32), is given by

D+G = sign(Sm − S∗∗
m )

[

ωm(Vm − V ∗∗
m ) − λfec(1 − ν1c)Sm + λ∗∗fec(1 − ν1c)S

∗∗
m −K1(Sm − S∗∗

m )

]

+ sign(Vm − V ∗∗
m )

[

ξm(Sm − S∗∗
m ) − λfec(1 − ν1c)(1 − ψ)Vm + λ∗∗fec(1 − ν1c)(1 − ψ)V ∗∗

m

−K2(Vm − V ∗∗
m )

]

+ sign(Emu − E∗∗
mu)

[

λfec(1 − ν1c)Sm − λ∗∗fec(1 − ν1c)S
∗∗
m −K3(Emu − E∗∗

mu)

]

+ sign(Emv − E∗∗
mv)

[

λfec(1 − ν1c)(1 − ψ)Vm − λ∗∗fec(1 − ν1c)(1 − ψ)V ∗∗
m −K4(Emv −E∗∗

mv)

]

+ sign(Hmu −H∗∗
mu)

[

σmu(Emu − E∗∗
mu) + rmu(Qmu −Q∗∗

mu) −K5(Hmu −H∗∗
mu)

]

+ sign(Hmv −H∗∗
mv)

[

σmv(Emv −E∗∗
mv) + rmv(Qmv −Q∗∗

mv) −K6(Hmv −H∗∗
mv)

]

+ sign(Qmu −Q∗∗
mu)

[

qmu(Hmu −H∗∗
mu) + αm(Qmv −Q∗∗

mv) −K7(Qmu −Q∗∗
mu)

]

+ sign(Qmv −Q∗∗
mv)

[

qmv(Hmv −H∗∗
mv) −K8(Qmv −Q∗∗

mv)

]

+ sign(Tmu − T ∗∗
mu)

[

γhmu(Hmu −H∗∗
mu) + γqmu(Qmu −Q∗∗

mu) − µ(Tmu − T ∗∗
mu)

]

+ sign(Tmv − T ∗∗
mv)

[

γhmv(Hmv −H∗∗
mv) + γqmv(Qmv −Q∗∗

mv) − µ(Tmv − T ∗∗
mv)

]

+ sign(Sf − S∗∗

f )

[

ωf (Vf − V ∗∗

f ) − λmec(1 − ν2c)Sf + λ∗∗mec(1 − ν2c)S
∗∗

f −K9(Sf − S∗∗

f )

]

+ sign(Vf − V ∗∗

f )

[

ξf (Sf − S∗∗

f ) − λmec(1 − ν2c)(1 − ψ)Vf + λ∗∗mec(1 − ν2c)(1 − ψ)V ∗∗

f

−K10(Vf − V ∗∗
f )

]

+ sign(Efu −E∗∗

fu)

[

λmec(1 − ν2c)Sf − λ∗∗mec(1 − ν2c)S
∗∗

f −K11(Efu − E∗∗

fu)

]

+ sign(Efv − E∗∗
fv)

[

λmec(1 − ν2c)(1 − ψ)Vf − λ∗∗mec(1 − ν2c)(1 − ψ)V ∗∗
f −K12(Efv − E∗∗

fv)

]

+ sign(Hfu −H∗∗

fu)

[

σfu(Efu − E∗∗

fu) + rfu(Qfu −Q∗∗

fu) −K13(Hfu −H∗∗

fu)

]

+ sign(Hfv −H∗∗

fv)

[

σfv(Efv − E∗∗

fv) + rfv(Qfv −Q∗∗

fv) −K14(Hfv −H∗∗

fv)

]

+ sign(Qfu −Q∗∗
fu)

[

qfu(Hfu −H∗∗
fu) + αf (Qfv −Q∗∗

fv) −K15(Qfu −Q∗∗
fu)

]

+ sign(Qfv −Q∗∗

fv)

[

qfv(Hfv −H∗∗

fv) −K16(Qfv −Q∗∗

fv)

]
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+ sign(Tfu − T ∗∗

fu)

[

γhfu(Hfu −H∗∗

fu) + γqfu(Qfu −Q∗∗

fu) − µ(Tfu − T ∗∗

fu)

]

+ sign(Tfv − T ∗∗
fv )

[

γhfv(Hfv −H∗∗
fv) + γqfv(Qfv −Q∗∗

fv) − µ(Tfv − T ∗∗
fv )

]

,

where, K1 = ξm + µ, K2 = ωm + µ, K3 = σmu + µ, K4 = σmv + µ, K5 = qmu + γhmu + µ,

K6 = qmv + γhmv + µ, K7 = rmu + γqmu + µ, K8 = rmv + αm + γqmv + µ, K9 = ξf + µ,

K10 = ωf + µ, K11 = σfu + µ, K12 = σfv + µ, K13 = qfu + γhfu + µ, K14 = qfv + γhfv + µ,

K15 = rfu + γqfu + µ and K16 = rfv + αf + γqfv + µ.

It follows, after some algebraic manipulations and taking into account Condition (5.41),

that

D+G = −µ

{

|Sm − S∗∗
m | + |Vm − V ∗∗

m | + |Emu − E∗∗
mu| + |Emv − E∗∗

mv| + |Hmu −H∗∗
mu|

+ |Hmv −H∗∗
mv| + |Qmu −Q∗∗

mu| + |Qmv −Q∗∗
mv| + |Tmu − T ∗∗

mu| + |Tmv − T ∗∗
mv |

+ |Sf − S∗∗
f | + |Vf − V ∗∗

f | + |Efu − E∗∗
fu| + |Efv − E∗∗

fv| + |Hfu −H∗∗
fu|

+ |Hfv −H∗∗

fv| + |Qfu −Q∗∗

fu| + |Qfv −Q∗∗

fv| + |Tfu − T ∗∗

fu| + |Tfv − T ∗∗

fv |

}

= −µG.

Thus, lim
t→∞

G(t) = 0. Hence, the equilibrium, E3, of the extended model (5.32), with (5.4) and

(5.34), is GAS in Γ1 \ D1 whenever Rce > 1 and Condition (5.41) holds. �

It should be stated that Condition (5.41) seems somewhat restrictive, but it is necessary for

the proof to work using the Lyapunov function chosen. In summary, the extended model

(5.32), with (5.4) and (5.34), has the following qualitative properties:

(i) it has a LAS DFE whenever the reproduction threshold (Rc) is less than unity (Theorem

5.6). The DFE is GAS if the associated epidemiological threshold (Rce) is less than

unity for the special case when the disease-induced death is negligible (Theorem 5.6);

(ii) it has at least one (positive) endemic equilibrium whenever the associated reproduc-

tion number (Rec) exceeds unity, for the case when the disease-induced death is zero

(Theorem 5.7). An endemic equilibrium is GAS in Γ1 \D1 for a special case (Theorem

5.8).
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5.6 Numerical Simulations

The extended model (5.32), subject to (5.4) and (5.34), is numerically-simulated, using the

parameter values given in Table 5.1 (unless otherwise stated), to evaluate the impact of the

various intervention strategies discussed earlier. The following initial conditions were used

in the simulations: Sm(0) = Sf (0) = 500, 000, Vm(0) = Vf (0) = 500, Emu(0) = Emv(0) =

Efu(0) = Efv(0) = 100, Hmu(0) = Hmv(0) = Qmu(0) = Qmv(0) = Hfu(0) = Hfv(0) =

Qfu(0) = Qfv(0) = 10, and Tmu(0) = Tmv(0) = Tfu(0) = Tfv(0) = 10.

The effect of condom use and treatment is monitored by simulating the extended model in

the absence of vaccination. Figure 5.1A shows that, for low treatment rates and 87% condom

efficacy (estimated in [26]), a condom compliance of at least 90% is needed to effectively

control the disease (i.e., make Rce < 1; it should be noted from Theorem 5.6 that, for the full

model (5.32), the requirement Rce < 1 is necessary and sufficient for disease elimination). On

the other hand, if the treatment rates are increased (e.g., by two-fold), the condom compliance

needed for effective disease control reduces to about 70% (see Figure 5.1B). However, if

a vaccine is added to the combined treatment/condom strategy, it is shown (Figure 5.2)

that even for relatively low treatment and vaccination rates, the disease will be eliminated

regardless of the level of condom compliance (since all the Rce contours in Figure 5.2 are less

than unity; and Theorem 5.6 guarantees HSV-2 elimination if Rce < 1).

More simulations are carried out to evaluate the impact of the targeted use of the vacci-

nation program administered as a sole intervention (i.e., in the absence of condom use and

drug treatment). For instance, if only susceptible females are vaccinated, the simulations

show that over 12,000 new female infections will be averted over a period of ten years (Figure

5.3A). This figure further shows an indirect benefit for the male population (since equally high

number of new infections in the male population is averted). Similar situation is observed

if only susceptible males are vaccinated (Figure 5.3B). Thus, these simulations show that

(based on the parameter values used in the simulations) vaccinating one sex group induces

an indirect benefit (preventing new cases) in the other sex group. It is worth noting from

Figure 5.3B that even if only males are vaccinated, more new cases of females are averted in
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comparison to the new cases of males averted. This may be due to the fact that females are

more susceptible to infection than males (βm > βf ).

5.7 Summary

A deterministic model for the transmission dynamics of HSV-2 in a sex-structured population,

which incorporates the effect of three intervention strategies (namely: the use of an imperfect

vaccine, condoms and drug treatment), is designed and qualitatively analysed. The main

theoretical findings of this chapter are:

(i) The basic model (without any of the three interventions), given by (5.5), has a globally-

asymptotic stable disease-free equilibrium whenever the associated reproduction thresh-

old (R0) is less than or equal to unity (Theorem 5.2). This model has a unique endemic

equilibrium, which is shown to be globally-asymptotically stable for a special case, when

the reproduction threshold exceeds unity (Theorem 5.4);

(ii) The non-autonomous model (5.29) has a GAS DFE whenever the associated reproduc-

tion threshold (Rp) is less than unity (Theorem 5.5);

(iii) The extended model (that incorporates the use of condom, drug treatment and an im-

perfect vaccine) has a GAS DFE whenever its associated reproduction threshold (Rce)

is less than unity, for a special case when the disease-induced mortality is negligible

(Theorem 5.6). It has at least one EEP when Rce > 1 (Theorem 5.7). It is shown that

the model has a GAS EEP, for a special case (Theorem 5.8).

Numerical simulations of the extended model (5.32), subject to (5.4) and (5.34), reveal the

following:

(a) For low treatment rates, very high condom compliance (at least 90%) will be required

to effectively control the spread of the disease in the absence of vaccination. The level

of condom compliance required for effective disease control reduces if the treatment

rates are increased;
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(b) The combined use of vaccination, treatment and condoms will be very effective in

curtailing (or eliminating) HSV-2 in (from) the population even if the vaccination and

treatment rates are low;

(c) Using vaccination as a singular control strategy, the targeted vaccination of one sex

group (only) induces an indirect benefit in the other sex group. Under this vaccine-only

strategy, more new cases of females are prevented than new cases of males regardless

of which sex group is targeted for vaccination (i.e., regardless of which sex group is

vaccinated).

Overall, the analyses in this chapter suggest that adding sex structure to the single-group

HSV-2 transmission model (4.1) does not alter its main equilibrium dynamics (pertaining

to the persistence or elimination of the disease). Furthermore, adding periodicity to the

corresponding autonomous model (5.5) does not alter the dynamics of the autonomous model

(5.5), with respect to the elimination of the disease. Finally, the prospect of effectively

controlling the spread of HSV-2 in a population, using an imperfect vaccine, drug treatment

and condoms, is bright.
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Figure 5.1: Simulations of the extended model (5.32) (with (5.4) and (5.34)) in the
absence of vaccination. Contour plots of Rce as a function of condom
efficacy (ν) and compliance (c). Parameter values used are as given in
Table 5.1, with βm = 0.5 and βf = 0.4, set the vaccination parameters
to zero. (A) Low treatment rates (γhmu = γhmv = γhfu = γhfv = γqmu =
γqmv = γqfu = γqfv = 0.1). (B) Relatively high treatment rates (γhmu =
γhmv = γhfu = γhfv = γqmu = γqmv = γqfu = γqfv = 0.2).
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Figure 5.2: Simulations of the extended model (5.32) (with (5.4) and (5.34)). Contour
plots of Rce as a function of condom efficacy (ν) and compliance (c). Pa-
rameter values used are as given in Table 5.1, with ǫm = ǫf = ψm = ψf =
ξm = ξf = 0.3, γhmu = γhmv = γhfu = γhfv = γqmu = γqmv = γqfu = γqfv =
0.2.
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Figure 5.3: Simulations of the extended model (5.32) (with (5.4) and (5.34)) in the
absence of treatment and condom use, measuring the impact of targeted
vaccination strategies. Cumulative number of new cases averted as a
function of time. Parameter values used are as given in Table 5.1, with
γhmu = γhmv = γhfu = γhfv = γqmu = γqmv = γqfu = γqfv = ν = c = 0.
(A) Only susceptible females are vaccinated. (B) Only susceptible males
are vaccinated.
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Chapter 6

Two-group Model with Risk

Structure

6.1 Introduction

In this chapter, the two-sex model, given by (5.1), is extended to include the effect of risk

structure (defined in terms of the risk of acquiring or transmitting HSV-2 infection) on the

transmission dynamics of HSV-2 in a population. The motivation for including such hetero-

geneity stems from the fact that majority of HSV-2 infections are generated by individuals

in high-risk populations, such as [12, 25, 34, 94]:

(i) sexually-active females (HSV-2 seropositivity is uniformly higher in females than in

males);

(ii) sexually-active adults (especially those who had first intercourse at early age);

(iii) sexually-active adults of lower socio-economic status;

(iv) sexually-active individuals with previous history of other STDs;

(v) sexually-active individuals with multiple sex partners (this includes elderly people as

well);
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(vi) sexually-active individuals who do not practice safe sex (e.g., these who do not use

condoms consistently).

The objective of this chapter is to determine whether or not stratifying the entire sexually-

active heterosexual population in terms of their risk of acquiring or transmitting HSV-2

infection will alter the qualitative dynamics of the equivalent non-stratified two-group HSV-2

model (5.5) considered in Chapter 5.

6.2 Model Formulation

The total sexually-active population at time t, denoted by N(t), is divided into two groups,

namely the total male population (denoted by Nm(t)) and the total female population (de-

noted by Nf (t)). The total male population is further sub-divided into eight mutually-

exclusive compartments of low-risk susceptible males (Sml(t)), high-risk susceptible males

(Smh(t)), low-risk males exposed to HSV-2 but with no clinical symptoms of the disease

(Eml(t)), high-risk males exposed to HSV-2 but show no clinical symptoms of the disease

(Emh(t)), low-risk infectious males with clinical symptoms of HSV-2 (Hml(t)), high-risk in-

fectious (virus-shedding) males with clinical symptoms of HSV-2 (Hmh(t)), low-risk infectious

males, whose infection is quiescent (Qml(t)) and high-risk infectious males, whose infection

is quiescent (Qmh(t)).

Similarly, the total female population is sub-divided into low-risk susceptible females

(Sfl(t)), high-risk susceptible females (Sfh(t)), low-risk females exposed to HSV-2 but with

no clinical symptoms of the disease (Efl(t)), high-risk females exposed to HSV-2 but with no

clinical symptoms of the disease (Efh(t)), low-risk infectious females with clinical symptoms

of HSV-2 (Hfl(t)), high-risk infectious females with clinical symptoms of HSV-2 (Hfh(t)), low-

risk infectious females whose infection is quiescent (Qfl(t)) and high-risk infectious females
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whose infection is quiescent (Qfh(t)). Thus, N(t) = Nm(t) +Nf (t), where,

Nm(t) = Sml(t) + Smh(t) + Eml(t) +Emh(t) +Hml(t) +Hmh(t) +Qml(t) +Qmh(t),

Nf (t) = Sfl(t) + Sfh(t) + Efl(t) + Efh(t) +Hfl(t) +Hfh(t) +Qfl(t) +Qfh(t).

In other words, the model to be developed stratifies the total population in terms of risk of

acquisition and transmission of HSV-2 infection. Furthermore, for mathematical tractability,

this study lumps all individuals in the various risk groups, defined by Items (i) to (vi) of

Section 6.1, as high-risk (that is, all individuals that fall under the Categories (i) to (vi) in

Section 6.1 are considered as high-risk, while the remaining sexually-active members of the

community are considered low-risk). It is worth clarifying that “exposed individuals” are

those who are newly-infected with the disease but have not shown clinical symptoms of the

disease.

The susceptible populations (for both males and females) are increased by the recruitment

of new sexually-active individuals (assumed susceptible) into the population at a rate Πm

and Πf for the male and female populations, respectively. A fraction pm (pf ) of the newly-

recruited sexually-active individuals is assumed to be in the high-risk group for the male

(female) populations, while the remaining fraction, 1−pm (1−pf ), is considered to be in the

low-risk class for the male (female) population. Susceptible males (both low- and high-risk)

acquire HSV-2 infection and become exposed, following effective contact with infected females

(i.e., those in theHfl,Hfh, Qfl and Qfh classes), at a rate λf , given by λf (t) = λfl(t)+λfh(t),

where,

λfl(t) =
cmβf [Hfl(t) + ηfQfl(t)]

Nf (t)
and λfh(t) =

ζf cmβf [Hfh(t) + ηfQfh(t)]

Nf (t)
, (6.1)

with λfl(t) and λfh(t) representing the forces of infection associated with HSV-2 transmission

by low-risk and high-risk infected females, respectively.

Similarly, susceptible females (both low- and high-risk) acquire HSV-2 infection following

effective contact with males (i.e., those in the Hml,Hmh, Qml and Qmh classes) at a rate λm,
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given by λm(t) = λml(t) + λmh(t), where,

λml(t) =
cfβm[Hml(t) + ηmQml(t)]

Nm(t)
and λmh(t) =

ζmcfβm[Hmh(t) + ηmQmh(t)]

Nm(t)
, (6.2)

with λml(t) and λmh(t) representing the forces of infection associated with HSV-2 transmis-

sion by low-risk and high-risk infected males, respectively.

In (6.1) and (6.2), βm(βf ) is the probability of HSV-2 infection per contact from male-

to-female (female-to-male). It is assumed that βm > βf , since females are more susceptible

to HSV-2 infection than males [25]. The terms cm and cf represent the rates at which males

and females acquire new sexual partners per unit time, respectively. Thus, cfβm and cmβf

represent the effective contact rates for male-to-female and female-to-male transmission of

HSV-2, respectively. Unlike in other modeling studies for HSV-2 (such as those in [71]), this

study assumes that infected individuals in the quiescent state (i.e., those in the Qml, Qmh, Qfl

and Qfh classes) can transmit infection. The modification parameters 0 < ηm, ηf < 1 account

for the assumption that quiescent individuals transmit infection at a slower rate than the

corresponding infected individuals with clinical symptoms of the disease (in theHml,Hmh,Hfl

and Hfh classes), due to their assumed reduced viral load (it is assumed that viral load is

positively correlated with infectiousness). Furthermore, the modification parameters ζm > 1

and ζf > 1 account for the assumed increase in the relative infectiousness of individuals in

the high-risk group in comparison to those in the low-risk group for the male and female

populations, respectively.

It is assumed that susceptible individuals can change their risk status, by switching from

low- to high-risk status and vice versa. Susceptible males (females) switch from low- to high-

risk status at a rate ξm1 (ξf1 ), and switch from high- to low-risk status at a rate ξm2 (ξf2 ),

respectively. Newly-infected individuals in any group move to the corresponding exposed

classes Eml;Emh (Efl;Efh) at the rates λfl; θmλf (λm; θfλm) for males (females). The pa-

rameters θm ≥ 1 and θf ≥ 1 account for the fact that high-risk uninfected individuals are

more susceptible to HSV-2 infection than those in the low-risk susceptible group. Exposed

individuals (either in the low- or high-risk group) develop symptoms at a rate σm (σf ) for
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males (females). Exposed individuals change their risk status from low- to high-risk at a rate

ξm3 (ξf3 ) for males (females), and switch from high- to low-risk at a rate ξm4 (ξf4 ), for males

(females), respectively.

Infectious individuals (both low- and high-risk) become quiescent at a rate qm (qf ) for

males (females). Infectious individuals switch from low- to high-risk status at a rate ξm5 (ξf5 )

for males (females), and switch from high- to low-risk status at a rate ξm6 (ξf6 ) for males

(females), respectively. Quiescent individuals (both low- and high-risk) re-activate (relapse)

their infection (and become symptomatic) at a rate rml; rmh (rfl; rfh) for males (females),

and move to the corresponding Hml;Hmh (Hfl;Hfh) classes. Quiescent individuals switch

from low- to high-risk status at a rate ξm7 (ξf7 ) for males (females), and switch from high-

to low-risk status at a rate ξm8 (ξf8 ) for males (females), respectively. Furthermore, natural

mortality occurs in all classes at a rate µ. The parameters δ1 and δ2 represent the disease-

induced death for individuals (both males and females) with symptoms in low-risk (Hml,

Hfl), and in high-risk (Hmh, Hfh) groups, respectively. Similarly, δ3 and δ4 represent the

disease-induced mortality rate for low-risk quiescent individuals (in the Qml and Qfl classes)

and high-risk quiescent individuals (in the Qmh and Qfh classes), respectively.

Combining all these definitions and assumptions, it follows that the risk-structured, two-

sex, model for the transmission dynamics of HSV-2 in a sexually-active population is given

by the following system of differential equations (the associated variables and parameters of

the model are described in Table 6.1):
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dSml
dt

= (1 − pm)Πm + ξm2 Smh(t) − λf (t)Sml(t) − (ξm1 + µ)Sml(t),

dSmh
dt

= pmΠm + ξm1 Sml(t) − θmλf (t)Smh(t) − (ξm2 + µ)Smh(t),

dEml
dt

= λf (t)Sml(t) + ξm4 Emh(t) − (ξm3 + σm + µ)Eml(t),

dEmh
dt

= θmλf (t)Smh(t) + ξm3 Eml(t) − (ξm4 + σm + µ)Emh(t),

dHml

dt
= σmEml(t) + rmlQml(t) + ξm6 Hmh(t) − (ξm5 + qm + µ+ δ1)Hml(t),

dHmh

dt
= σmEmh(t) + rmhQmh(t) + ξm5 Hml(t) − (ξm6 + qm + µ+ δ2)Hmh(t),

dQml
dt

= qmHml(t) + ξm8 Qmh(t) − (ξm7 + rml + µ+ δ3)Qml(t),

dQmh
dt

= qmHmh(t) + ξm7 Qml(t) − (ξm8 + rmh + µ+ δ4)Qmh(t),

dSfl
dt

= (1 − pf )Πf + ξf2Sfh(t) − λm(t)Sfl(t) − (ξf1 + µ)Sfl(t),

dSfh
dt

= pfΠf + ξf1Sfl(t) − θfλm(t)Sfh(t) − (ξf2 + µ)Sfh(t),

dEfl
dt

= λm(t)Sfl(t) + ξf4Efh(t) − (ξf3 + σf + µ)Efl(t),

dEfh
dt

= θfλm(t)Sfh(t) + ξf3Efl(t) − (ξf4 + σf + µ)Efh(t),

dHfl

dt
= σfEfl(t) + rflQfl(t) + ξf6Hfh(t) − (ξf5 + qf + µ+ δ1)Hfl(t),

dHfh

dt
= σfEfh(t) + rfhQfh(t) + ξf5Hfl(t) − (ξf6 + qf + µ+ δ2)Hfh(t),

dQfl
dt

= qfHfl(t) + ξf8Qfh(t) − (ξf7 + rfl + µ+ δ3)Qfl(t),

dQfh
dt

= qfHfh(t) + ξf7Qfl(t) − (ξf8 + rfh + µ+ δ4)Qfh(t).

(6.3)

In summary, the risk-structured HSV-2 model (6.3) is constructed based on the following key

assumptions:

(i) Quiescent individuals (in the Qml, Qmh, Qfl and Qfh classes) can transmit infection

(this assumption is also made in [71]);

(ii) High-risk susceptible individuals acquire infection at a faster rate than low-risk sus-

ceptible individuals (with the associated parameters θm > 1 and θf > 1 for males and

females, respectively);
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(iii) High-risk infected individuals transmit infection at a faster rate than the corresponding

low-risk infected individuals (with the associated parameters ζm > 1 and ζf > 1 for

males and females, respectively);

(iv) All individuals can change their risk status, by switching from low- to high-risk status

and vice-versa.

The model (6.3) is an extension of the sex-structured HSV-2 transmission model (5.5), by

incorporating risk-structure into the model (this entails adding eight new epidemiological

compartments to the model (5.5). As in Section 5.2, the following group contact constraint

must hold:

cmNm = cfNf . (6.4)

Furthermore, it is also assumed that male sexual partners are abundant, so that females can

always have enough number of sexual contacts per unit time (i.e., cf is constant, and cm is

calculated from the relation cm =
cfNf

Nm
, as discussed in Section 5.2).

Table 6.1: Variables and parameters of the risk-structured model (6.3).

Variables Description

Sml(t);Smh(t) Population of low- and high-risk susceptible males

Sfl(t);Sfh(t) Population of low- and high-risk susceptible females

Eml(t);Emh(t) Population of low- and high-risk exposed males

Efl(t);Efh(t) Population of low- and high-risk exposed females

Hml(t);Hmh(t) Population of low- and high-risk infectious males

Hfl(t);Hfh(t) Population of low- and high-risk infectious females

Qml(t);Qmh(t) Population of low- and high-risk quiescent males

Qfl(t);Qfh(t) Population of low- and high-risk quiescent females
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Parameter Description

Πm; Πf Recruitment rates for males and females

pm; pf Fraction of recruited individuals that are high-risk for males and females

βm;βf Probability of transmission for males and females

cm; cf Average number of new sexual partners for males and females per unit time

ζm; ζf Modification parameters for relative infectiousness

of high-risk individuals in comparison to low-risk

ηm; ηf Modification parameters for infectiousness

of infectious individuals in relation to exposed individuals

µ Natural death rate

σm;σf Progression rates to symptoms development of

exposed males and females

rml; rfl Activation rate of low-risk infectious males and

females in the quiescent state

rmh; rfh Activation rate of high-risk infectious males and

females in the quiescent state

qm; qf Rate at which infectious males and females

revert to their quiescent states

θm; θf Modification parameters for increased HSV-2 susceptibility

by males and females in high-risk

ξmi ; ξfi Rate of behavioral change from low- to high-risk

(i = 1, 3, 5, 7)

ξmj ; ξfj Rate of behavioral change from high- to low-risk

(j = 2, 4, 6, 8)

δ1; δ2 Disease-induced death rate for infectious individuals

δ3; δ4 Disease-induced death rate for quiescent individuals
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6.2.1 Basic Properties

The following result can be proven (using the approach in Section 4.2.1 or in Appendix A of

[86]).

Theorem 6.1. Let xil(t) = (Sil(t), Eil(t),Hil(t), Qil(t)) and xih(t) = (Sih(t), Eih(t), Hih(t), Qih(t))

for i = m, f . Let the initial data (xml(0), xfl(0), xmh(0), xfh(0)) > 0. Then the solutions

(xml(t), xmh(t), xfl(t), xfh(t)), of the basic model (6.3), are positive for all t > 0. Further-

more,

lim sup
t→∞

Nm(t) ≤
Πm

µ
and lim sup

t→∞

Nf (t) ≤
Πf

µ
.

The risk-structured HSV-2 model (6.3) will be analyzed in a biologically-feasible region as

follows. Consider the region

D = Dm ∪ Df ⊂ R
8
+ × R

8
+,

with,

Dm =

{

(Sml, Smh, Eml, Emh,Hml,Hmh, Qml, Qmh) ∈ R
8
+ :

Sml + Smh + Eml + Emh +Hml +Hmh +Qml +Qmh ≤
Πm

µ

}

,

and,

Df =

{

(Sfl, Sfh, Efl, Efh,Hfl,Hfh, Qfl, Qfh) ∈ R
8
+ :

Sfl + Sfh + Efl + Efh +Hfl +Hfh +Qfl +Qfh ≤
Πf

µ

}

.

Adding the first eight and the last eight equations of the model (6.3) gives

dNm

dt
≤ Πm − µNm(t) and

dNf

dt
≤ Πf − µNf (t). (6.5)
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A comparison theorem (Theorem 2.6) can then be used to show that

Nm(t) ≤ Nm(0)e−µt +
Πm

µ

(

1 − e−µt
)

and Nf (t) ≤ Nf (0)e
−µt +

Πf

µ

(

1 − e−µt
)

.

In particular,

Nm(t) ≤
Πm

µ
if Nm(0) ≤

Πm

µ
and Nf (t) ≤

Πf

µ
if Nf (0) ≤

Πf

µ
.

This result is summarized below.

Lemma 6.1. The region D is positively-invariant for the model (6.3) with initial conditions

in R
16
+ .

6.3 Existence and Stability of Equilibria

6.3.1 Local Stability of DFE

The DFE of the model (6.3) is given by

E0 =(S∗

ml, S
∗

mh, E
∗

ml, E
∗

mh,H
∗

ml,H
∗

mh, Q
∗

ml, Q
∗

mh, S
∗

fl, S
∗

fh, E
∗

fl, E
∗

fh,H
∗

fl,

H∗
fh, Q

∗
fl, Q

∗
fh) =

(

S∗
ml, S

∗
mh, 0, 0, 0, 0, 0, 0, S

∗
fl , S

∗
fh, 0, 0, 0, 0, 0, 0

)

,

(6.6)

where,

S∗

ml =
Πm[pmξ

m
2 + k2(1 − pm)]

k1k2 − ξm1 ξ
m
2

, S∗

mh =
Πm[ξm1 (1 − pm) + k1pm]

k1k2 − ξm1 ξ
m
2

,

S∗
fl =

Πf [pfξ
f
2 + k12(1 − pf )]

k11k12 − ξf1 ξ
f
2

, S∗
fh =

Πf [ξ
f
1 (1 − pf ) + k11pf ]

k11k12 − ξf1 ξ
f
2

,

with k1 = k2 = µ, k3 = k4 = σm+µ, k5 = qm+µ+δ1, k6 = qm+µ+δ2, k7 = rml+qm+µ+δ3,

k8 = rmh+qm+µ+δ4, k11 = k12 = µ, k13 = k14 = σf +µ, k15 = qf +µ+δ1, k16 = qf +µ+δ2,

k17 = rfl + qf + µ+ δ3, k18 = rfh + qf + µ+ δ4.

155



Using the notations in [88], the matrices F and V , for the new infection terms and the

remaining transfer terms, are, respectively, given by (where 0m×n represents a zero matrix

with m rows and n columns),

F =







06×6 F1

F2 06×6






, V =







V1 06×6

06×6 V4






,

where,

F1 =







(F11)2×6

04×6






, F2 =







(F21)2×6

04×6






,

and,

F11 =







0 0
S∗

ml

N∗

m

S∗

ml
ζf

N∗

m

S∗

ml
ηf

N∗

m

S∗

ml
ζfηf

N∗

m

0 0
θmS

∗

mh

N∗

m

θmS
∗

mh
ζf

N∗

m

θmS
∗

mh
ηf

N∗

m

θmS
∗

mh
ζfηf

N∗

m






cfβf ,

F21 =







0 0
S∗

fl

N∗

f

S∗

fl
ζm

N∗

f

S∗

fl
ηm

N∗

f

S∗

fl
ζmηm

N∗

f

0 0
θfS

∗

fh

N∗

f

θfS
∗

fh
ζm

N∗

f

θfS
∗

fh
ηm

N∗

f

θfS
∗

fh
ζmηm

N∗

f






cmβm,

V1 =

































k3 + σm −ξm4 0 0 0 0

−ξm3 k4 + σm 0 0 0 0

−σm 0 k5 + qm −ξm6 −rml 0

0 −σm −ξm5 k6 + qm 0 −rmh

0 0 −qm 0 k7 + rml −ξm8

0 0 0 −qm −ξm7 k8 + rmh

































,
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V4 =

































k13 + σf −ξf4 0 0 0 0

−ξf3 k14 + σf 0 0 0 0

−σf 0 k15 + qf −ξf6 −rfl 0

0 −σf −ξf5 k16 + qf 0 −rfh

0 0 −qf 0 k17 + rfl −ξf8

0 0 0 −qf −ξf7 k18 + rfh

































.

Thus,

R0 = ρ(FV −1) =
√

RmRf , (6.7)

where,

Rm = Rml + Rmh, Rf = Rfl + Rfh, (6.8)

with,

Rml =
cmβmσm(S∗

mlA11 + θmS
∗

mhA21)

(S∗

ml + S∗

mh)A
, Rmh =

cmβmσm(S∗

mlA12 + θmS
∗

mhA22)

(S∗

ml + S∗

mh)A
,

Rfl =
cfβfσf (S

∗

flB11 + θfS
∗

fhB21)

(S∗

fl + S∗

fh)B
, Rfh =

cfβfσf (S
∗

flB12 + θfS
∗

fhB22)

(S∗

fl + S∗

fh)B
,

(6.9)

and,

A11 = (σmqm + σmk6 + qmk4 + k4k6 + ξm3 ξ
m
6 )(k7k8 − ξm7 ξ

m
8 ) + σmrml(k6k8 + rmhk6)

+ qmrml(σmk8 + ξm3 ξ
m
8 ) + rmhrml(k4k6 + ξm6 ξ

m
3 ) + rmlk8(qmk4 + k4k6 + ξm6 ξ

m
3 )

+ rmhk7(σmk6 + k4k6 + ξm6 ξ
m
3 ) + ηmq

2
m(σmk18 + ξm3 ξ

m
8 + k4k8) + ηmqm[k6(σmrmh

+ k4k8 + σmk8) + k4(rmhk6 + ξm5 ξ
m
8 ) + (ξm3 ξ

m
6 rmh + σmξ

m
5 ξ

m
8 )],
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A12 = ζm(ξm5 σm + ξm5 k4 + ξm3 qm + k5ξ
m
3 )(k7k8 − ξm7 ξ

m
8 ) + ζmqmrmh(ξ

m
3 k7 + ξm5 k7

+ ξm7 σm + ξm7 k4) + ζmσmrml(ξ
m
5 k8 + ξm5 rmh) + ζm(rmlk8 + rmhk7 + rmlrmh)(ξ

m
5 k4 + ξm3 k5)

+ ζmηmq
2
m(ξm7 k4 + ξm3 k7 + ξm7 σm) + ζmηmqm[(k4 + σm)(ξm5 k7 + ξm7 k6)

+ rml(ξ
m
3 k5 + ξm5 σm + ξm5 k4) + ξm3 (k5k7 + ξm6 ξ

m
7 )],

A21 = (σmξ
m
6 + ξm6 k3 + qmξ

m
4 + ξm4 k6)(k7k8 − ξm7 ξ

m
8 ) + (rmlk8 + rmhk7 + rmhrml)

(ξm4 k6 + ξm6 k3 + ξm6 σm) + qmrml(ξ
m
8 k3 + ξm4 k8 + ξm8 σm) + ηmq

2
m(ξm4 k8 + ξm8 σm + k3ξ

m
8 )

+ ηmqm[σm(ξm6 k8 + ξm6 rmh + k5ξ
m
8 ) + rmh(ξ

m
6 k3 + ξm4 k6) + ξm4 (k6k8 + ξm5 ξ

m
8 ) + k3(ξ

m
6 k8 + ξm8 k5)],

A22 = ζm(qmk3 + σmk5 + k3k5 + ξm4 ξ
m
5 + σmqm)(k7k8 − ξm7 ξ

m
8 ) + ζmqmrmh(k3k7 + ξm4 ξ

m
7 + σmk7)

+ ζm(rmlk8 + rmhk7 + rmhrml)(ξ
m
4 ξ

m
5 + k3k5 + k5σm) + ζmηmq

2
m(ξm4 ξ

m
7 + k3k7 + σmk7)

+ ζmηmqm[(k3k5 + ξm4 ξ
m
5 + k5σm)(k7 + rml) + ξm7 (ξm6 k3 + ξm4 k6 + σmξ

m
6 )],

B11 = (σfqf + σfk16 + qfk14 + k14k16 + ξf3 ξ
f
6 )(k17k18 − ξf7 ξ

f
8 ) + σfrfl(k16k18 + rfhk16)

+ qfrfl(σfk18 + ξf3 ξ
f
8 ) + rfhrfl(k14k16 + ξf6 ξ

f
3 ) + rflk18(qfk14 + k14k16 + ξf6 ξ

f
3 )

+ rfhk17(σfk16 + k14k16 + ξf6 ξ
f
3 ) + ηfq

2
f (σfk18 + ξf3 ξ

f
8 + k14k18)

+ ηfqf [k16(σfrfh + k14k18 + σfk18) + k14(rfhk16 + ξf5 ξ
f
8 ) + (ξf3 ξ

f
6 rfh + σfξ

f
5 ξ

f
8 )],

B12 = ζf (ξ
f
5σf + ξf5k14 + ξf3 qf + k15ξ

f
3 )(k17k18 − ξf7 ξ

f
8 ) + ζfqfrfh(ξ

f
3 k17 + ξf5k17 + ξf7σf + ξf7 k14)

+ ζfσfrfl(ξ
f
5 k18 + ξf5 rfh) + ζf (rflk18 + rfhk17 + rflrfh)(ξ

f
5 k14 + ξf3 k15)

+ ζfηfq
2
f (ξ

f
7 k14 + ξf3k17 + ξf7σf ) + ζfηfqf [(k14 + σf )(ξ

f
5 k17 + ξf7 k16) + rfl

(ξf3 k15 + ξf5σf + ξf5k14) + ξf3 (k15k17 + ξf6 ξ
f
7 )],
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B21 = (σf ξ
f
6 + ξf6k13 + qfξ

f
4 + ξf4 k16)(k17k18 − ξf7 ξ

f
8 ) + (rflk18 + rfhk17 + rfhrfl)

(ξf4 k16 + ξf6 k13 + ξf6σf ) + qfrfl(ξ
f
8 k13 + ξf4k18 + ξf8σf ) + ηfq

2
f (ξ

f
4 k18 + ξf8σf + k13ξ

f
8 )

+ ηfqf [σf (ξ
f
6 k18 + ξf6 rfh + k15ξ

f
8 ) + rfh(ξ

f
6k13 + ξf4k16) + ξf4 (k16k18 + ξf5 ξ

f
8 ) + k13(ξ

f
6 k18 + ξf8 k15)],

B22 = ζf (qfk13 + σfk15 + k13k15 + ξf4 ξ
f
5 + σfqf )(k17k18 − ξf7 ξ

f
8 ) + ζfqfrfh(k13k17 + ξf4 ξ

f
7 + σfk17)

+ ζf (rflk18 + rfhk17 + rfhrfl)(ξ
f
4 ξ

f
5 + k13k15 + k15σf ) + ζfηfq

2
f (ξ

f
4 ξ

f
7 + k13k17 + σfk17)

+ ζfηfqf [(k13k15 + ξf4 ξ
f
5 + k15σf )(k17 + rfl) + ξf7 (ξf6 k13 + ξf4k16 + σf ξ

f
6 )],

A = [(k3k4 − ξm3 ξ
m
4 ) + σm(σm + k3 + k4)]

[

(k7k8 − ξm7 ξ
m
8 )(k5k6 − ξm5 ξ

m
6 )

+ (k5k6 − ξm5 ξ
m
6 )(rmlrmh + k8rml + k7rmh) + qmrmh(k6k7 − ξm6 ξ

m
7 )

+ qmrml(k5k8 − ξm5 ξ
m
8 ) + (k7k8 − ξm7 ξ

m
8 )(q2m + qmk5 + qmk6)

]

,

B = [(k13k14 − ξf3 ξ
f
4 ) + σf (σf + k13 + k14)]

[

(k17k18 − ξf7 ξ
f
8 )(k15k16 − ξf5 ξ

f
6 )

+ (k15k16 − ξf5 ξ
f
6 )(rflrfh + k18rfl + k17rfh) + qfrfh(k16k17 − ξf6 ξ

f
7 )

+ qfrfl(k15k18 − ξf5 ξ
f
8 ) + (k17k18 − ξf7 ξ

f
8 )(q2f + qfk15 + qfk16)

]

.

It should be mentioned that, in the above expressions, k3k4 − ξm3 ξ
m
4 > 0, k6k7 − ξm6 ξ

m
7 > 0,

k5k6 − ξm5 ξ
m
6 > 0, k5k8 − ξm5 ξ

m
8 > 0, k7k8 − ξm7 ξ

m
8 > 0, k16k17 − ξf6 ξ

f
7 > 0, k13k14 − ξf3 ξ

f
4 > 0,

k15k16 − ξf5 ξ
f
6 > 0, k15k18 − ξf5 ξ

f
8 > 0, and k17k18 − ξf7 ξ

f
8 > 0 (so that, Rm > 0, Rf > 0 and

R0 > 0). Consequently, it follows from Theorem 2.7 that:

Lemma 6.2. The DFE of the model (6.3), given by (6.6), is locally-asymptotically stable

whenever R0 < 1, and unstable if R0 > 1.

The threshold quantity (R0) has the same interpretation as given for the corresponding

quantity for the model (5.5).
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6.3.2 Existence of Endemic Equilibria

To determine the number of possible equilibrium solutions the model (6.3) can have, it is

convenient to let

E1 = (S∗∗

ml, S
∗∗

mh, E
∗∗

ml, E
∗∗

mh,H
∗∗

ml,H
∗∗

mh, Q
∗∗

ml, Q
∗∗

mh, S
∗∗

fl , S
∗∗

fh, E
∗∗

fl , E
∗∗

fh,H
∗∗

fl ,H
∗∗

fh, Q
∗∗

fl , Q
∗∗

fh),

be any arbitrary equilibrium of the model. Furthermore, let

λ∗∗m =
cfβm[H∗∗

ml + ζmH
∗∗

mh + ηmQ
∗∗

ml + ζmηmQ
∗∗

mh]

N∗∗
m

,

λ∗∗f =
cmβf [H

∗∗
fl + ζfH

∗∗
fh + ηfQ

∗∗
fl + ζfηfQ

∗∗
fh]

N∗∗

f

,

(6.10)

be the associated forces of infection for males and females, respectively, at steady-state. To

find conditions for the existence of equilibria of the model (6.3) for which HSV-2 infection

is endemic in the population (i.e., the components of E∗∗
ml, E

∗∗
mh, H

∗∗
ml, H

∗∗
mh, Q

∗∗
ml, Q

∗∗
mh, E

∗∗
fl ,

E∗∗
fh, H

∗∗
fl , H

∗∗
fh, Q

∗∗
fl , Q

∗∗
fh are non-zero), the equations in (6.3) are solved in terms of the

aforementioned forces of infection at steady-state.

Setting the right-hand sides of the model (6.3) to zero gives

Sml =
Πm(m10λf +m11)

m00λ2
f +m01λf +m02

, Smh =
Πm(m20λf +m21)

m00λ2
f +m01λf +m02

,

Eml =
Πmλf (m30λf +m31)

(m00λ2
f +m01λf +m02)A1

, Emh =
Πmλf (m40λf +m41)

(m00λ2
f +m01λf +m02)A1

,

Hml =
Πmσmλf (m50λf +m51)

(m00λ2
f +m01λf +m02)A

, Hmh =
Πmσmλf (m60λf +m61)

(m00λ2
f +m01λf +m02)A

,

Qml =
Πmσmλf (m70λf +m71)

(m00λ2
f +m01λf +m02)A

, Qmh =
Πmσmλf (m80λf +m81)

(m00λ2
f +m01λf +m02)A

,

(6.11)
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Sfl =
Πf (n10λm + n11)

n00λ2
m + n01λm + n02

, Sfh =
Πf (n20λm + n21)

n00λ2
m + n01λm + n02

,

Efl =
Πfλm(n30λm + n31)

(n00λ2
m + n01λm + n02)B1

, Efh =
Πfλm(n40λm + n41)

(n00λ2
m + n01λm + n02)B1

,

Hfl =
Πfσfλm(n50λm + n51)

(n00λ2
m + n01λm + n02)B

, Hfh =
Πfσfλm(n60λm + n61)

(n00λ2
m + n01λm + n02)B

,

Qfl =
Πfσfλm(n70λm + n71)

(n00λ2
m + n01λm + n02)B

, Qfh =
Πfσfλm(n80λm + n81)

(n00λ2
m + n01λm + n02)B

,

where,

A1 = [(k3k4 − ξm3 ξ
m
4 ) + σm(σm + k3 + k4)] and B1 = [(k13k14 − ξf3 ξ

f
4 ) + σf (σf + k13 + k14)],

with mij > 0 and nij > 0 (but not reported here since their expressions are too lengthy).

Substituting (6.11) into the expressions for λ∗∗m and λ∗∗f in (6.10) gives:

λ∗∗m =
A1σmβmcf (p11λf + p12)λf

p13λ
2
f + p14λf + p15

and λ∗∗f =
B1σfβf cm(p21λm + p22)λm

p23λ2
m + p24λm + p25

, (6.12)
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where,

p11 = (m50 + ζmm60 + ηmqmm70 + ζmηmqmm80), p12 = m51 + ζmm61 + ηmqmm71

+ ζmηmqmm81,

p13 = Am30 +Am40 + σmA1m50 + σmA1m60 + σmqmA1m70 + σmqmA1m80,

p14 = A1Am10 +A1Am20 +Am31 +Am41 + σmA1m51 + σmA1m61 + σmqmA1m71

+ σmqmA1m81,

p15 = A1A(m11 +m21), p25 = B1B(n11 + n21),

p21 = (n50 + ζfn60 + ηfqfn70 + ζfηfqfn80), p22 = n51 + ζfn61 + ηfqfn71 + ζfηfqfn81

p23 = Bn30 +Bn40 + σfB1n50 + σfB1n60 + σfqfB1n70 + σfqfB1n80,

p24 = B1Bn10 +B1Bn20 +Bn31 +Bn41 + σfB1n51 + σfB1n61 + σfqfB1n71

+ σfqfB1n81,

so that the non-zero equilibria of the model (6.3) satisfy:

4
∑

i=0

ai (λ∗∗m )4−i = 0. (6.13)

The coefficient a0 > 0 (but is not reported here, because its expression is too lengthy).

Furthermore, ai (i = 1, · · · , 3) may be positive or negative (the coefficients, ai with i =

1, · · · , 3, are also not reported here for the same reason), and

a4 = A2
1A

2B1B(m11 +m21)
2(n11 + n21)(1 −R2

0). (6.14)

It follows from (6.14) that a4 > 0 whenever R0 < 1. Thus, the number of possible real roots

the polynomial (6.13) can have depends on the sign of ai (i = 1, · · · , 3). Using the Descartes

Rule of Signs on the equation (6.13), the various possibilities for the roots are tabulated in

Table 6.2.
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Table 6.2: Number of possible positive real roots of (6.13).

Cases a0 a1 a2 a3 a4 Number of Number of possible positive

sign changes real roots (endemic equilibrium)

1 + + + + + (for R0 < 1) 0 0

2 + + + - + (for R0 < 1) 2 0,2

3 + + - - + (for R0 < 1) 2 0,2

4 + + - + + (for R0 < 1) 2 0,2

5 + - - - + (for R0 < 1) 2 0,2

6 + - + + + (for R0 < 1) 2 0,2

7 + - + - + (for R0 < 1) 4 0,2,4

8 + - - + + (for R0 < 1) 2 0,2

9 + + + + - (for R0 > 1) 1 1

10 + + + - - (for R0 > 1) 1 1

11 + + - - - (for R0 > 1) 1 1

12 + + - + - (for R0 > 1) 3 1,3

13 + - - - - (for R0 > 1) 1 1

14 + - + + - (for R0 > 1) 3 1,3

15 + - + - - (for R0 > 1) 3 1,3

16 + - - + - (for R0 > 1) 3 1,3

The following result is established (the endemic equilibria of the model (6.3) are obtained by

substituting the positive solutions of (6.13) into (6.3)) from the various possibilities enumer-

ated in Table 6.2:
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Theorem 6.2. The model (6.3) could have no, two or four endemic equilibria if R0 < 1,

and at least one endemic equilibrium whenever R0 > 1.

The existence of multiple endemic equilibria when R0 < 1 (in Theorem 6.2) suggests

the possibility of backward bifurcation in the model (6.3), when the associated reproduction

number (R0) is less than unity. This is explored below, using centre manifold theory [13].

Let, for mathematical convenience,

Sml = x1, Smh = x2, Eml = x3, Emh = x4,Hml = x5,Hmh = x6, Qml = x7, Qmh = x8,

Sfl = x9, Sfh = x10, Efl = x11, Efh = x12,Hfl = x13,Hfh = x14, Qfl = x15, Qfh = x16.

Thus,

Nm = x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8, Nf = x9 + x10 + x11 + x12 + x13 + x14 + x15 + x16.

Further, by using vector notation X = (x1, x2, · · · , x16)
T , and F = (f1, f2, · · · , f16)

T , the

164



model (6.3) can be written in the form dX
dt

= FX, as follows:

dx1

dt
= (1 − pm)Πm + ξm2 x2 − λf (t)x1 − (ξm1 + µ)x1,

dx2

dt
= pmΠm + ξm1 x1 − θmλf (t)x2 − (ξm2 + µ)x2,

dx3

dt
= λf (t)x1 + ξm4 x4 − (ξm3 + σm + µ)x3,

dx4

dt
= θmλf (t)x2 + ξm3 x3 − (ξm4 + σm + µ)x4,

dx5

dt
= σmx3 + rmlx7 + ξm6 x6 − (ξm5 + qm + µ+ δ1)x5,

dx6

dt
= σmx4 + rmhx8 + ξm5 x5 − (ξm6 + qm + µ+ δ2)x6,

dx7

dt
= qmx5 + ξm8 x8 − (ξm7 + rml + µ+ δ3)x7,

dx8

dt
= qmx6 + ξm7 x7 − (ξm8 + rmh + µ+ δ4)x8,

dx9

dt
= (1 − pf )Πf + ξf2x10 − λm(t)x9 − (ξf1 + µ)x9,

dx10

dt
= pfΠf + ξf1x9 − θfλm(t)x10 − (ξf2 + µ)x10,

dx11

dt
= λm(t)x9 + ξf4x12 − (ξf3 + σf + µ)x11,

dx12

dt
= θfλm(t)x10 + ξf3x11 − (ξf4 + σf + µ)x12,

dx13

dt
= σfx11 + rflx15 + ξf6x14 − (ξf5 + qf + µ+ δ1)x13,

dx14

dt
= σfx12 + rfhx16 + ξf5x13 − (ξf6 + qf + µ+ δ2)x14,

dx15

dt
= qfx13 + ξf8x16 − (ξf7 + rfl + µ+ δ3)x15,

dx16

dt
= qfx14 + ξf7x15 − (ξf8 + rfh + µ+ δ4)x16,

(6.15)
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with,

λf = λfl + λfh, λm = λml + λmh,

λfl =
cfβf (x13 + ηfx15)

x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8
,

λfh =
ζfcfβf (x14 + ηfx16)

x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8
,

λml =
cmβm(x5 + ηmx7)

x9 + x10 + x11 + x12 + x13 + x14 + x15 + x16
,

λmh =
ζmcmβm(x6 + ηfx8)

x9 + x10 + x11 + x12 + x13 + x14 + x15 + x16
.

The Jacobian of the system (6.15), at the associated DFE (E0), is given by

J(E0) =







J1 J2

J3 J4






,

where,

J1 =















































−k1 ξm2 0 0 0 0 0 0

ξm1 −k2 0 0 0 0 0 0

0 0 −k3 ξm4 0 0 0 0

0 0 ξm3 −k4 0 0 0 0

0 0 σm 0 −k5 ξm6 rml 0

0 0 0 σm ξm5 −k6 0 rmh

0 0 0 0 qm 0 −k7 ξm8

0 0 0 0 0 qm ξm7 −k8















































,
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J2 =















































0 0 0 0 −Φ1 −ζfΦ1 −νfΦ1 −ζfνfΦ1

0 0 0 0 −Φ2 −ζfΦ2 −νfΦ2 −ζfνfΦ2

0 0 0 0 Φ1 ζfΦ1 νfΦ1 ζfνfΦ1

0 0 0 0 Φ2 ζfΦ2 νfΦ2 ζfνfΦ2

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0















































,

J3 =















































0 0 0 0 −Φ3 −ζmΦ3 −νmΦ3 −ζmνmΦ3

0 0 0 0 −Φ4 −ζmΦ4 −νmΦ4 −ζmνmΦ4

0 0 0 0 Φ3 ζmΦ3 νmΦ3 ζmνmΦ3

0 0 0 0 Φ4 ζmΦ4 νmΦ4 ζmνmΦ4

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0















































,

J4 =















































−k11 ξf2 0 0 0 0 0 0

ξf1 −k12 0 0 0 0 0 0

0 0 −k13 ξf4 0 0 0 0

0 0 ξf3 −k14 0 0 0 0

0 0 σf 0 −k15 ξf6 rfl 0

0 0 0 σf ξf5 −k16 0 rfh

0 0 0 0 qf 0 −k17 ξf8

0 0 0 0 0 qf ξf7 −k18















































,
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with,

Φ1 =
cfβfx

∗
1

x∗1 + x∗2
, Φ2 =

θmcfβfx
∗
2

x∗1 + x∗2
, Φ3 =

cmβmx
∗
9

x∗9 + x∗10
, Φ3 =

θmcmβmx
∗
9

x∗9 + x∗10
,

and, x∗1 = S∗
ml, x

∗
2 = S∗

mh, x
∗
9 = S∗

fl, x
∗
10 = S∗

fh are as defined before. It can be shown, from

J(E0), that (as in Section 6.3.1):

R0 =
√

cf cmβfβmσfσmZ1Z2, (6.16)

where,

Z1 =
x∗1(A11 +A12) + θmx

∗
2(A21 +A22)

(x∗1 + x∗2)A
,

Z2 =
x∗9(B11 +B12) + θfx

∗
10(B21 +B22)

(x∗9 + x∗10)B
,

with, A11, A12, A21, A22, B11, B12, B21, B22, A and B as defined in Section 6.3.

Consider the case when R0 = 1. Suppose, further, that βm is chosen as a bifurcation

parameter (without loss of generality). Solving for βm from R0 = 1 gives

βm = β∗ =
1

cf cmβfσfσmZ1Z2
. (6.17)

It should be noted that the transformed system (6.15), with βm = β∗, has a hyperbolic equi-

librium point (i.e., the linearized system has a simple eigenvalue with zero real part). Hence,

the centre manifold theory [13] can be used to analyse the dynamics of (6.15) near βm = β∗.

In particular, to apply Theorem 2.3, the following computations are necessary.

Eigenvectors of J(E0)

∣

∣

∣

∣

βm=β∗

It can be shown that the Jacobian of (6.15) at βm = β∗ (denoted by Jβ∗) has a left eigenvector
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(associated with the zero eigenvalue), given by

v = [v1, v2, v3, v4, v5, v6, v7, v8, v9, v10, v11, v12, v13, v14, v15, v16],

where,

v1 = 0, v2 = 0, v3 =
σm(ξm3 v6 + k4v5)

k3k4 − ξm3 ξ
m
4

, v4 =
σm(ξm4 v5 + k3v6)

k3k4 − ξm3 ξ
m
4

, v5 =
ξm5 a2 + k6a1

k5k6 − ξm5 ξ
m
6

,

v6 =
ξm6 a1 + k5a2

k5k6 − ξm5 ξ
m
6

, v7 =
ξm7 a4 + k8a3

k7k8 − ξm7 ξ
m
8

, v8 =
ξm8 a3 + k7a4

k7k8 − ξm7 ξ
m
8

, v9 = 0, v10 = 0,

v11 =
σf (ξ

f
3 v14 + k14v13)

k13k14 − ξf3 ξ
f
4

, v12 =
σf (ξ

f
4 v13 + k13v14)

k13k14 − ξf3 ξ
f
4

, v13 =
ξf5 a6 + k16a5

k15k16 − ξf5 ξ
f
6

,

v14 =
ξf6 a5 + k15a6

k15k16 − ξf5 ξ
f
6

, v15 =
ξf7a8 + k18a7

k17k18 − ξf7 ξ
f
8

, v16 =
ξf8a7 + k17a8

k17k18 − ξf7 ξ
f
8

,

with,

a1 = qmv7 + Φ3v11 + Φ4v12, a2 = qmv8 + ζmΦ3v11 + ζmΦ4v12,

a3 = rmlv5 + νmΦ3v11 + νmΦ4v12, a4 = rmhv6 + ζmνmΦ3v11 + ζmνmΦ4v12,

a5 = Φ1v3 + Φ2v4 + qfv15, a6 = ζfΦ1v3 + ζfΦ2v4 + qfv16,

a7 = νfΦ1v3 + νfΦ2v4 + rflv13, a8 = ζfνfΦ1v3 + ζfνfΦ2v4 + rfhv14.

Furthermore, Jβ∗ has a right eigenvector (associated with the zero eigenvalue)

w = [w1, w2, w3, w4, w5, w6, w7, w8, w9, w10, w11, w12, w13, w14, w15, w16]
T ,
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where,

w1 = −
k2b1 + b2ξ

m
2

k1k2 − ξm1 ξ
m
2

, w2 = −
k1b2 + b1ξ

m
1

k1k2 − ξm1 ξ
m
2

, w3 =
k4b1 + b2ξ

m
4

k3k4 − ξm3 ξ
m
4

, w4 =
k3b2 + b1ξ

m
3

k3k4 − ξm3 ξ
m
4

,

w5 =
k6b3 + b4ξ

m
6

k5k6 − ξm5 ξ
m
6

, w6 =
k5b4 + b3ξ

m
5

k5k6 − ξm5 ξ
m
6

, w7 =
k8b5 + b6ξ

m
8

k7k8 − ξm7 ξ
m
8

, w8 =
k7b6 + b5ξ

m
7

k7k8 − ξm7 ξ
m
8

,

w9 = −
k12b7 + b8ξ

f
2

k11k12 − ξf1 ξ
f
2

, w10 = −
k11b8 + b7ξ

f
1

k11k12 − ξf1 ξ
f
2

, w11 =
k14b7 + b8ξ

f
4

k13k14 − ξf3 ξ
f
4

, w12 =
k13b8 + b7ξ

f
3

k13k14 − ξf3 ξ
f
4

,

w13 =
k16b9 + b10ξ

f
6

k15k16 − ξf5 ξ
f
6

, w14 =
k15b10 + b9ξ

f
5

k15k16 − ξf5 ξ
f
6

, w15 =
k18b11 + b12ξ

f
8

k17k18 − ξf7 ξ
f
8

, w16 =
k17b12 + b11ξ

f
7

k17k18 − ξf7 ξ
f
8

,

with,

b1 = Φ1w13 + ζfΦ1w14 + νfΦ1w15 + ζfνfΦ1w16, b2 = Φ2w13 + ζfΦ2w14 + νfΦ2w15 + ζfνfΦ2w16,

b3 = σmw3 + rmlw7, b4 = σmw4 + rmhw8, b5 = qmw5, b6 = qmw6,

b7 = Φ3w5 + ζmΦ3w6 + νmΦ3w7 + ζmνmΦ3w8, b8 = Φ4w5 + ζmΦ4w6 + νmΦ4w7 + ζmνmΦ4w8,

b9 = σfw11 + rflw15, b10 = σfw12 + rfhw16, b11 = qfw13, b12 = qfw14.

It should be mentioned that all the eigenvectors (v and w, with the exception of w1, w2, w9

and w10) are non-negative (see Section 6.3.1).

Computation of bifurcation coefficients a and b

By computing the non-zero partial derivatives of F at the DFE (E0), it can be shown, after

some algebraic manipulations, that the associated backward bifurcation coefficient, a [19], is
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given by:

a =
16
∑

k,i,j=1

vkwiwj
∂2fk(0, 0)

∂xi∂xj
,

=
1

(x1 + x2)2

{

2cfβf (w13 + w14ζf + w15νf + w16ζfνf )

[

(v3w1 − v4w7θm − v4w8θm − v4w4θm − v4w1θm − v4w6θm − v4w3θm − v4w5θm)x2

+ (−v3w4 − v3w6 − v3w7 − v3w8 − v3w5 + v4w2θm − v3w2 − v3w3)x1

]

}

−
1

(x9 + x10)2

{

2cmβm(w6ζm +w7νm + w8ζmνm + w5)

[

(v12w12θf + v12w13θf + v12w14θf − v11w9 + v12w9θf + v12w15θf + v12w16θf + v12w11θf )x10

+ (v11w10 + v11w14 + v11w15 + v11w11 + v11w13 + v11w16 − v12w10θf + v11w12)x9

]

}

.

(6.18)

Furthermore, it can be shown that the bifurcation coefficient, b [19], is given by:

b =

16
∑

i=1

vkwi
∂2fk
∂xi∂β∗

=
1

x9 + x10
cm(w5 + w6ζm + w7νm + w8ζmνm)(v11x9 + v12θfx10) > 0.

Since the coefficient b is always positive, it follows from Theorem 2.3 that the system (6.15)

will undergo backward bifurcation if a > 0. This result is summarized below.

Theorem 6.3. The transformed model (6.15), or equivalently (6.3), exhibits backward bifur-

cation at R0 = 1 whenever the bifurcation coefficient, a, given in (6.18), is positive.

The result of Theorem 6.3 is illustrated numerically by simulating the model (6.3) with

the following set of parameter values: µ = 1
10000 , ηm = 5, ηf = 5,Πm = 1000,Πf = 1000, βm =

0.0265, βf = 0.02, δ1 = 0, δ2 = 10, σm = 1, σf = 1, qm = 1, qf = 1, rmh = 1, rfh = 1, rml =

1, rfl = 1, ξm1 = 0.001, xim2 = 0.001, ξm3 = 0.001, ξm4 = 10, ξm5 = 10, ξm6 = 10, ξm7 = 10, ξm8 =

10, ξf1 = 0.001, ξf2 = 0.001, ξf3 = 0.001, ξf4 = 10, ξf5 = 10, ξf6 = 10, ξf7 = 10, ξf8 = 10, pm =

0.99, pf = 0.99, θm = 2, θf = 2, ζm = 5.1, ζf = 5.1, cm = 5, cf = cmNm(t)
Nf (t) (so that, R0 =

0.91). The simulations show that, for the case when R0 < 1, the profiles can converge to

either the DFE or and an endemic equilibrium point, depending on the initial sizes of the

sub-populations of the model (owing to the phenomenon of backward bifurcation). It is
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worth stating that like in the simulation of the vaccination model (4.27), the aforementioned

parameter values are chosen only to illustrate the backward bifurcation phenomenon of model

(6.3), and may not all be realistic epidemiologically.

Figure 6.1A shows convergence to the DFE and the EEP for the total infected male

population when R0 < 1 (it should be mentioned that the simulations have to be run for a

long period of time in order for the backward bifurcation phenomenon to be clearly captured).

A similar plot, for the total infected female population, is depicted in Figure 6.1B. The

epidemiological consequence of this result is that the effective control of HSV-2 in a population

(when R0 < 1) is dependent on the initial sizes of the sub-populations of the model (the

disease would persist if the number is high, and can be eliminated otherwise).
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Figure 6.1: Simulations of the model (6.3) showing the total number of infected (A)
males and (B) females as a function of time, using various initial conditions.
Parameter values used are: µ = 1

10000
, ηm = 5, ηf = 5,Πm = 1000,Πf =

1000, βm = 0.0265, βf = 0.02, δ1 = 0, δ2 = 10, σm = 1, σf = 1, qm =
1, qf = 1, rmh = 1, rfh = 1, rml = 1, rfl = 1, ξm1 = 0.001, xim2 = 0.001, ξm3 =

0.001, ξm4 = 10, ξm5 = 10, ξm6 = 10, ξm7 = 10, ξm8 = 10, ξf1 = 0.001, ξf2 =
0.001, ξf3 = 0.001, ξf4 = 10, ξf5 = 10, ξf6 = 10, ξf7 = 10, ξf8 = 10, pm =

0.99, pf = 0.99, θm = 2, θf = 2, ζm = 5.1, ζf = 5.1, cm = 5 and cf = cmNm(t)
Nf (t)

(so that, R0 = 0.91).

It should be recalled that the equivalent two-group HSV-2 model (5.5), which was not
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stratified according to risk of acquiring or transmitting infection, does not exhibit backward

bifurcation. Thus, the analyses in this chapter shows that adding risk structure to the model

(5.5) causes a new dynamical feature (backward bifurcation) in the transmission dynamics

of HSV-2 in a population. It is instructive, therefore, to determine the ”cause” or ”causes”

of the backward bifurcation property of the risk-structured model (6.3). This is considered

below.

6.4 Effect of Risk of Susceptibility: Reduced Model

The risk-structured model (6.3) is considered for the case where the susceptible individuals are

not stratified according to their risk of acquiring HSV-2 infection (that is, every susceptible

male or female is equally likely to be infected as every other susceptible male or female,

respectively). It should be mentioned that the exposed and infected classes (E,H and Q)

are still stratified according to their risk (low or high) of transmitting HSV-2 infection.

Let Sm(t) and Sf (t) represent the population of susceptible males and females at time t,

respectively. Furthermore, Πm (Πf ) represents the per capita recruitment of sexually-active

males (females) into the population. Let νm (νf ) represent the fraction of new infected males

(females) who are in the low-risk category, and the remaining fraction, 1− νm (1− νf ), is in

the high-risk category. It follows that the rates of change of the susceptible male and female

populations are given by

dSm
dt

= Πm − λf (t)Sm(t) − µSm(t) and
dSf
dt

= Πf − λm(t)Sf (t) − µSf (t), (6.19)

where, λm(t) and λf (t) are as defined before. Combining the HSV-2 model (6.3) with (6.19),

it follows that the reduced model for HSV-2 transmission dynamics, in the absence of risk

structure in the susceptible populations, is given by
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dSm
dt

= Πm − λf (t)Sm(t) − µSm(t),

dEml
dt

= νmλf (t)Sm(t) + ξm4 Emh(t) − (ξm3 + σm + µ)Eml(t),

dEmh
dt

= (1 − νm)λf (t)Sm(t) + ξm3 Eml(t) − (ξm4 + σm + µ)Emh(t),

dHml

dt
= σmEml(t) + rmlQml(t) + ξm6 Hmh(t) − (ξm5 + qm + µ+ δ1)Hml(t),

dHmh

dt
= σmEmh(t) + rmhQmh(t) + ξm5 Hml(t) − (ξm6 + qm + µ+ δ2)Hmh(t),

dQml
dt

= qmHml(t) + ξm8 Qmh(t) − (ξm7 + rml + µ+ δ3)Qml(t),

dQmh
dt

= qmHmh(t) + ξm7 Qml(t) − (ξm8 + rmh + µ+ δ4)Qmh(t),

dSf
dt

= Πf − λm(t)Sf (t) − µSf (t),

dEfl
dt

= νfλm(t)Sf (t) + ξf4Efh(t) − (ξf3 + σf + µ)Efl(t),

dEfh
dt

= (1 − νf )λm(t)Sf (t) + ξf3Efl(t) − (ξf4 + σf + µ)Efh(t),

dHfl

dt
= σfEfl(t) + rflQfl(t) + ξf6Hfh(t) − (ξf5 + qf + µ+ δ1)Hfl(t),

dHfh

dt
= σfEfh(t) + rfhQfh(t) + ξf5Hfl(t) − (ξf6 + qf + µ+ δ2)Hfh(t),

dQfl
dt

= qfHfl(t) + ξf8Qfh(t) − (ξf7 + rfl + µ+ δ3)Qfl(t),

dQfh
dt

= qfHfh(t) + ξf7Qfl(t) − (ξf8 + rfh + µ+ δ4)Qfh(t).

(6.20)

6.4.1 Basic Properties

As in Section 4.2.1, the following result can be proven for the model (6.20).

Theorem 6.4. Denote xil(t) = (Eil(t),Hil(t), Qil(t)) and xih(t) = (Eih(t),Hih(t), Qih(t))

for i = m, f . Let the initial data (Sm(0), Sf (0), xml(0), xfl(0), xmh(0), xfh(0)) > 0. Then the

solutions (Sm(t), Sf (t), xml(t), xmh(t), xfl(t), xfh(t)) of the reduced model (6.20) are positive
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for all t > 0. Furthermore,

lim sup
t→∞

Nm(t) ≤
Πm

µ
and lim sup

t→∞

Nf (t) ≤
Πf

µ
.

Consider the feasible region

Dr = Dmr ∪ Dfr ⊂ R
7
+ × R

7
+,

with,

Dmr =

{

(Sm, Eml, Emh,Hml,Hmh, Qml, Qmh) ∈ R
7
+ :

Sm + Eml + Emh +Hml +Hmh +Qml +Qmh ≤
Πm

µ

}

,

and,

Dfr =

{

(Sf , Efl, Efh,Hfl,Hfh, Qfl, Qfh) ∈ R
7
+ :

Sf + Efl +Efh +Hfl +Hfh +Qfl +Qfh ≤
Πf

µ

}

.

Using the same approach as in Section 4.2.1, it can be shown that the region Dr is positively-

invariant for the model (6.20).

6.4.2 Existence and Stability of Equilibria

The DFE of the model (6.20) is given by

E2 = (S∗
m, E

∗

ml, E
∗

mh,H
∗

ml,H
∗

mh, Q
∗

ml, Q
∗

mh, S
∗

fl, S
∗

fh, E
∗

fl, E
∗

fh,H
∗

fl,

H∗

fh, Q
∗

fl, Q
∗

fh) =

(

Πm

µ
, 0, 0, 0, 0, 0, 0,

Πf

µ
, 0, 0, 0, 0, 0, 0

)

.
(6.21)
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The next generation matrices, Fr and V , associated with the reduced model (6.20), are given,

respectively, by

Fr =







06×6 Fr1

Fr2 06×6






,

where,

Fr1 =







(Fr11)2×6

04×6






, Fr2 =







(Fr21)2×6

04×6






,

and,

Fr11 =







0 0 νm νmζf νmηf νmζfηf

0 0 (1 − νm) (1 − νm)ζf (1 − νm)ηf (1 − νm)ζfηf






cfβf ,

Fr21 =







0 0 νf νfζm νfηm νfζmηm

0 0 (1 − νf ) (1 − νf )ζm (1 − νf )ηm (1 − νf )ζmηm






cmβm,

with the matrix V as defined in Section 6.3. Thus,

Rr = ρ(FrV
−1) =

√

RrmRrf , (6.22)

where,

Rrm =
cmβmσm

A
[νmA11 + (1 − νm)A21 + νmA12 + (1 − νm)A22],

Rrf =
cfβfσf
B

[νfB11 + (1 − νf )B21 + νfB12 + (1 − νf )B22],

(6.23)

with, A11, A12, A21, A22, B11, B12, B21, B22, A and B as defined in Section 6.3. Thus, this

result follows from Theorem 2.7.
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Lemma 6.3. The DFE of the reduced model (6.20), given by (6.21), is LAS whenever Rr < 1,

and unstable if Rr > 1.

It should be stated that the epidemiological thresholds, Rr, Rrm and Rrf , have similar

definitions as R0, Rm and Rf , respectively.

Theorem 6.5. The reduced model (6.20) does not undergo backward bifurcation at Rr = 1.

The proof is given in Appendix F.

In other words, Theorem 6.5 shows that the absence of risk of susceptibility to HSV-2 infection

(within the male and female populations) removes the backward bifurcation property of the

risk-structured model (6.3) (eventhough infected individuals are stratified according to their

risk of transmission of infection). This result is further emphasized by proving the global

asymptotic stability property of the DFE (E2) of the reduced model (6.20) below.

Theorem 6.6. The DFE of the reduced model (6.20), given by E2, is GAS in Dr if Rr < 1.

Proof. The proof is based on using a comparison theorem (Theorem 2.6) [56]. Let,

Y =

(

Eml, Emh,Hml,Hmh, Qml, QmhEfl, Efh,Hfl,Hfh, Qfl, Qfh

)

,T

so that the equations for the infected components of (6.20) can be re-written as:

dY

dt
= (Fr − V − U)Y,

where the matrices Fr and V are as defined above, and the matrix U is given by

U =







06×6 U1

U2 06×6






,
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with,

U1 =







(U11)2×6

04×6






, U2 =







(U21)2×6

46×6






,

U11 =













0 0 νm νmζf νmηf νmζfηf

0 0 (1 − νm) (1 − νm)ζf (1 − νm)ηf (1 − νm)ζfηf













cfβf

(

1 −
Sm
Nm

)

,

and,

U21 =







0 0 νf νfζm νfηm νf ζmηm

0 0 (1 − νf ) (1 − νf )ζm (1 − νf )ηm (1 − νf )ζmηm






cmβm

(

1 −
Sf
Nf

)

.

Since Sm < Nm and Sf < Nf (for all t ≥ 0) in Dr, it follows that the matrix U is non-negative.

Thus,

dY

dt
≤ (Fr − V )Y. (6.24)

Furthermore, if Rr < 1, then ρ(FrV
−1) < 1 (from the local stability result given in

Lemma 6.3, which is equivalent to Fr − V having all its eigenvalues in the left-half plane

[88]). It follows that the linearized differential inequality system (6.24) is stable whenever

Rr < 1. Consequently, by comparison theorem, it follows that

(Eml, Emh,Hml,Hmh, Qml, Qmh) → (0, 0, 0, 0, 0, 0),

and,

(Efl, Efh,Hfl,Hfh, Qfl, Qfh) → (0, 0, 0, 0, 0, 0).
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Thus, for any ǫ > 0 sufficiently small, there exists a t1 > 0 such that if t > t1, then

Eml < ǫ, Emh < ǫ, Hml < ǫ, Hmh < ǫ, Qml < ǫ, Qmh < ǫ,

Efl < ǫ, Efh < ǫ, Hfl < ǫ, Hfh < ǫ, Qfl < ǫ and Qfh < ǫ.

(6.25)

It follows from the equations for Sm and Sf in (6.20), noting (6.25), that

dSm
dt

= Πm − λf (t)Sm(t) − µSm(t) ≥ Πm − cfβf (1 + ηf )(1 + ζf )ǫ− µSm(t),

dSf
dt

= Πf − λm(t)Sf (t) − µSf (t) ≥ Πf − cmβm(1 + ηm)(1 + ζm)ǫ− µSm(t).

Thus, using comparison theorem,

lim inf
t→∞

Sm(t) ≥
Πm − cfβf (1 + ηf )(1 + ζf )ǫ

µ
,

lim inf
t→∞

Sf (t) ≥
Πf − cmβm(1 + ηm)(1 + ζm)ǫ

µ
.

(6.26)

Since ǫ > 0 is arbitrary, letting ǫ→ 0 in (6.26) gives

lim inf
t→∞

Sm(t) ≥
Πm

µ
and lim inf

t→∞
Sf (t) ≥

Πf

µ
.

Similarly, it can be shown that

lim sup
t→∞

Sm(t) ≤
Πm

µ
and lim sup

t→∞

Sf (t) ≤
Πf

µ
.

Thus,

lim
t→∞

Sm(t) =
Πm

µ
and lim

t→∞
Sf (t) =

Πf

µ
,
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and,

lim
t→∞

(Sm(t), Eml(t), Emh(t),Hml(t),Hmh(t), Qml(t), Qmh(t), Sf (t),

Efl(t), Efh(t),Hfl(t),Hfh(t), Qfl(t), Qfh(t))

=

(

Πm

µ
, 0, 0, 0, 0, 0, 0,

Πf

µ
, 0, 0, 0, 0, 0, 0

)

= E2.

Hence, every solution to the equations of the reduced model (6.20), with initial conditions in

Dr, approaches the DFE, E2, as t→ ∞ whenever Rr < 1. �

As in Section 6.3.2, the number of possible endemic equilibria of the reduced model (6.20)

is explored by letting

E3 = (S∗∗
m , E

∗∗
ml, E

∗∗
mh,H

∗∗
ml,H

∗∗
mh, Q

∗∗
ml, Q

∗∗
mh, S

∗∗
f , E

∗∗
fl , E

∗∗
fh,H

∗∗
fl ,H

∗∗
fh, Q

∗∗
fl , Q

∗∗
fh),

be any arbitrary equilibrium of the reduced model (6.20). Further, let

λ∗∗rm =
cfβm[H∗∗

ml + ζmH
∗∗

mh + ηmQ
∗∗

ml + ζmηmQ
∗∗

mh]

N∗∗
m

,

λ∗∗rf =
cmβf [H

∗∗

fl + ζfH
∗∗

fh + ηfQ
∗∗

fl + ζfηfQ
∗∗

fh]

N∗∗

f

,

(6.27)

be the associated forces of infection for males and females, respectively, at steady-state.

Setting the right-hand sides of the reduced model (6.20) to zero gives:

S∗∗
m =

Πm

λ∗∗rf + k1
, E∗∗

ml =
Πmλ

∗∗

rfm1

(λ∗∗rf + k1)m00
, E∗∗

mh =
Πmλ

∗∗

rfm2

(λ∗∗rf + k1)m00
, H∗∗

ml =
Πmσmλ

∗∗

rfm3

(λ∗∗rf + k1)m00m01
,

H∗∗
mh =

Πmσmλ
∗∗

rfm4

(λ∗∗rf + k1)m00m01
, Q∗∗

ml =
Πmσmqmλ

∗∗

rfm5

(λ∗∗rf + k1)m00m01
, Q∗∗

mh =
Πmσmqmλ

∗∗

rfm6

(λ∗∗rf + k1)m00m01
,

(6.28)

S∗∗
f =

Πf

λ∗∗rm + k11
, E∗∗

fl =
Πfλ

∗∗
rmn1

(λ∗∗rm + k11)n00
, E∗∗

fh =
Πfλ

∗∗
rmn2

(λ∗∗rm + k11)n00
, H∗∗

fl =
Πfσfλ

∗∗
rmn3

(λ∗∗rm + k11)n00n01
,

H∗∗

fh =
Πfσfλ

∗∗
rmn4

(λ∗∗rm + k11)n00n01
, Q∗∗

fl =
Πfσfqfλ

∗∗
rmn5

(λ∗∗rm + k11)n00n01
, Q∗∗

fh =
Πfσfqfλ

∗∗
rmn6

(λ∗∗rm + k11)n00n01
,

(6.29)
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with mij > 0, nij > 0, mk > 0 and nk > 0 (but not reported here since their expressions are

too lengthy). Substituting (6.28) and (6.29) into the expressions for λ∗∗rm and λ∗∗rf in (6.27)

gives,

λ∗∗rm =
(m3 + ζmm4 + ηmqmm5 + ζmηmqmm6)λ

∗∗
rfσmβmcf

m2
1λ

∗∗

rf + (m2m1 + σmm3σmm4 + qmσmm5 + qmσmm6)λ
∗∗

rf +m00m1
,

λ∗∗rf =
(n3 + ζfn4 + ηfqfn5 + ζfηfqfn6)λ

∗∗
rmσfβfcm

n2
1λ

∗∗
rm + (n2n1 + σfn3σfn4 + qfσfn5 + qfσfn6)λ∗∗rm + n00n1

.

(6.30)

It follows from (6.30) that the endemic equilibria of the reduced model system (6.20) satisfy:

λ∗∗rf (a2λ
∗∗
rf + a1) = 0, (6.31)

where,

a2 = {[(n2
1m6 + n2n1m6)βmcfσm + (n3m6 + qfn5m6 + qfn6m6 + n4m6)βmcfσmσf ]ζm

+ (n2n1m5 + n2
1m5)βmcfσm + (n4m5 + qfn5m5 + n3m5 + qfn6m5)βmcfσmσf}qmηm

+ (n0n1m6 + n0n1m5)σmqm + n0n1m2m1 + [(n2n1m4 + n2
1m4)βmcfσm

+ (qfn5m4 + n3m4 + n4m4 + qfn6m4)βmcfσmσf ]ζm + [(n2
1m3 + n2n1m3)βmcf

+ n0n1m4 + n0n1m3]σm + (qfn5m3 + n4m3 + n3m3 + qfn6m3)βmcfσmσf + n0n1m
2
1 > 0,

a1 = n0n1m0m1[1 − (Rr)
2].

Equation (6.31) has two solutions, namely λ∗∗rf = 0 (which corresponds to the DFE, E2) and

λ∗∗rf = −a1
a2

. The coefficient a2 is always positive, and the coefficient a1 is positive (negative) if

Rr is less than (greater than) unity. Thus, the coefficients of the quadratic (6.31) are positive

whenever Rr < 1 (hence, the model has no positive real root in this case). For the case

when Rr > 1, the coefficient a1 < 0, so that the model has one positive real root (given by

λ∗∗rf = −a1
a2

> 0) in this case. For the case when Rr = 1, the coefficient a1 = 0 and λ∗∗rf = 0

(which corresponds to the DFE, E2). These results are summarized below.

Theorem 6.7. The reduced model (6.20) has one positive (endemic) equilibrium, of the form
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E3, whenever Rr > 1, and no positive equilibrium otherwise.

Theorem 6.7 shows the existence of a unique endemic equilibrium when Rr > 1. The

global asymptotic stability of this equilibrium is explored for a special case below.

6.4.3 Global Stability of EEP: Special Case

Define,

D1 =

{

Dmr ∪ Dfr : Sm = Eml = Emh = Hml = Hmh = Qml

= Qmh = Sf = Efl = Efh = Hfl = Hfh = Qfl = Qfh = 0

}

.

Furthermore, let,

sign(Sm − S∗∗
m ) = sign(Eml −E∗∗

ml) = sign(Emh −E∗∗

mh) = sign(Hml −H∗∗

ml)

= sign(Hmh −H∗∗

mh) = sign(Qml −Q∗∗

ml) = sign(Qmh −Q∗∗

mh)

= sign(Sf − S∗∗
f ) = sign(Efl − E∗∗

fl ) = sign(Efh − E∗∗
fh)

= sign(Hfl −H∗∗

fl ) = sign(Hfh −H∗∗

fh) = sign(Qfl −Q∗∗

fl ) = sign(Qfh −Q∗∗

fh).

(6.32)

Theorem 6.8. The EEP, E3, of the reduced model (6.20), is GAS in Dmr∪Dfr\D1 whenever

Rr > 1 and Condition (6.32) holds.

Proof. Consider the Lyapunov function (as in Section 5.5.4)

G = |Sm − S∗∗
m | + |Eml − E∗∗

ml| + |Emh − E∗∗

mh| + |Hml −H∗∗

ml| + |Hmh −H∗∗

mh|

+ |Qml −Q∗∗
ml| + |Qmh −Q∗∗

mh| + |Sf − S∗∗
f | + |Efl − E∗∗

fl | + |Efh − E∗∗
fh|

+ |Hfl −H∗∗

fl | + |Hfh −H∗∗

fh| + |Qfl −Q∗∗

fl | + |Qfh −Q∗∗

fh|.
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The right derivative, D+G, of G along the solutions of (6.20), is given by

D+G = sign(Sm − S∗∗
m )

[

−λfSm + λ∗∗f S
∗∗
m − µ(Sm − S∗∗

m )

]

+ sign(Eml − E∗∗

ml)

[

λfνmSm − λ∗∗f νmS
∗∗
m + ξm4 (Emh − E∗∗

mh) −m1(Eml − E∗∗

ml)

]

+ sign(Emh − E∗∗
mh)

[

λf (1 − νm)Sm − λ∗∗f (1 − νm)S∗∗
m + ξm3 (Eml − E∗∗

ml) −m2(Emh − E∗∗
mh)

]

+ sign(Hml −H∗∗

ml)

[

σm(Eml − E∗∗

ml) + rml(Qml −Q∗∗

ml) + ξm6 (Hmh −H∗∗

mh) −m3(Hml −H∗∗

ml)

]

+ sign(Hmh −H∗∗
mh)

[

σm(Emh −E∗∗
mh) + rmh(Qmh −Q∗∗

mh) + ξm5 (Hml −H∗∗
ml) −m4(Hmh −H∗∗

mh)

]

+ sign(Qml −Q∗∗

ml)

[

qm(Hml −H∗∗

ml) + ξm8 (Qmh −Q∗∗

mh) −m5(Qml −Q∗∗

ml)

]

+ sign(Qmh −Q∗∗

mh)

[

qm(Hmh −H∗∗

mh) + ξm7 (Qml −Q∗∗

ml) −m6(Qmh −Q∗∗

mh)

]

+ sign(Sf − S∗∗
f )

[

−λmSf + λ∗∗mS
∗∗
f − µ(Sf − S∗∗

f )

]

+ sign(Efl −E∗∗

fl )

[

λmνfSf − λ∗∗mνfS
∗∗

f + ξf4 (Efh − E∗∗

fh) −m7(Efl −E∗∗

fl )

]

+ sign(Efh − E∗∗
fh)

[

λm(1 − νf )Sf − λ∗∗m (1 − νf )S
∗∗
f + ξf3 (Efl −E∗∗

fl ) −m8(Efh − E∗∗
fh)

]

+ sign(Hfl −H∗∗

fl )

[

σf (Efl − E∗∗

fl ) + rfl(Qfl −Q∗∗

fl ) + ξf6 (Hfh −H∗∗

fh) −m9(Hfl −H∗∗

fl )

]

+ sign(Hfh −H∗∗
fh)

[

σf (Efh − E∗∗
fh) + rfh(Qfh −Q∗∗

fh) + ξf5 (Hfl −H∗∗
fl ) −m10(Hfh −H∗∗

fh)

]

+ sign(Qfl −Q∗∗

fl )

[

qf (Hfl −H∗∗

fl ) + ξf8 (Qfh −Q∗∗

fh) −m11(Qfl −Q∗∗

fl )

]

+ sign(Qfh −Q∗∗
fh)

[

qf (Hfh −H∗∗
fh) + ξf7 (Qfl −Q∗∗

fl ) −m12(Qfh −Q∗∗
fh)

]

where, m1 = ξm3 +σm+µ, m2 = ξm4 +σm+µ, m3 = ξm5 + qm+µ+ δ1, m4 = ξm6 + qm+µ+ δ2,

m5 = ξm7 + rml + µ + δ3, m6 = ξm8 + rml + µ + δ4, m7 = ξf3 + σf + µ, m8 = ξf4 + σf + µ,

m9 = ξf5 +qf+µ+δ1, m10 = ξf6 +qf+µ+δ2, m11 = ξf7 +rfl+µ+δ3 and m12 = ξf8 +rfl+µ+δ4.
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It follows, after some algebraic manipulations and taking into account Condition (6.32), that

D+G = −µ

[

|Sm − S∗∗
m | + |Eml − E∗∗

ml| + |Emh − E∗∗

mh| + |Hml −H∗∗

ml| + |Hmh −H∗∗

mh|

+ |Qml −Q∗∗
ml| + |Qmh −Q∗∗

mh| + |Sf − S∗∗
f | + |Efl − E∗∗

fl | + |Efh − E∗∗
fh|

+ |Hfl −H∗∗
fl | + |Hfh −H∗∗

fh| + |Qfl −Q∗∗
fl | + |Qfh −Q∗∗

fh|

]

− δ1

[

|Hml −H∗∗

ml| + |Hfl −H∗∗

fl |

]

− δ2

[

|Hmh −H∗∗

mh| + |Hfh −H∗∗

fh|

]

− δ3

[

|Qml −Q∗∗

ml| + |Qfl −Q∗∗

fl |

]

− δ4

[

|Qfl −Q∗∗

fl | + |Qfh −Q∗∗

fh|

]

= −µG− δ1

[

|Hml −H∗∗
ml| + |Hfl −H∗∗

fl |

]

− δ2

[

|Hmh −H∗∗
mh| + |Hfh −H∗∗

fh|

]

− δ3

[

|Qml −Q∗∗

ml| + |Qfl −Q∗∗

fl |

]

− δ4

[

|Qfl −Q∗∗

fl | + |Qfh −Q∗∗

fh|

]

.

Thus, lim
t→∞

G(t) = 0. Hence, the equilibrium, E3, of the reduced model (6.20) is GAS in

Dmr ∪ Dfr \ D1 whenever Rr > 1 and Condition (6.32) holds. �

6.5 Summary

The main theoretical findings of this chapter are itemized below.

(i) The model (6.3) exhibits the phenomenon of backward bifurcation, where the stable

disease-free equilibrium co-exists with a stable endemic equilibrium, when the associ-

ated reproduction number (R0) is less than unity (Theorem 6.3);

(ii) The backward bifurcation property of the model (6.3) can be removed if the susceptible

individuals (both males and females) are not stratified according to risk of acquiring

infection (Theorem 6.5). That is, the backward bifurcation phenomenon of the model

(6.3) is removed if every susceptible male (female) is equally likely to acquire HSV-

2 infection as every other susceptible male (female). Hence, this study shows that

the backward bifurcation phenomenon of the risk-structured model (6.3) arises due to

the stratification of the susceptible male and female populations in terms of risk of

acquiring HSV-2 infection;
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(iii) The DFE of the reduced model (6.20), which does not stratify the susceptible popula-

tion based on risk of acquiring HSV-2 infection, is GAS if the associated reproduction

number (Rr) is less than unity (Theorem 6.6). This model has a unique endemic equi-

librium if Rr > 1 (Theorem 6.7). The endemic equilibrium is GAS for a special case

(Theorem 6.8).

In summary, it is shown in this chapter that adding risk-structure to the two group

HSV-2 transmission model (5.5) alters the qualitative dynamics of the risk-free model (5.5)

(by inducing the phenomenon of backward bifurcation of the model). It is shown that the

backward bifurcation property of the risk-structured model presented in this chapter arises

due to the stratification of the susceptible male and female populations in terms of risk of

acquiring HSV-2 infection.
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Chapter 7

Summary of Contributions and

Future Work

The main contributions of this thesis can be classified into three main categories namely:

(1) Formulation of new realistic mathematical models for the transmission dynamics of

HSV-2 in vivo and in a population-level;

(2) Rigorous mathematical (dynamical) analysis of the resulting deterministic systems of

non-linear differential equations;

(3) Public health contributions (by giving qualitative and quantitative insights into the

mechanisms of disease spread in vivo as well as in a population; together with the

assessment of various anti-HSV control strategies).

7.1 Model Formulation

The thesis consists of six new models for HSV-2 dynamics (two for in-host dynamics, and

four for population-level dynamics). These are summarized below.

(i) A new deterministic model for HSV-2 in vivo is designed in Chapter 3. This model

was extended to incorporate the effect of cell-mediated and humoral immune responses
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against HSV-2 spread in vivo.

(ii) A single-group model for HSV-2 spread in a heterosexual homogeneously-mixed popu-

lation is designed in Chapter 4. It is extended to include an imperfect vaccine.

(iii) A new two-group (sex-structured) model, which extends the basic model (in Chapter

4), is designed in Chapter 5. It was further extended to incorporate the effect of various

anti-HSV-2 control strategies.

(vi) The two-group model in Chapter 5 is extended, in Chapter 6, to incorporate the effect

of risk structure (by stratifying the entire sexually-active population based on risk of

acquiring or transmitting HSV-2 infection) on the transmission dynamics of HSV-2 in

a population.

7.2 Mathematical Analysis

This thesis further contributes by giving detailed qualitative analyses (using a robust collec-

tion of non-linear dynamical systems theories and techniques) of all the new models developed

in the thesis (which are relatively large). Some of the main mathematical results obtained

are summarized below.

Chapter 3

In this chapter, the new deterministic model designed for HSV-2 dynamics in vivo is rig-

orously analysed. It is shown, using Lyapunov function theory and LaSalle’s Invariance

Principle, that the model has a globally-asymptotically stable virus-free equilibrium when-

ever the associated reproduction threshold is less than unity. Furthermore, the model has at

least one virus-present equilibrium whenever the associated reproduction threshold exceeds

unity. The extended model, which incorporates immune responses, is also shown to exhibit

similar dynamics. The results in this chapter show, for the first time, that HSV-2 exhibits

the classical threshold dynamics in vivo (with a GAS VFE whenever R0 < 1; and at least
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one VPE whenever R0 > 1).

Chapter 4

A new mathematical model for the transmission dynamics of HSV-2, which takes into account

disease transmission by infected individuals in the quiescent state and an imperfect HSV-2

vaccine, is designed and qualitatively analyzed. In the absence of vaccination, it is shown

(using Lyapunov function theory and LaSalle’s Invariance Principle) that the model has a

globally-asymptotically stable disease-free equilibrium point whenever the associated repro-

duction number is less than unity. Furthermore, this model has a unique endemic equilibrium

whenever the reproduction number exceeds unity. Using a non-linear Lyapunov function, it

is shown that the unique endemic equilibrium is globally-asymptotically stable (for a special

case) when the associated reproduction threshold is greater than unity. On the other hand, it

is shown (using centre manifold theory) that the extended model with vaccination undergoes

a vaccine-induced backward bifurcation, where the stable disease-free equilibrium co-exists

with a stable endemic equilibrium when the reproduction threshold is less than unity. Thresh-

old analysis of the vaccination model reveals that the use of an imperfect HSV-2 vaccine could

have positive or negative population-level impact (in reducing disease burden).

Chapter 5

In this chapter, the two-group model is shown to have a globally-asymptotically stable disease-

free equilibrium whenever the associated reproduction threshold is less than unity. It has a

unique endemic equilibrium, which is shown to be globally-asymptotic stable for a special

case, when the reproduction threshold exceeds unity. The extended model (which incorpo-

rates an imperfect vaccine, condoms and drug treatment) has a globally-asymptotic stable

disease-free equilibrium whenever its associated reproduction threshold is less than unity.

Furthermore, it is shown that the extended model has at least one endemic equilibrium when

the threshold exceeds unity. This endemic equilibrium is globally-asymptotically stable under

certain conditions.
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Chapter 6

The qualitative analysis of the new risk-structured model (that stratifies the entire population

based on risk of acquiring or transmitting infection), using centre manifold theory, reveals that

it exhibits the phenomenon of backward bifurcation. On the other hand, a reduced version

of the model, which does not stratify the susceptible population based on risk of acquiring

HSV-2 infections, is shown to have a globally-asymptotically stable disease-free equilibrium

when the associated reproduction threshold is less than unity. The reduced model has a

unique endemic equilibrium when the associated reproduction number exceeds unity, and

the endemic equilibrium is globally-asymptotically stable for a special case. It is shown that

adding risk-structure to the two group HSV-2 transmission model (5.5) studied in Chapter

5 alters the qualitative dynamics of the risk-free model (5.5) (by inducing the phenomenon

of backward bifurcation of the model). Furthermore, it is also shown that the backward

bifurcation property of the risk-structured model presented in this chapter arises due to the

stratification of the susceptible male and female populations in terms of risk of acquiring

HSV-2 infection.

7.3 Public Health

Some of the main public health contributions of the thesis are summarized below.

7.3.1 Effect of Immune Responses

The analysis of the in-host model in Chapter 3 reveals that cell-mediated immune response

is more effective than humoral immune response in reducing HSV-2 burden in vivo. Further-

more, it is shown that a future HSV-2 vaccine that boosts cell-mediated immune response

will be quite effective in reducing HSV-2 burden in vivo.
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7.3.2 Effect of Vaccination as a Singular Intervention

(i) A future HSV-2 vaccine will be effective in reducing HSV-2 burden in vivo if it reduces the

ability of the virus without glycoprotein C (gC) to bind to the host cell, or if it reduces

the re-activation rate of latent HSV-2. Additionally, the vaccine will be effective if it

results in an increase in the fraction of re-activated latent viruses without gC;

(ii) A future HSV-2 vaccine could lead to effective disease control or elimination if the vaccine

efficacy and the fraction of susceptible individuals vaccinated at steady-state are high

enough (at least 80% each);

(iii) The targeted vaccination of one sex group (only) induces an indirect benefit in the other

sex group.

7.3.3 Effect of Combined Interventions

(i) For low treatment rates, very high condom compliance (at least 90%) will be required to

effectively control the spread of the disease in the absence of vaccination. The level of

condom compliance required for effective disease control reduces if the treatment rates

are increased;

(ii) The combined use of vaccination, treatment and condoms will be very effective in cur-

tailing (or eliminating) HSV-2 in (from) the population even if the vaccination and

treatment rates are low.

7.4 Future Work

The thesis can be extended in several directions, both in terms of model construction and

associated mathematical analysis. These include:

(i) Establishing the global dynamics of the endemic equilibria of the models (without

considering special cases);
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(ii) Extending the in-host model presented in Chapter 3 to further assess the potential

impact of a future HSV-2 vaccine;

(iii) Using separate sub-groups for each of the risk groups considered in Chapter 6 (instead

of lumping all individuals in the various high-risk groups as “high-risk”);

(iv) Carrying out detailed uncertainty and sensitivity analysis in the models (to study the

effect of such uncertainties on some of the simulation results obtained);

(v) Studying the interaction between HSV-2 and other STDs (particularly HIV). This

is especially relevant since it is known that HSV-2 infection can increase the risk of

acquiring and transmission of other infectious diseases (such as HIV);

(vi) Investigating the impact of other modes of HSV-2 transmission (such as mother-to-child

and needle-sharing).
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Appendices

Appendix A: Backward Bifurcation in Model (4.27)

As in Section 6.3.2, let

S = x1, V = x2, Eu = x3, Ev = x4,Hu = x5,Hv = x6, Qu = x7, Qv = x8,

so that,

N = x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8.

Further, by using vector notation X = (x1, x2, x3, x4, x5, x6, x7, x8)
T , the vaccination model

(4.27) can be written in the form dX
dt

= (f1, f2, f3, f4, f5, f6, f7, f8)
T , as follows:

dx1

dt
= f1 = Π(1 − pǫ) −

β[x5 + η1x6 + θ(x7 + η2x8)]x1

x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8
+ ωx2 − (ξ + µ)x1,

dx2

dt
= f2 = Πpǫ+ ξx1 −

β[x5 + η1x6 + θ(x7 + η2x8)](1 − ψ)x2

x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8
− (ω + µ)x2,

dx3

dt
= f3 =

β[x5 + η1x6 + θ(x7 + η2x8)]x1

x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8
− (σ1 + µ)x3,

dx4

dt
= f4 = (1 − ψ)

β[x5 + η1x6 + θ(x7 + η2x8)]x2

x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8
− (σ2 + µ)x4,

dx5

dt
= f5 = σ1x3 + rux7 − (qu + µ+ δu)x5,

dx6

dt
= f6 = σ2x4 + rvx8 − (qv + µ+ δv)x6,

dx7

dt
= f7 = qux5 + αx8 − (ru + µ+ δqu)x7,

dx8

dt
= f8 = qvx6 − (rv + α+ µ+ δqv)x8.

(A.1)
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The Jacobian of the system (A.1), at the associated DFE E3, is given by J(E3) =

[

R8×5 S8×3

]

,

where,

R =















































−(ξ + µ) ω 0 0 −
βx∗

1

x∗
1
+x∗

2

ξ −(ω + µ) 0 0 −
β(1−ψ)x∗

2

x∗
1
+x∗

2

0 0 −(σ1 + µ) 0
βx∗

1

x∗
1
+x∗

2

0 0 0 −(σ2 + µ)
β(1−ψ)x∗

2

x∗
1
+x∗

2

0 0 σ1 0 −(qu + δu + µ)

0 0 0 σ2 0

0 0 0 0 qu

0 0 0 0 0















































,

S =











































































−
βx∗

1
η1

x∗
1
+x∗

2

−
βθx∗

1

x∗
1
+x∗

2

−
βθη2x

∗

1

x∗
1
+x∗

2

−
βη1(1−ψ)x∗

2

x∗
1
+x∗

2

−
βθ(1−ψ)x∗

2

x∗
1
+x∗

2

−
βθη2(1−ψ)x∗

2

x∗
1
+x∗

2

βx∗
1
η1

x∗
1
+x∗

2

βθx∗
1

x∗
1
+x∗

2

βθη2x
∗

1

x∗
1
+x∗

2

βη1(1−ψ)x∗
2

x∗
1
+x∗

2

βθ(1−ψ)x∗
2

x∗
1
+x∗

2

βθη2(1−ψ)x∗
2

x∗
1
+x∗

2

0 ru 0

−(qv + δv + µ) 0 rv

0 −(ru + µ+ δqu) α

qv 0 −(rv + α+ µ+ δqv)











































































.

Consider the case when Rvac, given in (4.29), equals unity. Suppose, further, that β is

chosen as a bifurcation parameter. Solving for β from Rvac = 1 in (4.29) gives

β∗ = β =
N∗k31k41(k51k71 − quru)(k61k81 − qvrv)

k31σ2(1 − ψ)V ∗A1 + k41σ1S∗B1
, (A.2)
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where, k31, k41, k51, k61, k71, k81, A1, B1, S
∗, V ∗ and N∗ are defined in Section 4.3.1. It should

be noted that the transformed system (A.1), with β = β∗, has a hyperbolic equilibrium point

(i.e., the linearized system has a simple eigenvalue with zero real part). Hence, the centre

manifold theory [13] can be used to analyse the dynamics of (A.1) near β = β∗. In order to

apply Theorem 2.3 to prove the backward bifurcation phenomenon of the system (A.1) (or,

equivalently, (4.27)), the following computations are necessary.

Eigenvectors of J(E3)

∣

∣

∣

∣

β=β∗

It can be shown that the Jacobian of (A.1) at β = β∗ (denoted by Jβ∗) has a right eigenvector

(associated with the zero eigenvalue), given by w = [w1, w2, w3, w4, w5, w6, w7, w8]
T , where

w1 = w1, w2 =
(ξ + µ)w1 +m1w5 +m1η1w6 + θm1w7 + θm1η2w8

ω
,

w3 =
m1w5 +m1η1w6 + θm1w7 + θm1η2w8

σ1 + µ
, w4 =

n1w5 + n1η1w6 + θn1w7 + θn1η2w8

σ2 + µ
,

w5 = w5 > 0, w6 =
(rv + α+ µ+ δqv)w8

qv
, w7 =

quw5 + αw8

ru + µ+ δqu
, w8 = w8 > 0,

with, m1 =
β∗x∗

1

x∗
1
+x∗

2

, n1 =
β∗(1−ψ)x∗

2

x∗
1
+x∗

2

.

Further, Jβ∗ has a left eigenvector v = [v1, v2, v3, v4, v5, v6, v7, v8] (associated with the

zero eigenvalue), where

v1 = 0, v2 = 0, v3 = v3 > 0, v4 = v4 > 0, v5 =
(σ1 + µ)v3

σ1
,

v6 =
(σ2 + µ)v4

σ2
, v7 =

θm1v3 + θn1v4 + ruv5
ru + µ+ δqu

,

v8 =
rvv6 + αv7 + θm1η2v3 + θn1η2v4

rv + α+ µ+ δqv
.
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Computation of a :

Starting with the expression (from Theorem 2.3)

a =

8
∑

k,i,j=1

vkwiwj
∂2fk(0, 0)

∂xi∂xj
,

it can be shown, after some algebraic manipulations, that

a =
1

(S∗ + V ∗)2
[2β∗(M1 +M2)(θη2w8 + w6η1 + w5 + w7θ)], (A.3)

with,

M1 = −S∗v3(w2 + w3 + w4 +w5 + w6 + w7 + w8) + S∗w2(1 − ψ)v4

M2 = −V ∗(1 − ψ)v4(w1 + w3 + w4 +w5 + w6 + w7 + w8) + V ∗w1v3.

and S∗ and V ∗ are defined in Section 4.3.1.

Computation of b :

Substituting the vectors v and w and the respective partial derivatives (at the DFE, E3) into

b =

8
∑

i=1

vkwi
∂2fk
∂xi∂β∗

,

gives,

b =
1

S∗ + V ∗
[V ∗(1 − ψ)v4 + S∗v3](θη2w8 + w6η1 + w5 + w7θ) > 0.

Since the coefficient b is always positive, it follows (using Theorem 2.3) that the system (A.1)

will undergo backward bifurcation if a > 0 . This result is summarized below.

Theorem 7.1. The model (A.1) (or, equivalently, (4.27)) exhibits backward bifurcation at

Rvac = 1 whenever the bifurcation coefficient, a, given by (A.3), is positive.
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Appendix B: Proof of Theorem 5.3

Proof. As in Section 4.2.4, the objective is to show that the system (5.19), around the

equilibrium E1, has no solutions of the form

Z̄(t) = Z̄0e
τt, (B.1)

with Z̄0 ∈ C
6 \ {0} , τ ∈ C, Zi ∈ C and Re(τ) ≥ 0. The consequence of this is that the

eigenvalues of the characteristic polynomial associated with the linearized method will have

negative real part; in which case, the unique endemic equilibrium, E1, is LAS.

Linearizing the model (5.19) around the endemic equilibrium, E1, gives

dEm
dt

= −(α1 + p1)Em − α1Hm − α1Qm + α2Hf + α2ηfQf ,

dHm

dt
= σmEm + rmQm − p2Hm,

dQm
dt

= qmHm − p3Qm,

dEf
dt

= α3Hm + α3ηmQm − (α4 + p11)Ef − α4Hf − α4Qf ,

dHf

dt
= σfEf + rfQf − p21Hf ,

dQf
dt

= qfHf − p31Qf ,

(B.2)

where,

α1 =
βf cf
N∗∗
m

(H∗∗

f + ηfQ
∗∗

f ), α2 =
βf cfS

∗∗
m

N∗∗
m

, α3 =
βmcmS

∗∗
f

N∗∗
f

, α4 =
βmcmS

∗∗
f

N∗∗
f

(H∗∗
m + ηmQ

∗∗
m ).

Substituting a solution of the form (B.1) into the linearized system of (B.2), around the
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equilibrium E1, gives the following linear system

τZ1 = −(α1 + p1)Z1 − α1Z2 − α1Z3 + α2Z5 + α2ηfZ6,

τZ2 = σmZ1 + rmZ3 − p2Z2,

τZ3 = qmZ2 − p3Z3,

τZ4 = α3Z2 + α3ηmZ3 − (α4 + p11)Z4 − α4Z5 − α4Z6,

τZ5 = σfZ4 + rfZ6 − p21Z5,

τZ6 = qfZ5 − p31Z6.

(B.3)

Firstly, all the negative terms in the second, third, fifth and sixth equations of system (B.3)

are moved to their respective left-hand sides and then substituted some of the results into the

remaining equations of the system. Finally, all the negative terms of the remaining (first and

fourth) equations are moved to the right-hand sides. These algebraic manipulations result in

the following system:

Z1[1 + F1(τ)] + Z3[1 + F3(τ)] = (MZ̄)1 + (MZ̄)3,

Z2[1 + F2(τ)] = (MZ̄)2,

Z4[1 + F4(τ)] + Z6[1 + F6(τ)] = (MZ̄)4 + (MZ̄)6,

Z5[1 + F5(τ)] = (MZ̄)5,

(B.4)

where,

F1(τ) =
τ + α1

p1
, F2(τ) =

τ

p2
,

F3(τ) =
τ

p3
+
α1(p3 + τ)

p1p3qm
,

F4(τ) =
τ + α4

p11
, F5(τ) =

τ

p21
,

F6(τ) =
τ

p31
+
α4(p31 + τ)

p11p31qf
,

(B.5)
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with,

M =



































































0 0 0 0 α2

p1

α2ηf

p1

σm

p2
0 rm

p2
0 0 0

0 qm
p3

0 0 0 0

0 α3

p11

α3ηm

p11
0 0 0

σf

p21
0

rf
p21

0 0 0

0 0 0 0
qf
p31

0



































































.

In the above computations, the notation M(Z̄)i (for i = 1, · · · , 6) denotes the ith coordinate

of the vector M(Z̄). It should further be noted that the matrix M has non-negative entries,

and the equilibrium E1 satisfies E1 = ME1. Furthermore, since the coordinates of E1 are all

positive, it follows then that if Z̄ is a solution of (B.4), then it is possible to find a minimal

positive real number s such that

|| Z̄ ||≤ sE1, (B.6)

where, || Z̄ ||= (|| Z1 ||, · · · , || Z6 ||) with the lexicographic order, and || · || is a norm in C.

The main goal is to show that Re(τ) < 0. Assume the contrary (i.e., Re(τ) ≥ 0). The

following two cases are considered.

Case 1: τ = 0

Suppose τ = 0. Then, (B.3) is a homogeneous linear system in the variables Zi (i = 1, · · · , 6).

The determinant of the system (B.3) corresponds to that of the Jacobian of the system (B.2)
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evaluated at E1, which is given by

△ =

{

βmβf cmcf
N∗
mN

∗∗

f

[

σm(qm + p3) + (p2p3 − qmrm)

][

σf (qf + p31) + (p21p31 − qfrf )

]

(H∗∗

f + ηfQ
∗∗

f )

+
βmcm
N∗∗
f

p1(p2p3 − qmrm)

[

σf (qf + p31) + (p21p31 − qfrf )

]

}

(H∗∗
m + ηmQ

∗∗
m )

+
βf cf
N∗∗
m

p11(p21p31 − qfrf )

[

σm(qm + p3) + (p2p3 − qmrm)

]

(H∗∗

f + ηfQ
∗∗

f )

+ p1p11(p2p3 − qmrm)(p21p31 − qfrf )

(

1 −
S∗∗
m S

∗∗

f

N∗∗
m N

∗

f

R1

)

.

(B.7)

By solving (5.19) at the endemic steady-state (E1), and using the first and fourth equations

of (5.19), it can be shown that

S∗∗
mS

∗∗

f

N∗∗
mN

∗∗

f

=
1

R2
1

.

Hence, since p2p3 − qmrm > 0 and p21p31 − qfrf > 0, it follows from (B.7) that △> 0. Con-

sequently, the system (B.3) can only have the trivial solution Z̄ = 0̄ (which corresponds to

the DFE, E0 of the system).

Case 2: τ 6= 0

Consider, now, the case τ 6= 0. Since, by assumption, Re(τ) ≥ 0, it follows that | 1+Fi(τ) |> 1

for all i. Let, F (τ) = min | 1 +Fi(τ) | (for i = 1, · · · , 6). Then, F (τ) > 1. Hence,
s

F (τ)
< s.

The minimality of s implies that || Z̄ ||> s
F (τ)E1. On the other hand, taking norms of both

sides of the second equation of (B.3), and using the fact that the matrix M is non-negative,

gives

F (τ) || Z2 ||≤M(|| Z ||)2 ≤ s(M || E1 ||)2 ≤ sH∗∗
m . (B.8)

Then, it follows from the above inequality that || Z2 ||≤
s

F (τ)
H∗∗
m , which contradicts

Re(Fi(τ)) ≥ 0. Hence, Re(τ) < 0, so that the endemic equilibrium, E1, is LAS if R1 > 1. �
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Appendix C: Verification of Assumptions A1-A7 in

[93]

Following the notation as in [93], system (5.5) can be re-written as follows:

d

dt
x(t) = F(t, x(t)) − V(t, x(t)) = f(t, x(t)), (C.1)

where,

x =















































Sm

Em

Hm

Qm

Sf

Ef

Hf

Qf















































, F =















































0

βfcfSm(Hf +ηfQf )
Nm

σmEm + rm(t)Qm

qmHm

0

βmcmSf (Hm+ηmQm)
Nf

σfEf + rf (t)Qf

qfHf















































,

and,

V =















































−Πm +
βfcfSm(Hf +ηfQf )

Nm
+ µSm

(σm + µ)Em

(qm + µ+ δ1)Hm

(rm(t) + µ+ δ2)Qm

−Πf +
βmcmSf (Hm+ηmQm)

Nf
+ µSf

(σf + µ)Ef

(qf + µ+ δ1)Hf

(rf (t) + µ+ δ2)Qf















































.
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Further, let,

V+ =















































Πm

0

0

0

Πf

0

0

0















































and

V− =















































βfcfSm(Hf +ηfQf )
Nm

+ µSm

(σm + µ)Em

(qm + µ+ δ1)Hm

(rm(t) + µ+ δ2)Qm

βmcmSf (Hm+ηmQm)
Nf

+ µSf

(σf + µ)Ef

(qf + µ+ δ1)Hf

(rf (t) + µ+ δ2)Qf















































.

It is clear that V = V− − V+. The function F , V+ and V− satisfy the following:

(A1) For each 1 ≤ i ≤ 8, Fi(t, x), V+
i (t, x) and V−

i (t, x) are non-negative, continuous on

R×R
8
+ and continuously differentiable with respect to x, (since each function denotes

a direct non-negative transfer of individuals).

(A2) By assumption (note that it is assumed that some of the model parameters are ω−periodic

functions), there exists a real number ω > 0, such that Fi(t, x), V
+
i (t, x) and V−

i (t, x)

are ω−periodic in t.

(A3) If xi = 0, then V−

i = 0 for i = 2, 3, 4, 6, 7, 8.

(A4) Fi = 0 for i = 1, 5.
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(A5) Define xs = {x ≥ 0 : xi = 0 fori = 2, 3, 4, 6, 7, 8} . Thus, if x ∈ Xs, then Fi = V−

i = 0

for i = 2, 3, 4, 6, 7, 8. System (5.5) has a disease-free periodic solution x∗ =

(

Πm

µ
, 0, 0, 0,

Πf

µ
, 0, 0, 0

)

.

Define a 2 × 2 matrix

M(t) =

(

∂fi(t, x
∗)

∂xj

)

i,j=1,5

.

It follows from (C.1), and the definitions of matrices F and V, that

M(t) =







−µ 0

0 −µ






.

(A6) Since M(t) is a diagonalizable matrix with negative eigenvalues, then ρ(ΦM (ω)) < 1.

(A7) Similarly, −V (t) is a diagonalizable matrix with negative eigenvalues. Hence, ρ(Φ−V (ω)) <

1.

Appendix D: Proof of Theorem 5.5

Proof. It follows from Lemma 5.5 that the DFE, E0, of the system (5.29) is asymptotically-

stable if Rp < 1. Using the fact that Sm(t) ≤ Nm(t) and Sf (t) ≤ Nf (t) for all t ≥ 0 in D,

the infected compartments of the system (5.29) can be re-written in terms of the following

differential inequality system (see also [93]):

dEm
dt

≤ βfcf (Hf (t) + ηfQf ) − (σm + µ)Em,

dHm

dt
= σmEm + rm(t)Qm − (qm + µ+ δ1)Hm,

dQm
dt

= qmHm − (rm(t) + µ+ δ2)Qm,

dEf
dt

≤ βmcm(Hm + ηmQm) − (σf + µ)Ef ,

dHf

dt
= σfEf + rf (t)Qf − (qf + µ+ δ1)Hf ,

dQf
dt

= qfHf − (rf (t) + µ+ δ2)Qf .

(D.1)
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The equations in (D.1), with equality used in place of the inequality, can be re-written in

terms of the next generation matrices F (t) and V (t) defined in Section 5.4.2, as follows:

dW

dt
= [F (t) − V (t)]W (t). (D.2)

It follows from Lemma 2.1 in [101] that there exists a positive ω−periodic function, w(t), such

that W (t) = eϑtw(t), with ϑ =
1

ω
lnρ[φF−V (ω)], is a solution of (D.2). By Theorem 2.2 in

[93], R0 < 1 implies that ρ[φF−V (ω)] < 1. Hence, ϑ is a negative constant. Thus, W (t) → 0

as t → ∞. This implies that the trivial solution of system (D.2), given by W (t) = 0, is

GAS. For any non-negative initial solution (Em(0),Hm(0), Qm(0), Ef (0),Hf (0), Qf (0))
T , of

the system (D.2), there exists a sufficiently large M∗ > 0, such that

(Em(0),Hm(0), Qm(0), Ef (0),Hf (0), Qf (0))
T ≤M∗w(0).

Thus, by comparison theorem (Theorem 2.6), it follows that

(Em,Hm, Qm, Ef ,Hf , Qf )
T ≤M∗W (t) for all t > 0,

where, M∗W (t) is also a solution of (D.2).

Hence,

lim
t→∞

(

Em(t),Hm(t), Qm(t), Ef (t),Hf (t), Qf (t)

)

→ (0, 0, 0, 0, 0, 0).

Finally, by Theorem 1.2 in [85], it follows that Sm(t) →
Πm

µ
and Sf (t) →

Πf

µ
as t → ∞.

Hence,

lim
t→∞

(Sm(t)Em(t),Hm(t), Qm(t), Sf (t), Ef (t),Hf (t), Qf (t)) → E0, whenever R0 < 1. �
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Appendix E: Definitions for Terms in Equation (5.40)

C1 = Πm(1 − ψ)(1 − ν1c)(1 − pmǫm), C2 = Πmωmpmǫm + Πmk2(1 − pmǫm),

C3 = (1 − ν1c)
2(1 − ψ), C4 = (1 − ν1c)k2 + (1 − ν1c)(1 − ψ)k1,

C5 = k1k2 − ωmξm, C6 = Πmpmǫm(1 − ν1c), C7 = Πmpmǫmk1 + Πmξm(1 − pmǫm),

C8 =
1 − ν1c

k3
, C9 =

(1 − ψ)(1 − ν1c)

k4
, C10 =

σmvK8

K6K8 − qmvrmv
,

C11 =
σmuK7

K5K7 − qmurmu
, C12 =

rmuαmqmv
K8(K5K7 − qmurmu)

,

C15 =
Πm

µ
(k1k2 − ξmωm), C17 =

ΠmRm(k1k2 − ξmωm)

µβfcf
,

C16 = C8C11C1 + C9C10C12C6 + η1C9C10C6 +
qmu
K7

η2(C8C11C1 + C9C10C12C6)

+
η2αmqmv
K7K8

C9C10C6 +
η3qmv
K8

C9C10C6 +
η4γhmu
K9

(C8C11C1

+ C9C10C12C6) +
η4γqmuqmu
K7K9

(C8C11C1 + C9C10C12C6)

+
η4γqmuαmqmv
K7K8K9

C9C10C6 +
η5γhmv
K10

C9C10C6 +
η5γqmvqmv
K8K10

C9C10C6,

D1 = Πf (1 − ψ)(1 − ν2c)(1 − pf ǫf ), D2 = Πfωfpf ǫf + ΠfK12(1 − pf ǫf ),

D3 = (1 − ν2c)
2(1 − ψ), D4 = (1 − ν2c)K12 + (1 − ν2c)(1 − ψ)k11,

D5 = k11k12 − ωfξf , D6 = Πfpf ǫf (1 − ν2c), D7 = Πfpf ǫfk11 + Πf ξf (1 − pf ǫf ),

D8 =
1 − ν2c

k13
, D9 =

(1 − ψ)(1 − ν2c)

k14
, D20 =

σfvK18

K16K18 − qfvrfv
,

D11 =
σfuK17

K15K17 − qfurfu
, D12 =

rfuαfqfv
K18(K15K17 − qfurfu)

,

D15 =
Πf

µ
(k11k12 − ξfωf ), D17 =

ΠfRf (k11k12 − ξfωf )

µβmcm
,
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D16 = D8D11D1 +D9D10D12D6 + η1D9D10D6 +
qfu
K17

η2(D8D11D1 +D9D10D12D6)

+
η2αfqfv
K17K18

D9D10D6 +
η3qfv
K18

D9D10D6 +
η4γhfu
K19

(D8D11D1

+ D9D10D12D6) +
η4γqfuqfu
K17k19

(D8D11D1 +D9D10D12D6)

+
η4γqfuαfqfv
K17K18K19

D9D10D6 +
η5γhfv
K20

D9D10D6 +
η5γqfvqfv
K18K20

D9D10D6,

with,K5 = qmu+γhmu+µ, K6 = qmv+γhmv+µ, K7 = rmu+γqmu+µ, K8 = rmv+αm+γqmv+µ,

K9 = µ, k10 = µ, K15 = qfu + γhfu + µ, K16 = qfv + γhfv + µ, K17 = rfu + γqfu + µ,

K18 = rfv + αf + γqfv + µ, K19 = µ and K20 = µ.

Appendix F: Proof of Theorem 6.5

Proof. As in Section 6.3.2, let

Sm = x1, Eml = x2, Emh = x3,Hml = x4,Hmh = x5, Qml = x6, Qmh = x7,

Sf = x8, Efl = x9, Efh = x10,Hfl = x11,Hfh = x12, Qfl = x13, Qfh = x14.

Thus,

Nm = x1 + x2 + x3 + x4 + x5 + x6 + x7, Nf = x8 + x9 + x10 + x11 + x12 + x13 + x14.

Further, by using vector notation X = (x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12, x13, x14),
T

and F = (f1, f2, f3, f4, f5, f6, f7, f8, f9, f10, f11, f12, f13, f14),
T the reduced model (6.20) can

be written in the form

dX

dt
= FX,
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as follows:

dx1

dt
= Πm − λf (t)x1 − µx1,

dx2

dt
= νmλf (t)x1 + ξm4 x3 − (ξm3 + σm + µ)x2,

dx3

dt
= (1 − νm)λf (t)x1 + ξm3 x2 − (ξm4 + σm + µ)x3,

dx4

dt
= σmx2 + rmlx6 + ξm6 x5 − (ξm5 + qm + µ+ δ1)x4,

dx5

dt
= σmx3 + rmhx7 + ξm5 x4 − (ξm6 + qm + µ+ δ2)x5,

dx6

dt
= qmx5 + ξm8 x7 − (ξm7 + rml + µ+ δ3)x6,

dx7

dt
= qmx6 + ξm7 x6 − (ξm8 + rmh + µ+ δ4)x7,

dx8

dt
= Πf − λm(t)x8 − µx8,

dx9

dt
= νfλm(t)x8 + ξf4x10 − (ξf3 + σf + µ)x9,

dx10

dt
= (1 − νf )λm(t)x8 + ξf3x9 − (ξf4 + σf + µ)x10,

dx11

dt
= σfx9 + rflx13 + ξf6x12 − (ξf5 + qf + µ+ δ1)x11,

dx12

dt
= σfx10 + rfhx14 + ξf5x11 − (ξf6 + qf + µ+ δ2)x12,

dx13

dt
= qfx11 + ξf8x14 − (ξf7 + rfl + µ+ δ3)x13,

dx14

dt
= qfx12 + ξf7x13 − (ξf8 + rfh + µ+ δ4)x14,

(F.1)

with,

λrf = λrfl + λrfh, λrm = λrml + λrmh,

λrfl =
cfβf (x11 + ηfx13)

x1 + x2 + x3 + x4 + x5 + x6 + x7
,

λrfh =
ζfcfβf (x12 + ηfx14)

x1 + x2 + x3 + x4 + x5 + x6 + x7
,

λrml =
cmβm(x4 + ηmx6)

x8 + x9 + x10 + x11 + x12 + x13 + x14
,

λrmh =
ζmcmβm(x5 + ηfx7)

x8 + x9 + x10 + x11 + x12 + x13 + x14
.
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The Jacobian of the system (F.1), at the associated DFE (E2), is given by

Jr(E2) =







Jr1 Jr2

Jr3 Jr4






,

with,

Jr1 =









































−k1 0 0 0 0 0 0

0 −k3 ξm4 0 0 0 0

0 ξm3 −k4 0 0 0 0

0 σm 0 −k5 ξm6 rml 0

0 0 σm ξm5 −k6 0 rmh

0 0 0 qm 0 −k7 ξm8

0 0 0 0 qm ξm7 −k8









































,

Jr2 =









































0 0 0 −Φr1 −ζfΦr1 −νfΦr1 −ζfνfΦr1

0 0 0 Φr2 ζfΦr2 νfΦr2 ζfνfΦr2

0 0 0 Φr3 ζfΦr3 νfΦr3 ζfνfΦr3

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0









































,

Jr3 =









































0 0 0 −Φr11 −ζmΦr11 −νmΦr11 −ζmνmΦr11

0 0 0 Φr21 ζmΦr21 νmΦr21 ζmνmΦr21

0 0 0 Φr31 ζmΦr31 νmΦr31 ζmνmΦr31

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0









































,
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Jr4 =









































−k11 0 0 0 0 0 0

0 −k13 ξf4 0 0 0 0

0 ξf3 −k14 0 0 0 0

0 σf 0 −k15 ξf6 rfl 0

0 0 σf ξf5 −k16 0 rfh

0 0 0 qf 0 −k17 ξf8

0 0 0 0 qf ξf7 −k18









































,

where,

Φr1 = cfβf , Φr2 = νmcfβf , Φr3 = (1 − νm)cfβf ,

Φr11 = cmβm, Φr21 = νfcmβm, Φr31 = (1 − νf )cmβm.

It can be shown, from J(E2), that (as in Section 6.3):

Rr =
√

cfcmβfβmσfσmZr1Zr2, (F.2)

where,

Zr1 =
νm(A11 +A12) + (1 − num)(A21 +A22)

A
,

Zr2 =
νf (B11 +B12) + (1 − nuf )(B21 +B22)

B
,

with, A11, A12, A21, A22, B11, B12, B21, B22, A and B as defined in Section 6.3.

Consider the case when R0 = 1. Suppose, further, that βm is chosen as a bifurcation

parameter (without loss of generality). Solving for βm from Rr = 1 gives

βm = β∗ =
1

cf cmβfσfσmZr1Zr2
. (F.3)

Eigenvectors of Jr(E2)

∣

∣

∣

∣

βm=β∗

It can be shown that the Jacobian of (F.1) at βm = β∗ (denoted by Jrβ∗) has a left eigenvector
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(associated with the zero eigenvalue) given by

v = [v1, v2, v3, v4, v5, v6, v7, v8, v9, v10, v11, v12, v13, v14],

where,

v1 = 0, v2 =
σm(ξm3 v5 + k4v4)

k3k4 − ξm3 ξ
m
4

, v3 =
σm(ξm4 v4 + k3v5)

k3k4 − ξm3 ξ
m
4

, v4 =
ξm5 a2 + k6a1

k5k6 − ξm5 ξ
m
6

,

v5 =
ξm6 a1 + k5a2

k5k6 − ξm5 ξ
m
6

, v6 =
ξm7 a4 + k8a3

k7k8 − ξm7 ξ
m
8

, v7 =
ξm8 a3 + k7a4

k7k8 − ξm7 ξ
m
8

, v8 = 0,

v9 =
σf (ξ

f
3 v12 + k14v11)

k13k14 − ξf3 ξ
f
4

, v10 =
σf (ξ

f
4 v11 + k13v12)

k13k14 − ξf3 ξ
f
4

, v11 =
ξf5a6 + k16a5

k15k16 − ξf5 ξ
f
6

,

v12 =
ξf6a5 + k15a6

k15k16 − ξf5 ξ
f
6

, v13 =
ξf7a8 + k18a7

k17k18 − ξf7 ξ
f
8

, v14 =
ξf8 a7 + k17a8

k17k18 − ξf7 ξ
f
8

,

with,

a1 = qmv6 + Φr21v9 + Φr31v10, a2 = qmv7 + ζmΦr21v9 + ζmΦr31v10,

a3 = rmlv7 + νmΦr21v9 + νmΦr31v10, a4 = rmhv5 + ζmνmΦr21v9 + ζmνmΦr31v10,

a5 = Φr2v2 + Φr3v3 + qfv13, a6 = ζfΦr2v2 + ζfΦr3v3 + qfv14,

a7 = νfΦr2v2 + νfΦr3v3 + rflv11, a8 = ζfνfΦr2v2 + ζfνfΦr3v3 + rfhv12.

Further, Jrβ∗ has a right eigenvector (associated with the zero eigenvalue)

w = [w1, w2, w3, w4, w5, w6, w7, w8, w9, w10, w11, w12, w13, w14]
T ,
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where,

w1 = −
1

k1
(Φr1w11 + ζfΦr1w12 + νfΦr1w13 + ζfνfΦr1w14),

w2 =
k4b1 + b2ξ

m
4

k3k4 − ξm3 ξ
m
4

, w3 =
k3b2 + b1ξ

m
3

k3k4 − ξm3 ξ
m
4

, w4 =
k6b3 + b4ξ

m
6

k5k6 − ξm5 ξ
m
6

,

w5 =
k5b4 + b3ξ

m
5

k5k6 − ξm5 ξ
m
6

, w6 =
k8b5 + b6ξ

m
8

k7k8 − ξm7 ξ
m
8

, w7 =
k7b6 + b5ξ

m
7

k7k8 − ξm7 ξ
m
8

,

w8 = −
1

k11
(Φr11w4 + ζmΦr11w5 + νmΦr11w6 + ζmνmΦr11w7),

w9 =
k14b7 + b8ξ

f
4

k13k14 − ξf3 ξ
f
4

, w10 =
k13b8 + b7ξ

f
3

k13k14 − ξf3 ξ
f
4

, w11 =
k16b9 + b10ξ

f
6

k15k16 − ξf5 ξ
f
6

,

w12 =
k15b10 + b9ξ

f
5

k15k16 − ξf5 ξ
f
6

, w13 =
k18b11 + b12ξ

f
8

k17k18 − ξf7 ξ
f
8

, w14 =
k17b12 + b11ξ

f
7

k17k18 − ξf7 ξ
f
8

,

with,

b1 = Φr2w11 + ζfΦr2w12 + νfΦr2w13 + ζfνfΦr2w14,

b2 = Φr3w11 + ζfΦr3w12 + νfΦr3w13 + ζfνfΦr3w14,

b3 = σmw2 + rmlw6, b4 = σmw3 + rmhw7, b5 = qmw4, b6 = qmw5,

b7 = Φr21w4 + ζmΦr21w5 + νmΦr21w6 + ζmνmΦr21w7,

b8 = Φr31w4 + ζmΦr31w5 + νmΦr31w6 + ζmνmΦr31w7,

b9 = σfw9 + rflw13, b10 = σfw10 + rfhw14, b11 = qfw11, b12 = qfw12.
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Computation of coefficients a and b : It can be shown, after some algebraic manipulations,

that

a =
14
∑

k,i,j=1

vkwiwj
∂2fk(0, 0)

∂xi∂xj
,

= −

{

2cfβf
x∗∗1

(w2 + w3 + w4 +w5 + w6 + w7)(w14ζfνf + w12νf +w11 + w13νf )[v3(1 − νm) + v2νm]

+
2cmβm
x∗∗8

(w4 + w5ζm + w6νm + w5 + w7ζmνm)(w9 + w10 + w11 + w12 + w13 + w14)

[νfv9 + v10(1 − νf )]

}

< 0.

Furthermore, it can be shown that:

b =

14
∑

i=1

vkwi
∂2fk
∂xi∂β∗

= cm[νfv9 + v10(1 − νf )](w4 + w5ζm + w6νm + w7ζmνm) > 0.

Since the coefficient a is negative, and b is always positive, it follows (by Theorem 2.3) that

the system (F.1) will not undergo backward bifurcation. �
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