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#### Abstract

High density digital magnetic recording is primarily a bandwidth limited channel resulting in intersymbol interference. Viterbi's algorithm, which is a maximum likelihood receiver, is studied specially for channels of this type. The channel and various coding schemes are modelled by a trellis representation. The overall system including Viterbi's algorithm is simulated using a combination of hardware and software. This is done for NRZI and MFM coding and three noises, Gaussian, Laplacian and quartic. A nonlinear intersymbol interference model is also introduced in the thesis though no simulation runs were performed.
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## Chapter I

## INTRODUCTION

### 1.1 PRELIMINARY

With the invention of the digital computer, magnetic recording became indispensible for data storage. Core memories in the earliest computers were built using magnetic materials. Although magnetic core memories have been replaced recently by solid state memories, magnetic memories still have an important role in bulk storage. A great deal of research has been and is being done on magnetic recording systems to improve data access speed, increase data reliability and increase the recording bit density. This thesis is concerned with studying methods to achieve higher density magnetic recording. For this purpose, the magnetic recording system is modelled as a communication channel. Communication theory principles are then applied to study the channel.

### 1.2 DIGITAL MAGNETIC RECORDING SYSTEM (DMRS)

Five basic elements can be identified in a DMRS as shown in Figure 1.1(a). These are:

1. magnetic read/write head(s)
2. magnetic tape/disc
3. tape/disc transport
4. write amplifier
5. readback amplifier

The message in binary form is encoded into a write current which is further amplified by the write amplifier in order to provide proper drive for the write head. The magnetic flux set up by the write current results in a magnetization flux pattern being stored on the medium. The magnetization pattern is composed of two different pole directions where the magnetic material is saturated with equal field strength of opposite intensity to represent the binary symbols 0 and 1.

Based on the magnetization pattern stored on the medium, a voltage signal during the readback process is induced in the readback head. The relation between the voltage and the flux is:

$$
\begin{equation*}
e(t)=\left[\frac{d m(x)}{d x}\right] \times\left[\frac{d x}{d t}\right] \tag{1.1}
\end{equation*}
$$

where $e(t)$ is the induced voltage, $m(x)$ is magnetization pattern with respect to space or distance, and $d x / d t$ is the speed of the tape/disc transport. If the magnetization pattern is ideal, the received signal will be a sequence of impulses. Practically, the received signal is a sequence of identically shaped pulses whose polarity is determined by the flux transition. A single flux transition produces an isolated pulse which is also sometimes known as the characteristic pulse. Various functional expressions have been developed for the isolated pulse [1,2,3]. Gulak [4] has fitted a quartic function to the pulse and this is the functional expression used in this thesis. The pulse shape is shown in Figure 1.1(b). Over the data rates found in a typical disc recording system the pulse is invariant in both shape and duration.

The entire recording process from the flux transitions produced by the input binary data to the read electronics output can be modelled as the pulse amplitude modulation (PAM) system shown in Figure 1.2(b). Unlike the typical PAM system encountered in communication system, the pulse sequence received has the special property of alternating in polarity. Thus each pulse in the sequence is correlated with the previous pulses. To properly utilize the channel, certain encoding methods are required [5,6,7]. Encoding methods considered in this thesis include Non-Return-to-Zero Inverse (NRZI), Modified Frequency Modulation (MFM), Convo-
lutional Code of rate $1 / 2(1 / 2 \mathrm{CC})$ together with NRZI or MFM code. These codes are discussed in Chapter 2. Other codes such as Frequency Modulation (FM), Non-Return-to-Zero (NRZ), and Miller's Modified Frequency Modulation (M FM) are not considered here.

Random noise sources of a DMRS include thermal noise, electronic noise, media noise, noise due to transport vibration and others. Though typically this noise, particularly the thermal and electronic, can be well modelled as white and gaussian (WGN), there is evidence that the probability density function can be otherwise. Gulak [4] has suggested that the probability density function is better approximated by a quartic expression. In this thesis, various noise models are considered.

The recording technique described above is usually called saturation recording. For nonsaturation recording the data is modulated with a analog signal which usually occupies more space on magnetic medium. Thus saturation recording is widely used in high bit density DMRS.


Figure 1.1 (a) Basic Digital Magnetic Recording System


Figure 1.1 (b) Readback pulse, $h(t)$. Axis scaling arbitrary.


Figure 1.2 (b) An equivalent PAM system

### 1.3 HIGH DENSITY MAGNETIC RECORDING

As mentioned previously, saturation recording provides higher bit density storage compared with the nonsaturation recording technique. The reason is because in nonsaturation magnetic recording, the data is modulated by an analog signal which occupies a certain area on the medium for at least a period or half a period of a cycle. In saturation recording, a transition in polarity occupies less area (in the ideal case) as it is based on properties of the magnetic materials.

A major consideration in a high bit density DMRS is intersymbol interference (ISI). This produces distortions such as peak shifts and amplitude variations in the readback pulse. Within a certain range of separation, ISI can be analysed by using linear superposition. Two adjacent saturation flux reversals are shown in Figure $1.2(a)$ to illustrate the effect of ISI.

ISI is the dominant factor affecting high bit density recording. Chu [8] has studied ISI distortion by a computer simulation. A great deal of work has been done in reducing pulse width through techniques such as pulse slimming filters [9,10]. Decision feedback equalization (DFE) has been studied as a method of reducing the effect of ISI [4]. These techniques have the common objective of reliably detecting the pulse sequence in the presence of ISI and random
noise. However, none are optimum with respect to ISI and random noise.

The optimal decoder/receiver for a channel with ISI and random noise is Viterbi's algorithm [11]. Although the algorithm was first applied to decoding convolutional codes, it was found later by Forney to be applicable for a channel with ISI [12]. Forney also showed that this algorithm is in fact a dynamic programming technique. The algorithm is a maximum likelihood sequence detector (MLSD) and is optimum when the noise is white and gaussian. H. Kobayasi [13] modelled the DMRS as a partial response system and applied Viterbi's algorithm. His work however is only applicable to the channel with no ISI. This thesis is concerned with the application of Viterbi's algorithm in the DMRS to combat ISI and random noise. Various encoding schemes and random noise sources are simulated and the algorithm performance is then studied.

### 1.4 OUTLINE OF THE THESIS

After the introduction in Chapter 1, Chapter 2 presents a detailed description of digital magnetic recording from a communication theory point of view. Various encoding schemes are discussed, trellises for these codes are developed and Viterbi's algorithm for decoding these codes is then developed. Chapter 3 describes the simulation of both
the recording channel and Viterbi's receiver. Both hardware and software aspects of implementation are discussed. Results and discussions are found in Chapter 4. Evaluation of decoder performance with noise other than gaussian is also presented in this chapter. The time required for the simulation runs are also discussed here. Conclusions are presented in Chapter 5 along with recommendations for future research.

## Chapter II

## MAGNETIC CHANNEL

### 2.1 INTRODUCTION

A basic DMRS was described in Chapter 1. It consisted of 5 elements; the read/write head, medium, transport, write and read amplifier. An equivalence was established between the DMRS and a PAM communication model. In this chapter this equivalence is further developed. In particular attention is focussed on encoding for the channel.

As mentioned, in a DMRS the output pulse sequence alternates in polarity due to the inherent memory in the readback process. This property is modelled by a differential encoder. Also to properly utilize the channel various encoding schemes such as NRZI, FM, MFM, $M^{2} F M$ and others have been proposed for the magnetic channel as mentioned in previous chapter. The next section of this chapter describes the trellis representations of two popular encoding schemes, NRZI and MFM. The trellis is a graphical represention which facilitates greatly the development of a Viterbi receiver.

Next intersymbol interference is considered. A brief review of the derivation of the maximum likelihood sequence
estimator is presented and Viterbi's receiver for ISI channels is derived. Again it turns out that the natural representation to explain the receiver is a trellis.

Viterbi's receiver was originally developed for decoding convolutional codes. Thus a specific convolutional code is considered with the aim of providing error correction. Trellises for the cascade of the $1 / 2$ CC with NRZI or MFM codes are developed. These trellises are used to derive the distance properties of the code. From these an overall trellis for the DMRS channel is obtained. The Viterbi receiver has a common structure for the different encoding schemes mentioned above, or various cascade combinations thereof. Only minor changes in the calculation of the branch metric are needed.

### 2.2 ENCODING

### 2.2.1 Inherent Encoding in the Channel

NRZ (Non-Return-to-Zero) coding is the simplest coding that can be used for any binary communication system. The digits "0" and "1" are simply represented by the two saturation levels of the magnetic medium which is why sometimes NRZ is called NRZL (Level). Since the readback process responds only to a flux transition the received wave-
form in the absence of noise is either a positive pulse, a negative pulse or no pulse. This coding is shown in figure 2.1. The output ternary symbols $(+1,0,-1)$ depend not only on the present input but also on the previous input. The channel thus has an inherent memory of length one. The output codeword from the readback head is given by

$$
\begin{equation*}
c_{k}=a_{k}-a_{k-1} \tag{2.1}
\end{equation*}
$$

where $c_{k}$ is the ternary output code symbol; $a_{k}$ and $a_{k-1}$ are input symbols and are binary. This process is called differential encoding.

There are several possible representations for the encoding process: sequential state machine representation, state diagram representation, tree representation, and trellis representation as shown in Figure $2.2(a)$ to 2.2(d). Trellis representation provides a graphical description for each codeword of the code. Distances between codewords can be visualised so that the code performance can be interpretated and evaluated.

From equation 2.1, if an error occurs in $c_{k}$, there would be an error in determining $a_{k}$. To see this, rearrange the equation as

$$
\begin{equation*}
\hat{a}_{k}=r_{k}+\hat{a}_{k-1} \tag{2.2}
\end{equation*}
$$

where $r_{k}=c_{k}+n_{k} ; \hat{a}_{k}, \hat{a}_{k-1}$ are estimates of $a_{k}, a_{k-1}$ , and $a_{k-1}=c_{k-1}+a_{k-2}$. Therefore if $c_{k-1}$ is in error

Input bit sequence

| $a_{k}$ | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


ternary symbols
$C_{k}$
$\begin{array}{lllllll}1 & 0 & -1 & 0 & 1 & -1 & 0\end{array}$

Figure 2.1 NRZ Coding

(a) state machine representation

(b) state diagram representation

(c) tree representation

(d) trellis representation

Figure 2.2 State machine (a), state diagram (b), tree (c) and trellis ( $d$ ) representations of the NRZ code

Note: The above notation representing input symbols, output symbols, and states will be followed throughout the thesis.
then so is $a_{k}$, implying that errors propagate. NRZI is an encoding method which prevents this error propagation.

### 2.2.2 NRZI Code

Unlike NRZ code, NRZI represents the digit "1" by a transition from a saturation magnetic level to the opposite saturation magnetic level and the digit " 0 " by no transition. The code is shown in Figure 2.3. The encoder (Figure 2.4(a)) takes an NRZ code and outputs an NRZI code based on the equation

$$
\begin{equation*}
b_{k}=b_{k-1} \oplus a_{k} \tag{2.3}
\end{equation*}
$$

where $a_{k}$ is the present input digit, $b_{k-1}$ is the previous output bit and $b_{k}$ is the present output bit, $a_{k}$, $b_{k}, b_{k-1}$ are all binary, and symbol $\uparrow$ represents modulo-2 arithmetic.

Now the $b_{k}$ 's are the input sequence to the channel. Though the encoder has a memory of one and as discussed above the channel has an inherent memory of one the overall system memory is still one. That is the present ternary output symbol of the channel still depends only on the present and previous input according to the following equation

$$
\begin{align*}
c_{k} & =b_{k}-b_{k-1} \\
& =b_{k-1} \oplus a_{k}-b_{k-1} \\
& = \pm a_{k} \tag{2.4}
\end{align*}
$$

Input
bit
sequence

| $a_{k}$ | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Code symbol |  |  |  |  |  |  |  |  |
| $b_{k}$ | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 1 |



Figure 2.3 NRZI Coding

Error propagation is prevented since the output symbol is not effected by the previous input. The previous input determines only the sign for the output.

Again there are different representations for NRZI as shown in Figure 2.4(a) to 2.4(d). Cascading the inherent channel encoding process with the NRZI encoder results in the trellis of figure 2.4(d). The trellis has two states corresponding to the memory length of one. Compared to the NRZ code trellis of Figure 2.2(d), one observes that the structure is the same. This is expected since in both instances there are two states due to the memory length of one. The only difference is in the output symbols. The output symbol for NRZI code can be expressed as

$$
\begin{equation*}
c_{k}=q_{k}-q_{k-1} \tag{2.5}
\end{equation*}
$$

while the next state is given by,

$$
\begin{equation*}
q_{k}=a_{k}+q_{k-1} \tag{2.6}
\end{equation*}
$$

where $q_{k-1}$ is the present state, $a_{k}$ is the present input, $c_{k}$ is the present output and $q_{k}$ is the next state.

Both NRZ and NRZI are linear codes which provide a null sequence for a zero input codeword. Since a long string of zeros leads to no transitions, timing information is not available for these two codes. To imbed timing information in the code, FM coding was developed. It provides timing synchronization for the receiver but is inferior in

(a) state machine representation

(b) state diagram representation


Figure 2.4 State machine (a), state diagram (b), tree (c) and trellis (d) representations of the NRZI code
terms of density. MFM provides both density and timing advantages over other codes and is the most popular code in use.

## 2.2 .3 MFM Code

A brief description of the code is as follows:

1. If the present input is a "1", the present output is the complement of the previous output.
2. If the present input is a " 0 ", the present output will be equal to previous output if the next input is a "1". If the next input is again a "0" then the present output will be equal to previous output for one half of a bit interval and will be equal to the complement of the previous output for the rest of that bit interval.

Figure 2.5 illustrates the encoding process. The encoder has the form as shown in Figure 2.6(a). It accepts one input symbol and outputs two symbols. There are two memory elements and it has therefore a memory of length 2 .

Since the memory length is two, the number of states equals to 4. The four states correspond to states $\{0,1,2,3\}$ or $\{00,01,10,11\}$ according to the following convention. The least significant digit is the rightmost digit and also corresponds to the most recent memory for the
input. The state diagram representation is shown in Figure 2.6(b).

The tree for the encoder is shown in Figure 2.6(c) and the trellis representation is shown in Figure 2.6(d). The structure of the trellis for MFM is not regular since the code is obviously a nonlinear code due to the NOR function.

The output codeword and the new states are given by the following equations

$$
\begin{align*}
& q 1_{k}=a a_{k}  \tag{2.7}\\
& q 2_{k}=F\left(q 1_{k-1}, a_{k}\right) \oplus q 2_{k-1} \oplus a_{k}  \tag{2.8}\\
& b 1_{k}=F\left(q 1_{k-1}, a_{k}\right) \oplus q 2_{k-1}  \tag{2.9}\\
& b 2_{k}=b 1_{k} \oplus a_{k}  \tag{2.10}\\
& c_{2 k-1}=b 1_{k}-b 2_{k-1}  \tag{2.11}\\
& c_{2 k}=b 2_{k}-b 1_{k} \tag{2.12}
\end{align*}
$$

where b1 $k_{k}$, and b2 $k$ are the outputs of MFM code, $F($.$) is$ NOR function of enclosed variables, $a_{k}$ is the present input, $q 1_{k}$ and $q 2_{k}$ are next states, $c 2_{k-1}$ and $c_{2 k}$ are ternary outputs.

The difference between MFM and NRZI is that for a null input sequence, the MFM output contains digits " 0 " and "1". However the shortest time interval between digit "1"s is the same for both codes even though the MFM encoder outputs 2 symbols for every input symbol. Thus the ISI terms are the same for either code.


Code symbol
$\begin{array}{lllllllllllllllll}b_{k} & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0\end{array}$


Ternary
symbol
$\begin{array}{llllllllllllllllll}c_{k} & 0 & 1 & 0 & -1 & 0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 & 1 & 0 & -1 & 0\end{array}$

Figure 2.5 MFM Coding

(a) State Machine Representation

(b) State Diagram Representation

(c) Tree Representation
state 0

(d) Trellis Representation

Figure 2.6: State machine (a), state diagram (b), tree (c) and trellis (d) representations of the MFM code

Note: State 0 corresponds to the two memory elements in the encoder being zero, state 1 corresponds to memory D1 being 1 and D2 being 0 , state 2 corresponds to D 1 being 0 and D2 being 1, state 3 corresponds to D1 and D2 being 1.

### 2.3 INTERSYMBOL INTERFERENCE AND VITERBI RECEIVER

### 2.3.1 Viterbi's algorithm

A DMRS is basically a band-limited channel which results in ISI that leads to degradation of receiver performance. This can be minimized by Viterbi's algorithm which provides an optimum sequence estimate. For completeness Viterbi's algorithm is presented here. It follows very closely the derivation presented in [14].

The ternary PAM system is shown in Figure 2.7. This corresponds to the DMRS channel. As mentioned the binary to ternary encoding is due to the inherent differential encoder in the magnetic channel. The ternary digits $c_{i}$ are modulated by the channel filter $h(t)$ such that the transmitted signal is

$$
\begin{equation*}
s(t)=\sum_{i=-N}^{N-1} c_{i} h(t-i T) \tag{2.13}
\end{equation*}
$$

where $c_{i}$ is a ternary symbol output from the differential encoder.

The ternary symbols are independent regardless of the encoding part. For message length of 2 N , the total number


Figure 2.7 Ternary PAM system
of distinct sequences or signals are $3^{2 N}$. To find the maximum likelihood sequence the received signal is compared to all possible sequences. The comparison is based on a set of samples $y_{k}$ called sufficient statistics obtained from the output of the matched filter. The maximum likelihood decision is made by computing the likelihood function when sequence, $\bar{c}_{m}$, is compared to sequence $\bar{c}_{m^{\prime \prime}}$, i.e., choose $\bar{c}_{m}$ if

$$
\begin{equation*}
\ln \left(\frac{p\left(\bar{y} \mid \bar{c}_{m}\right)}{p\left(\bar{y} \mid \bar{c}_{m}\right)}\right) \geq 0 \tag{2.14}
\end{equation*}
$$

for all message $m \cdot \neq m$.

For white gaussian noise, the likelihood function can be expressed as

$$
\begin{align*}
\Lambda_{m m^{\prime}}= & \ln \left(\frac{p\left(\bar{y} \mid \bar{c}_{m}\right)}{p\left(\bar{y} \mid \bar{c}_{m^{\prime}}\right)}\right) \\
= & \frac{2}{N_{0}} \int_{-\infty}^{\left[c_{m}(t)-c_{m^{\prime}}(t)\right] y(t) d t}  \tag{2.15}\\
& -\frac{1}{N_{o}} \int_{-\infty}^{+\infty}\left[c_{m}^{2}(t)-c_{m^{\prime}}^{\prime 2}(t)\right] d t
\end{align*}
$$

which reduces to

$$
\begin{align*}
& \Lambda_{m}=\frac{2}{N_{o}} \int_{-\infty}^{+\infty} c_{m}(t) y(t)-\frac{1}{N_{o}} \int_{-\infty}^{+\infty} c_{m}^{2}(t) d t  \tag{2.16}\\
& =\frac{2}{N_{o}} \sum_{k=-N}^{N-1} c_{m k} y_{k}-\frac{1}{N_{o}} \sum_{j=-N}^{N-1} c_{m k} c_{m j} h_{k-j} \\
& \text { where } h_{k-j}=\int_{-\infty}^{+\infty} h(t-k T) h(t-j T) d t \\
& =h_{i} \quad ; \quad i=k-j \\
& \text { Since } h_{i} \text { is symmetric, } \Lambda_{m} \text { becomes } \\
& \frac{1}{N_{o}} \sum_{k=-N}^{N-1}\left(2 c_{m k} y_{k}-c_{m k} 2_{o}-2 c_{m k}\left(\sum_{i=1}^{L-1} c_{m k-i} h_{i}\right)\right) \\
& =\frac{1}{N_{0}} \sum_{k=-N}^{N-1} \lambda_{m k} \tag{2.17}
\end{align*}
$$

where $\lambda_{m k}$ is called the $k$ th branch metric of message $m$ and

Now consider

$$
\begin{equation*}
\lambda_{k}=2 c_{k} y_{k}-c_{k}^{2} h_{0}-2 c_{k} \sum_{i=1}^{L-1} c_{k-i} h_{i} \tag{2.18}
\end{equation*}
$$

where subscript $m$ has been dropped.

This expression for the branch metric depends on the present received sample $y_{k}$, coefficients $h_{i}(i=0, \ldots, L-1)$ which are known a priori, the present input $c_{k}$ and $L-1$ previous inputs $c_{k-i}(i=1, \ldots, L-1)$. Considering these $L-1$ previous inputs to define a state then as a new input sample $c_{k+1}$ is received the state changes from $\left\{c_{k}, c_{k-1}\right.$ $\left.\ldots, c_{k-L+1}\right\}$ to $\left\{c_{k+1}, c_{k}, \ldots, c_{k-L}\right\}$. All the possible paths necessary for the computation of the $c_{k}$ can be visualized by a trellis.

For a ternary PAM system with ISI and no encoder, the trellis is shown in Figure $2.8(a)$ and for a DMRS, the trellis is shown in Figure $2.8(b)$.



### 2.3.2 Branch metrics for the DMRS with ISI

According to equation 2.18 for the branch metric, the ternary symbols can be replaced by the encoding function. The branch metric depends on the source symbols and in this case are binary. Substituting equation 2.1 into equation 2.18, the equation becomes

$$
\begin{align*}
& \lambda_{k}=2\left(a_{k}-a_{k-1}\right) y_{k}-\left(a_{k}-a_{k-1}\right)^{2} h_{o} \\
& -2\left(a_{k}-a_{k-1}\right) \sum_{i=1}^{L-1}\left(a_{k-i}-a_{k-i-1}\right) h_{i} \tag{2.19}
\end{align*}
$$

For the NRZI code, the branch metric can be obtained by substituting equation 2.5 into equation 2.18.

$$
\begin{align*}
\lambda_{k}= & 2\left(q_{k}-q_{k-1}\right) y_{k}-\left(q_{k}-q_{k-1}\right) h_{o} \\
& -2\left(q_{k}-q_{k-1}\right) \sum_{i=1}^{L-1}\left(q_{k-i}-q_{k-i-1}\right) h_{i} \tag{2.20}
\end{align*}
$$

The trellis for NRZI coding and ISI is shown in Figure 2.9(a). The least significant digit corresponds to the most
recent input symbol remembered. The most significant digit is the memory element in the channel which changes according to equation 2.6.

Similary the branch metric for MFM code is obtained by substituting equations 2.11 and 2.12 into equation 2.18. It becomes

$$
\begin{equation*}
\lambda_{\mathrm{k}}=\lambda_{\mathrm{a}}+\lambda_{\mathrm{b}} \tag{2.21}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left.\lambda_{a}=2\left(b 1_{k}-b 2_{k-1}\right) y_{k}-\left(b 1_{k}-b 2_{k-1}\right)\right)^{h_{o}} \\
& -2\left(b 1_{k}-b 2_{k-1}\right)\left[\sum_{i=e v e n}\left(b 1_{k} r_{-\frac{i}{2}}-b 2_{k}-\frac{r_{i}+1}{2}\right) h_{i}\right. \\
& \left.+\sum_{i=o d d}\left(b 2_{k-}-r_{i}^{2}-b 1_{k-} \frac{r_{i}+\frac{1}{2}}{2}\right) h_{i}\right] \\
& \lambda_{b}=2\left(b 2_{k}-b 1_{k}\right) y_{k}-\left(b 2_{k}-b 1_{k}\right)^{2} h_{0} \\
& -2\left(b 2_{k}-b 1_{k}\right)\left[\sum_{i=o d d}\left(b 2_{k-} \frac{\left.r_{i}\right\urcorner}{2}-b 1_{k-} \frac{r_{i}+17}{2}\right) h_{i}\right. \\
& \left.+\sum_{i=\text { even }}\left(b 1_{k-} \frac{\left.r_{i}\right\urcorner}{2}-b 2_{k-} \frac{\Gamma_{i}+1}{2}\right) h_{i}\right]
\end{aligned}
$$

and $\quad \Gamma_{x} 7$ denotes the least integer not less than $x$.
The trellis is shown in Figure 2.9(b). The least significant digit also represents the most recent input re-


Figure 2.9 (a) Trellis of DMRS with NRZI code and $L=3$


Figure 2.9 (b) Trellis of DMRS with MFM code and $L=2$ or 3
membered and the most significant digit corresponds to the memory element of the channel. The next most significant digit corresponds to the encoder memory element.

### 2.4 CONVOLUTIONAL CODE

Since Viterbi's algorithm was originally devised for convolutional code, it would be natural to apply convolutional coding as a means of error correction for any communication system using viterbi's algorithm. The complexity of the algorithm depends on the number of states as seen from the system trellis. For a DMRS, the number of states increases with ISI, inherent magnetic state, encoder memories and when a convolutional encoder is in cascade with the system, the number of states increases with the constraint length of the code.

To investigate the benefits to be gained from error coding, a simple $1 / 2 \mathrm{CC}$ was considered. The study was meant to establish how the cascade of the convolutional encoder with the previous encoder affected the trellis; what the final algorithm complexity is and if it is possible to analyze the overall error performance.

The encoder for a $1 / 2 \mathrm{CC}$ is shown in Figure 2.10(a) and its trellis representation is shown in Figure $2.10(\mathrm{~b})$. When this encoder is applied to DMRS, the overall trellis is as shown in Figure 2.11 and Figure 2.12.


Figure 2.10 . $1 / 2 \mathrm{CC}$ and its trellis


Figure 2.11 Trellis of $1 / 2 \mathrm{CC}$ with NRZI and $L=1$

State


Figure 2.12 $1 / 2 \mathrm{CC}$ with MFM and $\mathrm{L}=1$

The complexity of trellis is seen to increase exponentially with ISI and number of memory elements of the encoder. This affects the difficulty of simulation due to the large increase in computation time.

### 2.5 VARIOUS DISTANCES OF CODES

The distance measure that is used for block codes is usually the hamming distance which is simply the number of bits that two codewords differ in. The minimum distance which is the smallest hamming distance among the hamming distances of every pair of the codewords determines how well the code performs.

The distance measure used for convolutional code is normally the free distance. For linear convolutional code, the free distance is the hamming distance of the shortest path deviated from the zero codeword. This distance provides an idea of the bit error performance of the code. The shortest path can be obtained pictorially from the trellis. Thus by looking at the trellis, the code performance can be established.

In a DMRS, the combination of all encoders is in general not linear. However using the trellis developed for such a system, it should be possible to define a distance measure which would indicate system performance.

Similar to the concept of the hamming distance for binary symbols, the hamming distance for a ternary PAM system can be reasonably defined as

$$
\begin{equation*}
d=\sum\left|a_{i}-b_{i}\right| \quad, \text { for } i=-N, \ldots, N-1 \tag{2.22}
\end{equation*}
$$

where $a$ and $b$ are elements of two codewords $\bar{a}$ and $\bar{b}$.

The mapping from binary to ternary in the DMRS makes the system nonlinear. In general to evaluate the distance of a, nonlinear code is very difficult. For such a code, it is necessary to do a pairwise distance computation between each pair of codewords to determine the minimum distance of the code

The trellises of NRZ, NRZI and MFM codes are shown again in Figure 2.13. One distance measure for the above codes would be as following:
(1) Collect the complete set of paths that left the zero path and merged back to zero path; there may be infinite number of such paths, in this case try to examine a path that never merged back to the zero path.
(2) Find all pairwise distances according to equation 2.22 and select the minimum distance; if the minimum distance is from the pair which has one path which never merged back to zero path, the other path is likely to be the same, that is, it is never merged back to the zero path but the equation 2.22 for the pair must converge.

$d_{\text {free }}=2$


$$
d_{\text {free }}=2
$$



Figure $2.13 \begin{aligned} & \text { Trellis of } N R Z, N R Z I \text { and MFM for dfree } \\ & \text { estimation }\end{aligned}$

Another possible measure that eliminates the possibility of having paths that never merge back to the zero path is as follows:
(1) For each state, find the two shortest paths that left the same state and merged back to the same state.
(2) Find also the distance according to equation 2.19 for all such pairs associated with each state.
(3) Also find all such distances among all the states, that is, find the two shortest path that left one state and merged to another state; then compute the distance between these paths. This may be called inter-state distance.
(4) Now compare all the above distance and choose the minimum distance which will provide measure for the performance of the code.

Comparing the three codes in this chapter, MFM is found to provide the best distance among the others. The comparison is shown by Table 2.1 .

TABLE 2.1
Distances of various codes

|  | 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 000 | 0 |  |  |  |  |  |  |  |
| 010 | $2,1,4$ | $3,2,4$ | 0 |  |  |  |  |  |
| 011 | $1,2,2$ | $2,4,2$ | $1,1,2$ | 0 |  |  |  |  |
| 100 | $2,1,5$ | $3,2,5$ | $4,3,3$ | $3,3,5$ | 0 |  |  |  |
| 101 | $3,2,5$ | $2,3,5$ | $4,3,5$ | $4,2,5$ | $1,1,2$ | 0 |  |  |
| 110 | $2,2,4$ | $3,3,6$ | $2,3,2$ | $3,4,4$ | $2,1,3$ | $3,3,3$ | 0 |  |
| 111 | $1,3,6$ | $2,2,4$ | $3,4,4$ | $2,5,2$ | $1,2,3$ | $2,3,3$ | $1,1,2$ | 0 |

* $d_{a}, d_{b}, d_{c}$ denote distance of NRZ, NRZI and MFM code (3 bits)


## Chapter III

## DMRS SIMULATION

### 3.1 INTRODUCTION

The previous chapter developed trellis representations for the magnetic recording channel with various encoding schemes and intersymbol interference. Based on this it would be desirable to predict system performance, particularly for the bit error probability. Ideally this prediction should be valid for the various encoders or combinations thereof, various noise sources and varying amount of intersymbol interference. Though analytical results are available for a few special cases, example - Gaussian noise with no intersymbol interference, there is no general analytical approach to predict the system performance. Even for the special cases the analytical results are in the form of bounds. The other alternative is to implement an actual system - this is not very flexible, and is costly and time consuming.

For these reasons a system simulation was developed. It was first attempted to do the simulation entirely in software since this would provide maximum flexibility. The
intention was to provide a simulation system not only for the research in this thesis but also for future research in magnetic recording. Quite a few subroutines were developed in the Pascal language on an Amdahl v7 mainframe. These included routines for source generation, Gaussian, Laplacian and Quartic noise generation, various encoder routines, a matched filter routine and routine for algorithm and system evaluation. Various parameters such as constraint length, code rate, memory length, tap assignment for the convolutional code, number of runs and number of errors accumulated before system halts were allowed.

The simulation however was very time consuming and disappointingly slow. The error probabilities of interest are in the range of $10^{-5}$ or less. To obtain a reasonable statistical estimate of the error probability for a given system configuration it was decided that at least ten error events should occur. Thus an error probability of $10^{-6}$ would require approximately $10^{6}$ input bits. This led to estimated time of at least 2 or 3 months (depending on the coding) to complete the simulation. Thus it was decided to go to a simulation involving both hardware and software. The most time consuming aspects of the simulation would be done by hardware. Though this perhaps reduces the flexibility somewhat it was a necessary step. The hardware/software tradeoffs are discussed the next section.

### 3.2 TIME $=$ HARDWARE/SOFTWARE TRADEOFFS

Figure 3.1 is a block diagram of the simulation. It is similar to the channel block diagram used in Chapter 2 with each block corresponding to a routine if the simulation is totally in software. The most time consuming block is the passing of the input noise through the matched filter, a process that involves convolution. This is identified in Figure 3.2 by modifying the system to provide two paths one from noise source and other from signal source, to provide the signal input for Viterbi's algorithm. The convolution requires 100 or more samples to accurately represent the output correlated noise during one input bit interval. The resultant noise sample is a weighted sum of these 100 samples and requires 100 multiplications and 99 additions. As a typical example, a floating point multiplication subroutine requires 85 instructions [15] and assuming the average number of cycles per instruction is 5; it will then require 425 machine cycles. For a machine running at 1 MHz would require over 42.5 milliseconds. This accounts for only one bit sample. A million trials will need 42500 seconds which is over 11 hours of CPU time. This does not include the time for the other routines.

The other time consuming routine is the viterbi's algorithm itself. Computation of the branch metric requires 1 multiplication and 1 addition operation only but the number of branch metric amounts to 2 times the number of states.


Figure 3.1 Simulation Block Diagram


Figure 3.2 Modified Simulation Block Diagram

As mentioned previously the number of states grows exponentially with the number of ISI terms and the number of memory element in the encoder. This means that the time required for computation grows exponentially with the complexity of the system. For this reason simulation runs for the $1 / 2$ CC with MFM and NRZI were not done.

Based on the available facility at the University of Manitoba, a hybrid system was developed. It consisted of hardware and software. The system used is a PDP $11 / 40$ which can run with both compiled high language program and machine program. Although originally the algorithm was written in Pascal, since a Pascal compiler was not available on the PDP 11/40, the simulation was re-written in FORTRAN and the assembly language of the PDP $11 / 40$ system.

To optimize the memory usage and speed, only the main program which makes use of real number manipulation and control was written in FORTRAN, all other subroutines such as source symbol input routine, noise input routine, source symbol buffering, encoding, decoding, source symbol/estimate comparing routines etc., were written in assembly language.

The flow chart for the simulation is shown in Figure 3.3. The original Pascal program is listed in Appendix 1, the new FORTRAN program is listed in Appendix 2, assembly language subroutines are shown in Appendix 3 and the memory allocation listing is shown in Appendix 4.


Figure 3.3 Flowchart of Simulation Routine


Figure 3.4 Block Diagram of the set-up


Figure 3.5 Block Diagram of the matched filter implementation

The hardware part of the simulation consists of a white noise generator, a random binary sequence generator (for source), a nonlinear circuit to transform the noise statistics, a matched filter and clocks for timing. A detailed description of the matched filter can be found in the next section. The final system block diagram is shown in Figure 3.4 .

### 3.3 THE MATCHED FILTER IMPLEMENTATION

The matched filter is implemented by using a delayedline chip $T A D-32$. It is an analog shifting device which requires a clock to do the shifting. The clock should run at a frequency much higher than the highest frequency of the desired matched filter impulse response. The functional block is shown in Figure 3.5 while the detailed schematic is in Appendix 5.

The chief difficulty with the implementation was the tap gain adjustment to obtain the desired impulse response. Two methods were devised. One way of obtaining a quartic pulse is to observe the matched filter output in an oscilloscope. An assembly program was written to generate a clock to drive the circuit as the system timing. An unipolar (also a bipolar) pulse train is also generated as the signal input for the matched filter for at least 127 clock cycles. The impulse response due to this "impulse" train can be ob-
served through the oscilloscope. Taps are adjusted so that the desired quartic pulse is obtained. Since adjusting the taps upsets the dc bias of the amplifier, constant re-biasing of the amplifer is required. This procedure was time consuming and quite tedious.

The other method is simpler but it required slight modification of the hardware. The weights are first determined by the tap resistors according to the following formula:

$$
\begin{equation*}
W=\frac{500-\mathrm{K}}{500} \tag{3.1}
\end{equation*}
$$

where $W$ is the tap weight and $-1<W<+1$ and $R$ is the corresponding resistance.

However, to obtain the weights the tap resistors have to be isolated from each other to prevent loading and are then adjusted simply with an ohmmeter.

There are a few other adjustments for the matched filter circuit. The filter is made up of gates which have to be biased in order to operate in the linear region. To do this a sine wave is applied to the input and the signal output is monitored with an oscilloscope until a symmetrical signal obtained at the output of the feed forward pin. This is then followed by adjusting the input and output de bias. Also the two phase clocks have to be adjusted to obtain identical amplitude at the output.

### 3.4 NOISE GENERATION

A HP 3722A white noise generator was used to generate white Gaussian noise. Since two other noises are required, a nonlinear circuit was used to transform a gaussian random variable to the desired random variable. To explain the method for obtaining the nonlinear transformation, consider Figure 3.6.

In general, assuming a monotonic nonlinearity, one can write the following relationship between input $x$ and output $y$ as follows,

$$
\begin{equation*}
p(x) d x=p(y) d y \tag{3.2}
\end{equation*}
$$

If $x$ is uniform over interval $(0,1)$, then

$$
\frac{\mathrm{dx}}{\mathrm{dy}}=\mathrm{p}(\mathrm{y})
$$

or

$$
x=P_{y}(y)
$$

or

$$
\begin{equation*}
y=p_{y} \quad(x) \tag{3.3}
\end{equation*}
$$

where $p(y)$ is the density function of $y, p(x)$ is density function of $x, P_{y}($.$) or P(y)$ is the distribution function of $y$ with variable enclosed in the bracket, or simply distribution function of $y$.


Figure 3.6 Nonlinear transformation block diagram

From equation 3.3, the transformation that maps one random variable with a specified density function to a random variable with uniform density is the inverse of the distribution function of the variable itself. Obviously to transform a Gaussian random variable to Laplacian random variable, one can find the distribution of the gaussian random variable evaluated at $x$ and find the distribution of the laplacian random variable evaluated at $y$ where both $x$ and $y$ have an identical distribution. The corresponding ( $x, y$ ) pairs are tabulated in Table 3.1 and 3.2 for the nonlinear transformations from gaussian to laplacian and quartic.

A nonlinear circuit based on the above transformation was implemented as shown in Figure 3.7. The nonlinear functions are also shown in Figure 3.8 and 3.9.

### 3.5 THE SOFTWARE

### 3.5.1 High Level or Machine?

In order to speed up the simulation, machine language should be used. In the algorithm implementation, the branch metric computation needs to be done by using real number representation, actually in floating point, to eliminate overflow problems. To do this in assembly language requires tedious re-writing of the real number arithmetic routines. A compromise solution is to write the simulation program in
both machine and high level languages. The PDP 11/40's FORTRAN compiler was used along with the linker program so that the machine and FORTRAN program could share the same resources.

### 3.5.2 Main Program

The main program first set up a scale for the signal to noise ratio. Every 10 times, the scale was reduced by a constant. The main routine was repeated independently 10 times in which all parameters and variables were initialized. The inter-state connections were determined by calling a macro subroutine $\operatorname{IND}(\mathrm{n}=1,2,3$, or 4 depending on the coding ). Fixed branch metric terms were also calculated for future look-up (they depend also on the coding). The next step was to initialize the state metrics by calling subroutine TRAN2 a 1000 times. The path history depended on the state metrics. Next the simulation subroutine TRAN2 was called again, followed by the system evaluation routine. When either the accumulated errors exceeded 10 or a million runs were achieved, the system displayed the probability of error, input buffer and decoded path buffer and stopped.

One routine worth mentioning is that it pre-calculates the fixed term of the branch metric. The fixed branch metric calculation depends on equation 3.4 which is the fixed term of equation 2.18:


Figure 3.7 Nonlinear circuit implementation



TABLE 3.1
Gaussian, uniform, and quartic transformation

| Gaussian | Uniform | quartic |
| :---: | :---: | :---: |
| -3.00 | 0.0013 | -5.1094 |
| -2.50 | 0.0062 | -3.0234 |
| -2.00 | 0.0228 | -1.8918 |
| -1.50 | 0.0668 | -1.2129 |
| -1.00 | 0.1587 | -0.7462 |
| -0.50 | 0.3085 | -0.3631 |
| 0.0 | 0.5000 | 0.0000 |
| 0.50 | 0.6915 | 0.3631 |
| 1.00 | 0.8413 | 0.7462 |
| 1.50 | 0.9332 | 1.2129 |
| 2.00 | 0.9772 | 1.8918 |
| 2.50 | 0.9938 | 3.0234 |

TABLE 3.2
Gaussian, uniform, and Laplacian transformation

| Gaussian | Uniform | Laplacian |
| :--- | :--- | :--- |
| -3.00 | 0.0013 | -5.9145 |
| -2.50 | 0.0062 | -4.3885 |
| -2.00 | 0.0228 | -3.0900 |
| -1.50 | 0.0668 | -2.0128 |
| -1.00 | 0.1587 | -1.1479 |
| -0.50 | 0.3085 | -0.4828 |
| 0.0 | 0.5000 | 0.0000 |
| 0.50 | 0.6915 | 0.4828 |
| 1.00 | 0.8413 | 1.1479 |
| 1.50 | 0.9332 | 2.0128 |
| 2.00 | 0.9772 | 3.0900 |
| 2.50 | 0.9938 | 4.3885 |

$$
\begin{equation*}
\lambda_{f}=c_{k}^{2} h_{0}-2 c_{k} \sum_{i=1}^{L-1} c_{k-i} h_{i} \tag{3.4}
\end{equation*}
$$

The fixed term of branch metric is different for different codes since they have different ternary digits $c_{i}$. Four routines were developed to calculate the fixed branch metric term for the 4 different encoding schemes. These were NRZI, MFM, $1 / 2 \mathrm{CC}$ with NRZI and $1 / 2 C C$ with MFM which were named code 1, code 2 , code 3 , and code 4 respectively.

The connection of the states (present and next state) were determined by calling $\operatorname{INDn}(n=1,2,3$ or 4 corresponding to code 1, code 2, code 3, and code 4) and saved in memory for look-up. This helped to save computation time. This was written in machine language. The connectivity of each individual state was determined by searching technique. (see Appendix 3)

After calling TRAN2, a routine which is discussed in the next section, the system evaluation routine starts to compare the input symbol and the decoded symbol. This is done by first finding the path with maximum state metric. A macro COMP was called to compare the most likely path (path with maximum state metric) at a particular bit position with the last bit of the input buffer. If an error was detected it was passed back to system routine after updating the error count. If the error count exceeded 10 the system calculated the error probability and displayed the results. It
then went back to the beginning and repeated the simulation again with another scale factor. Eventualiy the error probability will be zero for a million trial due to noise reduction.

### 3.6 SUBROUTINES

The task handled by the main program is primarily the setting of parameters, the initialization of all variables, calling the simulating program for the required number of times, and doing the system performance evaluation, that is, counting errors. Thus it is principally a controller program.

The actual simulation is done by subroutine TRAN2 which is called by the main program. TRAN2 calls other subroutines which are all written in assembly language. They include INPUT, $\operatorname{CODEn}(n=1,2,3$, or 4$)$, GETX, DECODE, EXCHANGE, and PRT. Only one assembly subroutine $\operatorname{INDn}(n=1,2,3$, or 4 ) is called by the main program TRAN.

TRAN2 is written in FORTRAN because it does real number arithmetric for the branch metric. It starts by calling INPUT which generates a random binary input into the input buffer $U$. The INPUT subroutine takes the white gaussian input, converts the sample to binary symbol by simple thresholding and stores the symbol into memory for future compari-
son. Based on the data in the input buffer, TRAN2 calls CODE1(2,3 or 4) to do the encoding. The encoded symbol(s) is(are) stored in buffer $V$. This represents the binary data on the magnetic medium. Next the subroutine GETX is called. This generates the ternary digits $x_{i}$. The digits $x_{i}$ in the $X$ buffer are taken to generate the signal sample $S$ based on the matched filter coefficient $H(I)$. Received sample $Y$ ( $Y=S+$ RNOI, RNOI is a noise sample in real number representation) is then inputted to the receiver for decoding. TRAN2 continues to do the branch computation and then the add, compare and select operation. The DECODE subroutine determines the input by choosing the path with maximum metric. The estimate is stored in the path buffer PATH. The next routine for TRAN2 updates the next state to the present state and the whole process is repeated. Details of the program can be found in Appendix 2 and 3.

### 3.7 TRUNCATION OF ISI TERMS

When the Pascal program was implemented, the decoding algorithm did not appear to work properly. It was found that the all 1 's sequence with NRZI coding, that is, an alternating 1 and -1 sequence in ternary form generated excessive errors. To explain this, consider the second term of equation 2.15, this term is the fixed branch metric mentioned (also in equation 2.18). If a message $\{1,-1,1,-1$,
$1,-1,1,-1\}$ was sent, the signal $c(t)$ corresponding to this message has the energy term as follows:

$$
\begin{align*}
\int_{-\infty}^{\infty} c^{2}(t) d t= & \int_{-\infty}^{\infty}[h(t+4 T)-h(t+T)+h(t)-h(t-T) \\
& +h(t-2 T)-h(t-3 T)]^{2} d t \\
= & \int_{-\infty}^{\infty}\left[h^{2}(t+4 T)+h^{2}(t+3 T)+h^{2}(t+2 T)\right. \\
& +h^{2}(t+T)+h^{2}(t)+h^{2}(t-T) \\
& \left.+h^{2}(t-2 T)+h^{2}(t-3 T)\right] d t \\
& +2 \int_{-\infty}^{\infty}\{h(t+4 T)[-h(t+3 T)+h(t+2 T) \\
& -\ldots]-h(t+3 T)[h(t+2 T)-h(t+T) \\
& +\ldots]+\ldots-h(t-2 T) h(t-3 T)\} d t \\
\geqslant & 0 \tag{3.4}
\end{align*}
$$

and for $L=2$, the following inequality holds:
or

$$
\begin{align*}
8 h_{0}-14 h_{1} & \geqslant 0 \\
h_{0} & \geqslant \frac{7}{4} h_{1} \tag{3.5}
\end{align*}
$$

However, due to the truncation (in fact $L>2$ ),

$$
\begin{equation*}
h_{1}>\frac{4}{7} h_{0} \tag{3.6}
\end{equation*}
$$

Thus to prevent errors, the above check on the inequality should be done to ensure that

$$
\begin{equation*}
h_{0} \geqslant \sum_{i=1}^{L-1} w_{i} h_{i} \tag{3.7}
\end{equation*}
$$

where $w_{i}$ are constants and to be determined for a particular message (of any length).

On the other hand, even without the mentioned truncation error truncating the coefficients $h_{i}$ will possibly introduce certain random noise to the system which may account for a further increase of error probability.

## Chapter IV

RESULTS AND DISCUSSION

### 4.1 DESCRIPTION OF RUNS

Originally 12 runs were selected for the simulation which included the combinations of 3 different noises and 4 different codes. However the program run time for the convolutional code with intersymbol interference took too long, therefore only 2 codes were simulated. These were NRZI and MFM. The NRZI code was simulated with different ISI to investigate the deterioration in error probability with increased ISI.

As mentioned in Chapter 3, the complexity increases exponentially with ISI and the number of memory elements in the code. This further restricted the simulation to estimating error probabilities of $10^{-6}$ or greater. Experimentally it was found that the software processed one input bit in about 10 milliseconds for NRZI coding and $L=4$ ISI terms. For MFM, since there was one more memory element and the whole process had to be done twice for every input bit, this time was found to be 14 milliseconds. Time for processing one bit when $1 / 2 \mathrm{CC}$ with MFM and ISI were simulated was approximately 100 milliseconds.

For any level of signal to noise ratio the error probability was estimated by inputting bits until ten errors occurred. The error probability was then estimated simply as the ratio of the number of errors (10) to the number of bits processed. Thus for a estimated error rate of $10^{-6}$ the number of processed bits is $10^{6}$. The simulation run times are then 28 hours, 39 hours and 280 hours respectively for NRZI with $L=4, ~ M F M$, and $1 / 2 C C$ with MFM and ISI coding. Also when the simulation is repeated again for 10 times, the required hours will be multiplied as much.

The results of the runs are tabulated in Table 4.1. The probability of bit error is plotted in Figure 4.1 for NRZI with $L=4$. For $M F M$ and NRZI coding ( $L=4$ for $M F M$ and $L=2$ for NRZI) it is plotted in Figure 4.2. Interpretation of the results is in next section.

TABLE 4.1
Simulation results

| NRZI Code, Gaussian noise, $L=4$ |  |
| :---: | :---: |
| Signal to noise | Probability of error |
| 16.4 db | 0.207 |
| 19.9 | $3.3 \times 10^{-2}$ |
| 23.4 | $4.03 \times 10^{-3}$ |
| 26.9 | $2.59 \times 10^{-4}$ |


| NRZI Code with $\mathrm{L}=2$ |  |  |  |  |  |  |  |
| :---: | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| Signal to noise | Gaussian | Laplacian | quartic |  |  |  |  |
| 9.2 | $3.45 \times 1.00^{-2}$ | $3.88 \times 10^{-2}$ | $3.7 \times 10^{-2}$ |  |  |  |  |
| 12.4 | $3.34 \times 10^{-3}$ | $4.2 \times \times 10^{-3}$ | $3.5 \times 10^{-3}$ |  |  |  |  |
| 14.0 | $5.85 \times 10^{-4}$ | $6.5 \times 10^{-4}$ | $1.2 \times 10^{-4}$ |  |  |  |  |


| MFM Code with $L=4$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Signal to noise | Gaussian | Laplacian | quartic |
| 13.6 db | $5 \times 10^{-2}$ | $6.4 \times 10^{-2}$ | $5.8 \times 10^{-2}$ |
| 15.2 | $7.76 \times 10^{-4}$ | $4.95 \times 10^{-4}$ | $1.04 \times 10^{-3}$ |
| 16.8 | $<10^{-6}$ | $<10^{-6}$ | $<10^{-6}$ |



Figure 4.1 Probability of bit error for NRZI with $\mathrm{L}=4$


### 4.2 INTERPRETATION OF THE RESULTS

In general the results are reasonable. Some observations are worth noting. Consider Figure 4.2, at an error rate of $10^{-5}$. The deterioration is about 3 db for $\mathrm{L}=2$. Considering Figures 4.1 and 4.2 together, the deterioration is over 14 db for $L=4$ (in both cases, NRZI coding was referenced). Different noises do not result in any appreciable difference of system performance. The relative performance of MFM and NRZI depends on the SNR. At lower SNR, NRZI has a better error probability. With increasing SNR, MFM becomes better. (The comparision is based on the same input bit rate and ISI)

To determine the confidence limit of the simulation results, consider the analytical approach described in [16]. For an arbitrarily small $\varepsilon$,

$$
\begin{equation*}
P(|p-\hat{p}|<\varepsilon)>1-\frac{1}{4 n \varepsilon^{2}} \tag{4.1}
\end{equation*}
$$

where $p$ is the actual probability of error, $\hat{p}$ (or $k / n$ ) is the experimental probability of error, $n$ is the number of trials, in this case $10^{7}, k$ is the number of errors occured, and $\varepsilon$ is the confidence arbitrary range.

Since the confidence limit cannot be less than $0, \varepsilon$ should be chosen properly. For example, if $\varepsilon$ is 10 percent of the error probability in interest, then at $10^{-2}$ error rate, the confidence limit is greater than

$$
1-\frac{1}{4\left(10^{7}\right)\left[(0.1)\left(10^{-2}\right)\right]^{2}}=97.5 \%
$$

Thus to have the same confidence limit, the number of trials, $n$ should be greater than $10^{15}$ for the range of error probability $10^{-6}$. This however is not feasible at this stage of work. The results however provide insight into the desired estimation of error probability.

### 4.3 NONLINEAR INTERSYMBOL INTERFERENCE

All the work in the thesis is based on the assumption that ISI is linear and linear superposition holds. With higher densities, linear ISI is no longer valid and a different model is required to represent the system. Viterbi's algorithm however can still be applied provided that the nonlinear model can be established. A basic nonlinear model is introduced in this section along with the metric calculation for it.

Consider a typical bit crowding effect as shown in Figure 4.3. Two assumptions are made: first, the nonlinear effect only affects the amplitude and not the shape of neighbouring pulses; second, only the immediate neighbours are affected.

With the above assumptions, the memory is increased by one. The branch metric calculation can be illustrated by the following example. Consider a channel memory $L=2$ for the DMRS model as shown in Figure 4.4. The corresponding branch metric is calculated as follows:

State $c_{1} c_{0}$ in linear ISI will be equi valent to state $c_{2} c_{1} c_{0}$ where $c_{2}$ is the incoming bit and is equal to $c_{0}$ of next state;

$$
\lambda_{k}=2 c_{0} y_{k}-c_{0}{ }^{2} h_{0}\left(c_{2}, c_{1}\right)-2 \sum_{i=1}^{1} c_{i} h_{i} w_{i}
$$

where $w_{i}$ is a constant which depends on the neighbours of $c_{i}$. $c_{i}$ 's are assumed ternary symbols.


Figure 4.3 Bit-crowding showing nonlinear effect of ISI


Figure 4.4 Model of Magnetic Channel showing nonlinear ISI effect

The above has illustrated for a simple nonlinear ISI channel how Viterbi's algorithm can be applied. The test of the validity of this model is left for future research.

### 4.4 SUMMARY

A general communication model has been set up for the DMRS for future research. Software simulation for the model has been implemented on PDP $11 / 40$ and basically written in FORTRAN. Most of the routines have been produced for future use. Depending on the structure of DMRS to be researched after, routines in machine language can be added on for the study. The system is not "user - friendly" but for a user with sufficient background, there should be no difficulty in adjusting parameters such as different code rate and different constraint length, even different codes may be implemented.

Various routines have been isolated so that depending on the system under research, they are available from the calling program. However some routines such as branch metric calculation for different code would require modification as they are imbedded inside the main program.

It would be worthwhile to make use of the present model to develop a "friendly" operating system that would automatically structure the program for the simulation by choos-
ing different code rate and different code, and other parameters required. For example, if a simulation of the DMRS with an NRZI code, constraint length $L=3$, gaussian noise, $S / N=10 \mathrm{db}$, is desired, the program would automatically set this up, run and output the system error probability.

There is another way of doing the simulation with speed, that is to have real time simulation. All the components in the simulation can be implemented with hardware. This, however, will limit the flexibility of the system.

## Chapter V

## CONCLUSION AND RECOMMENDATIONS

This thesis has considered the performance of a digital magnetic recording system from a communication theory point of view. In particular the effect of intersymbol interference and different coding schemes were studied, both analytically and through simulation. In the author's opinion there are three major contributions by the thesis. The first is the model development. Previous models had not dealt with the intersymbol interference. Most have tried to equalize the effect of the differentiation process. In high density DMRS this equalization is redundant. Second is the introduction of inter-state distance concept. Previous distance measures for convolutional code such as $\mathrm{d}_{\text {free }}$ can only be used to evaluate the performance of a linear code. For a nonlinear code, such as MFM code, which is widely used in DMRS, this measure is not applicable. The inter-state distance measure greatly enhances the analysis of nonlinear code performance. Lastly the program developed can be used for future research on DMRS. For example nonlinear ISI or nonlinear codes can be studied using the developed program.

There are also some recommendations. Since convolutional codes are decoded by Viterbi's algorithm, it would be of interest to evaluate the performance when applied to the DMRS. Although the time required for the simulation holds back running the program, there may be another way such as a hardware simulation to evaluate the system performance. Further for an extremely high density DMRS, it is inevitable that the nonlinear model must be used. Future research on the validity of the model introduced is necessary.
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## APPENDIX 1

## SIMULATION PROGRAM IN PASCAL LANGUAGE

/fPASCAL JOB $, \rightarrow, R=1024, T=460, L=20, C=0, I=70^{\circ}, P U I$ $1 \%$ EXEC PASCCG
/PPASC.SYSIN DD *
PROGRAM PROG INPUT, OUTPUT, NOISE, SIGMA, FLREAL,FLINT,FLBIN,FLTERNI:
CONST PI $=3,14159265$ :

TYPE
BINARY=0. 1:
TERNARYE-1
BRANGE $=1: 4 ;$
NRANGE $=1:-10 ;$
KRANGE $=0$, 6:
PATHRANGE O. 30:
STORAGERANGE = O 40 :
POSITIVETNTEGER=0. MAXINT:
STATERANGE =O. MAXNOF STATES:
UYECTOR = ARRAY[BRANGE, STORAGERANGE] OF BINA\#Y;
VVECTOR = ARRAY[NRANGE] OF BINARY:
MEMORYRANGE =0.e6:
VAR B,NOK,L,MEMQRY, RULE, LAST : POSITIVEINTEGER;
EFFECTIVENUMBER,NUMBEROFTIMES, LENGTH,ERROR; TAPEMEMORY: INTEGER; Q, NUMREROFSTATES,LASTSTATE, INDEX4, INDEXI, INDEX2, INOEX3:INTEGER:
DATA:BINARY;
GO-ON: BODLEAN:
PESSK, NK, SEED, SIGMAZ:REAL;
STATE1,STATEZ EARRAY [STATERANGE OF REAL:
H:ARRAY [-909] OF REAL

YK = ARRAY [ NRANGE] OF REAL:
U : ARRAY [ BRANGE, STORAGERANGE] OF BINARY:
$V$ = ARRAY [NRANGE] DF BINARY:
G : ARRAY [NRANGE, BRANGE,KRANGE] DF BINARY:
NOISE: FILE OF REAL:
SIGMA : FILE OF REAL:
FLREAL : FILE OF REAL:
FLINT : FILE OF INTEGER:
FLBIN: FILE DF BINARY:
FLTERN: FILE OF TERNARY:
FUNCTION PQWER(NUMBER, EXP ONENT: POSITIVEINTEGERI:INTEGER:
VAR I: INTEGER:
BEGIN
IF EXPONENT $=0$ THEN POWER $=1$
ELSE POWER: =NUMBER*POWERINUMBER; EXPONENT-I
CND:
FUNCTION RQUNDUPINUMBER:REAL: :INTEGER:
BEGIN
IF NUMBER =1, O HTRUNC (NUMBER) THEN ROUNLUP: = TRUNC (NUMBER)
ENELSE ROUNOUP: =TRUNC (NUMBERJ +1
FUNCTION RANDOM (NUMBER:REAL): REAL:
VAR Y: INTEGER:
BEGIN
$Y:=$ RQUND (NUMBER $0.46566135-C 91 * 65539$;
IF $Y<0$ THEN $Y:=Y+M A X I N T+1$;
RANDOM: $=Y$ - $0.4656613 E-09:$
END: THIS ROUTINE GIVES A RANDOM NUMBER ORNRI INDEPENDENT OF INPUT N

```
PROCEDURE GETOATA(VAR Y:REAL):
BEGIN
    Y:=RANODM(Y):
    IF Y>=0.5 THEN DATA: = L ELSE DATA:=0;
END:
PROCEDURE SETPARAMETERS:
VAR II,I2,I3:INTEGER:
BEGIN
    SEED: =0. 21735 299441:
    B:=1:
    N:=2;
    L:=3;
    K:=3;
    Q:=POMER(2, 8!:
    TAPEMEMORY: =L+1;
    EFFECTIVEMUMBER:=RDUNDUP(ITAPEMEMORY-1)/NI:
    LENGTH:=N*EFFECTIVENUMBER:
    MEMORY: = EFFECTIVENUMBER +K;
    H[O]=#1.209:
    H[1];=0:734; H[2]:=0.316; H[3]:=O&O57:
    NUMBEROFTIMES:=1000000:
    FOR I1:=1 TON NO
        FOR IC:=1 TO SB DO 
            FOR I3:=0 TO K-1 DO READ(INPUT,G[11,12,[3]1;
    NUMBEROFSTATES: = POWERIO,MEMORY-II:
    LASTSTATE: = NUMBERDFSTATES-1;
    RULE:=5*MEMORY:
    RULE:= =RUMEMORYE
END:
PROCEOURE INITIALIZE:
BEGIN
    FOR II:=0 TO LASTSTATE DO
        STATEL[IL]:=0.0;
        STATE2 [II]:=0.0%
        FQR I2:=1 TO B DO FOR I 3:=1 TO RULE DO
        BEGIN
            PATH1[11, I2,13]:=0:
            ENO
    END:
    ERROR:=0:
    FOR I1:=-LENGTH TO LENGTH OO D[IL]:=0;
    FOR II:=-LENGTH TD LENGTH-1 DOXX[II]::O:
    FOR II:=1 TO N DO VIIII:=0:
END:
PROCEDURE SHIFTUS
VAR I1:I2: INTEGER:
BEGIN
    FOR 11:=1, TOQ B OO FOR I2:=RULE+EFFECTIVENUMBER OOWNTO I DO
END:
```

```
PROCEDURE SHIFTO:
```

PROCEDURE SHIFTO:
BEGIN
BEGIN
FOR {:=LENGTH ODWNTO - ILENGTH-1) OO
FOR {:=LENGTH ODWNTO - ILENGTH-1) OO
END:D[I]:=D[I-1]

```
```

PROCEDURE SHIFTX:
VAR I: INTEGER;
BEGIN
EOR IE=LENGTH-1 DOWNTO - (LENGTH-1) DO
END:
PROCEDURE SHIFTPATHZINS:INTEGERJ:
VAR II,I2: INTEGER;
BEGIN
OR II:=RULE DOWNTO 1 DO FOF I2:=1 TO B DO
END:
PROCEDURE INPUTZERO:
VAR I: INTEGER:
BEGIN _T:=B DOWNTO 1 DO U[t,C]:=0
END:
PROCEDURE INPUT_U:
VAR I:INTEGER:
BEGIN
FOR 1:=B DOWNTO 1 DO
BEGIN
GETDATA(SEED);
END
END:
PROCEDURE OTOBINARYIN1:INTEGER:VAR N2:VVECTORI:
VAR I:INTEGER;
BEGIN
FOR I==1 TO B DO
BEGIN
N2:I=Ni= =NILMOD 2;
END
END:
PROCEDURE INPUTPATHZ(NS,PN:INTEGER):
VAR II: INTEGER;
BN: VVECTOR:
BEGIN
QTOBINARY(PN, BN):
FOR I1:=1 TO B DÓ PATHZ[NS,[1,0]:=BN[11]
END:
PROCEDURE ENCODEQUI:UVECTDR; VAR VI:YVECTORI;
VAR I1,I2,I3:INTEGER;
BEGIN II:=1 TO N DO
V1[11]:=0;
FORTI2:=1 TO B OO
ENO VI[I1]:=iVI[II]+G[11,12,13]*U1[12,13]:MOD 2
ENONO
PrOCEDURE GETMAXSTATE(VAR mAXSTATE: INTEGERI;

```
```

VAR I:INTEGER:

```
VAR I:INTEGER:
BEGIN
BEGIN
    MAXSTATE: =0:
    MAXSTATE: =0:
    FOR I:=1 TO LASTSTETE DD
    FOR I:=1 TO LASTSTETE DD
        [F STATEITMAXSTATEJ<STATEI[I] THEN
        [F STATEITMAXSTATEJ<STATEI[I] THEN
            mAXSTATE:=1
            mAXSTATE:=1
END:
```

```
PROCEDURE UPDATE_ERROR;
    VAR IONUMBER:INTEGER:
BEGIN
    GETMAXSTATE (NUMBER):
    FOR IE=I TO B DO
        BEGIN
            ADOI:=U[I,LAST]:
            ADD2:=PATHI[NUMBER,I,RULE]:
            ADD3:=ADD14ADO2:
            ADD3:=ADO3 MOD 2;
        END
END:
PRDCEDURE EXCHANGE:
BEGIN
    STATEI: = STATE2:
    PATHIS=PATH2
END:
PROCEDURE SAMPLEYK:
BEGIN
    FOR IL:=1 TON DO
    BEGIN
        SHIFTD: SHIFTX:
        V[I1]:=0:
        FOR I2:=1 TD B DO FOR [3:=0 TOKK1 OO
```



```
        D[-LENGTH]:=V[I1];
        X[-LENGTH]:=0[-LENGTH]-D[-(LENGTH-1)]:
        SK:m0:0; (L-1) TO L-1 DO SK:=SK+H[I 2]*X[I2];
        REAORNOISE,NKS:
        YK[IL]:=SK+NK
    END
END:
FUNCTION BRANCHMETRIC (NUMBER:INTEGER):REAL:
VAR I1,I2,I3,14:INTEGER:
    SUM,LAMOAK: REAL:
    UN: UVECTOR:
    TU : UVECTOR:
    VN: VVECTOR:
    ON: RRAY [O.. 100] DF BINARY:
    XN =ARRAY [0.1100] OF TERNARY:
BEGIN
    FOR I2:=0 TOTMEMORY-1 OO
        BEGIN
            UN[11;12]:=NUMBER MOD 2:
            NUMBER:=NUMBER OIV 2
        END:
    11:=LENGTH:
    FOR I2:=EFFECTIVENUMBER DOWNTO 1 DO
    BEGIN
        FOR [3:=0 TO K-1 DO FOR 14:=1 TO B CO
            TU[I4,I3]:=UN[14,[3+I2]:
        ENCODEITU,VNI:
        FOR 13:=1 TON OO
        BEGIN
            DN[I1]:=VN[13]:
            I1:= [1-1
        ENO
    ENO:
```

```
        FOR II:=1 TO LENGTH-1 DO XN[I1]:=ON[I1]-DN[II+1];
        FOR I1:=0 TO K-1 DO FOR I2:=1 TO B DD
    TU[I2;I1]:=UN[12,11]:
ENCDOEETU,VNI:
11:=0;
LAMDAK:=0.0:
    I:=11+1;
    ON[O]:=VN[11];
    XN[O]:=ON[O]-DN[1]:
    SUM==0.0:
    FOR I2:=1 TO L-1 DO SUM:=SUM+XN[12]*H[12];
    LAMOAK: =LAMDAK+2*YK[II] *XN[O]-XN[D] & XN[O]*H[O]-2*XN[O]*SUM;
    FOR 12:=LENGTH DOWNTO 1 DO ON[I2]:=ON[I2-1];
    UNTIL II:=LENGTH-1 DOWNTO 1 DO XV[I2]:=XN[I2-1];
    BRANCHMETRIC: = LAMDAK
END:
```

```
PROCEDURE PRINT_V;
```

PROCEDURE PRINT_V;
VAR IL: INTEGER;
VAR IL: INTEGER;
BEGIN
BEGIN
WRITELN| 'REGISTER OF OUTPUT VECTOR V:'!;
WRITELN| 'REGISTER OF OUTPUT VECTOR V:'!;
I1:=N:
I1:=N:
REPEAT
REPEAT
WR[TE(D[-LENGTH+I1-1]:1):
WR[TE(D[-LENGTH+I1-1]:1):
UNTILLIL=0;
UNTILLIL=0;
NO:
NO:
PROCEDURE PRINT-U:
PROCEDURE PRINT-U:
VAR II,IZ: INTEGER;
VAR II,IZ: INTEGER;
BEGIN
BEGIN
MRITELNI'REGISTER OF INPUT VECTOR U:'I:
MRITELNI'REGISTER OF INPUT VECTOR U:'I:
BEGIN
BEGIN
FOR I2:=0 TO RULE+EFFECTIVENUMBER OD WRITEIU[I1,I2]:1):
FOR I2:=0 TO RULE+EFFECTIVENUMBER OD WRITEIU[I1,I2]:1):
END
END
END:
END:
PROCEDURE DISPLAYPATH:
PROCEDURE DISPLAYPATH:
BEGIN
BEGIN
FOR T1:=0 TO LASTSTATE DO
FOR T1:=0 TO LASTSTATE DO
BEGIN
BEGIN
WRITELN(:PATH OF STATE: •,11:31;
WRITELN(:PATH OF STATE: •,11:31;
FOR 12:=1 TO B DO
FOR 12:=1 TO B DO
BEGIN
BEGIN
FORTI3:=0 TO RULE DD WRITEIPATHI[11,I2,I3]:11:
FORTI3:=0 TO RULE DD WRITEIPATHI[11,I2,I3]:11:
END
END
END:

```
    END:
```

    WRITELN
    END:
PROCEDURE PRINTYK:
VAR I : INTEGER:
BEGIN
WRITELN(N:2,' SAMPLES OF YK:•);
FOR IE=: $=1$ TO N DO WRITEIYK[I]:7:2, ": 1 :
WRITELN
ᄃND:

```
PROCEDURE PRINTSTATEMETRIC:
VAR I: INTEGER:
REGIN
    WRITELN('STATEMETRIC FOR SAMPLES YK'):
    FOR İ=O TO LASTSTATE DO
        WRITELN(' STATE METRIC OF ",I:3,STATEI[I]:7:2!;
    wRITELN
END:
PROCEDURE STARTTRELLIS:
VAR II,12,I3,14,I5,I6:INTEGER;
BEGIN
    I 1:=0;
    REPEAT
        II:=IL+1:
        SHIFTU:
        INPUTEU;
        SAMPLEYK;
        FQRI2:=0 TO POWERIQ,III-1 CO
        STATE2[I2]:=STATEI[I2 DIV O]* BRANCHMETRIC(I2):
        15:=12 DIV O:
            PATH2[I2]==PATHI[15];
                SHIFTPATH2(I2):
                INPUTPATHZ1I2,I2 MOD Q);
            ENO;
        UNTILCHANGE:MEMORY-1
END:
PROCEDURE ADDCOMPARESELECT,
VAR I1,I2,I3,14,SNOSURVIVOR=INTEGER:
BEGIN
    FOROI1:=0:TO O-1 DOD
        FOR 12:=0 TO POWER(Q,MEMORY-2)-1 DO
        BEGIN
            SN:= I1+12*O;
            MAX: =STATEI[SN DIY O]4BRANCHMETRIC(SN);
            SURVIVOR: =SN OIV O;
            FOR I 3:=1 TO Q-1 DO
                    IF MAX<{STATEI[[SN+[3*POWER(O,MEMORY-1)]
                    OIV QI+ BRANCHMETRICISN+I3*POWERGIQ,MEMORY-IIII
                    THENNBEGINNTEIE(SN+13*POWER(Q,MEMORY-1))DIV
                        QJ+BRANCHNETRIC(SN+I 3*PDWER(O;MEMDRY-1)];
                    SURVIVOR:=\SN+I 3*POWER(Q,MEMORY-I)IDDIVORY-I)):
                    END:
                STATEZ[SN]:=MAX;
                    PATH2[SN]:=PATHÍ[SUR VIVOR]:
                    SHIFTPATH2(SN):
            INPUTPATHZ(SNOSN MOD O)
        END:
    EXCHANGE:
ENO:
PROCEDURE INITREAD;
BEGIN
    RESETINOTSEI:
    RESETISIGMA):
    RESET(FLREAL);
    RESET(FLTERN):
    RESET(FLBIN):
    RESET(FLINTI:
FNO:
```

```
PROCEDURE INITWRITE;
BEGIN
    REWRITE(FLREAL);
    REWRITEIFLINTI;
    REWRITE(FLBIN):
REWRITEIFLTERNI;
END:
PROCEDURE STACKUPINFO:
VAR IIOIZ,I3: INTEGER:
BEGIN
    FOR IL:=0 TO LASTSTATE DO
        BEGIN
        WRITE(FLREAL,STATEL[II];: WRITE(FLREAL,STATEZ[ILI);
        FOR I2:=1 TO B DO FOR I 3:=1 TO RULE DD
        BEGIN
            WRITE{FLBIN,PATHI[I1,[2,I3]):
            WRITEIFLBIN,PATH2[II,I2,I3]):
        END
    END:
    WRITEIFLINT,ERRORI:
    WRITEIFLINT,INDEXI-1):
    FOR II:=-LENGTH TO LENGTH DO WRITE(FLGE[N,D[IL]I:
    FOR IF:=-LENGTH TOLEENGIH-1 DONRITE(
    FOR II:=1 TO B DO FOR I 2:=0 TO RULE&EFFECTIVENUMBER OD
        WRITE(FLBIN,U[I1,I2])
END:
PROCEDURE READSTACK:
VAR II,IZ,I3: INTEGER:
BEGIN
    FOR I1:=0 TO LASTSTATE DO
    BEGIN
        READ{FLREAL;STATE1[I1]); READ{FLREAL,STATE2[II]):
        FOR 12:=1 TO B DO FOR I3:=1 TO RULE OO
        BEGIN
            READ(FLBIN,PATHI[I1,I2,I3]);
            READIFLBIN,PATH2[I1,I2, 13]):
        ENO
    END:
    READIFLINT,ERROR;;
    READIFLINT,INDEXII;
    FQR IL:=-LENGTH TO LENGTH DOREAD (FLBIN,DEII]I;
    FDR II:=1 TO NDOREADIFLBIN,VIIIII:
    FOR II:=1 TO B DO FOR I2:=0 TO RULE+EFFECTIVENUMBER DO
        READ(FLBIN,U[I1,I2])
END:
```

BEGIN

```
SETPARAMETERS:
WRITELNI TAP G: '1:
FOR INDEXI:=1 TO NDO
    FOR INDEX2:=1 TD B DO
    BEGIN
        FOR INDEX3:=O TD K-I DO WRITE(' GO: GNDEX1:2,INDEX2:2,INOEX3:2,
        WRITELN:
    END:
INITIALIZE: INITREAD;
FDP INDEXI:=1 TO 1 DO READISIGMA,SIGMA2):
WRITELNI*FOR SIGMAZ, SIGME2: SIGNAL TO NOISE IN DB',INLEXI:4]:
STARTTRELLIS:
INDEXI:=MEMORY:
GO_ON:=TRUE:
WHILE (GOLDNI OO
BEGIN
        SHIFTU;
            IF INDEXI<=NUMBEROFTIMES THEN INPUT_U ELSE INPUTZERO:
    SAMPLEYK:
    ADOCDMPARESELECT:
    UPDATE -ERROR:
    INDEXI:=INDEX1+1:
    IF ERROR=10 THEN GO_ON:=FRLSE:
    IF EOF(NDISEI THEN
            BEGIN
                GO-ON:=FALSE: INITWRITE;
            STACKUP INFD:
            END
    ENO:
    PE:=ERROR/{(INDEXI-1)*B):
    WRITELN('ERROR RATE = 'PE, ' TOTAL NUMBER DF ERROR IS',ERROR:4I;
    WRITELN(:TOTAL NUMBER OF BITSS SENT =0;(INDEXI-I)*Bj:
```


END.

## APPENDIX 2

FORTRAN PROGRAM FOR DMRS SIMULATION

C $* * *$ TFAN.FOF $* * *$
C $* * * * * * * * * * * * * * * *$

```
INTEGEF*2 SELECT,INOI (8) , NF, FATH1 (768) ,FATH2 (768)
FEAL*4 AA,EE,FNOI, BM(512) y SCALE
INTEGEF* 2 U(3), U(3), X(17), IF
INTEGEFi*2 MAXI, EFFOF, COUNT1,COUNT2,CM
```



```
INTEGEF*2 A1, A2, E1, E2, Z (8,512), Fi(8), FiU(8), II
FEAL*4 Y(8), SyMAX,FE
FEAL*4 SM1 (256) , SM2 (256) , EMF (512)
```



```
FEAL*4 H(17)
```



```
COMMON AA, EE, FNOI, EM, SELECT, INOT, NF, FATHI,FATHO MAXI
COMMON SCALE,J,E,N,K゙, Q
```

1
SCALE $=0.0001$
SCALE =SCALE*2
10 $1000 W=1.10$
C SETUF FAFAMETEFS FOF TFANSMIT FOUTINE
C
 FFINT*
$\mathrm{E}=1$
$N=1$
$\mathfrak{K}=2$
$Q=2 * * \mathrm{~F}$
L $=3$
NN=INT (1. O* (L-1) $-N+.99999)$
$M=N N+K$
FULE $=: 5 * M$

NS2=NS/2


FFIINT*,
COUNT $1=1000$
COUNT: $=1000$
CH:=1000
$N F=2 N G$

$$
\begin{aligned}
& H(0)=0.001 \\
& H(1)=0.002 \\
& H(2)=0.002 \\
& H(3)=0.006 \\
& H(4)=0.015 \\
& H(5)=0.047 \\
& H(6)=0.179 \\
& H(7)=0.607 \\
& H(8)=1.0 \\
& H(9)=H(7) \\
& H(10)=H(6) \\
& H(11)=H(5) \\
& H(12)=H(4) \\
& H(13)=H(3) \\
& H(14)=H(2) \\
& H(15)=H(1) \\
& H(16)=H(0)
\end{aligned}
$$

C

BMF ANA Z FROCESS FOF NFZI ENCODING
THIS FOUTINE INITIAL．JZE FATHS CONTENT
10 $4 \mathrm{I}=1,768$
FATHI（I）$=0$
FATH2（I）$=0$
CONTINUE
no $\mathrm{E}, \mathrm{I}=\mathrm{I}, \mathrm{NS}$
SM1（I）$=0$
SM2（t）$=0$
CALLE INOI
JI．（I）$=A 1$
$J 2(I)=A 2$
K゙1（I）＝ BI
バ2（I）＝B2
FFINT＊，I，A1，A2
CONTINUE
FFINT＊
FRINT＊

THIS FOUTINE TNITIALIZES METFICS ANM SETUF SELECTION INDEX

```
C FFRINT*:(FR(J),J=1.yL+1)
    EMF
        Z(1,I)==Fi(1)-Fi(2)
        [10 63 J=1, 1.-1
        BMF(I)=EMF(I)+2*H(J+8)*(Fi(J+I)-Fi(J+2))
63 CONTINUE
C FFINT*,EMF(I)
    EMF}(I)=Z(I,I)*EMF(I
    CONTINUE
    EMF ANI Z FROCESS FOF MFM ENCONING
C
C IOO 7 I=1,NF:
C: In=I-1
C IL=IMI/2
CG1 CONTINUE
C FU(2*(NN+1)+1)=F(M)
CC FFINT*,*(Fi(J), J=1,M)
C IOC 62 J=M-2,1, -1.
C
C
C
C62 CONTTNUE
CC FRINT*;(FUU(J)gJ=1,2*(NN+1))
C Z(2,T)=FUU(1)-FU(2)
CC FFFINT*,Z(2yI)
C BMF(I)=H(8)*Z(2,I)*Z(2,I)
C [10 63 J=1:YL-1.
C EMF(I)=EMF(I)+2*H(J+8)*(FU(J+1)-FU(J+2))*Z(2,I)
CC FFINT*,(FUV(J+J)-F゙V(J+2))
C63 CONTINUE
C Z (I.I)=FU(2)-FU(3)
CC FFFINT*,Z(I,I)
C EMF(I)=EMF
O
C BMF(T)=EMF(T
CC
664
[7
C
C
GMF ANII Z FFIOCESS FOR 1/2 CC WITH NFZI
C
C IOO % I=1. yF:
C
C
C
C
TH=T...I
TL:= J - I.
10 6. J:=1.,M
R(J)=wMOM(TMyO)
II#:IM/2
CONTINUE
```

| CC |  |
| :---: | :---: |
| C | $F \cup(2 *(M-3)+1)=F \begin{gathered}\text {（ }\end{gathered}$ ） |
| C | L10 62 $J=M-3 y 1,-1$ |
| CC |  |
| $C$ | $\mathrm{FV} \cup(2 * J)=\mathrm{FV}(2 * J+1)+\mathrm{Fi}(J)+\mathrm{Fi}(. J+1)+\mathrm{Fi}(, ~+2)$ |
| CC | FFINT＊，FV（2＊J） |
| C | $\mathrm{FV}(2 * J)=\mathrm{FV}(2 * J)-(\mathrm{FV}(2 * J) / 2) * 2$ |
| CC | FFINT＊，F゙V（2＊」），MOп＇ |
| C | $\mathrm{FV}(2 * J-1)=F \cup \cup(2 * J)+\mathrm{F}(J)+\mathrm{F}(J+2)$ |
| C | FVU $2 * J-1)=\mathrm{FVV}(2 * J-1)-(\mathrm{FVU}(2 * J-1) / 2) * 2$ |
| CC | FFINT＊，F゙V（2＊J－1） |
| $C 62$ | CONTINUE |
| CC | FFINT＊，（FVU（J），J＝1，2＊（M－3）） |
| C | Z（2，I）$=\mathrm{FV}$（1）－KU（2） |
| CC | FFINT＊y Z （2，I） |
| C | EMF（I）＝H（8）＊Z（2， 1 ）＊Z（2，I） |
| C | n0 $63 \mathrm{~J}=1 \mathrm{l}$ L -1 |
| C | EMF $(1)=E M F(I)+2 * H(J+8) *(F U(J+1)-F U(J+2)) * Z(2 y)$ |
| CC | FFINT＊，FU（J＋J）－FVU（J＋2）， |
| 663 | CONTINUE |
| C | Z（1．I）＝FU（2）－F゙U（3） |
| CC | FFFINT＊， $\mathrm{Z}(1, I)$ |
| C | $\operatorname{EMF}(\mathrm{I})=\mathrm{EMF}(\mathrm{I})+\mathrm{H}(\mathrm{B}) * Z(1 . y) * Z(1 . g I)$ |
| C | $11064 \mathrm{~J}=1, \mathrm{~L}-1$ |
| 0 |  |
| CC | F－FINT＊，FVU（J＋2）－FiU（J＋3） |
| 064 | CONTINUE |
| C7 | CONTTNUE |
| C |  |
| C |  |
| C | HMF ANII $Z$ FFOCESS FOF $1 / 2$ CC WITH MFM |
| C |  |
| C＇ | M0 $7 \mathrm{I}=1, \mathrm{NF}$ |
| C | T $M=I-1$. |
| C | ［10 61．J：＝1．9M |
| C | $\mathrm{Fi}(J)=\mathrm{J}$［1－（ILI／2）＊2 |
| C | 1． $1=101 / 2$ |
| C．6． | CONTINUE |
| CC | FRINT＊，（Fi（J）y J＝1，M） |
| C | $F \cup \mathrm{C}$ |
| C | ［10）62 J＝NN＋1，1，－1． |
| $C$ | FV （2＊J）$=\mathrm{F}(J)+\mathrm{F}(J+1)+\mathrm{Fi}(J+2)$ |
| C | FV（2＊J）$=\mathrm{FU}$（2＊J）－（FU（2＊Jj／2）＊2 |
| C | $F \cup$（2＊$J-1)=F i(J)+F i(J+2)$ |
| C | FV （2＊J－1）$=\mathrm{FV} U(2 * J-1)-(\mathrm{FV}(2 * J-1) / 2) * 2$ |
| C62 | CONT TNUE |
| C | $F \mathrm{~F}$ |
| C | Li） $63, \mathrm{~J}=2 *(N N+1), 1,-1$ |
| C | AJ＝FUV（2＊H J ） |
| C |  |
| 0 | FU（2＊J）$=$ 用1． |
| $C$ |  |
| C |  |
| C63 | CONTINUE |
| CC | FFinT＊，（FUU（J）y $J=1.4 *(N N+1)$ ） |
| C | $\operatorname{EMF}(I)=0 \quad-101-$ |

```
C
C
C
C
C
C6s
C64
C7
C
C
C
5 0
C
C THIS ROUTINE EEGINS COUNTING ERRORS
C
EFROR=0
nO 90 C=1,CM
IO 93 0=1:COUNT2
CALL TFAN2
C
C
80
TRANSMITTING ROUTINE
IO 50 C=1,COUNT1
CALL TRAN?
CONTINUE
THIS ROUTINE BEGINS COUNTING ERRORS
EFROR: 0
no \(90 \mathrm{C}=1\), CM
10 \(930=1\) :COUNT2
CALL TFAN2
SYSTEM EUALUATION FOF EUEFY HECODEI TNFUT(S)
```

```
MAX=SM2(1)
```

MAX=SM2(1)
MAXI=1
MAXI=1
HO 80 I=2,NS
HO 80 I=2,NS
IF(MAX.GT.SM2(I))GOTO 80
IF(MAX.GT.SM2(I))GOTO 80
MAX=SM2(I)
MAX=SM2(I)
MAXI=I
MAXI=I

```
CONTINUE
```

CONTINUE
I=MAXI
I=MAXI
CALL FRET
CALL FRET
CALL COMF
CALL COMF
IF(ERFOR.GT.10)GOTO 99
IF(ERFOR.GT.10)GOTO 99
CONTINUE
CONTINUE
CONTINUR
CONTINUR
0=0-1
0=0-1
C=C-1.
C=C-1.
C=C-1
C=C-1
FE=1.0*EFROR/(C*1000+0)
FE=1.0*EFROR/(C*1000+0)
FFINT *,'FROOBABILITY OF ERFOR',FE,'EFFOR'',ERROR
FFINT *,'FROOBABILITY OF ERFOR',FE,'EFFOR'',ERROR
FFINT *,'COUNTS',C*1000+0
FFINT *,'COUNTS',C*1000+0
I=MAXI
I=MAXI
CALL FFRT
CALL FFRT
STOF
STOF
ENII

```
ENII
```

CALL INFUT
C FRINT*,'U',U(1)
THIS ROUTINE CALCULATE THE SAMFLE FFOM ENCODED SEQUENCE

```
```

        SUEROUTINE TRANZ
    ```
```

        SUEROUTINE TRANZ
    INTEGEF*2 SELECT,INOI(8),NF,FATH1(768),FATH2(768)
INTEGEF*2 SELECT,INOI(8),NF,FATH1(768),FATH2(768)
FEAL*4 AA,BE,FNOI,EM(512),SCALE,Y(8)
FEAL*4 AA,BE,FNOI,EM(512),SCALE,Y(8)
INTEGER*2 NS,I,L,U(3),U(3),X(17),Z(8,512)
INTEGER*2 NS,I,L,U(3),U(3),X(17),Z(8,512)
FEAL*4 5,SM1(256),SM2(256), EMF(512),H(17)
FEAL*4 5,SM1(256),SM2(256), EMF(512),H(17)
INTEGER*2 J1(256),J2(256),N゙1(256),N2(256),J,N゙,E,Q,N
INTEGER*2 J1(256),J2(256),N゙1(256),N2(256),J,N゙,E,Q,N
COMMON NS,I,L,S,H,X,U,U,Y,SM1,SM2,EMF,J1,J2,N1,K2,Z
COMMON NS,I,L,S,H,X,U,U,Y,SM1,SM2,EMF,J1,J2,N1,K2,Z
COMMON AA,BE,RNOI,BM,SELECT,INOI,NF,FFATH1,FATH2,MAXI
COMMON AA,BE,RNOI,BM,SELECT,INOI,NF,FFATH1,FATH2,MAXI
COMMON SCALE,J,B,N,K,Q

```
COMMON SCALE,J,B,N,K,Q
```

```
CALL CONEI
CALL CONEZ
CALL. CONES
CALL CONE4
FFINT**'U',U(1)
    010 11 J=1,N
S=0
IO 10 I=1,15
CALL GETX
FFINT*&, ), X(I)
TF(X(I)) 20,10,30
S=S-H(I)
gOTO 10
S=S+H(I)
CONTINUE:
KNOI=SCALE*(TNOI(J)-2048)/2048
Y(J)=S+FNOI.
FFINT*,'J',J,'Y',Y(J)
CONTINUE
GASEI ON THE SAMFLEDI YK
NO) 44 I=1.,NF
S=0.0
10 43 J=1yN
S=S+Y(J)*Z(.Jy.])
CONTINUE
BM(T)=2*S-EMF(I)
CONTINUE
```

C
C

ADM COMFAFE ANI SELECT THE FATH WITH MAX ACCUMULATEI METRICS

```
10 70 I=I,NS
AA=SM1(J1(I))+EM(N゙1(I.))
EE=SM1(J2(I))+BM(N2(I))
IF(AA.GT.EB)GOTO 60
SM2(I)=EB
SELECT=J2(I)
MAXI=K2(I)
GO T0 72
SM2(I)=AA
SELECT=J1(I)
MAXI=K1(I)
CALL MECOME
CONTINUE
CAL.L EXCHG
FETUFN
ENH
```


## APPENDIX 3

SUBROUTINES IN PDP $11 / 40$ ASSEMBLY LANGUAGE
－TITLE TFANTO．MAC

| Hill | $=31026$ |
| :---: | :---: |
| nu | $=31252$ |
| THEESH | $=2048$. |
| ALI | $=170402$ |
| IIA | $=170420$ |
| Anstat | $=170400$ |
| CON | $=177566$ |
| $1 J$ | $=000166+104$ |
| v | $=000160+\mathrm{IU}$ |
| J | $=046302+$ IU |
| N | $=046306+$ IIU |
| I | $=000002+\mathrm{IL}$ |
| A1． | $=000114+\mathrm{mi}$ |
| A2 | $=000116+\mathrm{HI}$ |
| B1 | $=000120+\mathrm{HI}$ |
| 12 | $=000122+\mathrm{HI}$ |
| NS2 | $=0001.46+\mathrm{m}$ |
| TNOI | $=040252+\mathrm{Hu}$ |
| GELECT | $=040250+\mathrm{Lu}$ |
| FATH1 | $=040274+\mathrm{IL}$ |
| FATH2 | $=043274+\mathrm{Lu}$ |
| SM1 | $=000234+\mathrm{Lu}$ |
| SM2 | $=002234+104$ |
| NS | $=000000+\mathrm{Hu}$ |
| ERROR | $=000100+110$ |
| MAXI | $=046274+15$ |
| $X$ | $=.000116+$ IU |


| INFUT： | MOU | \＃U，「ご |
| :---: | :---: | :---: |
|  | CLFi | d韦AISTAT |
|  | MOV | \＃20，© \＃\＃ASTAT |
|  | MOV | \＃4095．g C \＃\＃IA |
| 8\＄ | EIT | \＃200， $2 \#$ ALISTAT |
|  | EE | 8 ${ }^{\text {d }}$ |
|  | MOV | C\＃AD， Fi |
|  | CLF | O\＃HA |
|  | CMF＇ | ＊THFESH，FI |
|  | EFL | 9\％； |
|  | SEC |  |
|  | EFi | 7\＄ |
| 9\＄： | ClaC |  |
| 7种： | FROL | （F2）+ |
|  | FiOL． | （下゙2）＋ |
|  | FiOL． | （F2）+ |
|  | MOV | COMN：FO |
|  | MOV | \＃JNOI．FJ． |
|  | CLF | E\＃AISTAT |
|  | INC | d\＃AMgTAT |





|  | mov | $\mathrm{Fi}, \mathrm{F} 2$ |  |
| :---: | :---: | :---: | :---: |
|  | ROR | F 2 |  |
|  | FOF | F 2 | OBIT 4 OF U AT LSE |
|  | XOF： | FiPR2 |  |
|  | FORF | Fi2 |  |
|  | FOLL． | Fio | ；FO－－－－－OLII COME |
|  | MOV | QUいが1 |  |
|  | ROF | Fil |  |
|  | Mov | Fi， F 2 |  |
|  | ROF | F 2 |  |
|  | XOR | FSPR1 |  |
|  | XOF | F2，Rid |  |
|  | FOR | F1． |  |
|  | ROL | Fo | FFO $==$ FIFST CODE |
|  | MOV | ＠\＃U， $\mathrm{R}^{\text {1 }}$ |  |
|  | ROF | R1 |  |
|  | FOR | F1 |  |
|  | XOF | FSyFi |  |
|  | FOR | Fid |  |
|  | FOL | Fio | YRO＜＝SECONI COLE |
|  | MOV | ＠\＃U， F 1 |  |
|  | EIt | \＃6， FO |  |
|  | ENE | $1{ }^{1}$ |  |
|  | XOR | F3， F 1 |  |
| 1\％： | FOF | Fil | －； |
|  | MOV | \＃U，F1 |  |
|  | FOL | （F1）+ | AFIFST ENCOLEE $V$ |
|  | FOL | （R1）+ |  |
|  | ROL | （F1．）+ |  |
|  | mov | ＠\＃U， Fi |  |
|  | MOU | FO， FL 2 |  |
|  | Fiof | F 2 | ABIT 2 OF RO AT LSB |
|  | XOF | F1， F 2 |  |
|  | FOR | R2 |  |
|  | MOV | \＃Uッド1 |  |
|  | ROLI． | （R1）+ | YSECOND ENCODEL $V$ |
|  | FOL | （F1）+ |  |
|  | ROL | （F1）+ |  |
|  | MOU | C\＃U， |  |
|  | EIT | \＃3， FO |  |
|  | ENE | 2¢ |  |
|  | XOF： | F3，F1 |  |
| 25： | FOR： | Fil |  |
|  | MOU | \＃U， FH |  |
|  | FOL | （F1）+ | ¢ THTFLI ENCOLED $u$ |
|  | FOL | （Fi）+ |  |
|  | FOOL． | （Fi．1）+ |  |
|  | Mou | せサV，R4 |  |
|  | XOF | $\mathrm{F} 4, \mathrm{FO}$ |  |
|  | ROR | Fo |  |
|  |  |  |  |


|  | Mov | \＃V， F 1 |  |
| :---: | :---: | :---: | :---: |
|  | FOOL | （ F 1.1$)+$ |  |
|  | FOL | （F1．1）+ |  |
|  | FOL | （F1）＋ | \％FOUFTH ENCODED $u$ |
|  | FTS | FC |  |
|  | －BLKW | 128. |  |
| INXI： | mov | C\＃I， FO |  |
|  | DEC | Fio |  |
|  | CLF | F1 | Fil COUNTS NUMEEF OF STATES |
|  | CLF | F2 | FF2 COUNTS A1 OF A2 |
|  | CLF | Fi3 | \％R3 USEI AS REGISTER／ACC |
| 14\＄： | EIT | \＃1， FO | \＃TEST FOR INFUT 1.0 O |
|  | EEQ | 2¢ |  |
| 1ヵ： | SEC |  | ；INFUT 1／OML ENTFiY |
|  | BFi | $3 \$$ |  |
| 2ヵ： | CLC |  | －INFUT O／EVEN ENTFY |
| 3 | FOL | R3 |  |
|  | EIT | ＠\＃NS．F3 | FTEST HIGH ORDER EIT OF STATE |
|  | EEQ | $4 \$$ | OIF O THEN NO CHANGE OF NEXT EIT |
|  | EIT | Q\＃NS2，F3 | ；TESt NEXT HIGH ORIEF BIt |
|  | BEQ | 5 \＄ | ¢GO CHANGE IT TO 1 |
|  | BIC | Q\＃NS2，F3 | ¢ IT IS 1 THEN CHANGE It to o |
|  | EF | 6 \＄ |  |
| Э゙ | EJ．S | O\＃NS2，F3 | －IT IS O THEN CHANGE IT TO 1. |
| 6\＄； | EIC | Q\＃NS，F3 | OCLEAF HTGH OFWER EIT／FROCESS ENI |
| 4＊： | CMF | FO， FB | \％COMFAREE FROCESSEI STATE WTTH T－1． |
| 12\＄ | INC | 7\％ | ONEXT gTATE TO SEAECH |
|  | MOS | によった3 | Mrext stat ．TO SEAREH |
|  | ER | 1．4\％ | $\hat{y} \mathrm{GO} \mathrm{BACK}$ |
| 7\＄： | MOU | Fi，F4 | OSAUE THE FETUF＇N STATE |
|  | INC | R1． |  |
|  | INC | F2 |  |
|  | BIT | \＃2， $\mathrm{F}^{2}$ | \％CHECK A1 DIONE |
|  | BNE | 8\＄ | 9GO FOR A2 |
|  | MOV | F1， 0 \＃${ }^{\text {a }}$ | \％GO FOR AI |
|  | EFi | 9 ${ }^{\text {\％}}$ |  |
| 8\＄ | MOU | R1． $\mathrm{CHA} \mathrm{A}^{\text {a }}$ |  |
| 9 d $^{\text {：}}$ | OECC | R1 | ONOW THE ERAANCH E1 ANI E2 |
|  | ASL | Fil | 9MULTIFLY BY 2 |
|  | EIT | \＃1， FO | 引TEST INFUT 1 OF O |
|  | EEC | 10\＄ | EEST INOU 1 OR 0 |
|  | INC | Fil |  |
| 10\＄： | INC | Fi |  |
|  | EIT | ＊2， F 2 | ；TEST FOR EI OR E2 |
|  | ENE | 11\％ | \％©O TO R2 |
|  | MOV | F1，C\＃E． | $\hat{g} \mathrm{IT}$ IS B1． |
|  | MOV | Fi 4 FH | g FECOUEFR FETURN STATE |
|  | ER | 123 | 9GO BACK ANH SEARCH NEXT |
| 1．1\％： | MOV FTS | $\begin{aligned} & \mathrm{Fi}, \mathrm{CHE} \\ & \mathrm{FC} \end{aligned}$ | y TY IS P2 |
|  | －EL．EW | 128. |  |


| INL2： | MOV | （0\＃I，Fio |  |
| :---: | :---: | :---: | :---: |
|  | IIEC | Fo | \＃FO CONTAINS STATE EE MATCHEM |
|  | CLF | FiJ． | －R1 COUNTS THE STATE TO MATCH |
|  | CLIF | F2\％ | \％F＇2 COUNTS A1 OF A 2 |
|  | CLF | F3 | \＃F3 ANL FIG USEII AS FEGISTEFS |
| 14\＄ | EIT | \＃1， FO | ¢CHECK゙ INFUT 1 OFi 0 |
|  | EEC | 2\＄ |  |
| 1\＄： | SEC |  |  |
|  | BFi | 3\＄ |  |
| 2\＄ | CLC |  |  |
| 3生： | FiOL | F3 | A INFUT SHIFTS INTO COUNTING STATE |
|  | MOV | Fi3， F | ；SAVE IN FEGISTER 5 |
|  | ASL． | FS | ¢CHECK THE EIT BEHINI NS2 |
|  | BIT | C\＃NS2，F5 | © IF THIS EIT IS O THEN |
|  | ENE | 4i |  |
|  | EIT | 巴\＃NS，F゙5 | \＃INUEFT NS2 FOSITION |
|  | EEER | 16 ${ }^{\text {d }}$ |  |
|  | ETC | （\＃\＃NS，K5 | \％IF IT IS $1 . S E T$ IT TO O |
|  | EFi | 17\％ |  |
| 16\＄ | EIS | O\＃NSッFら | 9 IF IT IS O SET IT TO 1 |
| 1．7\＄： | XOF： | F3\％Fib | \％ 10 THE EXCLUSIUE OF FUNCTION OF |
|  | EIT | E\＃NS，F゙G | \％THE ETY AT NS ANLI NS＊2 |
|  | ENE | 5\＄ |  |
| 7¢： | EIC |  | FFESULT O IS STOFEI IN EIT NS2 |
|  | EF＇ | 6 \＄ |  |
| 与叓： | HIS | ［非NS2．F゙3 | \＃FESULT 1 IS STOFELI IN ETT NS． |
| 6 ¢： | BIC | せ\＃NSッF゙3 | \％CLEAF MOST STG EIT OF OLI STATE |
|  | BF | 8\＄ | AGO TO COMFAFISSON FOUTINE |
| 4韦： | EIT | O\＃NS．F゙3 | ¢OTHEFWTSE IEFENIIS ON BIT AT NS |
|  | ENE | 7＊ |  |
|  | EFi | 5 \＄ |  |
| 8\＄； | CMF | $\mathrm{FO}=\mathrm{Fi} 3$ |  |
|  | EEQ | 9\＄ |  |
| 15\＄： | INC， | Fil |  |
|  | MOU | Fidy Fi3 |  |
|  | EFi | 14\＄ | FNOT MATCH GO BACK゙ |
| 9\＄ | MOV | FJ，FA | SSAUE THE FETUFN STATE |
|  | INC | Fid |  |
|  | INC | Fi2 |  |
|  | EIT | \＃ 2 ， $\mathrm{F}^{2}$ | GCHECK AI IIONE |
|  | ENE | 10 ${ }^{\text {\％}}$ | 9 GO FOF A2 |
|  | MOU | Fi．g（d\＃A1 | 9GO FOF A1． |
|  | ER | 11才 |  |
| 1．0\＄： | MOV | K1，（E\＃AC． |  |
| 11\＄： | LIEC | Fil | YNOW THE ERANCH EA ANII E2 |
|  | ASL | Fid． | ©MULTIFLYY ET 2 |
|  | EIT | $\# 1, \mathrm{Fi}$ | ；TEST INFUT 1．OFF O |
|  | EEQ | 1．2す！ |  |
|  | JNC | Fi． |  |
| 12\＄： | INC | Fid． |  |
|  | ETT | \＃2， $\mathrm{Fi}^{2}$ |  |
|  | ENE： | 1． 3 \＄ | ¢FOR TOE2 |
|  | MOU | Fidy 6 目E1 | ¢TY TSEE |
|  | MOV | F4，81 | \％FECOUEN FEETUKN STATE |



| 31．${ }^{\text {a }}$ | EIT | \＃1．0．0． |  |
| :---: | :---: | :---: | :---: |
|  | EEC | 1\＄ |  |
|  | CLC |  |  |
|  | ER | 2\＄ |  |
| 1\＄： | SEC |  |  |
| 24： | FOL | Fi3 | gINFUTING TO OLII STATE |
|  | MOU | F3， F 4 |  |
|  | FOLL | F4 |  |
|  | MOV | F4， FS |  |
|  | FOL | FiS |  |
|  | XOR | Kちッド4 | ；XOR 1．2 EITS |
|  | FOLL | FS |  |
|  | XOR | F5：F4 | ；XOF 1．2，3 EITS |
|  | EIT | C\＃NS2，F4 |  |
|  | EEQ | 11．${ }^{\text {d }}$ |  |
|  | SEC |  |  |
|  | EF | 12\＄ |  |
| 11\＄： | CLC |  |  |
| 12\％ | FOLL | Fil | \＃save cc conei |
|  | MOV | F3， F 4 |  |
|  | FOL | RA |  |
|  | MOV | R4，RE |  |
|  | FiOL． | F 5 |  |
|  | ROLI． | FS |  |
|  | XOR | RE， F 4 | \％XOR EIT 193 |
|  | EIT | せ\＃NS2•F4 |  |
|  | EEG | 1．35 |  |
|  | SEC |  |  |
|  | EFi | 149 |  |
| 13\％： | CLCL |  |  |
| 1．4\％ | FOL | F． | －Save ce conez |
|  | BIT | Q\＃NS， F 3 | －test oln ce cone equals o |
|  | ENE | 1．5す |  |
|  | EIT | \＃2，R1． | OIS THE INFUT ALISO．O |
|  | ENE | 15\＄ |  |
|  | EIT | O非S2， F 3 | $\hat{\text { g IF }}$ TT TS THEN MFİ INFUT IS |
|  | ENE | 16\％ | 9OLI MFM INUEFTER |
|  | SEC |  |  |
|  | BFi | 174 |  |
| 16\％： | CLC |  |  |
|  | 日R－ | 17＊ |  |
| 15\＄： | EIT | （\＃）NS2， F 3 | －IF NOT BOTH O THEN MFM INFUT |
|  | ENE | 4\％ | ils OLII MFM CODE |
|  | CLC |  |  |
|  | ER | 17\％ |  |
| 4 ${ }^{5}$ ： | SEEC |  |  |
| 17＊： | FOOL | F2 | YSAUE MFM COLEI |
|  | moU FOR | $\begin{aligned} & \mathrm{F} 1, \mathrm{Fi} 4 \\ & \mathrm{~F} 4 \end{aligned}$ | \％XOF INFUT CC，COME 1 WITH MFM COLE |
|  |  |  | － 113 － |



| － | MOU |  |  |
| :---: | :---: | :---: | :---: |
|  | EF | 27\＄ |  |
| 26\＄： | INC | Fi4 | ． |
|  | MOU | F－4， C \＃ A 2 |  |
| 27\＄： | MEC | F4 |  |
|  | ASL | Fi4 |  |
|  | EIT | \＃1， | 1 |
|  | ENE | 28\＄ |  |
|  | INC | Fi4 |  |
| 28\＄： | INC | F4 |  |
|  | EIT | \＃1，Fio |  |
|  | ENE | 29串 |  |
|  | MOU | FiA：Cill |  |
|  | INC | Fio |  |
|  | EFi | 30\＄ |  |
| 29＊： | MOV | F4， |  |
|  | FTS | FCC |  |
|  | －ELK゙い | 128. | －． |
| IECOME： | ：MCIV | E\＃I，FiO | \％FETCH INLEX I |
|  | IIEC | Fio | FALIJUST FOF O OFFSET |
|  | MOV | $\mathrm{FO}, \mathrm{Fi} 1$ | ¢F゙1 亿－－－ |
|  | ASH | \＃1，Fil | ¢F1＜－－I＊2 |
| － | ALIL | FO，FJ | 9F1－－ |
|  | ASH | \＃1．Fil | ¢F．- －OFFSET＊2 TO GIUE BYTE OFFSET |
|  | MOV | OHSELECT， CO | gSAME AS FOF I USING SELECT INMEX |
|  | MEC | FO |  |
|  | MOV | F＇O，Fi2 |  |
|  | ASH | \＃1，F2 |  |
|  | AHII | FO |  |
|  | ASH | \＃1．FF2 | ¢Fi2－－EYTE OFFSET OF SELECT |
|  | Alim | \＃FATH2，Fid | ＊F1－－FATH2＋OFFSET（I） |
|  | MOV | FigFi4 | ¢SAUE FATH\％（I）IN Fi4 |
|  | ALII | \＃FATH1，Fi2 | ¢F2 ¢－FATH1＋OFFSET（SELECT） |
|  | IMOU | （ F 2$)+y(\mathrm{~F} 1)+$ | ¢FATH2（T）－F－FATH1（SELECT） |
|  | MOU | （Fi2）＋y（FI）+ |  |
|  | MOU | （R2）＋（ $\mathrm{F}^{\text {c }}$ ）+ |  |
|  | MOU | O\＃MAXI，FOO | 9FETCH MAXI |
|  | LIEC | FO＇ | －AIJUST FOF O OFFSET |
|  | FOFS | Fio | \％SHIFT LOW OFDEF BIT INTO CAFFFY |
|  | FiOL | （Fi4）＋ | \％SHIFT CAFFIY INTO FATH2（I） |
|  | FROL | （Fi4）+ |  |
|  | FiOl．． | （Fi4）t |  |
|  | FTS | $F \mathrm{C}$ | OFEETUF＇N TO CALILTNG ROUTINE： |
|  | －ELLK゙W | 1． 28. |  |
| EXCHG： | MOU | ＊F゙ATHIッドJ | QFETCH FOTNTER TO FATHJ |
|  | MOV | ＊FATH2， F － | FFETCH FOINTEF TO FATH2 |
|  | MOV | ©\＃NS，FiO | ¢SET NUMAEF OF STATES COUNTEF |
|  |  |  | 115 － |


| 2\＄： | MOV | FO O FB | －SAVE NG FOFi LATEFI USE： |
| :---: | :---: | :---: | :---: |
|  | MOV | $(\mathrm{F} 2)+$（ N 12$)+$ | FFATH1－－－FATH2 |
|  | MOV | （だ心）＋（ $\mathrm{N}^{(1)}$ ）＋ |  |
|  | MOU | $(F 2)+$（ $\mathrm{F}^{1}$ ）+ |  |
|  | SOE | FO O 2 2 \＄ | \％FEFEAT UNTTL ALL FATHI－FATH2 |
| 3\＄： | MOV | ＊SM1．${ }^{\text {F }} 1$ | FFETCH FOINTEFE TO SMI |
|  | MOU | \＃SM2，F2 | ¢FETCH FOINTEF TO SM2 |
|  | MOV | $\left(F_{2}^{2}\right)+,(F 1)+$ | ；SM1 亿－－－SM2 |
|  | MOV | $(F S)+y(\mathrm{~F} 1)+$ | ；TFANFEF 2 WOFILS FOF EACH FEEAL＊4） |
|  | SOE | Fi3， 3 \＄ | ¢FEFEAT UNTIL．ALL SM1 亿－－SM2 |
|  | ETS | F＇C |  |
|  | ．ELN゙W | 128. |  |
| GETX： | MOV | QI．FOO | FFO HOL HIS ALILIFESS OF $X(T)$ |
|  | IIEC | $\mathrm{FO}$ |  |
|  | ASH | \＃1．Fio |  |
|  | AIIN | \＃ X ，FRO |  |
|  | MOV | ＠\＃N， Fi 1 | FF1 COUNTS THE SHIFT FOF $J$ |
|  | SUE | CHJy Fil | ；TO FEALI NEW IIATA ENCOLEI |
|  | EEC | 2 2 | © IT HOLIIS N－J NOFMALLY IF O THEN |
|  | MOV | \＃$V$ FFS | O OTHEFWISE LIO SHIFTING |
|  | MOU | （ $\mathrm{F}(5)+\mathrm{Fi} 2$ | OFIEST GET ENCOLED IIATA |
|  | MOV |  |  |
|  | MOV | （ F 5 ）＋ F 4 |  |
| 1． 中 $^{\text {：}}$ | FROF | Fi4 | ；WO THE CYCLIC SHTFT |
|  | FOR： | F 3 |  |
|  | FiOF | Fi 2 |  |
|  | SOE | Fi． 1 \＄ |  |
|  | EF： | $3 \pm$ |  |
| 29 | MOV | せ\＃UッF゚ | 9 IF $N=1$ THEN FiS HOLTS ENCOMED LATA |
| 3串： | CLFI | Fi3 | －Fi3 HOLIS THE IIATA X TO EE CALCULATET |
|  | MOV | O\＃，RE | ¢FS COUNTS THE I SHIFTS TO GET $X$（I） |
|  | INC | 「5 |  |
|  | NEG | FS |  |
|  | ASH | Fiwy Fis |  |
|  | EIT | \＃1．F゙2 |  |
|  | EECQ | $4 \text { \$ }$ |  |
|  | ECS | 5 \＄ | ． |
|  | UEC | Fi3 |  |
|  | EFF | G\＄ |  |
| 4中： | ECC | 5\＄ |  |
|  | INC | F3 |  |
| 5\＄ | MOV | FB －（ FO O ） | ， |
|  | FTS | FC |  |
|  | －ELK゙い | 128. |  |
| COMF＇： | MOU | ［\＃MAX］，FiO | ， |
|  | MEC | Fio | ． |
|  | MOU | $\mathrm{FBO}, \mathrm{Fi}$ |  |
|  | ASH | \＃1． F F1 |  |
|  | Alin | $F(0) F E$ |  |
|  | ASH |  |  |
|  | Arin | \＃FATHA，Fi |  |
|  | Alini | $\geqslant 4, \mathrm{Fi}$ | OEET LAST FEGISTER |
|  |  |  | 116 － |


|  | MOU Alidi | $\begin{aligned} & \# U, \mathrm{FO} \\ & \# 4, \mathrm{~F} 2 \end{aligned}$ | ; GEt last regigter |
| :---: | :---: | :---: | :---: |
|  | MOU |  |  |
|  | EIT | \#100000ッ 20 |  |
|  | EFL | 1 \$ |  |
|  | EIT | \#200, 0R1 |  |
|  | EEC | 2\$ |  |
|  | FF | 3\$ |  |
| 1\$: | EIT | *200, อR1 |  |
|  | BER | 3 \$ |  |
| 2¢: | INC | F3 |  |
| 3\$: | MOU | F3, 0 \# EFKR |  |
|  | FTS | FPC |  |
|  | . BL_KW | 128. |  |
| FRT : : | MOV | \# U.ROO |  |
|  | JSF | FC, OUTFUT |  |
|  | MOU | E\#I, FO |  |
|  | IIEC | Fo |  |
|  | MOU | FO,Fil |  |
|  | ASH | \#1, FO |  |
|  | AIIII | FJy $\mathrm{F}_{0}$ | . |
|  | ASH | \#1.FOO |  |
|  | Anm | \#FATH2, FO |  |
|  | JSF | FC, OUTFUT |  |
|  | JSR | FC, RETUEN |  |
|  | FTS | FC |  |
| QutFut: | MOU | \#48.9F64 |  |
|  | MOV | 4(FO), F 3 |  |
|  | MOV | 2(RO), F 2 |  |
|  | MOV | (FO), Fil |  |
| 1.\$: | FOR | F3 |  |
|  | FOR | F2 |  |
|  | FOR | F1. |  |
|  | BCC | 2 \$ | , |
|  | JSE | FC, WAIT |  |
|  | MOU | \#61,0\#CON |  |
|  | Ef: | 34 |  |
| 2\$: | JSF | FC,WAIT |  |
|  | MOV | \#60, 0 \#CON |  |
| 3¢ : | SOE ${ }^{\text {' }}$ | F4, 1. |  |
|  | JSFi | FC, FETUREN |  |
|  | FTS | F'C |  |
| RETUFN: | JSFi | FC, WAIT |  |
|  | MOU | * 15.EnCON |  |
|  | JSE | FCowat |  |
|  | MOU | \#12yencon |  |
|  | JSE | FCyNATT |  |
|  | ETS | FC |  |
| WAIT: | Eft | \#200,08177564 |  |
|  | EECQ | Watr |  |
|  | FTS | FC - 117 |  |

## APPENDIX 4

STORAGE MAP/ALLOCATION FOR FORTRAN SIMULATION PROGRAM


1．．Oces．and COMMON Arraws：

| Name | Tswe | Section | Orfset |  | 3ize | Oimensions |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8im | E＊A |  | 034250 | 004000 | 1024．） | （512） |
| Binfo | に＊4 |  | 004234 | 004000 | 1024．） | （512） |
| H | 「＊＊ |  | 000012 | 000104 | 34．） | （17） |
| TNOT | T＊2 |  | 040252 | 000020 | e．） | （8） |
| ． 1. | $1 \times 2$ | －禹教教。 | 01.0234 | 001000 | 256．） | （256） |
| ． 2 | T＊2 |  | 011234 | 001000 | 256．） | （256） |
| k1 | I＊） |  | 0.12234 | 001000 | 256．） | （256） |
| $k 2$ | T＊2 |  | 013234 | 001000 | 256．） | （25） |
| Patha | 1＊2 |  | 040274 | 003000 | 769．） | （76） |
| Fathe | I＊2 |  | 043274 | 003000 | 763．） | （768） |
| $\mathfrak{R}$ | 1＊2 | spara | 000000 | 000020 | 8．） | （8） |
| EV | 1＊2 | sWara | 000020 | 000020 | 8．） | （8） |
| Smı | F＊＊ | －あ嵒施。 | 000234 | 002000 | छ12．） | （256） |
| Gm？ | E＊4 | －和\＄交， | 002234 | 002000 | （ 612．） | （256） |
| $u$ | 1．22 |  | 000166 | 000006 | （ 3．） | （3） |
| $v$ | TW2 |  | 000160 | 000006 | 3.$)$ | （3） |
| $\chi$ | IT2 |  | 000116 | 000042 | 17．） | （1．7） |
| Y | F＊ 4 |  | 000174 | 000040 | 16．） | （8） |
| $z$ | 1\％2 U6e |  | 01．423 ${ }^{\text {a }}$ | 020000 | 4096．） | （8，612） |




| FOETEAN TV |  | Storose mes for Frosram Urit rrans |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| COMMON | Elock | 1 | 1．Size $=$ | 046314 | （ 9830. | worcs） |  |  |
| Name | Tsme | Offset | Name | Tspere | Offset | Neme | Tipfe | Ofrset |
| NS | 1＊2 | 000000 | I | T＊2 | 000002 | 1. | 1．＊2 | 000004 |
| $\bigcirc$ | 下＊A | 000006 | H | にあA | 000012 | $x$ | 1＊2 | 000116 |
| $v$ | 1． ＊ $2^{2}$ | 000160 | U | T＊ 2 | 000166 | $Y$ | R＊4 | 000174 |
| SM： | F＊＊ | 000234 | Sm？ | た＊4 | 002234 | BMIF | 下＊ 4 | 004234 |
| J！ | I＊2 | 01.0234 | J2 | T＊2 | 0.1234 | バ1 | I＊2 | 012234 |
| 12 | 1＊2 | 013234 | z． | T2 | 01.4234 | AA | R＊4 | 034234 |
| B6 | 「＊4 | 034240 | ENOT | た＊．4 | 034244 | BM | に\％A | 034250 |
| SELECT | I＊2 | 040250 | INOI | T＊2 | 040252 | NF： | T＊2 | 040272 |
| FATHIL | 1＊2 | 040274 | Fathe | T＊2 | 043274 | Maxt | 1\％2 | 046274 |
| SCALE | F＊＊ | 046976 | $J$ | T＊2 | 04630\％ | B | 1\％2 | 046304 |
| N | I＊2 | 046306 | $\mathfrak{K}$ | 1＊2 | 046310 | 0 | T＊2 | 046312 |

Local amd Comon Arrass：

| Neme | Tw\％e | Section | orrset |  | z | imersioms |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3M | R＊＊ |  | O3A250 | 004000 | 1024．） | （512） |
| BMF＇ | F＊＊ | －婁す和す。 | 00.4234 | 004000 | 1024．） | （512） |
| H | 下＊＊ |  | 000012 | 000104 | 34．） | （17） |
| TNOT | I＊2 |  | （）40292 | 000020 | 6．） | （8） |
| ． 1 | I＊2 |  | 0.10234 | 001000 | 256．） | （256） |
| 12 | T 22 | －和非需。 | 011234 | 001000 | 266. | （296） |
| に1 | I＊2 |  | 012234 | 001000 | 256．） | （256） |
| ド2 | I＊2 |  | 013234 | 001000 | 256．） | （256） |
| FATHI | 1\％2 |  | 0.40274 | 003000 | 760．） | （768） |
| Fathe | T\％ |  | 0.43274 | 003000 | 763．） | （768） |
| Sm\％ | F＊＊ |  | 000234 | 002000 | \＃12．） | （265） |
| SM2 | R＊4 |  | 002234 | 002000 | －12．） | （2w6） |
| U | 1．${ }^{2} 2$ | －教和和。 | 0001.66 | 000006 | 3．） | （3） |
| U | T＊2 |  | 000160 | 000006 | 3．） | （3） |
| $x$ | T＊2 |  | 000116 | 000042 | 17．） | （17） |
| $Y$ | K＊ |  | 000174 | 000040 | 16．） |  |
| $z$ | T＊＊Vee |  | 0.14234 | 020000 | （ 4096．） | （8，512） |

Subroutinesy Functions，Statement and Frocessormmenimed Fumetions：

| Name | T | Neme | Twse | N | Tupe | Neme | Tswe | Name |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | R＊A | Mecome | F： | ExCHO | R＊ | GETX | 『＊A | NFIUT |  |

## APPENDIX 5

SCHEMATIC OF THE MATCHED FILTER IMPLEMENTATION


