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ABSTRACT

High density digital magnetic recording is primarily a
bandwidth limited channel resulting in intersymbol interfer-
ence. Viterbi's algorithm, which is a maximum likelihood
receiver, 1is studied specially for channels of this type.
The channel ana various coding schemes are modelled by a
trellis representation. The overall system including Viter-
bi's algorithm is simulated using a combination of hardwére
and software. This is done for NRZI and MFM coding and
three noises, Gaussian, Laplacian and guartic. A nonlinear
intersymbol interference model 1is also introduced in the

thesis though no simulation runs were performed.
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Chapter 1I
INTRODUCTION

1.1 PRELIMINARY

With the invention of the digital computer, magnetic
recording became indispensible for data storage. Core memo-
ries in the earliest computers were built using magnetic ma-
terials. Although magnetic core memories have been repla;ed
recently by solid state memories, magnetic memories still
have an important role in bulk storage. A great deal of re-
search has been and is being done on magnetic recording sys-
tems to improve data access speed, increase data reliability
and increase the recording bit density. This thesis is con-
cerned with studying methods to achieve higher density mag-
netic recording. For this purpose, the magnetic recording
system is modelled as a communication channel. Communica-
tion theory principles are then applied to study the chan-

nel,.



1.2 DIGITAL MAGNETIC RECORDING SYSTEM (DMRS)

A ————t———  ——— ettt St S et SO0 O N G2l SR & d

Five basic elements can be identified in a DMRS as

shown in Figure 1.1(a). These are:
1. magnetic read/write head(s)
. magnetic tape/disc

2
3. tape/disc transport
4, write amplifier

5

. readback amplifier

The message in binary form is encoded into a write cur-
rent which is further amplified by the write amplifier in
order to provide proper drive for the write head. The mag-
netic flux set up by the write current results in a magneti-
zation flux pattern being stored on the medium. The magne-
tization pattérn is composed of two different pole
directions where the magnetic material is saturated with
equal field strength of opposite intensity to represent the

binary symbols 0 and 1.

Based on the magnetization pattern stored on the medi-
um, a voltage signal during the readback process is induced
in the readback head. The relation between the voltage and

the flux is:

e(t>=[9—’g;§i)} x [g;x:l (1.1)



where e(t) 1is the induced voltage, m(x) is magnetization
pattern with respect to space or distance, and dx/dt is the
speed of the tape/disc transport. If the magnetization pat-
tern is ideal, the received signal will be a sequence of im-
pulses. Practically, the received signal is a sequence of
identically shaped pulses whose polarity is determined by
the flux transition. A single flux transition produces an
isolated pulse which is also sometimes known as the charac-
teristic pulse. Various functional expressions have been
developed for the isolated pulse [1,2,3]. Gulak [4] has
fitted a guartic function to the pulse and this is the func-
tional expression used in this thesis. The pulse shape.is
shown in Figure 1.71(b). Over the data rates found in a typ-
ical disc recording system the pulse is invariant in both

shape and duration.

The entire recording process from the flux transitions
produced by the input binary data to the read electronics
output can be modelled as the pulse amplitude modulation
(PAM) system shown in Figure 1.2(b). Unlike the typical PAM
system encountered in communication system, the pulse se-
guence received has the special property of alternating in
polarity. Thus each pulse in the sequence 1is correlated
with the previous pulses. To properly utilize the channel,
certain encoding methods are required [5,6,7]. Encoding
methods considered in this thesis include Non-Return-to-Zero

Inverse (NRZI), Modified Frequency Modulation (MFM), Convo-



lutional Code of rate 1/2 (1/2 CC) together with NRZI or MFM
code. These codes are discussed in Chapter 2. Other codes
such as Frequency Modulation (FM), Non-Return-to-Zero (NRZ),
and Miller's Modified Freqguency Modulation (M FM) are not

considered here.

Random noise sources of a DMRS include thermal noise,
electronic noise, media noise, noise due to transport vibra-
tion and others. Though typically this noise, particularly
the thermal and electronic, can be well modelled as white
and gaussian (WGN), there is evidence that the probability
density function can be otherwise. Gulak [4] has suggested
that the probability density function is better approximated
by a quartic expression. In this thesis, various noise mod-

els are considered.

The recording technique described above 1is usually
called saturation recording. For nonsaturation recording the
data is modulated with a analog signal which usually occu-
pies more space on magnetic medium. Thus saturation record-

ing is widely used in high bit density DMRS.
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1.3 HIGH DENSITY MAGNETIC RECORDING

As mentioned previously, saturation recording provides
higher bit density storage compared with the nonsaturation
recording technique. The reason is because in nonsaturation
magnetic recording, ‘the data is modulated by an analog sig-
nal which occupies a certain area on the medium for at least
a period or half a period of a cycle. 1In saturation record-
ing, a transition in polarity occupies less area (in the
ideal case) as it is based on properties of the magnetic ma-

terials.

A major consideration in a high bit density DMRS is in-
tersymbol interference (I1SI). This produces distortions such
as peak shifts and amplitude variations in the readback
pulse. Within a certain range of separation, ISI can be
analysed by using linear superposition. Two adjacent satu-
ration flux reversals are shown in Figure 1.2(a) to illus-

trate the effect of IS8I.

ISI is the dominant factor affecting high bit density
recording. Chu [8] has studied ISI distortion by a computer
simulation. A great deal of work has been done in reducing
pulse width through technigues such as pulse slimming fil-
ters [9,10]. Decision feedback equalization (DFE) has been
studied as a method of reducing the effect of ISI [4].
These techniques have the common objective of reliably de-

tecting the pulse sequence in the presence of ISI and random



noise. However, none are optimum with respect to ISI and

random noise.

The optimal decoder/receiver for a channel with ISI and
random noise is Viferbi's algorithm [11]. Although the al-
gorithm was first applied to decoding convolutional codes,
it was found later by Forney to be applicable for a channel
with ISI [12]. Forney also showed that this algorithm is in
fact a dynamic programming technique. The algorithm 1is a
maximum likelihood sequence detector (MLSD) and is optimum
when the noise is white and gaussian. H. Kobayasi [13]
modelled the DMRS as a partial response system and applied
Viterbi's algorithm. His work however is only applicable to
the channel with no ISI. This thesis is concerned with the
application of Viterbi's algorithm in the DMRS to combat ISI
and random noise. Various encoding schemes and random noise
sources are simulated and the algorithm performance is then

studied.

1.4 OUTLINE OF THE THESIS

After the introduction in Chapter 1, Chapter 2 presents
a detailed description of digital magnetic recording from a
communication theory point of view. Various encoding
schemes are discussed, trellises for these codes are devel-
oped and Viterbi's algorithm for decoding these codes is

then developed. Chapter 3 describes the simulation of both



the recording channel and Viterbi's receiver. Both hardware
and software aspects of implementation are discussed. Re-
sults and discussions are found in Chapter 4. Evaluation of
decoder performance with noise other than gaussian 1is also
presented in this chapter. The time required for the simu-
lation runs are also‘discussed here. Conclusions are pre-
sented in Chapter 5 along with recommendations for future

research.



Chapter 1II
MAGNETIC CHANNEL

2.1 INTRODUCTION

A basic DMRS was described in Chapter 1. It consisted
of 5 elements; the read/write head, medium, transport, write
and read amplifier. An equivalence was established between
the DMRS and a PAM communication model. In this chap£er
this equivalence is further developed. 1In particular atten-

tion is focussed on encoding for the channel.

As mentioned, in a DMRS the output pulse sequence al-
ternates in polarity due to the inherent memory in the read-
back process. This property is modelled by a differential
encoder. Also to properly utilize the channel various en-
coding schemes such as NRZI, FM, MFM, MZFM and others have
been proposed for the magnetic channel as mentioned in pre-
vious chapter. The next section of this chapter describes
the trellis representations of two popular encoding schemes,
NRZI and MFM. The trellis is a graphical represention which

facilitates greatly the development of a Viterbi receiver.

Next intersymbol interference is considered. A brief

review of the derivation of the maximum likelihood seguence

- 10 -



estimator is presented and Viterbi's receiver for ISI chan-
nels is derived. Again it turns out that the natural repre-

sentation to explain the receiver is a trellis.

Viterbi's receiver was originally developed for decod-
ing convolutional codes. Thus a specific convolutional code
is considered with the aim of providing error correction.
Trellises for the cascade of the 1/2 CC with NRZI or MFM
codes are developed. These trellises are used to derive the
distance properties of the code. From these an overall
trellis for the DMRS channel is obtained. The Viterbi re-
ceiver has a common structure for the different encoding
schemes mentioned above, or various cascade combinations
thereof. Only minor changes in the calculation of the branch

metric are needed.

2.2 ENCODING

2.2.1 Inherent Encoding in the Channel

NRZ (Non-Return-to-Zero) coding is the simplest
coding that can be used for any binary communication system.
The digits "0" and "1" are simply represented by the two
saturation levels of the magnetic medium which is why some-
times NRZ is called NRZL (Level). Since the readback pro-

cess responds only to a flux transition the received wave-



form in the absence of noise is either a positive pulse, a
negative pulse or no pulse. This coding is shown in Figqure
2.1, The output ternary symbols (+1,0,-1) depend not only
on the present input but also on the previous input. The
channel thus has an inherent memory of length one. The out-

put codeword from the readback head is given by
c. = a - a (2.1)

where cy is the ternary output code symbol; ax and ay.; are
input symbols and are binary. This process is called dif-

ferential encoding.

There are several possible representations for the
encoding process: sequential state machine representation,
state diagram representation, tree representation, and trel-
lis representation as shown in Figure 2.2(a) to 2.2(4).
Trellis representation provides a graphical description for
each codeword of the code. Distances between codewords can
be visualised so that the code performance can be interpre-

tated and evaluated.

From equation 2.1, if an error occurs in Cyx
there would be an error in determining ay . To see this,

rearrange the equation as

(2.2)

A .
i @y, @, , are estimates of a, s 8 1

, and .1 = €1 8 o * Therefore if €Ly 15 in error



Input bit sequence

a, 0 1 1 0 0

saturation flux

Binary + g
encoded

data ay.
- B
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€k

Figure 2.1 NRZ Coding
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(a) state machine representation

input symbol output symbol

N\

0/L1 State

0,/0 a ‘ 1/0

(b) state diagram representation
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input = "0" : /\\\\\\o

0 S
0 1
I
0 I
0 ® e 9
-1
1 .
0 -1
0
input = "1"

(c) tree representation

‘//’CUHHES
\
state 0 (}T——o——~Ck———o {(y—0 @, 0— —
AN AN —1M\ _1%\ __1/
AN AN N\ \
\ \ L 2N ]
1 1
N N
state 1 -0 —0- — e e O e —
—————————— denotes input = "1"
denotes input = "g"

(d) trellis representation

Figure 2.2 State machine (a), state diagram (b), tree (c)
and trellis (d) representations of the NRZ code

Note: The above notation representing input

symbols, output symbols, and states will be
followed throughout the thesis.
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then so is a implying that errors propagate. NRZI is an

k [4
encoding method which prevents this error propagation.

2.2.2 Z1 Code

Unlike NRZ code, NRZI represents the digit "1" by
a transition from a saturation magnetic level to the oppo-
site saturation magnetic level and the digit "O" by no tran-
sition. The code is shown in Figure 2.3. The encoder (Fig-
ure 2.4(a)) takes an NRZ code and outputs an NRZI code based

on the eguation

b = b ® a (2.3)

where ak is the present input digit, bk lis the previous
output bit and by is the present output bit, ay, by, b

are all binary, and symbol(:)represents modulo-2 arithmetic.

Now the bk 's are the input sequence to the chan-
nel. Though the encoder has a memory of one and as dis-
cussed above the channel has an inherent memory of one the
overall system memory is still one. That is the present
ternary output symbol of the channel still depends only on

the present and previous input according to the following

eqguation
Cx T Py T Py,
= b ® ax - bk
= <+ ag (2.4)

- 16 -~



Input
bit
sequence

ay 0 1 1 0 0 1

Code symbol
by 0 1 0 0 0 1

‘Binary

encoded t+#

Dy

(flux)

it

Ternary
Output

signal

ternary
symbols

Figure 2.3 NRZI Coding
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Error propagation is prevented since the output symbol is
not effected by the previous input. The previous input de-

termines only the sign for the output.

~ Again fhere are different representations for
NRZI as shown in Figure 2.4(a) to 2.4(d). Cascading the
inherent channel encoding process with the NRZI encoder re-
sults in the trellis of Figure 2.4(4). The trellis has two
states corresponding to the memory length of one. Compared
to the NRZ code £rellis of Figure 2.2(d), one observes that
the structure is the same. This 1is expected since in both
instances there are two states due to the memory length: of
one. The only difference is in the output symbols. The out-

put symbol for NRZI code can be expressed as

€y = 9 "~ 9y (2.5)
while the next state is given by,

q,_ = a + q (2.6)

where dp_q is the present state, a, is the present input, Cx

is the present output and Qy is the next state.

Both NRZ and NRZI are linear codes which provide
a null sequence for a zero input codeword. Since a long
string of zeros leads to no transitions, timing information
is not available for these two codes. To imbed timing in-
formation in the code, FM coding was developed. It provides

timing synchronization for the receiver but is inferior in



b4

(a) state machine representation

1/-1

() we

1/1

(b) state diagram representation
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-
-*0———

1
—0 1
o—] O
——-1___

1
l .—-0—-—
-__1_.__4

input = "1" — -1 —

(c) tree representation

Cutputs
state 0
~ Pan Van' /
\ AN -1 N\ -1 N -1
N N N\ N\
AN /7 \ AN
\1 >\ /\1 /’<1
1
AN / N /7 AN 4 N
/ AN
state 1 }:{ 0 z:{ 0 @S 0—--
---------- denotes input = "1"
denotes input = "O"

(d) trellis representation

Figure 2.4 State machine (a), state diagram (b), tree (c)
and trellis (d) representations of the NRZI
code
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terms of density. MFM provides both density and timing ad-
vantages over other codes and is the most popular code in

use.

2.2.3 MFM Code

A brief description of the code is as follows:

1. If the present input is a "1", the present output
is the complement of the previous output.

2. If the present input is a "O", the present output
will be eqgual to previous output if the next input
is a "1". If the next input is again a "0" then
the present output will be equal to previous output
for one half of a bit interval and will be egual to
the complement of the previous output for the rest

of that bit interval.

Figure 2.5 illustrates the encoding process. The
encoder has the form as shown in Figure 2.6(a). It accepts
one input symbol and outputs two symbols. There are two

memory elements and it has therefore a memory of length 2.

Since the memory length is two, the number of
states equals to 4. The four states correspond to states
{o, 1, 2, 3} or {00, 01, 10, 11} according to the following
convention. The least significant digit is the rightmost

digit and also corresponds to the most recent memory for the

- 21 -



input. The state diagram representation is shown in Figure

2.6(b).

The tree for the encoder is shown in Figure 2.6(c)
and the trellis répresentation is shown in Figure 2.6(d).
The structure of the trellis for MFM is not regular since
the code is obviously a nonlinear code due to the NOR func-

tion.

The output codeword and the new states are given

by the following equations

Q1 = ayp ' (2.7)

a2y = Fla%y, ay) Ma21® ay (2.8)

b1y = Flay_y, a) ®a2, (2.9)

b2y = b1, Ma, (2.10)

Cop-f b1y - b2, , (2.11)

Sop = b2k - b1k : (2.12)
vhere b1k , and b2k are the outputs of MFM code, F(.) is

NOR function of enclosed variables, ak is the present input,
glx and g2y are next states, copk.1 and cpg are ternary

outputs.

The difference between MFM and NRZI is that for a
null input sequence, the MFM output contains digits "0" and
", However the shortest time interval between digit "1"s
is the same for both codes even though the MFM encoder out-
puts 2 symbols for every input symbol. Thus the ISI terms

are the same for either code.

- 22 -




Input bit sequence

a, 0 1 1 0 0 1 0
Code symbol
bk 6 011 0 0 0 1 1 1 0 0 0 1 1
+ 0
Encoded
bk
-g

A
signal

Figure 2.5 MFM Coding
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(b) State Diagram Representation

- 24 -



input = "o"

——00—

...1 0__
| =
0-1— '

input = "1"

state 0

state 3

(d) Trellis Representation

Figure 2.6: State machine (a), state diagram (b), tree (c)
and trellis (d) representations of the MFM code
Note: State 0 corresponds to the two memory
elements in the encoder being zero, state 1
corresponds to memory D1 being 1 and D2 being
0, state 2 corresponds to D1 being 0 and D2
being 1, state 3 corresponds to D1 and D2 being

1.
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2.3 INTERSYMBOL INTERFERENCE AND VITERBI RECEIVER

T — ————————

2,3.1 Viterbi's algorithm

A DMRS is basically a band-limited channel which re-
sults in ISI that leads to degradation of receiver perform-
ance. This can be minimized by Viterbi's algorithm which
provides an optimum sequence estimate. For completeness Vi-
terbi's algorithm is presented here. It follows very

closely the derivation presented in [14].

The ternary PAM system is shown in Figure 2.7. This
corresponds to the DMRS channel. As mentioned the binary to
ternary encoding is due to the inherent differential encoder
in the magnetic channel. The ternary digits c; are modulat-
ed by the channel filter h(t) such that the transmitted sig-

nal is

N-1
s(t) =Z ¢; h(t-iT) (2.13)

i=-N

where c; is a ternary symbol output from the differential

encoder,

The ternary symbols are independent regardless of the

encoding part. For message length of 2N, the total number
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N-1 N-1
c; 8(t-iT) > cj h(t-iT) + n(t)
i=-N | i=-N
—™1 h(t)
Ternary data i Received.
signal

Channel/Modulator

Figure 2.7 Ternary PAM system
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of distinct sequences or signals are 328, To find the maxi-
mum likelihood sequence the received signal is compared to
all possible sequences. The comparison is based on a set of
samples y; called sufficient statistics obtained from the
output of the matched filter. The maximum likelihood deci-
sion is made by computing the likelihood function when se-
quence, Em + 1is compared to sequence Em" i.e., choose Em

if

(3%_) 20 (2.14)
P('ﬂamc)

1ln

for all message m'# m.

For white gaussian noise, the likelihood function can

be expressed as

p(¥le, )

p(¥Flc_.)

(2.15)

%oﬁcmm = e ()] y(t) at

+ oo

- %J[cmzm - e 2 ()] at

-0

which reduces to
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“+o0 +oo

. 2 1 2 (2.16)
Ap = -ﬁofcm(t)ym— No/cm (t) dt
N-1 N-1
2
= 2 - h .
N, z “aYk T N A E : “m k°mj"k-j

+o0

where hk-j= fh(t-—k’[‘) h(t-jT) dt

=hi H i=k~-]

Since hy is symmetric, A ,, becomes

N-1 -1

1

NOZ ey - oyhy - 2 ¢ § : -1 )
k=~-N i=1

N-1
1 2.17
""N‘OZ A ( )

k=-N

where Ank is called the kth branch metric of message m

and

L1
= - 2 -
mk T 2oyt e o - 2o S e by
i=1
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Now consider

I-1

A= 209 - o by - 20, > Y (2.18)

i=1

where subscript m has been dropped.

This expression for the branch metric depends on the
present received sample Yy r coefficients hi (i=0,...,L-1)
which are known a priori, the present input ¢k and L-1 pre-
vious inputs cy_; (i=1,...,L-1). Considering these L-1
previous inputs to define a state then as a new input sample
Cral is received the state changes from {cx  scpn
reeerCrargl boto {op seg seea,o0 3. All the possible
paths necessary for the computation of the Cy can be visual-

ized by a trellis.

For a ternafy PAM system with ISI and no encoder,
the trellis is shown in Figure 2.8(a) and for a DMRS, the

trellis is shown in Figure 2.8(b).
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state 0 ( 0 0 )

8 (-1-1)

Figure 2.8 (a) Trellis of ternary PAM system with ISI
for L=3
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state 0 (000) O Qc O —Q

1 (001)

2 (010)

3 (011)

4 (100)

S (101)

6 (110)

7 (111)

Figure 2.8 (b) Trellis of DMRS with ISI for NRZ and L=3
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2.3.2 Branch metrics for the DMRS with ISI

1 MO, el e

According to eguation 2.18 for the branch metric,
the ternary symbols can be replaced by the encoding func-
tion. The branch metric depends on the source symbols and
in this case are binary. Substituting equation 2.1 into

equation 2.18, the eguation becomes

2
Ay = 2Aaemay Iy-(a- a3 hy

L-1 (2.19)
“2(2 -2y D (g gy '
i=1

For the NRZI code, the branch metric can be ob-

tained by substituting equation 2.5 into equation 2.18.

) 2
A = 2y V(g 1),

I

“2(q~qy_4) Z G PPN
i=1

(2.20)

The trellis for NRZI coding and 1ISI is shown in Figure

2.9(a). The least significant digit corresponds to the most
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recent input symbol remembered. The most significant digit
is the memory element in the channel which changes according

to equation 2.6,

Similary the branch metric for MFM code is ob-
tained by substituting equations 2.11 and 2.12 into equation

2.18. It becomes

M= A, o+ Ay (2.21)

where _ 2
A= 2(bLy-b2) 1)y ~(bL b2y, Y hg
rs {41
—2(b1k-b2k_1)[ > (b1, [0 "irn,
i=ewen
+ Z (b2, '~ by fi+din,
i=odd 2 2
_ _ Cho 2
A p = 2(b2,-b1 )y, (b2, bl )* h,
= b2, ' - bl fi+1)h,
i=odd
. S|
+ § : (by _T'-b2, Mi+1 )b,
. e g ke M
1=even
and "x1 denotes the least integer not less than x.

The trellis is shown in Figure 2.9(b). The least

significant digit also represents the most recent input re-
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state 0 (000) Oc—
1 (001)
2 (010)
3 (011)

4 (100)

5 (101)

6 (110)

7 (111)

Figure 2.9 (a) Trellis of DMRS with NRZI code and L=3
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state 0 (000) O

\
\
\
1 (001) \

\
2 (010)
3 (011)
,4 (100)

5 (101)

6 (110)

7 (111)

Figure 2.9 (b) Trellis of DMRS with MFM code and L=2 or 3
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membered and the most significant digit corresponds to the
memory element of the channel. The next most significant

digit corresponds to the encoder memory element.

2.4 CONVOLUTIONAL CODE

Since Viterbi's algorithm was originally devised for
convolutional code, it would be natural to apply convolu-
tional coding as a means of error correction for any commu-
nication system using Viterbi's algorithm. The complexity
of the algorithm depends on the number of states as seen
from the system trellis. For a DMRS, the number of states
increases with ISI, inherent magnetic state, encoder memo-
ries and when a convolutional encoder is in cascade with the
system, the number of states increases with the constraint

length of the code.

To investigate the benefits to be gained from error
coding, a simple 1/2 CC was considered. The study was meant
to establish how the cascade of the convolutional encoder
with the previous encoder affected the trellis; what the fi-
nal algorithm complexity is and if it is possible to analyze

the overall error performance.

The encoder for a 1/2 CC is shown in Figure 2.10(a) and
its trellis representation is shown in Figure 2.10(b). When
this encoder is applied to DMRS, the overall trellis is as

shown in Figure 2.11 and Figure 2.12.
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Figure 2.10 1/2 ¢cC and its trellis
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Figure 2.11 Trellis of 1/2 CC with NRZI and L=1
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Figure 2.12 1/2 CC with MFM and L=1
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The complexity of trellis is seen to increase
exponentially with ISI and number of memory elements of the
encoder. This affects the difficulty of simulation due to

the large increase in computation time.

2.5 VARIOUS DISTANCES OF CODES

The distance measure that is wused for block codes is
usually the hamming distance which is simply the number of
bits that two codewords differ in. The minimum distance
which is the smallest hamming distance among the hamming
distances of every pair of the codewords determines how well

the code performs.

The distance measure used for convolutional code is
normally the free distance. For linear convolutional code,
the free distance is the hamming distance of the shortest
path deviated from the zero codeword. This distance pro-
vides an idea of the bit error performance of the code. The
shortest path can be obtained pictorially from the trellis.
Thus by looking at the trellis, the code performance can be

established.

In a DMRS, the combination of all encoders is in gener-
al not linear. However using the trellis developed for such
a system, it should be possible to define a distance measure

which would indicate system performance.



Similar to the concept of the hamming distance for
binary symbols, the hamming distance for a ternary PAM sys-

tem can be reasonably defined as
d = Zzlai— hﬁl , for i=-N,...,N-1 (2.22)
where a and b are elements of two codewords a and b.

The mapping from binary to ternary in the DMRS makes
the system nonlinear. In general to evaluate the distance of
a .nonlinear code is very difficult. For such a code, it is
necessary to do a pairwise distance computation between
each pair of codewords to determine the minimum distance of

the code

The trellises of NRZ, NRZI and MFM codes are shown
again in Figure 2.13. One distance measure for the above

codes would be as following:

(1) Collect the complete set of paths that left the zero
path and merged back to zero path; there may be infinite
number of such paths, in this case try to examine a path

that never merged back to the zero path.

(2) Find all pairwise distances according to egquation
2.22 and select the minimum distance; if the minimum dis-
tance is from the pair which has one path which never merged
back to zero path, the other path is likely to be the same,
that is, it is never merged back to the zero path but the

equation 2.22 for the pair must converge.
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Figure 2.13 Trellis of NRZ

+ NRZI and MFM for dfree
estimation
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Another possible measure that eliminates the
possibility of having paths that never merge back to the

zero path is as follows:

(1) For each state, find the two shortest paths that

left the same state and merged back to the same state.

(2) Find also the distance according to equation 2.19

for all such pairs associated with each state.

(3) Also find all such distances among all the states,
that is, find the two shortest path that left one state and
merged to another state; then compute the distance between

these paths. This may be called inter-state distance.

(4) Now compare all the above distance and choose the
minimum distance which will provide measure for the perform-

ance of the code.

Comparing the three codes in this chapter, MFM is found
to provide the best distance among the others. The compari-

son is shown by Table 2.1.
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TABLE 2.1

Distances of various codes

000 | 001 | 010 { 011 | 100 | 101 | 110 | 111

000 0
¥

001 1,1,2 O
010 2,1,4{3,2,4; O
011 1,2,2{2,4,2(1,1,2] O
100 2,1,5/3,2,5/4,3,3/3,3,5| 0
101 3,2,5/2,3,5{4,3,5(4,2,5{1,1,2| O
110 2,2,4|3,3,6(2,3,2{3,4,4{2,1,3(3,3,3| O
111 1,3,6/2,2,4{3,4,4|2,5,2{1,2,3|2,3,3|1,1,2| O

3 da’ d‘b' dc denote distance of

NRZ, NRZI and MFM cod e (3 bits)
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Chapter 1I1
DMRS SIMULATION

3.1 INTRODUCTION

The previous chapter developed trellis representations
for the magnetic recording channel with various encoding
schemes and intersymbol interference. Based on this it
would be desirable to predict system performance, particu-
larly for the bit error probability. Ideally this pre-
diction should be valid for the various encoders or combina-
tions thereof, various noise sources and varying amount of
intersymbol interference. Though analytical results are
available for a few special cases, example - Gaussian noise
with no intersymbol interference, there 1is no general ana-
lytical approach to predict the system performance. Even
for the special cases the analytical results are in the form
of bounds. The other alternative is to implement an actual
system - this is not very flexible, and is costly and time

consuming.

For these reasons a system simulation was developed.
It was first attempted to do the simulation entirely in

software since this would provide maximum flexibility. The
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intention was to provide a simulation system not only for
the research in this thesis but also for future research in
magnetic recording. Quite a few subroutines were developed
in the Pascal language on an Amdahl v7 mainframe. These in-
cluded routines for source generation, Gaussian, Laplacian
and Quartic noise generation, various encoder routines, a
matched filter routine and routine for algorithm and system
evaluation. Various parameters such as constraint length,
code rate, memory length, tap assignment for the convolu-
tional code, number of runs and number of errors accumulated

before system halts were allowed.

The simulation however was very time consuming and
disappointingly slow. The error probabilities of interest
are in the range of 10-5 or less. To obtain a reasonable
statistical estimate of the error probability for a given
system configuration it was decided that at least ten error
events should occur. Thus an error probability of 10-6
would require approximately 106 input bits. This 1led to
estimated time of at least 2 or 3 months (depending on the
coding) to complete the simulation. Thus it was decided to
go to a simulation involving both hardware and software.
The most time conéuming aspects of the simulation would be
done by hardware. Though this perhaps reduces the flexibil-
ity somewhat it was a necessary step. The hardware/software

tradeoffs are discussed the next section.
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3.2 TI — HARDWARE/SOFTWARE TRADEOFFS

Figure 3.1 is a block diagram of the simulation. It is
similar to the channel block diagram used in Chapter 2 with
each block correséonding to a routine if the simulation is
totally in software.. The most time consuming block is the
passing of the input noise through the matched filter, a
process that involves convolution. This is identified in
Figure 3.2 by modifying the system to provide two paths -
one from noise source and other from signal source, to pro-
vide the signal input for Viterbi's algorithm. The convolu-
tion requires 100 or more samples to accurately represent
the output correlated noise during one input bit interval.
The resultant noise sample is a weighted sum of these 100
samples and requires 100 multiplications and 99 additions.
As a typical example, a floating point multiplication sub-
routine requires 85 instructions [15] and assuming the aver-
age number of cycles per instruction is 5; it will then re-
guire 425 machine cycles. For a machine running at 1 MHz
would require over 42.5 milliseconds. This accounts for
only one bit sample. A million trials will need 42500 sec-
onds which is over 11 hours of CPU time. This does not in-

clude the time for the other routines.

The other time consuming routine 1is the Viterbi's al-
gorithm itself. Computation of the branch metric requires 1
multiplication and 1 addition operation only but the number

of branch metric amounts toc 2 times the number of states.

- 48 -



Data Channel

Source Encode “|Modulaton
4
System
Eval. Noise
Viterbis Matched k

K ;
algor. Filter
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As mentioned previously the number of states grows exponen-
tially with the number of ISI terms and the number of memory
element in the encoder. This means that the time required
for computation grows exponentially with the complexity of
the system. For this reason simulation runs for the 1/2

CC with MFM and NRZI were not done.

Based on the available facility at the University of
Manitoba, a hybrid system was developed. It consisted of
hardware and software. The system used is a PDP 11/40 which
can run with both compiled high language program and machine
program. Although originally the algorithm was written in
Pascal, since a Pascal compiler was not available on the PDP
11/40, the simulation was re-written in FORTRAN and the as-

sembly language of the PDP 11/40 system.

To optimize the memory usage and speed, only the main
program which makes use of real number manipulation and con-
trol was written in FORTRAN, all other subroutines such as
source symbol input routine, noise input routine, source
symbol buffering, encoding, decoding, source symbol/estimate

comparing routines etc., were written in assembly language.

The flowchart for the simulation is shown in Figure
3.3. The original Pascal program is listed in Appendix 1,
the new FORTRAN program is listed in Appendix 2, assembly
language subroutines are shown in Appendix 3 and the memory

allocation listing is shown in Appendix 4.
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The hardware part of the simulation consists of a white
noise generator, a random binary sequence generator (for
source), a nonlinear circuit to transform the noise statis-
tics, a matched filter and clocks for timing. A detailed
description of the matched filter can be found in the next
section. The final system block diagram is shown in Figure

3.4.

3.3 THE MATCHED FILTER IMPLEMENTATION

The matched filter 1is implemented by using a delayed-
line chip TAD-32., 1t is an analog shifting device which re-
guires a clock to do the shifting. The clock should run at
a frequency much higher than the highest freguency of the
desired matched filter impulse response. The functional
block is shown in Figure 3.5 while the detailed schematic is

in Appendix 5.

The chief difficulty with the implementation was the
tap gain adjustment to obtain the desired impulse response.
Two methods were devised. One way of obtaining a quartic
pulse is to observe the matched filter output in an oscillo-
scope. An assembly program was written to generate a clock
to drive the circuit as the system timing. An unipolar
(also a bipolar) pulse train is also generated as the signal
input for the matched filter for at least 127 clock cycles.

The impulse response due to this "impulse" train can be ob-
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served through the oscilloscope. Taps are adjusted so that
the desired quartic pulse is obtained. Since adjusting the
taps upsets the dc bias of the amplifier, constant re-bias-
ing of the aﬁplifer is required. This procedure was time

consuming and quite tedious.

The other method is simpler but it required slight mod-
ification of the hardware. The weights are first determined

by the tap resistors according to the following formula:

500 - R

W o= -——air—— (3.1)

where W is the tap weight and ~-1<W<+1 and R is the corre-

sponding resistance.

However, to obtain the weights the tap resistors have to be
isolated from each other to prevent loading and are then ad-

justed simply with an ohmmeter.

There are a few other adjustments for the matched fil-
ter circuit. The filter is made up of gates which have to
be biased in order to operate in the linear region. To do
this a sine wave is applied to the input and the signal out-
put is monitored with an oscilloscope until a symmetrical
signal obtained at the output of the feed forward pin. This
is then followed by adjusting the input and output dc bias.
Also the two phase <clocks have to be adjusted to obtain

identical amplitude at the output.
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3.4 NOISE GENERATION

A HP 3722A white noise generator was used to generate
white Gaussian noise. Since two other noises are regquired,
a nonlinear circuit was used to transform a gaussian random
variable to the desired random variable. To explain the
method for obtaining the nonlinear transformation, consider
Figure 3.6.

In general, assuming a monotonic nonlinearity, one can
write the following relationship between input x and output

y as follows,

p(x)dx = p(y)dy (3.2)

If x is uniform over interval (0,1), then

w P
or X = By(y)
or y =P (x) (3.3)

where p(y) 1is the density function of y, p(x) is density
function of x, gy(.) or P(y) is the distribution function of
y with variable enclosed in the bracket, or simply distribu-

tion function of y.
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Figure 3.6 Nonlinear transformation block diagram



From equation 3.3, the transformation that maps one
random variable with a specified density function to a ran-
dom variable with uniform density is the inverse of the dis-
tribution function of the variable itself. Obviously to
transform a Gaussian random variable to Laplacian random
variable, one can find the distribution of the gaussian ran-
dom variable evaluated at x and find the distribution of the
laplacian random variable evaluated at y where both x and y
have an identical distribution. The corresponding (x,y)
pairs are tabulated in Table 3.1 and 3.2 for the nonlinear

transformations from gaussian to laplacian and quartic.

A nonlinear circuit based on the above transformation
was implemented as shown in Figure 3.7. The nonlinear func-

tions are also shown in Figure 3.8 and 3.9.

3.5 THE SOFTWARE

3.5.1 High Level or Machine?

In order to speed up the simulation, machine language
should be used. 1In the algorithm implementation, the branch
metric computation needs to be done by using real number
representation, actually 1in floating point, | to eliminate
overflow problems. To do this in assembly language requires
tedious re-writing of the real number arithmetic routines. A

compromise solution 1is to write the simulation program in
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both machine and high 1level languages. The PDP 11/40's
FORTRAN compiler was used along with the 1linker program so
that the machine and FORTRAN program could share the same

resources.

3.5.2 Main Program

The main program first set up a scale for the signal to
noise ratio. Every 10 times, the scale was reduced by a
constant. The main routine was repeated independently 10
times in which all parameters and variables were initial-
ized. The inter-state connections were determined by calling
a macro subroutine INDn (n = 1, 2, 3, or 4 depending on the
coding ). Fixed_branch metric terms were also calculated for
future look-up (they depend also on the coding). The next
step was to initialize the state metrics by calling subrou-
tine TRAN2 a 1000 times. The path history depended on the
state metrics. Next the simulation subroutine TRAN2 was
called again, followed by the system evaluation routine.
When either the accumulated errors exceeded 10 or a million
runs were achieved, the system displayed the probability of

error, input buffer and decoded path buffer and stopped.

One routine worth mentioning is that it pre-calculates
the fixed term of the branch metric. The fixed branch me-
tric calculation depends on equation 3.4 which is the fixed

term of equation 2.18:
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TABLE 3.1

Gaussian, uniform, and quartic transformation

Gaussian Uniform quartic
-3.00 0.0013 -5.1094
-2.50 0.0062 -3.0234
-2.00 0.0228 -1.8918
-1.50 0.0668 -1.2129
-1.00 0.1587 -0.7462
-0.50 0.3085 -0.3631

0.0 0.5000 0.0000
0.50 0.6915 0.3631
1.00 0.8413 0.7462
1.50 0.9332 1.2129
2.00 0.9772 1.8918
2.50 0.93838 3.0234
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TABLE 3.2

Gaussian, uniform, and Laplacian transformation

Gaussian Uniform Laplacian
-3.00 0.0013 -5.9145
-2.50 0.0062 -4.3885
-2.00 0.0228 -3.0900
-1.50 0.0668 -2.0128
-1.00 0.1587 -1.1479
-0.50 0.3085 -0.4828

0.0 0.5000 0.0000
0.50 0.6915 0.4828
1.00 0.8413 1.1479
1.50 0.9332 2.0128
2.00 0.9772 3.0900
2.50 0.95938 4.3885
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IL~-1
2
xf = ckho... ZCKZ ck—lhl (3.4)

i=1

The fixed term of branch metric is different for different

codes since they have different ternary digits ¢ Four

i'
routines were developed to calculate the fixed branch metric
term for the 4 different encoding schemes. These were NRZI,
MFM, 1/2 CC with NRZI and 1/2CC with MFM which were named

code 1, code 2, code 3, and code 4 respectively.

The connection of the states (present and next state)
were determined by calling INDn (n =1, 2, 3 or 4 corre-
sponding to code 1, code 2, code 3, and code 4) and saved in
memory for look-up. This helped to save computation time.
This was written in machine language. The connectivity of
each individual state was determined by searching technique.

(see Appendix 3)

After calling TRANZ2, a routine which is discussed in
the next section, the system evaluation routine starts to
compare the input symbol and the decoded symbol. This is
done by first finding the path with maximum state metric. A
macro COMP was called to compare the most likely path (path
with maximum state metric) at a particular bit position with
the last bit of the input buffer. If an error was detected
it was passed back to system routine after updating the er-
ror count. 1If the error count exceeded 10 the system calcu-

lated the error probability and displayed the results. It
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then went back to the beginning and repeated the simulation
again with another scale factor. Eventually the error prob-
ability will be zero for a million trial due to noise reduc-

tion.

3.6 SUBROUTINES

The task handled by the main program 1is primarily the
setting of parameters, the initialization of all variables,
calling the simulating program for the reguired number of
times, and doing the system performance evaluation, that is,
counting errors. Thus it is principally a controller pro-

gram.

The actual simulation is done by subroutine TRAN2 which
is called by the main program. TRANZ2 calls other subrou-
tines which are all written in assembly language. They in-
clude INPUT, CODEn (n=1,2,3, or 4), GETX, DECODE, EXCHANGE,
and PRT. Only one assembly subroutine INDn (n=1,2,3, or 4)

is called by the main program TRAN,

TRAN2 is written in FORTRAN because it does real number
arithmetric for the branch metric. It starts by calling
INPUT which generates a random binary input into the input
buffer U. The INPUT subroutine takes the white gaussian in-
put, converts the sample to binary symbol by simple thresh-

olding and stores the symbol into memory for future compari-
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son. Based on the data in the input buffer, TRAN2 calls
CODE1(2,3 or 4) to do the encoding. The encoded symbol(s)
is(are) stored in buffer V. This represents the binary data
on the magnetic medium. Next the subroutine GETX is called.
This generates the ternary digits X The digits X; in the
X buffer are taken to generate the signal sample S based on
the matched filter coefficient H(I). Received sample Y
(Y=S+RNOI, RNOI is a noise sample in real number representa-
tion) is then inputted to the receiver for decoding. TRAN?2
continues to do the branch computation and then the add,
compare and select operation. The DECODE subroutine deter-
mines the input by choosing the path with maximum metric.
The estimate is stored in the path buffer PATH. The next
routine for TRAN2 updates the next state to the present
state and the whole process 1is repeated. Details of the

program can be found in Appendix 2 and 3.

3.7 TRUNCATION OF ISI TERMS

When the Pascal program was implemented, the decoding
algorithm did not appear to work properly. It was found
that the all 1's sequence with NRZI coding, that is, an al-
ternating 1 and -1 sequence in ternary form generated exces-
sive errors. To explain this, consider the second term of
equation 2.15, this term is the fixed branch metric men-

tioned (also in equation 2.18). 1If a message {1, -1, 1, -1,
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1, -1, 1, -1} was sent, the signal c(t) corresponding to

this message has the energy term as follows:

c2(t) at [h(t+4T) - h(t+3T) + h(t+2T)

n

o = h(t+T) + h(t) - h(t-T)

+ h(t-2T) - h(t—3T)]2 dt

[h2(t+4T) + h?(t+3T)-+l$(t+2T)

+ h2(t+T) + hz(t) + h?(t—T)

h2(t-2T) + h%(t-3T)] at

[

2 {h(t+4T)[-h(t+3T)+h(t+2T)

+

+

-0

- vee ) = h(t+3T)[h(t+2T)-h(t+T)

+ oo J + .. = h(t-2T7)h(t-3T)} 4t

> 0 (3.4)
and for L=2, the following ineguality holds:
8h - 14 h, 20
0 1
! ( )
h 3 — h 3.5
°or 0 4 "1
However, due to the truncation (in fact L > 2),
4
h; > ﬁ; ho (3.6)
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Thus to prevent errors, the above check on the

inequality should be done to ensure that

(3.7)

where w, are constants and to be determined for a particular

message (of any length).

On the other hand, even without the mentioned trunca-
tion error truncating the coefficients ‘h, will possibly 'in-
troduce certain random noise to the system which may account

for a further increase of error probability.
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Chapter 1V
' RESULTS AND DISCUSSION

4.1 DESCRIPTION OF RUNS

Originally 12 runs were selected for the simulation
which included the combinations of 3 different noises and 4
different codes. However the program run time for the con-
volutional code with intersymbol interference took too léng,
therefore only 2 codes were simulated. These were NRZI and
MFM. The NRZI code was simulated with different ISI to in-
vestigate the deterioration in error probability with in-

creased ISI.

As mentioned in Chapter 3, the complexity increases
exponentially with ISI and the number of memory elements in
the code. This further restricted the simulation to esti-
mating error probabilities of 10 =6 or greater. Experimen-
tally it was found that the software processed one input
bit in about 10 milliseconds for NRZI coding and L=4 ISI
terms. For MFM, since there was one more memory element and
the whole process had to be done twice for every input bit,
this time was found to be 14 milliseconds. Time for process-
ing one bit when 1/2 CC with MFM and ISI were simulated was

approximately 100 milliseconds.
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For any level of signal to noise ratio the error
probability was estimated by inputting bits until ten errors
occurred. The error probability was then estimated simply
as the ratio of the number of errors (10) to the number of
bits processed. Thus for a estimated error rate of 106 the
number of processed bits is 106 . The simulation run times
are then 28 hours, 39 hours and 280 hours respectively for
NRZI with L=4, MFM, and 1/2 CC with MFM and ISI coding. Also
when the simulation is repeated again for 10 times, the re-

quired hours will be multiplied as much.

The results of the runs are tabulated in Table 4.1.
The probability of bit error is plotted in Figure 4.1 for
NRZI with L=4. For MFM and NRZI coding (L=4 for MFM and L=2
for NRZI) it is plotted 1in Figure 4.2, Interpretation of

the results is in next section.
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TABLE 4.1

Simulation results

NRZI Code, Gaussian noise, L= 4

Signal to noise Probability of error
16.4 db 0.207 -2
19.9 3.3 x 10 -3
23.4 4.03 x 10_4
26.9 2.59 x 10
NRZI Code with L= 2
Signal to noise Gaussian Laplacian quartic
9.2 3.45 x 10': 3.88 x 102 ]3.7 x 1072
12.4 3.34 x 107°(4.2 x 10°® |3.5 x 1073
14.0 5.85 x 10 6.5 x 107* [1.2 x 10°%
MFM Code with L= 4
Signal to noise Gaussian Laplacian |quartic
13.6 db 5 x 107° 1 6.4 x 107°] 5.8 x 1072,
15.2 7.76 x10 4,95 x 16% 1.04 x 10
16.8 < 10°¢ < 107¢ < 10°®
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Figure 4.1 Probability of bit error for
NRZI with L=4
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4.2 INTERPRETATION OF THE RESULTS

In general the results are reasonable. Some observa-
tions are worth noting. Consider Figure 4.2, at an error
rate of 10™2 The deterioration is about 3 db for L=2. Con-
sidering Figures 4.1 and 4.2 together, the deterioration is
over 14 db for L=4 (in both cases, NRZI coding was refer-
enced). Different noises do not result in any appreciable
difference of system performance. The relative performance
of MFM and NRZI depends on the SNR. At lower SNR, NRZI has
a better error probability. With increasing SNR, MFM becomes
better. (The comparision is based on the same input bit

rate and ISI)

To determine the confidence limit of the simulation re-
sults, consider the analytical approach described in [16].

For an arbitrarily small €,

P ( |p-f,|<e)>1-_...1_—2 (4.1)
4 n¢g

. A .
where p is the actual probability of error, p (or k/n) is
the experimental probability of error, n is the number of
trials, in this case 107, k is the number of errors occured,

and € 1is the confidence arbitrary range.
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Since the confidence 1limit cannot be less than o0, €
should be chosen properly. For example, if € 1is 10 percent
e g s . . -2
of the error probability in interest, then at 10  error

rate, the confidence limit is greater than

1
l - p— .
4 Goh @2y 2 %

Thus to have the same confidence 1limit, the number of tri-

1015 for the range of error

als, n should be greater than
probability 1076 This however 1is not feasible at this
stage of work. The results however provide insight into the

desired estimation of error probability.

4.3 NONLINEAR INTERSYMBOL INTERFERENCE

All the work 1in the thesis is based on the assumption
that ISI 1is linear and linear'superposition holds. With
higher densities, 1linear ISI is no 1longer valid and a dif-
ferent model is required to represent the system. Viterbi's
algofithm however <can still be applied provided that the
nonlinear model can be established. A basic nonlinear model
is introduced in this section along with the metric calcula-

tion for it.
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Consider a typical bit crowding effect as shown in Fig-
ure 4.3. Two assumptions are made: first, the nonlinear ef-
fect only affects the amplitude and not the shape of neighb-
ouring pulses; second, only the immediate neighbours are af-

fected.

With the above assumptions, the memory is increased by
one. The branch metric calculation can be illustrated by
the following example. Consider a channel memory L=2 for
the DMRS model as shown in Figure 4.4. The corresponding

branch metric is calculated as follows:

State ¢4 in linear ISI will be equivalent to state €yC1Cy

where Co is the incoming bit and is egqual to <, of next state;
1
A = - c2 -E
Kk 2c0yk 0 h0(02’cl) 2 clhlwl
i=1

where wi is a constant which depends on the neighbours of c; -

ci's are assuned ternary synbols.
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The above has illustrated for a simple nonlinear ISI
channel how Viterbi's algorithm can be applied. The test of

the validity of this model is left for future research.

4.4 SUMMARY

A general communication model has been set up for the
DMRS for future research. Software simulation for the model
has been implemented on PDP 11/40 and basically written in
FORTRAN. Most of the routines have been produced for future
use., Depending on the structure of DMRS to be researched
after, routines in machine language can be added on for the
study. The system is not "user - friendly" but for a user
with sufficient background, there should be no difficulty in
adjusting parameters such as different code rate and differ-
ent constraint length, even different codes may be imple-

mented.

Various routines have been isolated so that depending
on the system under research, they are available from the
calling program. However some routines such as branch me-
tric calculation for different code would require modifica-

tion as they are imbedded inside the main program.

It would be worthwhile to make use of the present mod-
el to develop a "friendly" operating system that would auto-

matically structure the program for the simulation by choos-
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ing different code rate and different code, and other
parameters required. For example, if a simulation of the
DMRS with an NRZI code, constraint length L=3, gaussian
noise, S/N = 10 db, is desired, the program would automati-
cally set this up, run and output the system error probabil-

ity.

There 1is another way of doing the simulation with
speed, that is to have real time simulation. All the compo-
nents in the simulation can be implemented with hardware.

This, however, will limit the flexibility of the system.
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Chapter V
CONCLUSION AND RECOMMENDATIONS

This thesis has considered the performance of a digital
magnetic recording system from a communication theory point
of view. In particular the effect of intersymbol interfer-

ence and different coding schemes were studied, both analyt-

ically and through simulation. In the author's opinion
there are three major contributions by the thesis. The
first is the model development. Previous models had not

dealt with the intersymbol interference. Most have tried to
equalize the effect of the differentiation process. In high
density DMRS this equalization is redundant. Second is the
introduction of inter-state distance concept. Previous dis-
tance measures for convolutional code such as dgree €an only
be used to evaluate the performance of a linear code. For a
nonlinear code, such as MFM code, which is widely used in
DMRS, this measure is not applicable. The inter-state dis-
tance measure greatly enhances the analysis of nonlinear
code performance. Lastly the program developed can be used
for future research on DMRS. For example nonlinear ISI or

nonlinear codes can be studied using the developed program.
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There are also some recommendations. Since convolution-
al codes are decoded by Viterbi's algorithm, it would be of
interest to evaluate the performance when applied to the
DMRS. Although the time required for the simulation holds
back running the program, there may be another way such as a
hardware simulation to evaluate. the system performance.
Further for an extremely high density DMRS, it is inevitable
that the nonlinear model must be used. Future research on

the validity of the model introduced is necessary.
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APPENDIX 1

SIMULATION PROGRAM IN PASCAL LANGUAGE
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APPENDIX 2

FORTRAN PROGRAM FOR DMRS SIMULATION
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C KKK KAOHOKK KKK KKKk

C XXX TRANFOR XXX
€ 3OKORKKKKOKKKOK KK ROk X

—
2

G 0e

Aaoo

INTEGERX2 SELECTyINOI(8)sNFsyFATHI(768)yFATH2(768)

REALX4 AAsBEyRNOI»EM(T12)ySCALE

INTEGERX2 U(3)sV(3)yX(17)91IF

INTEGERX2 MAXIsERRORyCOUNTL1yCOUNTZ2yCM

INTEGERX2 Is0sCrJrJi(256) s J2(256)yK1(256)yR2(256)
INTEGERX2 AlyA2yR1sB2yZ(8,512)yR(8)yRV(B)yID
REALX4 Y(8)sSyMAXyFE

REALX4 SM1(256)ySM2(256) +EBMF (512D

INTEGERX2 EsNsKsQolL s NNsMyRULEYNSs W

REALX4 H(17)

COMMON NSyTrLsSrHsXsVUsUs Yy SMLySM2sBMF sy J1 v J2y K19y K2v2Z
COMMON AAsEBEsRNOIyEMy SPlECTyINUTrNr7FQTH19FATHJVMAX1
COMMON SCALEs JJrEByN»KsQ

. SCALE=0.0001

SCALE=SCALEX2
o 1000 W=1i,s10

SETUF FARAMETERS FOR TRANSMIT ROUTINE

FRINT)y 'TRIAL NUMRER‘sWs BEGIN s WITH SCALE="»SCALE
FRINTX

L=3

NN«lNT(l OX(L~1)/Nt.9999%)
M=NN+R

RULE=5%M

NS=QXX (M-1)

NS2=NG/2

/
FRINTXy B sRy ‘N’ yNy 'K/ sRKy ‘M oMr Q7 yQy ‘NS’ yNS

FRINTX»
COUNT1=1000
COUNTZ2=1000
CM=1000
NF=2% NG



C INITIALIZATION

HC0)=0,001
H(1)=0,002
H(2)=0,002
H(3)=0,006
H(4)=0,015
H(S5)=0,047
H(6)=0,179
H(7)=0,607
H(8)=1.,0

H(9)=H(7)

H(10)=H (&)
H(11)=H(5)
H(12)=H(4)
H(13)=H(3)
H(14)=H(2)
H1S)=H(1)
H(16)=H(0)

THIS ROUTINE INITIALIZE FATHS CONTENT

OO0

D0 4 I=1,768
FATH1(I)=0
FATH2(I)=0
CONTINUE

THIS ROUTINE INITIALIZES METRICS AND SETUF SELECTION INDEX

GOaOs

O 5yI=1yNS
SM1(I)=0
T OM2(T)=0
CaLL IND1L
J1I(I)=Aal
SJR2CI)=A2
Ki(I)=R1
R2(IX)=R2 .
FRINTXsTsAlsA2
G CONTINUE
FRINTX
FRINTX

G EMF AND Z FROCESS FOR NRZI ENCODING

ng 7 I=1sNF
ID=I-1
DO 61 J=1sL41
RO =MODNCIT2)
Th=1N/2
61 CONTINUE
C FIRENTXy (RCA) v J=lol 1)
na 62 Jd=1yl. :
ROLAL-)=MODCCR U A1) +R(L-J4+22 ) 9 2)
62 CONTINUE '
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O

QGoOan OOoan . N [ I S

Fél
FC
C

C
Ccs2
cc
C
ccC

>
C

ce
C63

(Y

6l

FRINTX» (RCJ) s d=1sL41)
EMF(I)=H(8IX(R(1LI-R(2)) -
ZC1yI)=RO1I~R2D

g 63 J=1sL-1

BMF(1)= BMF(I)+”*H(J+8)*(R(J+1) R(J+2))
CONTINUE

FRINTXy BMF (L)

EMF(I)=Z (1l I)XBMF(I)

CONTINUE

EMF AND Z PROCESS FOR MFM ENCODING

D0 7 I=1sNP
Ih=1~1 ,

00 61 J=1+M

ROJY=MOD(INy2)

ID=In/2

CONTINUE

RU 2% (NN+ 1Y +H1 ) =ROM)

FRINTXy (RCJY y =19 M)

00 62 J=M-2s1s-1

RUC2%J)Y=RV (2% J+1) A

IF (RCJ)EQ.OWANDRCIH1) JEQR.O0) RV(2%JII=MODC (1+RV (2% J+1))»2)
RV (2% - 1)"MOD((RU("*J)+R(J));2)

CONTINUE

FRINT*v(RU(J);J=1;2*(NN+1))

22y I)=RV(1)~-RV(2)

FRINTXsZ(251)

BMF (I)=H(B)IKZ(2sTIKZ(251)

00 63 J=lsl-1

BMF ¢ T =EMF (T +2%H (48 K (RUCIH1) ~RU (J42) ) KZ( 2y 1)
FIRINTXy (RUCIH1)~RUCIH2))

CONTINUE

201y Ty=RV(2Y~RU(3)

FRINTXsZ(1y1)

BMF (1) =EMF (T)+H(B)KZ(1yTIKZ(1s 1)

0o 64 J=1sl-1

BMF (I)=RMF (1) +2%H (48 KRV (I ~RUCIHE3)IKRZ (19 1)
FRINTKy (RUCIHE2)=RUCIHI))

CONTINUE

CONTINUE

EMF AND 2 FROCESS FOR 1/2 CC WITH NRZI

no 7 I=1¢NF
TXve 1

o 61 J=1sM
RO =MOOCIDy2)
Th=IN/2
CONTINUE
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ce FRINTXy (RO v =1 9M)

C RUC2K(M~=3)41) =R (M)
C 0o 62 J=M-3y1r-1

cc FRINTXy “J s Jy RO sy ROIHL) s RCHH2Y s RUC2X I+ 1)
C RUC2XD)=RV2XJH LI R (D HR (LI HR(J+2)
ce FRINTXsRV(2%J)

c RVC2%X ) =RU(2%J) - (RU(2%J) /2) %2

cc FRINTXyRV(2XJ) s *MOD

c RVC2XJ=1)=RU(2X D +R(II+R(J+2)

(" RV(2%KJ=1)=RVU(2XJ-1)=(RU(2XJ~-1)/2) %2
cc FRINTXyRV(2%xJ-1)

C62 CONTINUE

cec FRINTXy (RVUCJ) y J= 1'2*(M 3

C - Z(29yI)=RV(1)~RVU(2)

CC FRINTX»Z(2+1)

C EMF(I)=H(8)KZ(2yI)KZ(251)

C [0 63 J=1yL~1

c BMF(I)=EMF (I)+2%H(J48IX(RV(J+1) ~ RU(J+“))*2(2;I)
ce FRINTXyRVU(J+1)-RUCJ+2)

C63 CONTINUE

() ZLyI)=RV(2)~-RV(3)

ce FRINTX»Z(1s1)

C EMFC(I)=BMF (I)4+H(BIXZ (1 yII%Z(1 1)

C 00 64 J=1sl-1

C EMF(I)=EMF (1) +2%XH (48X (RVCJ+2) ~ RU(J+?))*Z(1;I)
ce FRINTXsRUCJH+2)~RYU(I$3)

Cé4 CONTINUE

cv CONTINUE

C

C

C EMF AND Z FROCESS FOR 1/2 CC WITH MFM
¢ ,

¢ 00 7 I=1sNF

C o IDe=I-d

C 00 61 J=lsM

C RO =TID-(ID/2)%2

C Th=In/2

061 CONTINUE

ce FRINTXy (RCJY v J=1 v M)

C RUC2KINNFL Y41 ) =R (M)

( D0 62 J=NN+1slr-1

C RUC2KS) =R (I +R LI HR(IH2)

( RUC2X D) =RU(2% )~ (RVU(2%XJ) /2 %2

C RUC2%XJ-1)=R(IDI+RI+2)

[ RV(2%J-1)=RV(2XJ-1)—(RU(2XJ~1)/2)%2
Co2 CONTINUE

C RUCAK(NN+1)Y+1)=R(M-1)

c 0O 63 J=2X(NN+1)yly~1

(1 AL=RY(2%I4+1)

[ IF (RVCI) JEQ O ANTLRV(J+1) JEQ.O) A1w<m1f1>~(<n1+1)/>>*‘
0 RV (2% =n1

() RUC2X -1 ) =RV(2X D +RY ()

C RUC2%J=1) =RV (2% J=1 )= (RVU(2XJ=1) /2y %2
Cé63 CONTINUE

cc FRINTXs (RUCI) y J=1 94X (NN+1))

c BEMF(I)=0
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C
C
C

C

C65
Cé4
c7z

000

aoooWm

o0

80

?3
90

9?9

N0 64 J=1,4

ZCG=dy 1) =RV () ~RV(J+1) .
BMF(I)“BMF(I)+H(8)*Z(5~JVI)*Z(S“J7I)

[0 65 Al=1,1.~1
BMF(I)=BMF(I)+2*H(A1+8)*(RU(A1+J)~RU(AI+J+1))*Z(SMJyI)
CONTINUE

CONTINUE

CONTINUE

TRANSMITTING ROUTINE

[0 S0 C=1yCOUNT1

"CALL TRAN2

CONTINUE
THIS ROUTINE BEGINS COUNTING ERRORS

ERROR=0

D0 90 C=1,CM

DO 93 0=1yCOUNT2
CALL TRANZ

SYSTEM EVALUATION FOR EVERY DECODED INFUT(S)

MAX=GM2(1)

MAXI=1

0 80 I=2yNS
IF(MAX.GT.SM2C¢(I))2GOTO 80
MAX=SM2(1I)
MAXI=I
CONTINUE
I=MAXI
CaLL FRT
Call COoMF
IFCERROR.GT.10)GATO 99

CONTINUE

CONTINUKE

0=0~1

C=0~1

C=0~1

FE=1+.0%¥ERROR/(CX10004+0)

FRINT %y FRORARILITY OF ERRORyFEy "ERROR " y ERROR
FRINT Xy ‘COUNTS‘ yCX100040

I=MAXI _

CaLL PRT

STOF

ENID

)
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C
G

EyByEy]

oOoao

43

44

SUEBROUTINE TRAN2 ' '
INTEGERX2 SELECTyINOI(8)sNFsFATHL(768)yFATH2(768)
REAL%X4 AAyBEyRNOIYEM(S12)8CALEYY(8)

INTEGERX2 NSyIyLsV(3)sU(3) s X(17)Z2(8,512)

REALX4 SySM1(256)ySM2(2T6) yEMF(312)yH(17)

. INTEGERX2 J1(256)9J2(256)sK1(256) yK2(256) v JyKsByQyN

COMMON NSy IslsSeHsXsVslUsYySMLsSM2yEBMFy J1yJ2yRK1sK2yZ
COMMON AAYBEYRNOIyEMsSELECTs INOIyNFyFATHLyFATH2 yMAXI
COMMON SCALEyJryRsNyKsQ

CALL INFUT
FRINTXy ‘U »UCL)

CALL CODEL
CalL. CODEZ
Cal.l. CODE3
CAlLL CODEA4
FRINTXy 'V V(1)

THIS ROUTINE CALCULATE THE SAMFLE FROM ENCODED SEQUENCE

no 11 J=1yN
§=0
no 10 I1=1,15

CCaLL GETX

FRINTXy Je XCID)

IF(X(IY) 20510530

6=5-H(I) :

GOTO 10

S§=8+HCI)

CONTINUE
RNOI=8CALEX(INOI(J)~-2048)/72048
Y (J)y=8+RNOI
FRINTXy " J 9 dy 'Y e YD)

CONTINUE

THIS ROUTINE CALCULATE ERANCH METRIC FOR ALL FATH
RASED ON THE SAMFLED YK

0 44 I=1yNF
5=0.0

DO 43 J=1sN
S=084+Y (DI XZ Ly 1D
CONTINUE
BM(I)=2%S—EMF (1)
CONTINUE
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ADD COMPARE AND SELECT THE PATH WITH MAX ACCUMULATED METRICS

o0

ng 70 I=1yNS
AA=SM1 (J1 (I ) +BM(K1(I))
ER=SM1(J2(I))+EM(K2(I))
IFCAA.GT.RRIGOTD 60
SM2(I1)=ER
SELECT=J2(I)
MAXI=K2(I)
GO 70 72

60 SM2(I)=AA
SELECT=J1(1)
MAXI=K1(I)

73 Ccal.l. DECODE

70 CONTINUE

74 Cal.l. EXCHG
RETURN
ENIDI

- 104 -



APPENDIX 3

SUBROUTINES IN PDP 11/40 ASSEMBLY LANGUAGE
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+TITLLE TRANIO.MAC

oo = 31026 $S0ATA OFFSET

nu = 312852 : iebd%%. OFFSET

THRESH = 2048. : $ INFUT THRESHOLID VALUE

Al = 170402 ' sA/0 INFUT RUFFER

oA = 170420 shi7a QUTFUT RBRUFFER -

ARSTAT = 170400 sA/D STATUS REGISTER

CON = 177566 . s CONSOLE OUTFUT RUFFER

U = Q00166+1I0U

Y = 000160+0U

J = 044302410U

N = 0446306+DU

I = 000002+DU

Al = 000114+4DD

A = 000114640D

Rl = 000120+DD

B2 = Q000122+LD

NG2 = Q000146+

INOI = 040252+DU

SELECT = 040250+DU

FATHI = 0402744101

FATH2 = 043274+0U

6M1 = 000234+0U

GM2 = 002234+DU

NG = 000000+0U

ERROR = 000100+0D

MAXI = 046274+10U

X =-000116+0IU

INFUT?: MOV #UsR2 fFETCH INFUT BUFFER FOINTER
CLR CEANSTAT FINITIALIZE STATUS REGISTER
MOV #20CHANSTAT FSET A/ZD STATUS TO SAMPLE CHAN 1
MOV #4095,y B%DA

8% RIT #2000 @HANSTAT sTEST A/ STATUS
BEQ 8¢ fWALT FOR CONVERSION COMFLETE
MoV CH#ALIyR1 PFETOCH SAMPLE FROM A/D
CLR C#hA
CHE #THRESHsR1 s COMPFARE AGAINST THRESHOLD
EFL 94 +IF LOWERs SAMFLE IS LOW
CSEC ySAMFLE IS HIGHs SET INFUT RIT
ER 7% :

‘4 2 ci.c sSAMPLE IS LOWs CLEAR INFUT RIT

7% ROL. (R2) 4 FOSHIFT THE INFUT RUFFER
ROL. CO(R2)H+
ROL. (R2)+
MOV PH#Ny RO sREGIN TO TAKE NOISE SAMFLE
MOV #INOI»RI
CLR CHADNSTAT sINIT FOR FIRST SAMFLE
INC CGHANSTAT sSTART CONVERSION

- 106 -



EBR 9%

198 CLR @#I'A SSET CH X OUTFUT LOW
MOV $£420,@$ANSTAT  $SET A/D TO SAMFLE CHI
MOV $409%5 . y O4DIA
5% RIT ¥200,R#ALSTAT  FTEST A/D STATUS FOR CONVERSION COFMFLETE
EEQ - 5% SWALT FOR CONVERSION COMFLETE
MOV @Ay (R1)+ SFETCH A/I SAMFLE
SOE - ROs1%
CLR @#DA |
RTS FC FRETURN TO CALLING ROUTINE
JEBLKW 128, . JBUFFER TO ISOLATE LOCAL LAEEL ADDRESSING
COLE1:: MOV @#Us RO
MOV - @#VyK1
XOR  ROsR1
ROR ki
MOV $VyRO
ROL (RO)+
ROL (RO)+
ROL (RO)+
RTS FC
JBLKW 128,
. I
CODE2:: MOV FVsR1
' EIT $1y QU
ENE 2%
BIT $29 04U
ENE 2%
RIT #1904V
ENE 3%
SEC
ROL. (R1)+
ROL (Ri)+
ROL (R1)+
MO Uy R1
ER 4%
364 CLC
ROL (R1)+
ROL (R1)+
ROL. (R1)+
MOV #UsR1
EBR 14
243 RIT 11,04V
ENE 5%
cLe
ROL (R1)+
ROL (R1)+
ROL (R1)+
MOV $UsR1
EIT #1040
ENE 44
ER 1%
54 SEC
ROL. (R1)4
ROL (R1)+
ROL (R1)+
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142

7%

CODE3::

1é2
342

conE4::

MOV
RIT
ENE
SEC
ROL.
ROL.
ROL
EBR
cLC
ROL
ROL
ROL
RTS
+« BLKW

CLR
MOV
MOV
ROR
MOV
ROR
XOR
XOR
ROR
ROL
X0R
RIT
REQ
SEC
ER
CLC
ROL
MoV
MoV
MOV
ROR
XOR
ROR
ROL
ROL.
ROL
MOV
MOV
XOR
ROR
ROL
ROL.
ROL.
RTS
+ RLLKW

MOV
MOV

MOV
ROR

. #VsR1

#1 €40
14

(R1)+
(R1)+
(R1)+
7%

(R1)+
(R1)+
(R1)+
FC
128.

R3
C#U»RO
ROsR1
R1
R1sR2
R2
R2yR1
ROsR1
R1

R3
ROsyR2
#1sR2
14

3%

R3 .
#VyRO
CHEVUSRIL
R3IvR4
R4 .
R1+R4
R4
(ROY+
(RO +
(ROY+
#V e RO
@#EVYRL
R1+R3
R3
(ROY+
(ROY+
(RO)+
FC )
128,

H1sR3
CHUYRS

GHUrR1
R1

JR3 STORES ENCODED V
sRO CONTAINS INFUT DATA
sHUFLICATE RO TO R1
;0L DATA AT LSRE OF R1
sLUFPLICATE R1 TO R2

$SECOND OLD DATA AT LSE OF R2

$00 THE XOR TO GET ENCODE

$SAVE ENCODED V1

FSAVE ENCODEDR V2

FRO FOINTS TO THE ENCODED
sR1 CONTAINS DUFLICATE OF
R4 CONTAINS DUFLICATE OF

$SAVE ENCODED NRZI DATA 1

FRESET RO TO FOINT TOQ V
sR1 CONTAINS DUFLICATE OF

FSAVE ENCODRED NRZI DATA 2

FRIT 2 OF U AT LGH
- 108 -

DATA

vV
v
Ul AND

y2



14

o8]
&
.o

MOV
ROR
ROR
XOR
ROR
ROL.

MOV
ROR
MOV
ROR
XOR
XOR
ROR
ROL

MOV
ROR
ROR
XOR
ROR
ROL.

MOV

©RIT

ENE
XOR
ROR
MOV
ROL.
ROL
ROL
MOV
Mauv
ROR
XOR
ROR
MOV
ROL.
ROL.
RO

MOV
RIT
ENE
XOR
ROR
MOV
ROL
ROL
ROL.

MOV
XOR
RORK

R1sR2
R2
R2
R1+R2
R2
RO

CHUsR1

R1

R1sR2

R2

"RSrR1

R2sRY
R1
RO

eFUsR1
R1

R1
RayR1
R1

RO

CH#VsR1
#6s RO
14

R3sR1

R1
#VyR1
(R1>+

(RIS

(R12+

e{VR1
ROsR2
R2
R1¢R2
R2
#VsR1
(R1)+
(R1)+
(R1)+

CHVsR1
#3yRO
24
R3IrR1
R1
#VyR1
(R1)X+
(R1>+4
(R1)Y+

G#VrR4
k49RO
RO
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FRIT 4 OF U AT LSE

$RO === 0OLD CODE

$RO === FIRST CODE

$RO == SECOND CODE

sFIRST ENCODED V

sRIT 2 0OF RO AT LSE

s SECOND ENCODED V

#THIRD ENCODED V



INDO1 S

8%
P43

10%:

1142

MOV
ROL
ROL.
ROL.

RTS
+BLKW

MOV
DEC
CLR
CLR
CLR

" RIT

EEQ
SEC
BR
cLC
ROL

-RIT

REQ
RIT
BEQ
RIC
ERR
RIS
RIC
CMF
REQ
INC
MOV
EBR
MOV
INC
INC
RIT
ENE
MOV
ER
MOV
DEC
ASL
RIT
BEQ
INC
INC
BRIT
EBNE
MOV
MOV
ER
MOV
RTS
+BLKW

#VyR1
(R1)+
(RO +
(R1)+

FC
128.

C#IyRO
RO

R1

R2

R3
#1sRO

2%
3%,

R3

 @ENSYR3

4%
CE#NS2sR3

S

GENS2 YRS

6%
CENS2yR3
CENSYR3
ROYR3
7%

R1
Ri1s+R3
144
R1s+R4
R1

R2
#2yR2
8%
R1s@4A1
4%
R1s@H4A2
R1

Ri
#1syRO.
104

Ri

R1
F29R2
114
Riy@4R1
RayR1
124
Rls@&R2
FC

128,

- 110

fFOURTH ENCODED V

FR1 COUNTS NUMERER OF STATES

fR2 COUNTS Al OR A2

#R3 USEDIl AS REGISTER/ACC
FTEST FOR INFUT 1 OR ©
FINFUT 17000 ENTRY
#INFUT O/EVEN ENTRY

fTEST HIGH ORDER RIT OF STATE

#IF O THEN NO CHANGE OF NEXT RIT

PTEST NEXT HIGH ORDER RIY
§G0 CHANGE IT T0 1
FIT IS 1 THEN CHANGE IT TO ©
#IT IS O THEN CHANGE IT TO 1
CLEAR HIGH ORDER RIT/FROCESS

FCOMPARE FROCESSED STATE WITH I-1

FINEXT STATE TO SEARCH
GO RACK A
$SAVE THE RETURN STATE

sCHECK Al DONE
#GO FOR A2 '
#+GO FOR AL

FNOW THE RRANCH R1 AND ER2
FMULTIFLY RY 2
yTEST INFUT 1 OR O

yTEST FOR Rl OR R2

GO TO R2

FIT IS Ri

FRECOVER RETURN STATE
$GO BACK AND SEARCH NEXT
sIT I8 R2



IND23?

1443

1432

e o

% ¢

10%2
1142

MOV
nEC
CLR
CLR
CLR
RIT
BEQ
SEC
EBR

CL.C
ROL.
MOV
ASL.
BIT
ENE
BIT
REQ
RIC
ER

BIS
XOR
BIT
EBNE
RIC
ER

EBIS
RIC
EBR

EBIT
ENE

CMF
EBEQ
ING
MOV
ER

MOV
INC
INC
EBIT
ENE
MOV
ER

MOV
DEC
ASL
RIT
REQ
INC
INC
BRIT
BNE
MOV
MOV

CFEIYRO
RO

K1

R2

R3
#1yRO
2%

3%

R3 :
R3yRG

RS

CENS2yRS
44

E#ENS YRS
164
CENS RS
174
GENS RS
R3s RS
CH#NS YRS
5¢
CENS2yR3
6%
CH#NS2YR3
CE#NSYR3
89
BENSYR3
7%

O%
ROYR3
?%

R1
R1sR3
144
R1sR4
Ri

R2
#29R2
104
R1s@d#A1
114
R1y@HA2
R1

Rl
#1sRO
124

R1

R1
F29R2
13%
R1s@ER1
R4sR1

tRO CONTAINS STATE ERE MATCHED
#R1 COUNTS THE STATE TO MATCH
FR2 COUNTS Al OR A2

$R3 AND RS USED AS REGISTERS

fCHECK INFUT 1 OR O

FINFUT SHIFTS INTO COUNTING STATE
$SAVE IN REGISTER 5
§CHECK THE BIT EREHIND NG&2
#IF THIS EIT IS O THEN

$ INVERT NS2 FOSITION
$IF IT IS 1 SET IT TO O

$IF IT IS O SET IT TO 1
$00 THE EXCLUSIVE OR FUNCTION OF
FTHE RBIT AT NS AND NG%2

FRESULT O IS STORED IN RIT NS2

sRESULT 1 IS STORED IN EBIT NS2
FCLEAR MOST SIG RIT OF OLD STATE
$G0 TO COMFARISON ROUTINE
FOTHERWISE DEFENDS ON RIT AT NS

$NOT MATCH GO BACK
$SAVE THE RETURN STATE

FCHECK Al DONE
GO FOR A2
y60 FOR Al

yNOW THE ERRANCH E1 AND ER2
FMULTIFLY BT 2
FTEST INFUT 1 OR O

sTEST FOR B1L OR R2
yFOR TO B2

sIT IS RI

SRECOVER RETURN STATE



BR 154 ' G0 BRACK AND SEARCH NEXT

134%¢ MOV R1y@EFR2 FIT I8 R2
RTS FC
« BLKW 128.
INDZ:S MOV @4I RO RO CONTAINS STATES TO RE MATCHED
LEC RO
CLR Ri
CLE R2 .
CLR R3
144 RIT #1+RO
REQ 2%
14 SEC )
ER 34
2% cLC
348 ROL. rR3 .
MOV R3+R4
ROL R4
ROL R4
XOR R3yR4
BIT - @#NSyR4
REQ 44¢
RIS @GHENS2yR3
Ri 54
4% RIC CHENS2yR3
H5ee RIC RENSIR3
CMF ROsR3
BRER 7%
1242 INC Ri1
MOV R1sR3
B 144
74 MOV Ri1sRA4
INC Ri
INC R2
RIT #2+R2
KRNE g%
MOV R1s@#Al1
ER ?¢
8¢ MOV Ri1-@#42
9% ¢ nEC R
ASL. i
RIT #1 5RO
REQ 104
INC R1
104 INC R1
BRIT #2yR2
ENE 114 v !
MOV R1y@4#R1
MOV RasR1
RBI¢ 124
1iss MOV Riy@H#R2
RTS ~C
o BLKW 128.
IND4 S CLR RO sRO A COUNTER

CLR R3 iR3 AS MODIFYING STATES
- 112 -
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1%

11%3
1242

1342
14413

443

1742

RIT
REQ
CL
ER
SEC
ROL

MoV
ROL
MOV
ROL
XOR
ROL
XOR
RIT
REQR
SEC
ER

CL.C
ROL.

MOV
ROL
MOV
ROL.
ROL.
XOR
BIT
BEQ
SEC
ER

CLe
ROL

BIT
ENE
BIT
EBNE
BIT
ENE
SEC
EBR

CLC
BR-

RIT
ENE
CLC
BR

SEC
ROL.

MOV
ROR

#1,@%1
14

2%
R3

R3yR4

R4

R4yRG

RS

RSyR4

RS

RSrR4
GENS2 R4
114

12%
R1

R3sR4
R4
R4yRS
RS
]
RSyR4

GANS2sR4

134

144

R1
BHENSyR3
15%
$2yR1
154 °
FAENS2yR3
16%

174

174

CH#NS2sR3
44 )

174

R2

RivR4
R4

s INFUTING TO OLD STATE

sXOR 1,2 RITS

$XOR 1,2+3 RITS

$SAVE CC CODEL

FXOR BIT 1+3

$8AVE CC CODEZ2
sTEST OLD CC CODE EQUALS 0
IS THE INFUT ALLSO .0

sIF IT IS THEN MFM INFUT IS
$OLD MFM INVERTED

s IF NOT ROTH O THEN MFM INFUT
v15 OLLO MFM CORE

FOAVE MFM CODE1L

FXOR INFUT CC CODEL WITH MFM CODIE
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1942

1842

304 ¢

XOR
ROR
ROL.

RIT
BNE
BIT
ENE
BIT
ENE
SEC
ER

cLC
ER

‘BIT

EBNE
(-
ER

SEC

ROL

MOV

XOR

ROR
ROL

MOV
ASR

RIT
REQ
RIS
ER

RIC
RIT
REQ
RIS
EBR

RIC
ERIC
INC

CMP -

REQ
INC
INC
MOV
ASR
BR

MOV
ASR
BCS
INC

R2s R4
R4

k2

#2vR1
184
FleR1
18%
#1sR2
19¢

¥1yR2

5%

204

R2

RisR4
R2y R4
R4
K2

P#NS2 R4
R4

#1sR1
214
RH#NS2+R3
224

CH#NS2sR3

H1eR2

239
R4syR3
244
4sR3
BE#ENSYR3
R3

CEIYR3
254¢

RO

RO
ROvR3
R3

Sl

ROsRA4
(]
264
R4

FSAVE MFM CODER

$SEE IF NEXT CC CODE WITH OLD ONE 0

#IF IT IS THEN INVERTED OLI! MFM

§IF NOT THEN NEW MFM EQUALS 0L

+SAVE MFM CODE3

FSAVE MFM CODEA4

#NEW STATE GENERATED
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MOV

ER
264 INC
MOV

Q7% TEC
ASL.

RIT

EBNE
INC

284 ¢ INC
' RIT
BNE
MOV
INC

ER
29% 2 MOV
RTS

+ BLKW

DECODE: tMOV
" DEC

MOV

ASH

AL

ASH

MOV
DEC
MOV
ASH
AL
ASH

ADD
MOV
ADD

MOV
MOV
MOV

MOV
DEC
ROR
ROL.

ROL
ROI.

RTS

s BLKW

EXCHG:: MOV
MOV
MOV

R4r@%#A1
274¢

R4
Ra4r@#A2
R4

R4
#1y@%]
284

R4

R4
¥1sRO
294¢
R4s@¥R1
RO

30¢%

R4y @¥R2
FC

128,

C#IyRO
RO
ROYR1
#1sR1
ROsR1
41 sR1

CESELECTYRO
RO

ROsYR2

#1sR2

ROsR2

F1sR2

FFATH2yR1
RisR4
#FATHL1YR2

(R2)+» (R1)#
(R2Y+y (RID+
(R2) 49 (R1D T

e¥MAXI RO
RO’
RO

(R4)+
(R4)>+
(R4)+

e

128,

¥FATHL R
#FATHR2yR2
BENSYRO

$FETCH INDEX I
FANJUST FOR O OFFSET

$R1 w1

SR1 - TH2

SR1 -~ IX2+I=IX3

$R1 -~ OFFSETX2 TO GIVE RYTE OFFSET

$SGAME AS FOR I USING SELECT INDEX

$R2 «-- RBYTE OFFSET OF SELECT
$RL =~— FATH24+0FFSET (1)

$SAVE FATH2(I) IN R4

FR2 o~ FATHI+OFFSET(SELECT)?
SPATH2(I) «=-— PATHI(SELECT)

FFETCH MAX1
FALJUST FOR O OFFSET
FOHIFT LOW ORDER RIT INTO CARRY

FSHIFT CARRY INTO FATHZ(ID

FRETURN TO CALLING ROUTINE

SFETCH FOINTER TO FATHI
FFETCH FOINTER TO FATH2
FSET NUMERER OF STATES COUNTER
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3
©®

3% ¢

GETX?$¢

142

242

COMF ¢

MOV
MOV
MOV
MOU
SOR

MOV

MOV
MOV

MOV
SOR

RTS

+ BLRW

MOV
DEC
ASH
ALl
MOV
SUR
REQ
MOV
MOV
MOV
MOV
ROR
ROR
ROR
SOk
ER
MoV
CLR
MOV
INC
NEG
ASH
RIT
REQ
RCS
DEC
ER
BRCC
INC
MoV
RTS
+BLKW

MOV
DEC
MOV
ASH
AL
ASH

ADD
AlD

ROYR3
(R2)+» (R1D 4
(R2)+y (R1D 4
(R2)+s» (R1) +
ROy 2$

#S5M1 R
*#SM2,R2
(R2)+y (R1)+
(R2)+s (R1)+
R3s3%

FC

128,

@¥IsRO
RO
$#1+RO
E#XsRO
P#ENsR1
@FJIyR1
2%
FUIRS
(REY+9R2
(RE)+YyR3
(R3)+vR4
R4

R3

R2
Risl%
3%
CEVIR2
R3

@RI syRS
RS

RS
R&GyR2
*£1sR2
44

5%

R3

9%

9¢

R3

R3y (RO)
FC

128,

CH#MAXT +RO
RO

ROsR1
#1yR1
ROsRI
#1LyR1

#FATHIL s R1
#4yR1

FSAVE NS FOR LATER USE ‘
FFATHL <—- FATH2
FREFEAT UNTIL ALL FATHL «- FATH2

fFETCH FOINTER TO SM1
yFETCH FOINTER TO SM2

FOML - GM2
P (TRANFER 2 WORDS FOR EACH REALX4)
PREFEAT UNTIL.ALL 8SM1 «<-- SM2

yRO HOLDS ADDRESS OF X(I)

~#R1 COUNTS THE SHIFT FOR J

sTO READ NEW DATA ENCODED

FIT HOLDS N-J NORMALLY IF O THEN
SOTHERWISE DO SHIFTING

FFIRST GET ENCODED DATA

00 THE CYCLIC SHIFT
F1IF N=1 THEN R2 HOLIS ENCOLED DATA

yR3 HOLDS THE DATA X TO RE CALCULATED
RS COUNTS THE I SHIFTS TO GET X(I)

FGET LAST REGISTER
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FRTS S

OUTFUT ¢

RETURN?

WAIT?

MOV
ADD

MOV

BRIT
RFL
BIT
REQ
BR
BRIT
REQ

- INC

MOV

RTS

+BLKW

MOV
JER
MOV
DEC
MOV
ASH
ADD
ASH
AL
JER
JOR
RTS

MOV
MOV
MOV
MOV
ROR

. ROR

ROR
RCC
JSR
MOV
RR
JOR
MOV
SOk’
JOR
RTS

JER
MOV
JOR
MOV
JOR
RTS
BT
REQ
RTS

#UyR2
F4yR2

CH#ERRORYR3

$#100000yBR2
14

. $200y0PR1

2%
3%
$200sBR1
3%

. R3
R3y@FERROR

FC
128,

*UsRO
FCsOUTPUT
C#IsRO

RO

ROYR1
#1sRO
R1yRO
#1sRO
#FATHZ2YRO
FCsQUTPUT
FCyRETURN
FC

$48.yR4
4(ROYsR3
2CRO)PR2
(RO YR
Rr3

R2

R1

2%
FCyWATIT
F61+ C4HCON
3%
FCPWAIT
#60yPRCON
Rasls
FCyRETURN
FC

FCyWAILT
#15y04CON
FCsWATT
#12yF4CON
FCyWATT
Fe

F200,@4177564
WAIT

FC
- 117 -

FOET LAST REGISTER



APPENDIX 4

STORAGE MAP/ALLOCATION FOR FORTRAN SIMULATION PROGRAM
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FORTRAN TV T Storage Mar Tor Prodgvam Undit MATHN.
Lociel Variabless PFOECT $DATAy Size = Q00222 ( Z7Xs wovrds)

Name Ture OFFfset Name Ture OFfeel Name Turee  OTFoet
Al Ix2 Q0012 He CIx2 GO0130 B Tx2 000132
B2 Tx2 000134 ¢ 1%2 000124 M ITxa 000120
COUNTL1 1x%x2 000114 COUNT2 1%2 000116 FREROR Tx2 006112
o Tk2 GOO136 IR ITx2 000110 M k2 Q00152
HAX R%4 000140 NN Tk 000150 N&2 Tk 000160
0 Ix2 000122 FE R¥ 4 000144 RULE T2 000154
W Ix2 Q00154 :

i

COMMON Rlock / /vy Size 046314 ¢ 9830, words)

Name Tuse O fgset Name Ture O0ffgset Name Twre (Mfeet
NS Ix2 Q00000 I Ix2 Q0GO02 l. T 000004
b R*4 000004 H RA&4 000012 X Ix2 QGOL1é
v I%x2 0001460 U Ix2 000186 Y ¥4 000!/4
GMl R¥4 Q00234 oMz RXx4 IR EME k4 ; K
J1 Iz 010234 J2 T2 K1 %2
K2 Ix2 QL3234 Z k2 Al R¥4
RE R¥4 034240 RNQT x4 034344 B Foka
SELECT IXx2 Q40250 INOT I%x2 GAa02E2 N T
FATHL k2 Q40274 FATH2  Tx2 V43274 MAaXT Tk
LCalE R4 Q446276 o Tx2 04;4w’ I I 0446304
N ix2 OALK0E K Iz YA6310 {Q o Q0465312

L.ocal and COMMON Arrawss

Name Tupee Section Offsel w—weeeGimeme-- Dimensions
"M Roka SBEEE. 034250 004000 ( 1024, CHLD

TS R¥4 Bddde 004234 004000 1024, (G129

Ho KX+ SEE%E. 000012 000104 Fa.0 (L2

INGT Ix2 chhEE. Q40252 GO0020 8. (&)

J1 A BBk, 010234 001006 SEA&Y (204

S22 %z b . 011234 001000 25464 ]
K1 T2 SEEES . QL2234 001000 2%
N2 Tx2 B d. 013234 001000
FavHL I Lhhdde 040274 003000
FaTH2 T2 hgdd e 043274 Q03000
I oIk FHATA Q00000 000020
KV %2 $01ATA 000020 000020
aMil R4 SEEES. 000234 002000
oM2 S fHEhd . 002234 002000
4 T2 LEEES. 0001486 000004
T¥2 cHhEHd. 000140 000004
Tx2 +EhEE. 000116 000042
¥4 BEEE. Q00174 000040
TH2 Veo %8s, 014234 020004

-

P N T T T e S O T T P N A N

MNSXC

(By&L2

40?((

CSHubroutivess Poanobionsy Statemenl andg Processor-Def ioed Fonotoonad

Name T Name Tt e Néame Topr e Nanie Turrees Nane 1w e g
COoMr (R M2 Ix2 INT ¥ MO 1o KT Foxe
TRANZ2 RX4
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FORTRAN TV
COMMON Eloc

Name Ty
NS- Ix2
] RX4
Y Tx2
GMiL R¥4
Ji Ix2
K2 Ix2
BR RX4
SELECT Ix2
FATHL 12
sCalLE  Rx4
N I%2

L.ocal armd O

Name Tu
M R¥4
R B )
it R*4
INDL Ix2
J1 %2
2 T2
i %2
K2 T2
FaTHL T2
PFaTH2 %2
SMl R¥4
amMa2 I 2]
1] Ix2
Y Tda
X Iz

Y Kaeh

i
Subrroulimes

Tutpein

x4

Name
conE:2

Storage Mar Tor

T 4

Offeset
G00000
000006
000160
000234
010234
013234
034240
040250
Q0274
OAGEDR7 4
046306

OMMON

G
JHBhED .
+5bEE .
PR R
e BEGg,
JhhEE .
sEEEE .
s 55 5%,
LEEG,
RS % N
LR R
LBEEG,

EETTN

.
A 5% N
cEEhE .,
s Ehdhd .
AR S N

v Functionss

Name
DECOIE

/y

Avrrawsi

Tutre
Fok4

Size =

‘Name

I

H

U
SM2
J2

Z
RNOT
INOI
FATH2
J

K

SecoLtion OFffeset

034250
004234
0G00I
QA02ET
010234
011234
012234
013234
040274
043274
000234
002234
000146

000160

QO0114
GOOL74
014234

Statement

Name
EXCHG

Ture
T2
RXx4
Ix2
R¥4
Ix2
Ix2
Rk 4
T2
T2
T2
Tx2

eas aben shen shrb Bart ser S ' G e e s e e
GOA000 (
004000 ¢
000104 <
Q00020 (
D0L000 (¢
O0LOOO «
S01L00¢ «
O01OD0

QOZ000
OO3000 (
GO2000 ¢
Q02000 |
000004 (
O0000& (
ODGO4R
HO0040 |
OROGOO |
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Frogeam

Tur e

fexk4

Uit

0446314 ( 9830,

Of foet
000002
000012
000166
002234
011234
014234
034244
040252
Q43274
Q/&ICGY
OA&HZLO

17
1ée)
4GY .

7HE D
l(('\‘ )

< ..»'.'. + )
G132
3
X2

.
3

A

TRAN2

wornrcs)

Neme Twre
l. Tk
X T2
Y Rx4q
R*4
ITx2
Rx4
k4
NP P, 94
IX2
B T2
¥} Tz

$Lors

D meris
L3
CEL2
(17
\P!

(”WA
( /"\“"ﬁ'

'/6“)

(&7

Tusere
[es 4

Name
INFUT

Offaet
000004
Q00114
000174
004234
012234
034234
QR4250
QAQR72
0446274
Q446304
045312

and Frocessor-lefined Funotions?

Tarre
%0

L A



APPENDIX 5

SCHEMATIC OF THE MATCHED FILTER IMPLEMENTATION
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