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ABSTRACT

This thesis attempts to answer the questions of whether or not Winnipeg residents

have become more or less fearful of crime over time and whether changes in fear levels

are related to changes in official crime rates. It also attempts to answer the question of

whether certain individuals (women, minorit¡ and elderly) experience heightened levels

of fear. Four fear of crime theories; the risk interpretation model, the indirect

victimization model, the vulnerability model and the multiple jeopardy hypothesis are

tested using Winnipeg Police official crime data, and 1984, 1994, and2004 V/innipeg

Area Study survey results. Relationships between fear of crime and official crime rates

are explored using a multiple comparison technique while multiple regression techniques

were used to estimate the effects of demographic variables on fear of crime.

Contrary to the risk interpretation and indirectvictimization models, results

indicate that generally, mean fear levels over the twenty year time span are low, and there

are no consistent associations between fear levels and official crime over the twenty year

time span. Fear of crime levels increased from 1984 to 1994 then decreased from 1994 to

2004. 
'Women, 

visible minorities, the less educated arid married individuals expressed

higher levels of fear, while the elderly expressed lower levels of fear. Higher levels of

fear were expressed by females, pafücularly when other indicators of vulnerability were

added to the regression models. These findings lend partial support to the vulnerability

model and multiple jeopardy hypothesis.



The results of this thesis suggest that most people in Winnipeg are not that fearful.

Fear rates may fluctuate but tend to revert to relatively low levels, even when crime rates

increase. From a policy perspective, crime is not as important an issue to the public and

may not merit a general increase of resources for crime suppression. A more prudent

allocation of resources would see them directed to those most vulnerable: low-income

minoritv women.
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CHAPTER 1 INTRODUCTION

Throughout the last decade, Canadian and United States crime rates have been

declining, including high profile offences such as homicide (Wallace 2004). Civic polls

consistently show that crime remains a topic of concern, surprising given the fall in

reported offences. Thepuzzle leads to the research question, are people still fearful of

crime, regardless of lower crime rates? If not, what is the connection between official

crime rate changes and people's perception of victimization risk?

These questions are important because of the impact that fear of crime can have

on an individual's day to day life, not to mention its effect on communities in general.

Fear can restrict where people go, limit the activities they engage in, and intensifr

activities they feel necessary to ensure the safety of themselves and their loved ones

(Hale 1996; Warr 1995, 2000). Fear can destroy a positive sense of community. It can

harden attitudes towards street criminals, leading to stigmatization of the poor and those

who differ from the noÍn. Elevated fear levels can undermine public faith in the ability

of the police, courts and corrections to manage crime. Fear has also been found to have

detrimental psychological effects on people (Hale 1996).

Significantly, fear can have greater negative consequences for women than men.

Feminist researchers have argued that as a consequence of fear, women take more

precautionary measures then men, both in public and private. Women are more likely to

limit their movements in public or isolate themselves in private to avoid danger (Stanko

1990). Because women's arxiety is partially based on fear of men's violence, they must

constantly negotiate their safety with men they know, those whom they live with, work



with and socialize. As men are likely to be women's intimate companions, or colleagues

and bosses at work, the very people who women turn to for protection are the ones who

may pose the greatest danger. Feminists maintain that the greatest problem with fear of

crime in women's lives is thatit often keeps women out of the public sphere, and in the

homes where they are most likely to become victims of male violence (Stanko 1990).

Changes in fear levels over time are important to policy makers. Higher fear

levels within the general public indicate that greater resources are needed in areas of

crime control and community development. On one hand, greater levels of fear in certain

groups such as rvomen indicate that initiatives directed at decreasing fear have to be

tailored to meet their specific needs. On the other hand, if fear is declining (and there are

no differences in individual levels of fear) public monies directed at crime control may be

better spent in other areas. Intuitively, one would expect that reported crime rates will

directly influence fear. If this is not the case, more effort may be needed by government

agencies to provide a realistic estimate of risk to the public.

Because the crime problem is defined by the media in sensationalist terms, it is

crucial for researchers to determine more specifically how people feel about crime,

whether some are more fearful than others, and the influence of fear on their daily lives.

For this pu{pose, the survey method has been an important strategy by investigators to

assess public attitudes towards crime and the anxiety it generates. Surveys have spawned

alarge literature on fear of crime and victimization, adding to our knowledge of

predatory crime and its influences on our quality of life. Surveys have been cnticized,

however, for poor measurement of fear, leaving unsettled the question of which factors

are most likely to influence individual fear, and under what circumstances (Ferraro 1995).



Another deficiency is a dependency on cross-sectional designs: longitudinal surveys that

measure changes in fear over time are still infrequent (Warr 2000). This is unfortunate,

insofar as longitudinal surveys allow us to more carefully assess how social changes

impact attitudes towards crime, and examine the relationship between fear levels and

official crime rates.

My thesis attempts to answer the questions of whether or not Winnipeg residents

have become more or less fearful of crime over time and whether or not any increases or

decreases in fear levels are related to changes in the official crime rates. I also attempt to

answer the question of whether certain individuals experience heightened levels of fear.

Three years ( 1 984 , 1994, 2004) of survey data from the Winnipeg Area Study and 26

years of official crime data from Winnipeg Police Service are used to examine the

changes in fear over a twenty year time span. In addition, I use the fear survey data and

official crime data to test three theories: the risk interpretation model, the indirect

vicfimization model. and the vulnerability model.

Although my thesis is based on a repeated cross sectional design, it represents an

extensive examination of changes in Winnipeg residents' fear of crime over time.

Hypotheses are derived from the fear of crime theoretical models, and then tested

empirically. The significance of study findings are discussed, and the implications for

future research and social policy outlined. The use of three theoretical explanations

provides for a rigorous inquiry into the relationship between fear of crime, official crime,

and demographic factors. The use of three survey sources of fear data allows fear of

crime to be contextualized as a social trend, rather then as a single occurring event.



For theory development, this study compares the relative strengths of risk interpretation,

indirect viclimization and vulnerability model in explaining the relationship between fear

of crime and official crime rates. From a policy perspective, insights gained into fear of

crime trends should help government administration in making more effective decisions

about where public monies should be directed.

This thesis is comprised of five chapters including the introductory chapter

(Chapter 1). Chapter 2 offers a presentation of the current literature surrounding fear of

crime. This includes a discussion of the fear of crime definition, longitudinal analysis of

fear, official crime rates and fear, the corelates of fear of crime, and a section on fear of

crime and gender. Included in this chapter is a presentation of the fear of crime

theoretical models and four hypotheses which have been derived from them. Chapter 3

focuses on data methods and contains a discussion of the Winnipeg Area Study data,

Official Crime Statistics, dependent and independent variables and the overall analysis

plan. The results of the thesis are presented in Chapter 4. This chapter presents the

sample description, crime statistics trends and fear of crime trends. Results from the fear

of crime trend comparison, bivariate regressions, multivariate regressions and interaction

effects for gender are also put forth. Finall¡ the discussion (Chapter 5) provides a

summary of the findings in relation to the fear of crime theoretical models. Discussion

surrounding measurement issues, policy implications, global contributions to the

literature and future research are also presented. This chapter finishes with a brief

conclusion of the thesis. The appendices include a number of charts relating to crime

rates and fear of crime levels.



CIIAPTER 2 LITERATURE REVIEW

2.1 Fear Definitions

Despite decades of research and debate, investigators have yet to settle on a

definition of fear of crime. Over the years, "feat'' has been equated with a variety of

emotional states, attitudes, or perceptions including mistrust of others, anxiety, perceived

risk, fear of strangers, or concern about deteriorating neighbourhoods or declining

national morality (Wan 2000). Much of the confusion over the meaning of fear seems to

arise from a failure to recognize elementary distinctions between perception, cognition,

and emotion. 'Wa:r defines fear of crime as, "an emotion, a feeling of alarm or dread

caused by an a\ryareness or expectation of danger. This affective state is ordinarily

(though not invariably) associated with certain physiological changes, including

increased heart rate, rapid breathing, sweating, decreased salvation, and increased

galvanic skin response." (2000: 453 -454)

Some researchers have sought to refine the definition. Keane (1992) argues that

fear of crime has two dimensions: formless fear and concrete fear. Formless fear is a

generalized feeling of vulnerability or perception about the safety of a respondent's

neighbourhood. This type of fear is typically measured by asking respondents, "How

safe do you feel walking alone in your neighbourhood at night?" Keane (1992) states

that this type of fear may reflect a perception that in certain circumstances, conditions of

the neighbourhood are aversive. Conversely, concrete fear is a measure of a respondent's

perceived risk andlor worry of victimization (Keane 1992). This type of fear is typically



measured by asking respondents to indicate how likely they feel they are to become a

victim of a crime in the next year (for example, "How much do you worry about someone

sexually assaulting you?").

Most of the survey research done in the area of fear of crime relies on what

Pantazis (2000) calls the 'global measure of fear', the formless fear question. Fear of

crime is typically measured by asking: "Is there aÍty area right around here, that is, within

a mile where you would be afraid to walk alone at night?" (Forde 1993; Haynie 1998;

Roberts 2001; Taylor 1998; Warr 1995). This measure is criticized as being too

hypothetical, limited to nighttime, not mentioning crime, and only crudely estimating

intensity (Ferraro & LaGrange 1988; Warr 2000). It is also criticized for expecting

respondents to define what "safe" means, and what constitutes a neighbourhood

(Christian 2001).

Researchers identifu other conceptual concems with measuring fear of crime. For

example FanalI, Bannister, Ditton and Gilchrist (1997) critique the use of the survey

method, because it converts a social process into a series of quantifiable events which do

not reflect the experiences or feelings of those involved. They argue that surveys are,

"static and often reduce the experience to a decontextualized snapshot where ongoing

experiences and strength are rarely captured" (Fanall etal.1997:660).

A key conceptual issue frequently discussed in the literature is that offear versus

perceived risk. Mesch (2000) argues that the distinction between fear of crime and

perceived risk has been an important contribution to the field. Fear of crime is defined as

"an emotional response of dread or anxiety to crime or symbols that aperson associates

with crime" (Ferraro 1995:4). Ferraro distinguishes perceived risk as,"arecognition of a
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situation as possessing at least potential danger, real or imagined" (1995: 4). While the

two concepts appear related, a number of studies have adduced empirical evidence that

the two constructs are quite distinct and are affected by different factors (Mesch 2000).

Two researchers in particular (Fenaro and Warr) have made large contributions in the

area of perceived risk and its relation to fear of crime. They agree that fear of crime and

perceived risk do in fact measure different phenomena, and therefore should not be used

interchangeably (Ferraro 1995; Wan 2000). They also concur thatfear is a fundamentally

different psychological experience than perceived risk. Ferraro (1995) views fear as an

emotion thatmay be attached to a physiological reaction, while risk is a distinctly

cognitive judgment. In his risk interpretation theory, he additionally proposes that

perceived risk affects both how people feel (fear) and what they do (constrained

behavior). He concludes that perceived risk is the most important determinant of fear.

The degree of fear attached to particular crimes is a combination of not only the

perceived risk of the offense, but the perceived seriousness of the offense as well (Warr

2000). Earlier works of Warr (1987), however, conclude that although perception of risk

is often an important predictor of fear, it is not a perfect correlation since fear also

depends upon how serious the individual perceives the offence to be and the individual's

risk sensitivity. "Fear of individual offences is a multiplicative function of the perceived

risk (i.e. the subjective probability of victimization) and the perceived seriousness of

offences." (Warr 2000:298) For strong fear to be generated, the offence must be

perceived as both serious and likely to occur (Warr 2000). I will examine this issue in

greater detail when I outline the risk interpretation model.



In response to these criticisms, researchers have made attempts to improve on the

fear of crime measure. Warr's (2000) research has more thoroughly measured fear by

looking at five offense specific indicators such as theft, fraud, assault, sexual assault, and

robbery. For example he measures fear of sexual predation by asking respondents, "How

often do you worry about someone sexually assaulting you?" His measure gives the

respondent some context in which to answer the question (Warr 2000). However, Warr's

measures of individual offences have also been criticized because he fails to make a

distinction between fear and risk assessment. Christian (2001) critiques the use of multi-

measure items because they often confuse (rather than clarifu) the fear of crime. She

indicates that multi-item measures still share the same methodological issues, specifically

the failure to provide a frame of reference for the terms used and a lack of distinction

between fear and risk assessment (Christian 2001).

The revised fear measure created by Denker and Winkel (1998) uses a three item

scale intended to capture the degree to which respondents feel tense, afraid and

aggravated when thinking about the possibility of becoming a victim of crime. Norris

and Kaniasty (1992) take a different approach, by looking at safety and worry. The

safety measurement consists of two measures, including the traditional one asking how

safe individuals felt walking alone in their neighbourhoods during the day and night.

Their woffy measure, on the other hand, attempts to capture respondent concems about

being personally victimized by calculating a mean of four items (e.g. "When you leave

your house or apartment, how often do you think about being robbed or physically

assaulted?").



Farrall et al. 1997 postulate that survey research can be strengthened by using a

methodological triangulation such as "open" and "closed" ended questions. They believe

that crime surveys often ignore the meaning of events for respondents; turn processes into

events; neglect that fear can be a multifaced-phenomena; poorly conceptualizethe fear of

crime; ignore important contextual variables; greatly influence the reported incidence of

the fear of crime and rely too heavily on respondents recall (Farrall et al. 1997).

There are five ways in which sound fear of crime measures can be developed.

First, one should look beyond judgments and concerns about crime and focus more on the

emotional state of fear or woffy. Second, surveys should avoid general references about

crime and make explicit reference to the type of crime or victimization. Third, surveys

should avoid hypothetical situations and aim rather towards looking at experiences in

everyday life. Fourth, researchers must be extremely careful in designing survey

questions to avoid double-barreled questions such as, "Do you feel safe or would you feel

safe walkin g. . . .?" Finally, because perceived risk appears to be designated as an

important concept in the understanding of fear, researchers should direct more efforts to

measure both perceived risk and fear instead of using them interchangeably (Ferraro

1995).

2.2 Longitudinal Analysis of Fear

Few longitudinal studies have examined fear of crime (Haynie 1998). However,

there is a considerable amount of research using cross-sectional surveys which examine

the association between fear and other sociodemographic characteristics such as gender,
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age, education, marital status and race. Warr (2000) argues that crucial aspects of fear

have often been overlooked by the conventional annual surveys that employ national

samples. For example, he suggests that even though urban panics are the most common

forms of fear, we seem to know very little about the causes underlying them, whether fear

dissipates gradually or suddenly after the incident, or whether a portion of the fear

permanently resides in the community (Wan 2000).

Many experts in the field indicate that a longitudinal panel study on the topic of

fear is the only realistic way of moving forward (Ditton, Chadee & Khan 2003).

Longitudinal research, allows researchers to describe and explain patterns of variation

over time. There are three types of longitudinal studies: trend, cohort and panel. A trend

study (which is the type used in the WAS) examines a phenomenon of general population

over time. It consists of a series of questions which are repeated throughout the study but

are asked of different respondents. ln contrast, cohort studies examine more specific

subpopulations (cohorts) as they change over time. This involves interviewing

individuals with similar characteristics but are still different respondents. Typically a

cohort is an age Broup, but it can also be based on other types of groupings. Panel studies

are similar to trend and cohort except that the same set of people are studied each time

and are asked the same questions (Babbie 2001). This is the best type of longitudinal

study as it allows for a more accurate analysis of change. One of the main problems

associated with using trend studies as opposed to panel studies is that because we do not

measure the same cases over time, we limit our ability to measure "true" change, and that

the differences observed could be due to the differences in respondents and not actual

change.
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While many investigators argue that panel studies are the best way to conduct fear

of crime research, this method also has limitations in terms of reliability. For example, in

a two wave panel study conducted by Ditton, Chandee and Khan (2003), they found that

even if the same individuals are used over a short period of time their responses to survey

questions differ. Results of their study indicated that only 12 out of a7a Q%)

respondents answered all l8 questions identically on both surveys which were

administered half an hour apart. They report that the differences can be attributed to

different questioning order, impression management, attitude strength, or uncertainty

about feelings towards the issue of fear of crime (Ditton, Chandee & Khan 2003). A final

problem that has been associated with panel studies is the attrition rate of respondents.

For instance, there were 728 respondents in the first wave of their study, but only 474 for

the second wave. In other words, the retention rate was approximately 64 percent. This

creates large problems in trytng to achieve optimal sample sizes and representativeness.

However, despite these difficulties, the panel study is the superior method for

understanding social change.

Has fear of crime in Western societv increased or decreased over time? Overall

findings are mixed. Most studies show that fear has remained relatively constant (Forde

7993; Roberts 2001; Taylor 1999; Wam 1995). Some studies do, however, report

fluctuations over time. Haynie's (1998) national longitudinal study on gender and fear of

crime measures fear by the General Social Survey question which asks respondents "Is

there any area,ngþt around here, that is within a mile where you would be afraid to walk

alone atnigþI?" Overall, mean levels of fear increase from 1973 to 1994. However,

Haynie notes that this trend is not linear, as fear of crime actually decreases from 1976

11



until 1989, and then increases until 1994. She speculates that because the offrcial violent

crime rate also shows a steady increase from 1988 to 1992, the media's coverage of

violent crime may have influenced the public's fear. Krannich, Berry and Greider (1989)

look at fear of crime in several rural communities in the Western United States, where

population sizes change due to resource development activities. The researchers

surveyed adult members from four different towns, using a question concerning

perceptions of personal safety from crime and violence in the local community.

Respondents were randomly sampled every two years, from 1982 to 1986. Results of

their study show variation in the reported fear levels between the four towns. Fear of

crime declines in two towns, increases in one and remains the same in the other. The

variable that exhibits the most consistent relationship with fear is the contextual factor of

community change. They find that fear is highest when a community has experienced

recent rapid growth and social ties are weakened.

In a recent review of national survey data Roberts (2001) looks at Canadian

historical trends to explore the relationship between fear of crime and attitudes towards

criminal justice issues. His study, which consists of four parts, looks at fear of criminal

victimization, perceptions of crime as an important problem, public perceptions of crime

trends, and attitudes towards the criminal justice system. He finds that, overall, fear of

crime is relatively consistent but the percentage of Canadian respondents expressing fear

is slightly lower in 2000 than it has been for many years. For example, in 1970,29o/o of

respondents express fear of walking alone at night, while in 2000 the percentage

decreases to 27o/o. Two explanations are offered for declining fear levels. First, a decline

in fear can be explained by the actual decline in victimization rates and second, by

t2



changing perceptions of the crime rate. In other words, people are more likely to report

feeling safe if they believe that they are less likely to become victims (Roberts 2001).

Crime does not generate high levels of concem by Canadians in comparison to

other social issues, such as heath care and the economy. While less than one third state

that they are very concerned about crime, 690/o of Canadians relate that they have greater

concerns about health care and 58% have greater concerns about child poverty (Roberts

2001). Roberts also finds that most respondents believe that crime rates are rising. [n a

national survey conducted in 1994 over two-thirds of Canadians believed that crime rates

had increased over the last five years, when in fact, they had showed a 5o/o decline.

Overall, there appears to be strong support for the criminal justice system, and reasonable

support for parole and confidence in the courts (67%).

V/arr (1995) uses national US Gallup poll results (1965 to 1993) and US General

Social Survey findings to outline American trends on attitudes towards crime and

punishment. Similar to Haynie's (1998) research, Warr finds a moderate increase (9.3%)

in fear of crime, although generally it has remained consistent. 'War's longitudinal

assessment differs from others because he uses offense specific measures of fear. He

does not use the typical, "Do you fear walking alone in your neighbourhood at night" but

more specific crimes such as fear of robb ery, rape and burglary. 'Warr finds that burglary,

rather than murder, is most feared. This finding suggests that respondents take the

subjective probability of victimization into account when assessing their fear of specific

offences. These findings give credence to the argument that in order to obtain more

accurate measures of fear, questions must be put into context for respondents to answer

more accuratelv.
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A Manitoba study conducted by Forde (1993) looks atyearly surveys completed

from 1981 to 1992 to assess if there are aîy patterns in Winnipeg residents' opinions

about crime and fear of crime. He evaluates whether fear is influenced more by

perceived crime in neighbourhoods, the city or nationally. Forde (1993) finds no change

in fear over the ll year period and no consistent correlations between perceived crime in

the city, neighbourhood, country and feelings of safety and walking alone (Forde 1993).

Forde (1993) indicates that there is a lack of correspondence between citizenperceptions

of crime and offrcial crime rates. Perceived crime in the neighbourhood was weakly

related to both feelings of safety and marginally associated with walking alone in

neishbourhood at nisht.

2.3 Official Crime Rates and Fear

There are no consistent associations between fear of crime and official statistics

within the fear of crime literature. Some studies show a lack of correspondence between

fear of crime and official crime rates (Forde 1993;Taylor & Shumaker 1990) while other

studies indicate an association between the two over time (Haynie 1998; 'Warr 1995).

Haynie (1998) finds that respondents increasing fear of crime is consistent with the rise in

violent crime in the United States over a 20 year time span. Warr (1995) reports

similarity between fear of crime and the official crime rate, yet it does not necessarily

indicate any causal connection between the two. He argues, however, that fear is not out

of line with objective risk as measured by the Uniform Crime Reports.
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Thehazards explanation, which has been used by a number of researchers (Taylor

& Shumaker 1990; Weinrath 1999) offers an explanation for the often reported lack of

relationship between official crime rates and fear. This explanation focuses on the idea

that the process of adaptation may be a third variable in the equation. In other words, just

as we adapt to a noise or odor, one may also adapt to threats of crime. For example,

Manitobans get used to living in cold, below average temperatures during winter months.

'We carry out our daily activities despite cold weather, whereas someone visiting from the

elsewhere may find the temperature unbearable, and find themselves reluctant to

participate in activities outside the house. If there is little or no linkage between official

crime and fear, the hazards explanation provides plausible explanation for this counter-

intuitive finding.

Some researchers demonstrate that reported fear levels are not always a reflection

of objective probabilities with respect to risk, but instead reflect perceived vulnerabilities

that often correlate poorly with actual risk (Smith, Torstensson and Johansson 2001).

One of the largest debates surrounding the issue of perceived and actual risk is between

Walr and Ferraro. Wan (2000) indicates that the weight of contemporary evidence

suggests that the general public exaggerates the risk of serious criminal victimization. He

states that the public is likely to exaggerate the frequency of rare and serious crimes, and

underestimate the frequency of more coÍrmon ones due to the media's tendency to

sensationalize violent crime. Heath, Kavanagh and Tompson (2001) support this

argument, stating that fear of crime remains a paradox with people exhibiting great fear

of statistically rare events and much less fear of more likely events. For instance,
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participants perceived their risk of being shot by a criminal (mean: 4.741) higher than

being shot by an abusive partner (mean :7.762).

On the other hand, Ferraro (1995) believes that public estimates of personal crime

risk in the local area correlate well with official crime statistics, but are less accurate in

judging property crime risk, changes in crime, and crime prevalence outside of their

immediate areîa of routine activities. Ferraro (1995) and'Warr (2000) agree that people

typically estimate their risk of crime with limited information. They tend to rely on

media and second hand sources as well as personal experience in developing their

perceptions of crime. Contrary to'Warr (2000), Ferraro concludes that most people are

actually quite aware of their higher risk of property crime victimization and lower risk of

violent crime such as murder.

With this debate in mind. one can see how the association between fear of crime

and the official crime rates becomes complicated with perceptions of risk. If the public's

perceptions of risk are consistent with official risk (crime rates), one may assume that

fear of crime should be consistent with official risk. However, taking'Warr's position

(case where the population largely overestimates their perceptions of risk in relation to

official crime), one would expect to see a large discrepancy between fear of crime and

offrcial reported crime.

2.4 Correlates of Fear of Crime

A large portion of the research done in the area of fear of crime focuses on

demographic characteristics such as gender, age, race, economic status, and marital status
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(Ferraro 1995;Fenaro &,La Grange 1988; Houtes & Kassab 1997; Parker & Ray 1990;

Sacco 1994). Most of these characteristics (gender, age, race and economic status) have

also been incorporated into a theoretical model (vulnerability model) which suggests that

individuals who are more physically and socially vulnerable to crime will express higher

levels of fear. This model will be expanded upon in the theory section.

Other non-demographic factors such as prior victimization experiences,

perceptions of crime, and quality of neighbourhood life and their relation to fear of crime

are also present in a number of studies (Kury & Ferdinand 1998; LaGrange, Ferraro &

Supancicl992; Smith & Hill 1991; Supancic 1992; 'Weinrath & Gartrell 1996). In terms

of gender, studies universally find that females are more likely than males to report that

they are fearful of crime (Ferraro 1995; Houts & Kassab, 1997; Parker & Ray 1990;

Rucker 1990; Sacco 1994; Smith & Hill l99l; Weinrath 1999; Weinrath & Gartrell

1996).

Conversely, when looking at age, findings are more mixed. I|;/:adnz (1997), Parker

& Ray (1990), Smith & Hill (1991), Weinrath (1999) and Weinrath &, Gartrell (1996)

find fear of crime is higher among the elderly, where as Sacco (1994), Ferraro (1995),

Ferraro &, La Grange (1988), and Rucker (1990) report that the elderly are no more

fearful of crime than any other age goup. Rountree & Land (1996), paradoxically,

indicate that age is negatively related to fear, meaning that older people are less fearful of

crime. Much of this difference has been attributed to measurement differences in

surveys. The elderly are more likely to report being afraid to walk alone in their

neighbourhood at night, but they do not vary from younger adults in their estimation of

offence specific risk like burglary or assault (Ferraro &LaGrange 1988).
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There has been less research on fear of crime and race. Findings again appear to

be inconclusive. Parker & Ray (1990), Houts and Kassab (1997), and Rountree and Land

(1996) report thatfear of crime is higher among non-white than white respondents, while

Ferraro (1995) finds that race has no effect on fear of crime rates. ln Weinrath's (1999)

study on fear of crime among Cariadian Aboriginal Peoples using the National Aboriginal

People's Survey, he comes to the conclusion that Aboriginal Peoples express similar

levels of fear to non-Aboriginal people. ln another study, Rountree and Land (1996) find

that non-whites are less fearful of burglary.

In regards to education and economic status, studies generally indicate that

individuals with higher levels of education and economic status have lower levels of fear

(Ferraro 1995; Smith & Hill 1991; Weinrath & Gartrell 1996). Day (1994), Madriz

(1997), Rountree & Land (1996) and Stanko (1995), observe that lower income

individuals express more concern about crime in their neighbourhoods.

Few studies have been conducted regarding the influence of marital status on fear.

Researchers indicate that marital status has no influence on fear of crime (Weinrath 1999;

Weinrath & Gartrell 1990.

In addition to sociodemographic characteristics, factors such as prior

victimization experiences, perceptions of crime seriousness, and quality of

neighbourhood life are also linked to fear of crime. Individuals who have witnessed a

crime or been a victim of crime themselves have in fact more pronounced levels of fear

(Parker & Ray 1990; Sacco 1994; \ù/einrath & Gartrell 1996). However, these effects are

small, and Weinrath and Gartrell (1996) find that victimization actually reduced fear

levels in elderlv women.
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The influences of perceptions of crime seriousness on fear are fairly consistent

(Rucker 1990; Sacco 1994 Smith & Hill 1991). A positive association exists between an

individual's perception of crime and fear of crime. As Sacco mentions: "it is clear that

those who perceive the crime situation to be worsening are more likely to be concerned

about their personal safety than those who believe that crime levels have improved or

remained the same." (199a:11).

Finally, in terms of quality of neighbourhood life, investigators have looked at the

role of incivilities in a neighbourhood and their impact on fear of crime. Incivilities refer

to things such as broken windows and run down buildings or any other deterioration of

the neighbourhood that makes it appear as if not one takes care of it. Higher levels of

incivilities within a neighbourhood are consistently associated with higher levels of fear

of crime (Ferraro 1995; Ferraro & Supancic 1992; Gordon & Riger 1989; La Garange).

2.5 Gender & Fear of Crime

Beyond any doubt, the gender difference in fear of crime has been the most

consistent finding in the literature on fear of crime (}1.adnz 1997; Stanko 1990). For

example, Robert's (2001) study notes that women are much more likely than men to

report being afraid (41% vs. lTYo). Haynie's US (1998) study shows that women are

more fearful than men, but the gap between the fear levels has narrowed over time. More

specifically, men's fear levels have been on the rise since 1988, thus reducing the

differences between men and women's fear. Scott's (2003) analysis of the Violence

Against Women's Survey indicates that 610/o of women report being somewhat or very
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worried walking around in their neighbourhood at night. Two-fifths indicate that they are

somewhat or very worried while home at night, three quarters worry on public transport,

and four-fifths reported being somewhat or very worried using a car at night.

Recent studies on women's fear of crime go beyond the simple notion that women

report higher levels of fear than men. For example, some researchers consider that

\ryomen's fear levels vary (Day 1994; Gordon & Riger 1989; };4adnz 1997; Scott 2003).

Day's (1994) fear of sexual assault on campus sfudy reveals that female attributes such as

age, income and race all influence fear. More specifically, fear levels are higher among

older, low income, Black, Hispanic, and widowed, separated or divorced women.

Gordon and Riger's (1989) study demonstrates similar associations between fear and age,

race and mantal status. In addition, women's fear is related to neighbourhood disorder

and dissatisfaction (Gordon & Riger, 1989). In V/einrath and Gartrell's (1996)

Edmonton study, elderly females report higher levels of fear than younger females.

'Women's previous victimization experiences also influence fear in varying ìvays.

In some cases, prior victimization has no effect on women's fear of crime (Alvi,

Schwartz, Dekeserdy & Maume 2001; Ferraro 1996), while in other studies previously

victimized women are more fearful (Day 1994; Gordon & Riger 1989; Scott; 2003).

Weinrath and Gartrell (1996) conclude that younger women appear to be more sensitive

to victimization then elderly women. This may be because victimization may

"desensitize" elderly women to fear.

A strong predictor of women's fear is negative experiences with male strangers

(Scott 2003). Receiving obscene phone calls, or being followed andlor receiving

unwanted attention from men that they do not know has strong and significant influence
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on women's heightened fear levels. Scott (2003) reports that experiencos with unknown

men plays a stronger role than age, income, education in the production of fear in

women's lives. She coined the concept 'Stranger Danger', and hypothesizes that this fear

has its roots in the socialization of females.

To explain women's extreme fear of crime, some researchers hlpothesize that

women's fear of crime is really fear of sexual assault or rape (Ferraro 1996; Gordon &

Riger 1989; Pain 2001). Ferraro's (1996) study in particular considered the thesis that

sexual assault may operate as a "master offence" among women, heightening their fear of

other victimizations. Conversely, Warr (1987) believes that there are perceptually

contemporaneous offences, or crimes which people may associate with another

victimization. For example, burglary of one's home while present could lead to assault or

murder (Wan 1987). Ferraro (1995) views rape as a perceptually contemporaneous

offence to most crime; but believes that its uniqueness as a form of victimization to

women probably escalates the degree of fear of other crimes that might be committed

against women. Sexual assault may 'shadow' other types of victimization among

women. This may hold true especially for younger women, who experience the highest

rate of rape (Ferraro 1995). Findings from Ferraro's study indicate that although robbery,

assault, and murder are examples of non-sexual crime, women's fear of these crimes is

strongly shaped by their fear of sexual crime. He concludes that our ability to predict

fear of non-sexual crime is substantially improved if one also considers the fear of rape.

Overall, fear of rape shadows other victimization fears. The magnitude of the fear is

associated with the likelihood of confrontation and the seriousness of the offence. In
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other words, the "shadowing" effect is stronger for fear of the personal or violent forms

of victimization such as murder, assault, and burglary while at home (Ferraro 1995).

Concerns about women's fear of crime is not foreign to feminist researchers,

especially those who study men's violence against women. Feminists such as Elizabeth

Stanko (1990) explain that women's fear of crime is, in many respects, simply women's

fear of men. Feminists argue that the reality of sexual and physical violence is a core

component of being female and it is experienced through a wide range of everyday,

mundane experiences (Stanko 1990). Other feminists, such as Gardner (1990), describe

women's lives as saturated bv the intrusions of men. Gardner interviewed a number of

'women in a small town to gain an understanding of what they feel they should do in

instances of street crime, and whether they have ever put these tactics into practice. She

finds that women, "actively construct presentational strategies in public to protect

themselves from men's potential violence." (1990:325) They feel obligated to behave in

a crime-conscious manner which undermines \ryomen's trust in innocent men with whom

they come into contact with in public places (Gardner 1990). Stanko (1990) documents

the commonness of men's physical and sexual intimidation of women, even in cases

where the men and women know each other. In some of Stanko's (1995) later work she

observes that women gather information about potential personal danger and violence

throughout their lifetime. 'Women's 
assessment of risk and fear are a result of their direct

involvement with violence; the "but-nothing-happened" encounters; observation of other

women's degradation; the impact of the media and cultural images of women; and shared

knowledge of füends, family, peers, acquaintances, and co-workers. She concludes that
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2.6

women's lives rest upon a continuum of danger and that they must constantly negotiate

their safety with men, thus taking many reshictive precautionary behaviors.

Theoretical Models

Despite a decade of research on fear of crime, the theoretical development within

the literature is minimal. A majority of the research focuses on demographic

characteristics and their relation to fear. Taylor and Hale (1986) cnticize the literature

for its lack of theoretical development, and identiff the need for a more appropriate

research process in order to capture the real world dynamic of fear of crime. They

postulate that a progressively complex model can be achieved by proposing and testing

very simple models, and then gradually adding other variables (Taylor & Hale 1986).

Theory development is essential as it provides explanations of relationships

between phenomena. Although formal theory within the literature is sparse, there have

been a number of partial theories presented. Pafüal theories attempt to explain an

assumed or known relationship by specifyrng a testable causal model (Winston &

Jackson 1995). Surprisingly, a large amount of theoretical development in the social

sciences involves pafüal theories. Partial theories generally start as fascinations of

relationships between two entities, and are often grounded in the findings of the research.

Researchers attempt to understand the patterns that the relationship tends to represent. A

number of possible explanations are presented which attempt to answer the "why"

question about the connection between the two entities. Each of these explanations is a

"theory'' at avery implicit level. They fail to speciff what assumptions are being made,
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or articulate the underlying model of human behavior implicit in the explanation

(Winston & Jackson 1995).

Despite these limitations, there are three pafüal theories presented in the literature

which could be empirically tested by the type of data available. These include: the risk

interpretation model, the indirect victimization model, and the vulnerability model. The

multiple jeopardy h1-pothesis, which is really an extension of the vulnerability model, will

also be examined.

2.6.1 Risk Interpretatíon Model

The risk interpretation model proposed by Kenneth Ferraro focuses on the role

that perceived risk plays in fear of crime. Ferraro (1995) derived his model by

integrating three sociological theories: symbolic interactionism, the incivility hypothesis

and criminal opportunity theory. This theoretical model attempts to eliminate the gap

between macro and micro levels of analysis. Macro-level ecological forces include

information about previous crimes, and criminal opportunities gathered from the media,

peers, and other sources. In contrast, the microJevel perspective examines factors that

influence one's assessment of crime risk, such as personal knowledge of other's

victimizations and the resources available to deal with that threat. Both macroJevel

ecological forces and micro-level personal forces are seen as shaping perceptions of

neighbourhood incivility and cohesion. These perceptions of incivility and cohesion, in

turn, affect perceived risk. Perceptions of neighbourhood characteristics and perceived

risk may then produce a variety of behavioral adaptations, including defensive and
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constrained actions. Although there has been a correlation reported between fear and

behavior adaptations such as avoiding dark alleys at night, there has been no concrete

evidence disclosed regarding the direction of this correlation.

The first part of Ferraro's model involves symbolic interactionism, originally

derived from Herbert Blumer, which examines how people gather and interpret

information around them. This relates well to perceived risk in the sense that people will

interpret information from their surroundings regardingvictimization potential and then

choose an appropriate course of action. This perspective rests on three premises. First, it

reflects the idea that human beings will act a certain way towards certain objects or

situations based on the meanings that the objects or situations hold for them. For

example, an individual may be cautious of passing a group of youth loitering around a

bus stop because they interpret this group as a gaî5, when in actual fact it is a group of

friends waiting to take the bus. The second premise considers the source of the meanings

of the objects or situations. For instance, the interpretations of events are derived from

the social interaction that one has with others in society. In other words, events do not

hold predefined meanings. Only when they enter the social sphere do they gain meaning.

Finally, meanings of "things" are developed out of an interpretive process which is used

when a person encounters them. ln other words, when individuals approach a situation

such as whether or not they are going to be mugged in a dark alley, the interpretation is

made based on whether society perceives that situation (dark alley) to be an indicator of

potential crime. The symbolic interaction approach thus articulates how social actors

judge situations and how different definitions of the situation emerge (Ferraro 1995).

This perspective could be applied in determining how perceptions of risk change over
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time and how it may differ depending on social context and history. Ferraro (1995)

concludes that people redefìne risk according (theoretically) in relation to local events or

experiences.

The second perspective incorporated into the risk interpretation model is the

incivility hypothesis. This perspective claims that individuals see certain features of a

physical environment as "signs of crime" which often serve as cues to actors that risk

might be higher in those areas. Incivilities or "signs of crime" within the fear literature

often relate to issues such as groups of teens hanging out, abandoned/broken down

buildings, use of drugs, and various forms of vandalism. Researchers such as Skogan and

Maxfield (1981) and Ferraro (1995) have used these as indicators of levels of disorder in

neighbourhoods. The incivility literature is congruent with the interactionist framework

because people use information about the environment, including its degree of incivility,

in estimating risk. The higher the perceived incivility, the greater the estimate of criminal

victimization risk (Ferraro 199 5).

The last theory which can be applied to the risk interpretation model is criminal

opporfunity theory. Although this theory was originally used to explain why people

engage in criminal activity, it can also be adapted to understand perceived risk and fear of

crime. Criminal opportunity theory states, offenders are thought to make 'rational'

choices about various criminal opportunities in the environment. Potential offenders will

be drawn to opporfunities that are associated with high rewards and little risk. For

example, a car thief would be more apt to steal a car from a deserted back lane during the

night than at a public parkade during the day. The immediate risk of being apprehended

is significantly lower when there is an absence of guardians and surveillance during the
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night. Consistent with this assessment, individuals can use the information from criminal

opportunity theory to assess where their own risk of criminal victimization will be

highest. Potential offenders may take the advantage of information about living quarters,

police protection and neighbourhood surveillance in judging the risk of apprehensions. So

too can potential victims use this information to judge the risk of being victimized. For

example, one is more likely to become a victim of assault while walking down an unlit

back lane late at night, as opposed to walking down a busy street.

Taylor and Hale's (1986) indirect victimizatton model attempts to clarify the

process linking crime and fear. Although this model is based on two premises

(vulnerability model and 'shock waves') they will be presented as two separate models to

enable a more thorough examination and hypothesis testing. The prernise based on

'shock waves' posits that people who hear about crime become indirect victims because

their fear levels increase. Skogan and Maxfield (1981) find that most people do not leam

about crime through recent and direct victimization experiences. People, they argue,

must rely upon the media and personal conversations with others to learn about the crime

problem in their area. This is due to the limited role that recent personal experience and

direct observation play in obtaining information about crime.

The media has been accused of engendering fear because crime information is

spread widely, and does not parallel the distribution of actual victimization. Its coverage

is often frequent, consistent and centered around violence, in particular homicide. It is
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postulated that from the sheer volume of violence featured on television and in

newspapers individuals may gain an exaggerated view of the actual frequency of such

crime, and thus experience higher levels of fear (Skogan & Maxfield 1981). The media

implications upon fear are particularly important for cities like Winnipeg that experience

higher levels of violent crime (Savoie 2001). We as residents are exposed to various

flooded with violent crime stories from numerous television and print media on a daily

basis. This being the case, one would expect that Winnipeg resident's fear levels would

be consistent with increases in violent crime.

Another important source of crime information considered when examining

indirect victimizatíon is community networks. Unlike the media, which tends to focus on

remote events, atypical persons and circumstances, the interpersonal networks one shares

is likely to facilitate the spread of crime stories which concern local residents and events

close to home. It is argued that fear may rise when individuals come into contact with

victims or leam that people they know have been victimized (Skogan & Maxfield 1981).

Fear may become more intense when individuals learn of crimes which have

affected their füends and neighbors, with whom they often share some bond or sense of

common fate. Skogan and Maxfield (1981) state that not only do individuals feel

sympathetic when consequences are trag¡c, but they are also reminded of their own

vulnerability.

This model has been used to understand how individuals acquire information

about crime problems and how this might lead to slippage between offrcial crime rates

and fear levels. According to this model, fear levels may increase when individuals hear

about crime through intensified media reports or local networks. Instead of receiving
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information about all crimes, the media focuses on violence, thus giving an

uffepresentative picture of the true crime problem. Additionally, one neighbor's story

about how they had their car broken into could lead one to thing auto theft is widespread

in the area.

To test the impact of media on fear, researchers typically survey respondents and

ask whether they had watched any television shows or read any news stories involving

police or crime. It is also common to see content analysis of television shows to

determine if crime is overrepresented in media reports (Skogan & Maxfield 1981). The

impact of neighbourhood networks and the dissemination of crime information has been

explored by looking at whether respondents personally knew any victims of crimes such

as burglary; robbery etc. had taken place in the last three years (Skogan & Maxfield

1e81).

If the amount of violent crime has increased in the area, one would expect that

that media reports and neighbourhood conversations would increase significantly as well.

If this model is accurate, one would expect to find that increases in violent crime are

consistent with increases in resident's fear of crime.

2. 6. 3 Vulnerability Model

The vulnerability model offers explanations for the higher levels of fear among

groups that perceive themselves more likely to be victimized. Skogan and Maxfield

(1981) pose two independent dimensions of personal vulnerability to crime, one physical,

and the other social. According to Skogan and Maxfield (1981:69) physical vulnerability
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means, "openness to attack, powerlessness to resist attack, and exposure to traumatic

physical (and probably emotional) consequences if attacked." Individuals considered to

be physically vulnerable are women and the elderly. Women and the elderly are

generally more physically vulnerable because if they are in fact attacked, the possible

harm they will endure will be greater than it would be for younger persons, or males.

Skogan and Maxfield support this by finding that every analysis of crime related behavior

indicates that women and the elderly are more likely to avoid exposure to risk and take

numerous measures to reduce their chances of being victimized. In both cases, the

inability to ward off attacks by young males and the potentially severe consequences of

victimization often leads them to take extreme measures to avoid criminal confrontation

(Skogan & Maxfield 1981).

Skogan and Maxfield's (1981) second dimension, the social dimension, states that

people are socially vulnerable to crime when they are frequently exposed to the threat of

vtctimization because of who they are, and when the social and economic consequences

of victimization weigh more heavily upon them. Individuals who would find themselves

socially vulnerable to crime would include visible minorities and individuals with lower

socioeconomic status. Ethnicity and social class may affect feelings of vulnerability and

fear of crime because individuals in these situations are more likely to have limited

resources and live in high crime areas. Limited resources relates to things like victim

services, financial equity, insurance, and social support networks. Overall, Skogan and

Maxfield (1981) speculate that several kinds of vulnerabilities play an important role in

shaping people's psychological reactions to crime, and that these vulnerabilities reflect

their personal and social make-up.
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Studies involving the relationship between fear and vulnerability most

consistently focus on variables such as age, race, sex, and income as they are found to

reflect the underlying dimensions of physical and social vulnerability to crime. Much of

the literature that has been published on the fear of crime focuses on the influence of

these variables on respondents fear (Ferraro 1995; Ferraro &La Grange 1988; Houtes &

Kassab 1997;Parker & Ray 1990; Sacco 1994).

2. 6. 4 Multiple Jeopardy Hypothesis

An additional model found within the literature on fear of crime is that of multiple

jeopardy. Weinrath and Gartrell (1996) use the term multiple jeopardy to explain

interaction effects between demographic variables which indicate vulnerability. They

assert that interactions between certain variables may produce greater levels of fear.

Multiple jeopardy was originally derived from exchange theory (George Homans 1961)

which investigates human behavior in terms of rewards and costs. Exchange theorists

assume that the basic motivation in human behavior is seeking pleasure and avoiding

pain. Thus people enter into exchange relationships with the intent to gain maximum

rewards (such as money, approval and recognition) and to minimize costs (such as

punishment, withdrawal of approval, loss of money). Individuals who enter into

exchange relationships with limited resources such as lack of employment and low

education are found to be at a disadvantage in these relationships. The multiple jeopardy

hypothesis asserts that these disadvantages are multiplicative and that the individual's

31



position is reduced exponentially with each additional disadvantage (female, elderly, and

minority).

The hypothesis of multiple jeopardy has been tested by Linda Gerber in her work

on ethnic studies. Gerber's work tests the multiplicative effect of disadvantage on ethnic

minorities. Specifically, she did a comparison between sexes and across the three native

groups to determine if native women are doubly disadvantaged as females of ethnic

minorities and whether or not lndian women face an added handicap due to the dependent

status of Indians and their reserve-based communities. Results of Gerber's (1990)

Canadian study show support for the multiple jeopardy hypothesis in that, "the most

disadvantaged Canadian in terms of educational attainment, labor force participation and

income, are members of visible minorities (Natives), females and specifically Indian"

(22).

Within the broader context of vulnerabilit¡ the multiple jeopardy hypothesis

shows how individuals who are disadvantaged either physically or socially can

experience multiplicative heightened levels of fear if they possess more than one

'disadvantaged' trait. For instance, age may play a stronger role in the fear levels of

females than males due to heightened vulnerability experienced by older females.

Overall, this hypothesis provides an interpretation of the in-depth linkages between

sociodemographic attributes and fear.
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2.7 Hypotheses

This thesis concerns a longitudinal study in the city of Winnipeg using a repeated

cross-sectional design intended to assess whether fear of crime has increased or decreased

between the years of 1984 and2004. Of particular interest is the relationship between

official crime rates and fear and the differences in male and female fear.

The risk interpretation model posits that individuals gather and interpret

information from their surroundings regarding the possibility of becoming victimized.

Individuals, it is argued, are able to estimate their personal crime risk in their local area

(Ferraro 1995)- Therefore, when crime rates increase individuals will be able to estimate

the greater likelihood that they will become a victim of crime. This will also be true for

specific crimes. So, for example, if break-ins go up, so will fear of break-ins. In relation

to this it is hlpothesized that:

As rates of specific crimes such as assault, break-ins, or fraud increase, so

will offence specific fears.

The indirect victimization model focuses specifically upon the effect of "shock

waves" in a community. "Shock waves" come as a result of local contacts one has in the

community, as well as the media's tendency to focus on sensation (violent) crime.

Individuals who hear about local crime occurrences through the media or their local

networks become indirect victims because their fear levels increase. However, one must

consider that violent crime in particular will be more frequently reported and discussed
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within the local communities. A direct result of this is increasing fear levels within the

local neighbourhoods. This being the case, it is hypothesized that:

Changes in fear will be most consistent with changes in violent crime.

The final focus of this paper will be directed towards changes in fear of crime for

women compared to men. According to the vulnerability model being female (amongst

other sociodemographic characteristics) is associated with fear because women are more

physically vulnerable to crime than men. This is especially true in cases of physical or

sexual assaults. Men are generally stronger and more able to ward off a physical attack.

The argument that women's fear is largely related to women's fear of men's violence has

also been noted consistently within the literature. This being the case, one would expect

to find a linkage between women's fear and increase in the crime rate. In order to test the

vulnerability model, it is hypothesized that:

Females will experience greater increases than males in fear as crime rates

escalate, particularly in relation to violent crime.

A very important concept to consider within the vulnerability model is the

multiple jeopardy hypothesis. This hypothesis postulates that individuals who posses

more than one vulnerable attribute (female, minority, poor, uneducated) will experience a

multiplicative amount of fear. This being the case, one would expect that vulnerability
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indicators such as ethnicity, and income will have gteater negative effects on females

than males. To test for the multiple jeopardy hypothesis it will be hypothesized that:

Indicators of vulnerability will produce greater increases in female fear than

males
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CTIAPTER 3 METHODS

3.1 Data Set

This study uses repeated cross-sectional secondary data taken from the 1984,

1994, and 2004 Winnipeg Area Studies (WAS). The Winnipeg Area Study is conducted

annually by the Sociology Department at the University of Manitoba. The major focus of

the V/innipeg Area Study is to collect information on various social issues concerning

Winnipeg residents. The surveys each consist of approximately 750 randomly selected

households who take part in a 25 minute telephone interview conducted by trained

interviewers. The response rates for 1984, 1994, and 2004 are 77.3 percent, 75 percent

and70 percent respectively (Currie & Ursel 1984; Forde 1994; Lewis & Roberts 2004).

Secondary data is used for several reasons. Secondary data allows researchers

access to data from large samples in a timely and efficient manner. For instance, the use

of secondary data from the University of Manitoba allowed me to retrieve information

from a sample of 2325 (3 years of survey data) respondents without interviewing them

myself. On my own, it would have taken months; maybe even years to draft the

questions, obtain ethics approval, interview the respondents, and create a database. The

WAS is also attraclive because it is a long-term trend study. The Winnipeg Area study

has been collecting data from Winning residents over the last 22 years (Lewis & Roberts

2004) and has included several measures of fear of crime. In this case data which

included the same indicators for fear of crime existed in 1984, 1994, and2004.
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There are, however, some difficulties associated with the use of secondary data

sets. Primarily, there is a lack of familiarity with the original study design, and possible

potential data problems associated with it such sample representativeness. This can lead

to misguided assumptions concerning the data quality. In addition, 
'Weinrath 

states that,

"avallable indicators may be too poorly measured to 'match' (be isomorphic witþ

nominal concepts"(1997:45). ln other words, the original purpose of the study may

conflict with its future uses.

There is another key disadvantage associated with the use of secondary data

analysis. This involves the recurrent question of validity. In other words, when one

researcher collects data for one particular purpose, there is no assurance that the data will

be appropriate for another research interest. The problem of using consistent valid

measures over the three points in time was dealt with by ensuring that the same measures

were replicated throughout the data collection. In this case, the same questions for the

five fear indicators were used during each of the three survey years (1984,1994,2004).

Validity of the measures used can also be increased by looking at previous studies

conducted using the same offence specific fear indicators. Forde (1993) and'Wa:r (1995)

conducted longitudinal studies on fear of crime using the same offence specific fear

indicators as those in WAS to measure fear of crime. Previous, peer reviewed studies,

using the same offence specific indicators, provides evidence that they are appropriate

measures of fear of crime (Forde 1993; Warr 1995). These give me some additional

confidence that the measures are indeed valid.

Despite its practicality, repeated cross-sectional data also has its limitations.

Although it is more widely available then panel and cohort longitudinal data, repeated
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cross-sectional data limits the researcher's ability to describe changes in an entire

population over time because the same respondents are not interviewed. This issue will

be discussed further in the discussion chapter.

The V/innipeg Area Study samples were collected using a random sample of

telephone numbers. The samples were generated using a program developed by N.M.

Lalu at the University of Alberta. The population universe for the WAS in 7994 and

2004 was designated as all working telephone numbers in the Manitoba Telephone

System's "Who Called Me" (1993) and "Fast Findet'' (2004) Directories (Forde 1994;

Lewis & Roberts 2004). The 1984 population universe was designated as dwelling units

in the 1982 assessment file for the City of Winnipeg (Currie and Ursel 1984). The

household was the primary sampling unit and gender, age and residency were involved in

the selection of the respondent from the household for each of the sample years.

Interviews for the 1994 and 2004 V/AS were conducted by telephone while the 1984

interviews were conducted at the respondent's residence. Response rates were 77.3 .

percent in 1984, 74 percent in 1994, and 69.8 percent in 2004 (Currie & Ursel 1984;

Forde 1994: Lewis and Roberts 2004).

3.2 Officíal Crime Statistics

All official crime rate data was collected from the Canadian Centre for Justice

Statistics. Data is available between the years of 1977 and 2003. The Canadian Centre

for Justice Statistics regularly publishes bulletins on recently collected crime through

Juristat. These publications focus on certain crimes and certain aspects of Canada's
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system of Justice. Canada's Juristat publications receive crime report information from

local policing authorities such as the Winnipeg Police Service. Three general offence

categories (violent, property and other) and six-offence specific categories were included

in the analysis. The aggregate violent crime category or crimes against persons is an

offence category, that according to Uniform Crime Reports (and Winnipeg Police

reports) includes homicide, attempted homicide, sexual assault, other sexual offences,

abduction, robbery and assault.

The aggregate property crime category or crimes against property includes the

following offences: break and enter, theft, fraud and possession of stolen property. The

general other crime category includes offences (other than traffic offences) which are not

covered by violent and property crime categories.

The six offence specific crime categories vary in the manner in which crimes are

recorded. For example, the total number of sexual assault and assault incidents reflect the

total number of victims and includes both attempted and actual offences (Savoi 2001).

The total number of break and enter, theft, fraud and robbery incidents includes both

attempted and actual crime. There is no personal victim unit number applied to property

crime offences. All offences are expressed as rates per 100,000 population.

Although law enforcement agencies aÍe the most widely used source of

information on crime, police data does have some important limitations. First, many

agencies do not collect data in a standardized manner. Databases, automated or

otherwise, are becoming more widely available, but are more coÍtmonly used for

gathering intelligence than for recording crime. Secondly, police-reported data indicates

only those crimes that are known to the police. Many factors can influence the police-
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reported crime rate, including the willingness of the public to report crimes to the police;

and changes in legislation, policies or enforcement practices. Despite these limitations,

it is beneficial to take data from a consistent source. Using only V/innipeg Police data

allows one to assume that mistakes during data collection will be consistent. When using

avanety of data sources, data collection mistakes often multiply due to the variety of data

collection techniques.

3.3 Dependent Variables

The Winnipeg Area Study includes one general measure of fear of crime and five

offence specific fear indicators. The general measure of fear of crime (walk in

neighbourhood at night), also known as the global measure of fear, was not used in this

study due to the number of measurernent issues associated with it. The dependent

variable for the study was created by producing an index out of the five offence specific

indicators which asked how worried people were about becoming victims of certain

crime:

How much do you worry about the possibility that a thief will break into your
home while you are away?

How much do you wofry¡ about the possibility that someone will use a weapon
to take something from you by force?

How much do you worry about the possibility that someone will steal your
coat, when you have left it somewhere unattended?

How much do you worry about the possibility that someone will cheat or con
you out of a large amount of money?

1)

2)

3)

4)
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5) How much do you worry about the possibility that someone will sexually
assault you?

Responses were placed on a scale ranging form 0 to 10 (0 "never won1r", 10 "worry a

great deal"). According to Warr (2001) the use of offence specific measures gives the

respondent context within which the respondent can answer. This he claims is far more

valid than the altemative global measure of fear which is vague and does not specifically

ask about crime. Separate indicators were also created to assess the relationship between

increases in specific crimes arid escalation of offence specific fears.

Chronbach's alpha score for the fear of crime scale was .783. Cronbach's Alpha,

despite its limitations, is a popular method used to measure reliability. However it must

be mentioned that it is the last confirmatory step in constructing an index. The largest

concem with Cronbach's Alpha is that it is known to be the least robust method for

measuring reliability. More specifically, Cronbach's Alpha is extremely sensitive to

small departures form the idealized assumptions. According to Werts and Linn (1970),

Cronbach's Alpha makes the assumptions that first the covariances between all items

included in the scale are equal, and second that the items are extremely independent.

With these limitations in mind, one must interpret the Cronbach's Alpha with caution in

that the statistics presented may be influenced by extreme values. One could have dealt

with the limitations of Cronbach's Alpha by using one of the many factor analytic

techniques which ensure that there are no large departures from unidimensionality.

However, for purposes of this study Cronbach's Alpha has set a reasonable standard of

reliability.
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3.4 Independent Variables

To control for altemative explanations for changes in fear, six independent

variables were included for bivariate and muti-variate analysis. These included gender,

age, education, marital status, ethnicity, and city location. To test for changes over time,

dummy variables were created for the years of 1984,7994, and 2004. In the regression,

the year of 1984 was used as the reference year. After completing a preliminary analysis

it was decided that income would not be included in the regression equations due to the

significant number of missing cases (21.5 percent). In order to assess socioeconomic

status, education and city location were used as surrogate measures.

Gender was coded as a dichotomous variable (O:male, l:female) along with city

location (O:other city areas, l:inner city), and marital status (l=narried or common-law,

O:single, divorced, separated or widowed). The irurer city variable was created by

collapsing the original neighbourhood codes into two districts which were outlined by the

Winnipeg City Police Boundaries.

Age was measured as an interval variable and coded as actual years. Education

was coded into 14 ordinal categories (O:none, 1: elementary incomplete, 2:elementary

complete, 3:junior high incomplete,4 junior high complete, 5:high school incomplete,

6:high school complete, 7: non-university incomplete, 8: non-university complete, 9:

some university, 10:diploma certificate, 11: Bachelor's degree, 12:Professional Degree,

I 3:Master's Degree, 14:Ph.D.).

Due to the extensive number of ethnicity categories (55) the variable was recoded

into three groups. Categories such as "other multþle", "other single", and "other not
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classifiable" were coded as system missing because they could not be identified within

the appropriate ethnic category CN:45). The respondents which fell within the

"Canadian" category were reclassified into more descriptive categories based on their

mother's and father's ethnic identity. A large majority of the parent's ethnic identities

were European. According to Pendakur and Mata (1998) most individuals who report

their ethnicity as Canadian are largely of British or French ancestry. Therefore, the

decision to classify Canadians into European categories if their parents had European

decent was justified. The coding of ethnicity still posed problems. The best case

scenario would includ 6 independent ethnic groups (l:European,2:Asian, 3:Afücan,

4:American, 5:Central/South Americans and Caribbean and 6:Aborigrnal Peoples).

The second best case scenario included 4 categories (1:Europeans/ Australians/

Americans,2: Asian/Afücan, 3:Central/ South American/ Caribbean, and 4:Aboriginal

Peoples). The worst case scenario would combine the categories into a dichotomous

variable (0:non-visible minorities, l:visible minorities). Due to the significant

Aboriginal population in the City of Winnipeg, it was decided that there should be a

variable that included Aboriginals as a separate category. However, upon further analysis

of the sample it was determined that the percentage of Aboriginal Peoples in each of the

years (2.2 percent in 1984,2.9 percent in 1994, and 4.6 percent in 2004) was not large

enough for analysis. In addition, ethnicity needed to be expressed as a dichotomous

variable in order to be entered into the regression equation. Many other studies have used

ethnicity as a dichotomous variable in their studies on fear of crime (Houts & Kassab

1997; Parker & Ray 1990; Rountree &.Land 1996). Thus, this study uses the last option.
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The dummy variables created for the years of 1984 (0:other, 1:1984) 1994

(O:other, 1:1994) and 2004 (0:other, l:2004) were also dichotomous. In the

regression, 1984 was treated as the reference year. This allowed for a rough control of

fear changes over the years within the regression equation while controlling for the

possible influence of other variables. For example, an older population in 2004, or an

increase in the proportion of females might increase the overall fear level, but this would

not mean that Winnipeggers were more fearful per se.

It is important to note that because the 1994 and 2004 Winnipeg Area Studies

were conducted in regions outside of Winnipeg, a number of cases had to be removed

from the analysis. Originally, there were 2325 respondents. However, after removing

respondents from outside the V/innip eg area,2273 respondents remained.

All of the control variables that were included in this analysis were chosen based

on previous research conducted in the area of fear of crime, as outlined in Chapter Two.

3.5 Analvsis Plan

The use of official statistics and the Winnipeg Area Study offers some strengths

and certain limitations. The official crime rates allow for a descriptive, comparative

analysis with fear of crime based on only three points in time. This means that time

series analysis or even a correlation procedure could not be used. However despite not

having a more rigorous analysis, the results are expected to provide valid insight into the

relationship between fear and police reported crime. The independent variables from the

Winnipeg Area Study allows us to control for other explanations while comparing the
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years. Multiple regression allows us to partial out the effects of the different years and

the potentiai effects of demographic shifts in population over time. In other words,

multiple regression allows one to analyze pafüal relationships between two variables,

while controlling for other variables. Agresti and Finlay indicate that, "this is important

because an effect of a predictor may change considerably when controls are introduced"

(1997:382). For this study in particular, multiple regression allows for the testing of the

significance of the differences in respondent's fear of crime over time while controlling

for changes in the demographics of the population over the last twenty years. The use of

multiple regression also allows for the testing of interaction effects for the male and

female models to determine if there is a 'multiple jeopardy' effect of other significant

vulnerability indicators.

Sampling reports for each year was reviewed to check the representativness of the

sample in comparison to the Winnipeg population (Currie & Ursel 1984; Forde 1994;

Lewis & Roberts 2004). Direct comparisons with Census data are often difficult due to

the 5 year data collection period of the Census. Differences seen between V/innipeg Area

Study Sample and Census data could be a result of slight changes in the population

between Census years. However, all three sample reports indicate fairly accurate

representations of the V/iruripeg population, with the exception of gender in 1994. In

1994 there rtras a slight overrepresentation of females, as respondents, within the sample.

Data has been weighted to approximate female representation within the V/innipeg

Population. (See Appendix L).

Data analysis took place in three phases. First, the analysis between the fear of

crime and official crime rates took place strictly as a descriptive comparative analysis.
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Differences between the fear and crime rates over time were calculated as percentage

differences and then compared for similarities and differences in the trends over time.

This analysis was guided by the propositions developed from the risk interpretation

model, the theoretical dispute between Ferraro (1995) and Warr (2001), and the indirect

victimization model.

A Bonferonni procedure was used to determine whether differences seen in fear

of crime between the years were statistically significant. The Bonferonni procedure is a

multiple comparison technique used to assess three or more groups for true differences.

According to Agresti and Finlay, Bonferoni "extends to higher-way anova", and "it uses

a more stringent confidence level for each interval to ensure that the overall confidence

level is acceptably high" (1997:4a7).

The second and third phases of analysis were used to examine the propositions

underlying the vulnerability model and the notion of multiple jeopardy. Three

multivariate regression models were used to estimate the effects of demographic

variables on fear of crime. Caution must be noted when using multiple regression for

repeated cross-sectional data as this procedure does not control for changes in the

population over time. Therefore, one must be cautious when making interpretations of

fear trends over time because changes seen in fear levels may actually be due to changes

in the sample of respondents. The first model included all the demographic predictors

related to fear. The second and third models included one for females and one for males

because the literature indicates that the variables influencing women's fear will differ

from men's. In other words, it is hypothesized that certain predictors (age, ethnicity,

education) have differential effects in predicting female's fear of crime. For example, a
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woman who is a visible minority may report higher fear levels than males who are visible

minorities. Finally, to determine whether the differences seen between the female and

male models were reliable, a t-test comparison procedure was used (Paternoster, Brame,

Mazerolle, & Piquero 1998). This procedure will be discussed in detail in the analysis

chapter.

Use of different of procedures will allow for a test of the hl,potheses relating to

the risk interpretation model, the vulnerability model, and indirect victimization model.

Multiple regression in particular allows for the testing of the effects on fear while

controlling for other variables. More importantly, it allows for the testing of differences

in gender andfear.
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CHAPTER 4 RESULTS

4.1 Sample Description

The Winnipeg Area Study samples consisted of 573 respondents in 1984, 1002 in

1994, and750 in2004 (Curne & Ursel 1984; Forde 1994; Lewis & Roberts 2004). After

removing residents that lived outside of the Wirrnipeg area,2273 respondents remained.

The revised total consists of 573 respondents in 1984, 984 in 1994, and7l6 in2004. The

numbers for 1984 did not change as the sampling parameters differed slightly.

The ratio of female to male respondents changed over twenty years. In 1984 there

was a slightly larger percentage of females than males (55.8 percent and 44.2 percent

respectively) (Table 1). The percentage of females was again larger than the numbers of

males in1994 (59.3 percent and40.7 percent respectively). However,in2004 the sample

was evenly split between males and females (50 percent). This was due to a gender

target quota which was instituted near the end of the data collection window to reduce

genderbias in the sample (Lewis & Roberts 2004).

The average age of the samples has increased over time. The mean age of

respondents increased by one year between 1984 and 1994. In2004, the average age

increased by 2 years from 1994.

Over half of the sample in all three years was either manied or were in a common

law relationship. Respondents from 1984 had the largest number of cohabitating

respondents (59.8 percent), while 2004hadthe lowest (51.8 percent). Correspondingly,

2004had the largest percentage of single, divorced, separated or widowed respondents

(48.2), while 1984 has the smallest percentage (40.2). Approximately 55.8 percent of the

48



Table 1 - Sample Description
by Year

Gender
Male

Female

Age
mean

18-32
33-47

48-62
63-77

78+
Marital Status
Married

Common law

Single

Divorced

Seperated

Widowed

Education
Less than High School

High School Diploma

Partial Completion of University of College

UniversiÇ Degree or College Diploma

Post Graduate Studies

Ethnicity
European

Asian
African

United States

Central and South American and Carribean

Aboriginal
City Location
inner ciÇ
other winnipeg areas

lncome
Median

Less than $23,999

$24,000 - $49,999

$5o,ooo +

1984

44.2

55.8

41

39.5

27.7

17.1

14.6

1.1

55.8

4
23.4

5.2

4.7

6.8

35.3

24.7

11.2

24.6

4.2

91.4

4
0.4

0.2

1.8

2.2

39.2"

60.8

$14,000 - $15,999
70.8

27

2.2

1994

40.7

59.3

42

34.6

34.6

14.2

12.9

3.7

49.4

6.4

26
71.

4.2

o.I

22.2

24.8

17

30.5

5.4

89.9

4.6

o.7

0

0.9

3.9

19.8

80.2

$20,000 - $21,999
56.5

34.2

9.3

50

50

44
31.7

29.1

23

11.2

5

43.2

8.6

28.5

7.6

4.3

7.9

14.2

21.2

17.9

38.9

7.8

86.6

6.2

0.7

0.1

1.8

4.6

19.3

80.7

$28,000 - $29,9e9
39.7

41.7

18.5

N 573
* Missing cases in the 1984 survey suggest this breakdown is inaccurate

716
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respondents from 1994 were either married or living coÍrmon law, while 44.2 percent

were either single, divorced, separated or widowed.

Generally, respondents reported higher levels of education over the twenty year

period. The proportion of respondents with less than high school diplomas declined from

35.3 percent in 1984 to 22.2 percent in 1994 and 14 percent in2004. A significant

increase was seen in the number of respondents obtaining post-secondary education. For

example, the percentage of respondents reporting post-secondary degrees or diplomas

rose from 24.6 percent in 1984 to 30.5 percent in 1994 and finally to 39 percent in 2004.

The percentage of respondents with graduate, and professional degrees grew from 4.2

percent in 1984 to 5.4 percent in 1994. By 2004,7.8 percent of respondents reported

having graduate or professional degrees.

The majority of respondents within the sample were of European origin. In 1984,

Europeans made up a slightly larger portion of the sample than in 1994 and 2004. More

specifically, Europeans made up 91 .4 percent of the sample in 1984, 89.9 percent in

1994, and 86.6 percentin2004. The percentage of Asian respondents within the samples

increased over the 20 year period. The percentage of Asian respondents grew from 4

percent in 1984 to 4.6 percent in1994 and finally to 6.2 percent in2004.

Respondents with African origins made up the smallest percentage of respondents in each

of the specified years. There v/as a slight increase of African American respondents

between 1984, 1994, and2004 (0.4,0.7,0.8 respectively).

The percentage of respondents with Central and South American and Caribbean

heritage remained consistent between 7984 and2004 (1.8 percent). However, this

percentage shrunk to 0.9 in 1994. The proportion of Aboriginal respondents more than
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doubled over the 20 year time span. In 1984 2.2 percent of survey respondents were

Aboriginal, while in2004 it reached 4.6 percent.

The percentage of inner city respondents decreased dramatically over the twenty

year period. ln 1994,39.2 percent of the respondents were from the inner city area of

Wiruripeg while 60.8 percent were from other areas of the city. In 1994 the percentage of

inner city respondents dropped to 19.8 percent while the percentage of respondents from

other areas of the city increased to 80.2 percent. These percentages remained relatively

consistent in2004 (19.3 percent and 80.7 percent). It must be noted, however, that there

was a large number of cases (36 %) not reporting their residential location in 1984 which

may have influence on the ratio of inner city to other city arcarespondents.

Initially, distributions were run for the income variable, however, because income

was not measured by a consistent dollar and there was a large number of missing cases

(13.4 percent in 1984, 26.4 in 7994, and 20.5 in2004), the income variable was not

included in the analysis. However, this study did use education and city location

variables as surrogate measures for socioeconomic status.

Overall, there appears to be significant changes in the gender and education of

respondents as well as the proportion of respondents with visible minority status

þarticularly Aboriginals). This may have a significant impact on fear levels. However,

the use of these predictors in the regression analysis will allow us to control for changes

over time. In terms of gender, the portion of females in 1994 was 18.6 percent higher

than the portion of males. This difference may be related to changes in the sampling

procedure over time and that women are more likely to answer the phone and complete
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surveys. This large split may have a significant impact upon rising fear levels of 1994

relative to 1984 and2004.

Between 1984 and2004, the number of respondents with post-secondary

education increased from24.6 percent to 39 percent. Based on past research, the reported

rise in respondents' education may also influence changes in respondents' fear levels

over time, more specifically a decrease in fear. In previous fear of crime studies it was

found that individuals with higher levels of education had lower levels of fear of crime.

This being the case, one would expect that fear of crime levels will decrease over the

twenty year time span.

The percentage of Aboriginal respondents increased significantly between the

years of 1984 to 2004. In 1984 2.2 percent of the sample reported an Aboriginal origin,

while in2004 this percentage increased to 4.6. These percentages indicate that

Aboriginal Peoples are under-represented in this survey. The true proportion of

Aboriginal Peoples in Winnipeg is approximately 12 percent. It is inconclusive what

effects this significant increase may have on fear of crime levels as there are

inconsistencies in the fear of crime literature regarding race. While some studies report

higher levels of fear among non-white respondents others report race having no effect on

fear of crime rates.

4.2 Crime Statistic Trends

Crime statistics between the years of 1977 and2003 were collected from the

Winnipeg Police Service. tn this section, the differences in the general offence categories

(total criminal code rate, violent crime rate, property crime rate, and other criminal code

offence rate) over the three points in time \Mere examined. Then, the differences in the
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actual offences that concern our focal fear of crime indicators (e.g., theft, sexual assault,

robbery, fraud, break-in) will be presented.

The crime statistics will first be examined by lookin g at the percentage

differences between the years being studied. These differences will be examined one

year prior to the year in which the fear data was collected. This study will first assess the

differences between 1983 and 1993, and then evaluate changes between 1993 and2003.

Fizure 1 shows crime trends between the year of 19t77 and2003.

Figure 1: CriminalCode Offence Trends 1977-2003

-+-Total Criminal Code

-r-Ïotalviolent crime

-{-Total Property Crime

-J+-Total olher crime

nósnd.bnóqnso.s\o*ns*nss\*s.*$"nq

Year

The total criminal code offencerale decreased from 12,492 per 100,000 in 1983

to 11,905 per 100,000 in 1993, a difference of 4.7 percent. Between the years of 1993

and2003 the total criminal code offence rate increased by 4.4 percent (Figure 2).
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Figure 3: Total Violent Crime Offence Rate
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The violent crime rate had the largest percentage increase (62.9 percent) between the

years of 1983 and 1993. There was a small reduction of 0.1 percent in the violent crime

rate (Figure 3) between the years of 1993 and 2003 (1,320 per 100,000 and 1,3 19 per

100,000 respectively). The property crime rate declined during both time spans.

Between 1983 and 1993 the property crime rate decreased by 1 1.4 percent. A very small

drop (0.01 percent) occurred from 1993 to 2003 (Figure 4). The other criminal code rate,

on the other hand, grew between both time periods. There was an increase of 16.3

percent between 1983 and 1993, and another jump of 54.7 percent between 1993 and

2003 (Figure 5).

Figure 4: Total Property Crime Offence Rate
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Figure 5: Total Other Cr¡me Offence Rate
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Increases in our violent crime fear indicator offences were evident over 20 yearc.

Offence-specific graphs are included in Appendix 'A-F'. For example, the rate of

robbery incidents rose by 43.8 percent between the years of 1983 to 1993 (162 per

100,000 to 233 per 100,000) (Appendix A). The rate of robbery incidents grew by 9

percent between 1993 and2003. The sexual assault rate (Appendix B) increased from72

per 100,000 in 1983 to 80 per 100,000 in 1993, a difference of 11.1 percent. A larger rise

(41 .3 percent) in the sexual assault rate was seen between the years of 1993 and 2003.

The largest percentage increase for all six offences was seen in the assault rate between

the years of 1983 and 1993, growing by 73.4 percent (550 per 100,000 to 954 per
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100,000).t There was only a minimal rise (1.6 percent) in the assault rate between 1993

and2003 (Appendix C)

Declines were seen during both ten year periods in the rate of break and enter

offences. Break and enter offences (Appendix D) shrunk by 6.4 percent between 1983

and 1993. A larger reduction in the rate was seen between 1993 and2003 (38.6 percent).

The rate of thefts in the city of Winnipeg decreased by 17.4 percentbetween 1983 and

lgg3 (6075 per 100,000 to 5020 per 100,000). There was, howeve1 asmall percentage

increase between 1993 and 2003 of 7 .3 percent (Appendix E). Finally, the rate of fraud

and other related offences decreased from 684 per 100,000 in 1983 to 551 per 100,000 in

1993 (17.8 percent). There was an even larger decrease (65.0 percent) in the rate of fraud

and other related offences between 1993 and 2003 (Appendix F).

4.3 Fear of Crime Trends

Generally, respondents reported low levels of fear of crime over the twenty year

period. On a scale of 0 though 10 (0 indicating never won-y and 10 indicating womy a

great deal), mean levels of fear over the three points in time (1984,1994,2004) did not

surpass 5.5, or about the mid-point, with all offence categories showing a positive skew

(i.e., only a few people "worry a great deal"). Fear of someone breaking into the

respondent's home while they were away \À/as consistently the crime people worried

about the most over time. The least feared crime varied. For instance. in 1984 and 1994

' This increase may be due to changes in reporting practices following the 1983 Criminal Code
amendments.
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respondents \¡/ere least worried about being cheated or conned out of a large amount of

money. In2004, respondents were least worried about being sexually assaulted.

Over the twenty year time span fear of crime showed consistent increases and

decreases for all five of the offence specific categories. More specifically, fear of all

crime increased from 1984 to 1994 and then declined from 1994 to 2004. All offence

specificfear levels, with the exception ofworry aboutfraud, were lower ín 2004 than

1984 (Figvre 6).

Figure 6: Mean Level of Fear by Year
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Differences in fear of crime over time were calculated as percentage differences

between the mean levels over the three points in time. In order to assess whether the

differences found were reliable, a Bonferroni procedure was used (Table 2.) The mean of

the composite fear index grew from 3.12 in 1984 to 4.00 in 1994, a28.2 percent increase

þ<.001). This increase did not persist. The mean fear level then decreased by 38.1

percent þ<.001) in2004 to 2.54. This was less than the mean fear level back in 1984.

Overall, there was a23.3 percent decrease þ<.001) in the fear index levels between 1984

and2004.

Table 2 - Multiple Gomparisions (Bonferroni
Procedure)

fear index

fear of burglary

fear of armed theft

fear of coat stolen

fear of being conned

worry about sexual assault

1984 - 1994 -
1994 2004

-0.8760**" 1.4572***
(.1177) (.1 1)

-0.5450** 2.0145***
(.1617) (.1512)

-.9835"** 1.33
(.1586) (.1485)

-1 .42"*" 1.92***
(.1663) (.1557)

-0.738*** 0.6659***
(.1602) (.14e8)

-0.6278**" 1 .31***
(.161e) (.1581)

1984 -
2004

0.5812***
(.1254)

1.4695"*"
(.1726)

0.3446"**
(.16e3)

0.5014*
(.1773)

-0.073
(.170e)

0.6832**"
(.1805)

Standard Error in Parenthesis
.p <.05. *p<.01. *p<.001.
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There was a 1 1.7 percent increase in the mean level of worry about someone

breaking into your home while away between 1984 and 1994 (p<.001). Between 1994

and 2004 the mean level of worry about someone breaking into your home while away

declined by 38.7 percent (p<.001). Overall, there was a31.5 percent decrease in the

mean level of worry about someone breaking into your house while away between 1984

and2004 (Appendix G).

The same trends appear when looking at responses to the question, "worry about

someone taking something from you by force." The mean level increased by 31.7

percent (3.14 to 4.17) from 1984 to 1994 (p<.001), only to decline by 32.4 percent

between 1994 and2004 (p<.001). Overall, the mean fear level for this indicator was not

lower in2004 than in 1984. (p:.0ó1) (Appendix H).

Percentage differences in the mean fear levels over the twenty year time span

were greatest for the question'lvorry about someone stealing your coat while left

unattended" (Appendix I). The mean level rose by 45.4 percent (3.12 to 4.54) between

1984 and 1994 (p<.001). There was, however, then alarge subsequent decline (42.2

percent, p<.001) in theft woffybetween 1994 and2004. There was an overall decrease in

the mean fear index level of 16.2percentbetween 7984 and 2004 þ:.016)

The mean level of responses to the question, "worry about being sexually

assaulted" grew from 2.5 to 3.2 (24.7 percent) between 1984 and 1994 úr<.001).

However, between 1994 and2004the mean decreased ftom3.2 to 1.9 (41.5 percent)

þ<.001). There was a significant (p<.001) decline of 27 percent between 1984 and2004

in the overall mean levels for the responses to this question (Appendix J)
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There was a 33.8 percent þ<.001) increase in the mean levels of responses for the

question, "how often do you worry about being cheated or conned out of alarge amount

of money?"(2.19 to 2.93) (Appendix K). The mean level of responses to this question,

however, decline from2.94 to 2.26, a22.9 percent decline (p<.001), between 1994 and

2004. There were inconsistencies found when the mean levels of responses were

compared between 1984 and2004. Unlike the other 4 offence specific fear indicators,

fraud rose marginally by 3.3 percent between 1984 and 2004. However, this increase

was not found to be statistically significant (p:1.000)

4.4 Fear and Crime Trend Comparison

In order to test the hypothesis surrounding the risk interpretation and indirect

victimization models presented earlier, a comparison will be made between the overall

fear of crime and police reported crime trends between the years of 1984 and2004.

According to the risk interpretation model, individuals are more accurate in estimating

their risk of becoming a crime victim in their local area. Ferraro (1995) argues that

individuals are aware of their higher risk of property crime victimization and lower risk

of murder. However, he states that individuals are less accurate in judging property

crime risk, changes in crime, and crime prevalence outside of their immediate area.

Conversely, Warr (2001) argued that the public generally exaggerates the risk of serious

victimizations and underestimates the frequency of more common crimes due to the

media's tendency to sensationalize violent crime. From Ferraro's model (risk

interpretation) it was hypothesized that there will be a positive association between
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offence specific fears and increases in the crime rate. Descriptive results from the fear

and crime statistic trend comparison indicate that fear of crime showed a consistent

increase from 1984 to 1994 and consistent decrease from 7994to2004for all five

offence specifi c measures.

When comparing trends in individual's fear of specific offences to trends in the

official crime statistics, there are no observable associations which continue over the

twenty year time span. In other words, there are correlations between individual fear and

official crime between the first 10 years (1984 to 1994), but the associations do not

persist between the years of 1994 to 2004 and vice versa. As a result, these findings do

not show support for the risk interpretation model. In regards to the offence specific

violent crimes such as sexual assault and assault, there is an association between the

increases in fear and the increases in the rates of sexual assault and assault between 1984

and 1994. However, when one compares the trends between 1994 and2004, there is

slippage between individual fear and official crime rates. The mean fear levels for sexual

assault and assault \Ã/ere seen to go down from 1994 to 2004 while the official crime rates

went up during these years. These results indicate a lack of support for the indirect

victimization model.

In regards to property offence specific fears, there were no associations between

fear of theft, break and enter and fraud and the official crime rates. Mean levels of fear of

these offences were seen to increase from 1984 to 1994 while the official rates decreased

over these years. Between 1994 and2004, there were associations between the official

rates for break and enter and fraud and fear, as they both decreased. Theft, however,

increased from 1994 to 2004" which was inconsistent with the decrease in fear of theft.
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From these results it can be concluded that there is verv little association between

offence specifìc fears and official crime rates over an extended period of time. Although

initially there appears to be an association over a ten year period, this does not persist

when extending the analysis over longer periods of time. There is little support for either

the risk interpretation model or'Warr's counter argument. Violent crime only appears to

drive fear of crime between 1984 and 2004, but does not maintain this influence.

Overall, the results are consistent with previous studies conducted by Taylor and

Shumaker (1990) and Forde (1993), in which they find a lack of correspondence between

fear of crime and official crime rates over time.

The indirectvictimization model relates to the idea of "shock waves" and the

influence they have on individual levels of fear. This model suggests that individuals

become indirect victims because their fear levels increase when they hear about crime

through local networks and more specifically the media. Violent crime in particular has a

tendency to become sensationalized through the media, thus influencing individual fear.

From this model it was hypothesized that increases in fear will be highest when violent

crime increases. For the years of 1984 to 1994, results of the fear and crime statistic

comparison initially support this hypothesis (at least for violent crime). However,

between the years of 1994 and2004, the association disappears. As mentioned before,

the official crime rates for robberS sexual assault and assault grew both between 1984

and 1994, and again from 1994 and 2004. Individual fear, was seen to rise in all

categories between the years of 1984 and 7994, but decline between 1994 and2004. In

other words, there is an increase in both fear and violent crime from 1984 to l994,but

fuom 1994 to 2004, the violent crime rate rises while fear of crime decreases.
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Overall, descriptive findings do not show support for the risk interpretatron or

indirect victimization models due to the lack of association between the offrcial crime

rates and reported fear levels. There were some consistencies when comparing the

official crime rates and mean fear levels over a ten year time period, but these

correlations did not continue over the twenty year time period. The data indicates that in

general, the relationship between the official crime rate and individual fear fluctuates and

is not associated either positively or negatively.

The"hazards explanation" offered by Taylor and Shumaker (1990), however,

may help to explain this lack of relationship. They present the idea that the lack of

relationship between local crimes and fear may be due to the process of adaptation.

Individuals who are victims either directly or indirectly adapt to the threat of crime if

presented in their local area. This explanation provides insight into understanding why

reported mean fear levels of V/innipeg residents of all crimes decreased between 1994

arrd2004 when in fact the official crime rate increased, in particular the violent crime

rate. The explanation may be that Winnipeg residents became inoculated by the threat of

violent crime over the years, therefore, showing no increases in fear. Reported mean fear

levels of Winnipeg residents regressed back to a low, traditional level.

Before we consider thehazards explanation, other factors that should be taken

into consideration, particularly, changes in the d'emographics of the respondents over the

twenty year period. As stated earlier, gender showed a substantial difference between the

portion of females and males (18.6 percent) in 1994 compared to other years. This again

may be due to the fact that women are more likely to answer the phone and complete

telephone surveys then men. This over-sampling of females, may at least partially
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account for the increase of fear between 1984 and 1994. ln addition, the amount of

reported education increased significantly from 1984 to 2004. Previous studies indicate

that higher levels of education are also associated with lower levels of fear. If this is the

case, then the decrease in fear between 1994 and2004 may be a result of the changes in

education. In previous fear studies, income was considered, however, because of the

large number of missing cases (N:484). The effects of these variables on fear of crime

are examined in more detail in the multivariate analvsis.

4. 5 Bivaríate Regressions

In order to assess which demographíc variables had significant effects on

predicting heightened levels of fear, six bivariate regressions and four multiple regression

models are analyzed. The first two regression models include one with the inner city

variable and one without. Due to the fair percentage (1 1.7) of missing cases, the

regression was performed twice to check for significant differences between the two

models. The second set of regression models include one for females and one for males

to identiff whether certain demographic factors are stronger predictors for male or female

fear of crime.

The six bivariate regression models are performed with the fear of crime index as

the dependent variable, and gender, marital status, city location, ethnicity, age, and

education as independent variables. The conditional means indicated in each regression

model (Table 3) can be contrasted with the regression coefficient of the dummy variable

and allow us to compare groups. For example, the conditional mean in model one was

2.809 on the 10 point fear worry index, while the regression coefficient for female was
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.972. This means that the male score is 2.809 on the fear worry index while the females

score is 3.78 (2.809 + 0.972). The female regression coefficient indicated reliable effects

þ<.001), meaning that females report higher fear than males.

We can then consider the relative size of the effect of worry. In other words, how
:

much more fearful are females than males? To assess this, we simply subtract the male

fear score from the female fear score, divide the difference by the male score and

multiply it by 100, and get a percentage difference of 34.7 percent. Thus, females are

34.7 percent more fearful than males, a substantial difference.

Table 3 displays the conditional means and coefficients for the bivariate

regression models. Of the six bivariate regressions run, four produced reliable effects

I (p<.001). The independent variables marital status and city location were not statistically

1 significant.

ln terms of ethnicity, non-visible minority respondents had a mean fear level of

3.229 while visible minority respondents reported a mean fear level of 3.97, a22.9

percent difference O:.001). In other words, visible minority respondents reported

"*toît:"åï::::î 
ror age indicates that ror each year increase there is a

decrease in fear by .023. Thus, a20 year old respondent would score 3.81 on the fear of

crimeindexwhile a65year oldrespondentwouldhaveameanfearlevel of 2.77. Older

residents are less fearful.

The regression coefficient for education indicates that for each unit change in a

respondent's education, their fear level decreased by one on a 10 point fear scale. As

education increases, fear decreases.
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Table 3 - Bivariate Regression

Gender

Visible Minority

Married

lnner City

Education

Age

1 994

2004

Conditional Mean (lntercept)

2.809...

3.229'.-

3.305*.

3.287*'

4.168*

4.272.*

2.799***

3.673***

Unstandard ized ( Regression)
Coefficients

.972'*
(.0e6)

0.741*
(.15e)

.018
(.0e8)

.191
(.125)

-.1 00***
(.0r8)

-.023***
(.003)

1 .199*-
(.0e6)

-1 .134*"*
(.102)

Standard errors denoted in parentheses.
p <.05. **p<.ol 

.
***p<.001 

.

4.6 Multiple Regressions

The multiple regression models regressed the fear of crime index dependent

variable on gender, mantal status, city location, ethnicity, age, education, year of 1994

and 2004 as independent variables (1984 was the reference year). Correlation matrixes

lvere examined to rule out any possible collinearity between the independent variables
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before the regression models were conducted. Results of the correlation matrixes showed

that there were problematic associations between the dummy variables representing each

the years of 7984,1994 and2004. However, these variables were included to indicate

high correlations (See Appendix M, N, and O).

Due to the large number of missing cases within the city location variable,

particularly for 1984, two models were first estimated to determine whether living in the

inner city had a significant effect on fear of crime. The models were run initially with

cases excluded using the listwise procedure, however, due to the substantial number of

missing inner city cases, the pairwise deletion method was selected. The first model,

which included the inner city location variable, explained 17.9 percent of the variation in

fear of crime (adjusted R2 : .179). Results indicated that six out of eight independent

variables had significant effects in predicting fear of crime. The independent variables of

city location O:. 1 87) and marital status (b:. 170) were not significant predictors of fear

of crime. Given the insignificance of the city location variable and its 267 missing cases,

a second regression model was run excluding this variable. There was a slight reduction

in the adjusted n2 l.tZS¡ once the city location variable was removed. The seven

independent variables explained 17.8 percent of the variation in fear of crime. This is a

modest R2 value, in the sense that the model does not really explain much of the variance

in fear of crime (83 percent unexplained). However, it was known from the descriptive

statistics that explaining variance would be difficult, because people were generally not

fearful (i.e. little variance to explain) (Table 4). Additionally, because of our inability to

include various factors such as respondent's mood and recent media attention on crime in

the model our inability to predict a high percentage of the variance in the dependent
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Conditional
Mean

Gender

Visible Minority

Inner City

Education

B

4.359

1.060*"
(.oee)

0.62.*
(.161)

.170
(.102)

.178
(0.123)

-.121""*
(.020)

-.026**"
(.003)

.975*
(.13e)

-.307*
(.e75)

.179

Table 4 - Multiple Regression

lnitial Includ lnitial Exclud Inner
B

4.311

1.047*
(.0e3)

0.673*
(.14e)

.171
(.0e3)

-.112***
(.018)

-.025***
(.003)

.946***
(.r 15)

-.363**
(.125)

.178

.1 83***

-.074""*

R2

p <.05. **p<.01 
.

***p<.001.

variable is diminished. The use of public opinion data within statistical models

generally limits the predictability of R2 to less than 25 percentof the variance in the

dependent variable.

From the regression model it was evident that despite controlling for changes in

demographic variables (gender, age, and education) the differences between the years of

Standard errors denoted in parentheses.
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1984 and 1994 and 1984 and2004 were still substantial and statistically significant. The

regression coefficient for the year of 1994 (B:.946) indicates that 1984 respondents had a

meanfearlevel of 4.3ll whilerespondentsfrom l994hadameanfearlevel of 5.25,an

increase of 22 percent. The standardized coefficient (beta) indicated that the year 1994

explained approximately 4 percent of the variation in fear of crime. The regression

coefficient for year 2004 indicates that respondents from 2004 are 8.6 percent less fearful

than respondents from 1984. The year 2004 explained less than 1 percent of the variation

in fear of crime (betæ-.074). Results indicate there are differences between the mean

fear levels over time, and that these changes are not due to demographic changes in the

Winnipeg population.

Net of the effect of other variables, gender explains the most variance in fear of

crime (b:1.047). The regression coefficient of B:1 .047 indicates that females are24.3

percent more fearful than males which is consistent with previous literature (Ferraro

1995; Houts & Kassab, 1997; Parker and Ray 1990; Rucker 1990; Sacco 1994; Smith &

Hill 1991; Weinrath 1999; Weinrath & Gartrell 1996). When comparing the regression

coefficient of gender between the bivarate and multivariate models we see that there is

very little change (b:1.07 vs. b:l .047).

Visible minorities reported marginally higher levels of fear (4.98) than their

Caucasian counterparts (4.31), net of the effects of other predictors. The findings

indicate that visible minorities are 15.6 percent more fearful of crime than Caucasians, a

small difference. These findings are in the predicted direction but weaker than some of

the results from previous studies (Houts and Kassab 1997; Parker & Ray 1990; Rowntree

&.Larñ 1996). The net effects of ethnicity on fear decreased negligibly from the
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bivariate regression model (0-741to 0.673). In terms of the corresponding beta weights,

ethnicity explained 9 percent of the variance in fear of crime, a very small amount.

The effects of a respondent's education on fear increased slightly when entered

into the multiple regression equation (-.100 to -.II2). The regressing of the fear variable

on education indicates that for each level ofeducation a respondent perceived their fear

level decreased by .II2. For example, a respondent with a grade 6 education would have

afear level of 3.64 while a respondent with a grade 12 education would have a fear level

of 2.97 . The standardized coeffi cient of --I29 indicates that education explains 1.7

percent of the variance in fear of crime.

The same effect can be illustrated for age. The regression coefficient of .025

indicates that for each year of age there is a .025 decrease in fear of crime. In other

words a respondent who was 25 years old would report a fear level of 3.67 , while a

respondent 70 years old would report afear level of 2.56. There is almost no change in

the effect of age on fear from the bivariate to multiple regression models (.022 to .025).

A standardized coefficient of -.183 indicated that 3.3 percent of the variation in fear of

crime is due to a respondent's age. This is consistent with previous research conducted

by Ferraro and LaGrange (1988) which shows that although the elderly are more likely to

report being afraid to walk alone in their neighbourhood at night, they do not vary from

younger adults in their estimation of offence specific risk like burglary or assault.

Marital status explained the least amount of variance in fear of crime (8:.037).

The unstandardized coefficient indicates that while single respondents have a mean fear

level of 4.31, their married counterparts have a mean fear level of 4.48, a difference of

3.9 percent. These findings are consistent with previous fear studies which also show
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thatmantal status has little influence on fear of crime (Weinrath 1999; Weinrath &

Gartrell 1996).

Another way to look at the regression model is by calculating the fear level of a

hypothetical respondent (a typical profile of a person with a moderate fear of crime). For

instance, a respondent who was female, visible minority, married, had six years of

education, 25 years of age and from survey year of 1994 would have a moderate fear

level of 5.91. This is calculated by using the regression equation: Y : a + b1X1 +b2X2+

b3X3 + b¿q +bsxs + bdk, or Y: 4.31 I + 1.047 + 0.673 + 0.17 1 + 6(-. 1 12) + 25 (-.025 1)

+0.946).

Overall, gender explains the largest amount of variance (beta: .228) in fear of

crime, while marital status is weakest (betr.037). It should be noted that there was little

change in the size of the effects from the bivariate regression models to the multiple

regression model for all predictors, despite all other independent variables controlled for.

4.7 Fear of Crime and Gender

Table 5 includes the final series of regression models, one for all females in the

study sample and one for males. Two models were run because gender explained the

most amount of variance in the first model and the literature says there are significant

differences between women and men. This indicates that there is a possibility that other

variables in the regression model may act differently if men and women are studied

separately. Additionally, we were interested in testing for interaction effects. In other

words, are certain predictors such as age, education and mantal status more potent for
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Conditional
Mean

Visible Minority

Married

Education

Age

1994

2004

Table 5 - Multiple Regress¡on For Males and Females

B

5.706

.938*
(.23e)

.121
(.138)

-.125*"*
(.028)

-.030**
(.004)

1.067**"
(.171)

-.542**
(.188)

.111***

.025

-.1 31 "**

-.218**

.216***

-.1 03**

B

3.979

.463*
(.183)

.0875
(.12e)

-.101***
(.023)

-.017***
(.004)

.806***
(.152)

-j94
(.163)

0.094
Standard errors denoted in parentheses.
p <.05. **p<.01.

R2 0.166

\ì
u)

Ttest
Co

.076*

.022

-.137***

-.1 3g***

.1 gg"**

-.045

(t-value)

1.77

0.77

-18.32

-2.05

1.14

-1.39

***p<.001 
.



predicting female fear as opposed to males'? This curiosity comes from the vulnerability

model which states that individuals who are in more vulnerable physical and social

positions will have higher levels of fear. The differences between male and female fear

of crime and the "vulnerability" effect of other demographics (age, education, ethnicity)

has been the most consistent finding in the fear of crime literature (}dadnz 1991; Stanko

1990; Weinrath & Gartrell 1996). However, it was suggested previously that

vulnerability factors might produce more severe effects of women, a form of multiple

jeopardy (Weinrath & Gartrell 1996). More specifically, because fear appears to be a

more pressing issue for non-white, less educated, older females there should be

significant differences seen between the two individual models.

Six independent variables were used in each of the models. These included

mantal status, ethnicity, age, education and respondents year variables for 1994 and

2004. Initially, these models included the city location variable but it showed weak and

unstable effects for both the male and female models, thus final equations were nrn

without it. Consistent with the prediction of the vulnerability model, the regression

model for fernales (adjusted R2: .166) explained the most variance in the dependent

variable fear of crime. This model did not work as well for predicting males fear of

crime (adjusted n': .Oe+;. The conditional mean level of fear for females was 5.706

while male's mearr level of fear was 3.979.

Results indicate that five out of six independent variables had a stable effect on

predicting female fear of crime, holding all other variables constant (Table 5). These

included year 1994 (B:1.067), ethnicity (B:0.938), year 2004 (B:-.542), education (B:-
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.125), and age (B:-.030). Marital status was not a stable predictor of female fear of

crime (B:.121).

Age had the greatest influence in predicting female fear of crime þ:.278). The

regression coefftcient (B:-.030) indicated that for each year of a woman's age there is a

decrease of .03 in her fear level. The year 1994 was the second greatest predictor for

females fear of crime (betæ.216). In other words, the year 1994 explained 4.7 percent of

the variation in fear of crime. The coeffrcient of 1.067 indicates that women respondents

in1984hadafearlevel of 5.706 whilewomenrespondentsin 1994hadafearlevelof

6.J7, a mean difference of 18.6 percent.

Education explained the third largest amount of variation in fear of crime for

females. B: -.I25 indicated fhat a female's education explained 7 percent of the

variation in fear of crime. A woman's ethnicity expiained T.2percent of the variation in

fear (beta: .111). Results of the regression coefficient (B:0.983) indicated that while

Caucasian women have a mearl fear level of 5.706, women who are visible minorities

have a mean fear level of 6.64, a difference of 16.37 percent.

The year of 2004 was found to explain the smallest amount of variance in

women's fear of crime (beta:-.103). When comparing women in 1984 and2004, it was

found that there was a 10 percent decrease in women's fear of crime over 20 years (B:-

.542). Women's meari fear levels decreased from 5.706 in 1984 to 5.16 in2004.

The second regression model, which looks exclusively at males (adjusted R3:

.094), explained only 9.4 percent of the variation in the dependent variable of male fear

of crime. Out of the six variables that were entered into the model, only four were

statistically significant predictors for male fear of crime. The variable for the year 1994
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þetæ.I99) explains the most variation in male fear of crime. The regression coefficient

(B:.806) indicates that males in 1984 had a mean fear level of 3.979 while males in 1994

had a mean fear level of 4.78, an increase of 20.I percent, about the same as women.

Age explains the second most amount of variance in male fear of crime (B:- 
,,,, ,,1

.138). Inotherwords,amale'sageexplainedl.9percentofthevariationinfearof

crime. Age, however, had significantly greater effects on female fear of crime.

Education explains the third largest amount of variation in fear of crime for men. The 
, ,

regression coefficient of-.101 indicates that for each grade increase there is a decrease of
,.'.'.

.101 in a male's fear level. Ethnicity explains the least amount of variance in fear

(8:.076). A regression coefficient of -.463 indicates that a white male would have a

mean fear level of 3.979 while male of visible minority would report a mean fear level of

4.42, a difference of 1 1.6 percent.

The female model was more efficient than the male model for predicting fear of

crime. This was shown not only through the adjusted R2 value (.161 versus .094), but

also by looking at the reliability of predictors in each model. The model for females had

five significant predictors, while the model for males only contains four. More 
I ,,,,,

specificall¡ each individual predictor was stronger for females than males. For example, 
:

the standardized coefficient for ethnicity was .111 for females and .183 for males. The

same holds true for the variable of 1994 (.216 vs .152), age (-.218 vs -.004), and

education(-.131vs-.023). Thevariablefor2004wasreliableforthefemalemodelbut 
,,,:,:,

not for the male fear model. Specifically, in terms of the comparison between the years it

is apparent that both males and females were much more fearful in 1994 than 1984.
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However, when looking atthe surprising decline from 1984 to 2004 it is shown that

females declined significantly while males did not.

Interaction effects between the male and female fear models were assessed

through t-tests2 (Table 5). A t-test for interaction effects is relatively straightforward and

involves a comparison of the regression coefficients in each model, expressed as a ratio

against the standard errors (Paternoster, Brame, Mazerolle and Piquero 1998). For

example, when testing whether ethnicity has a different effect for women than men, the

first step is to subtract the male's unstandardized coefficient from the females (.983 -

.463:0.52). Next, add the female's ethnicityregression coefficient standard of error

squared plus the males ethnicity regression standard of error squared , and find the square

root{r/(.2:9)' * (.t 83)' :0.30081}. Divide this total by difference between the males

and female's unstandardized coefficients. The t-statistic of 1.72 is not statistically

significant at p<.05. Non-white females are more fearful than non-white males.

With the exception of the 1994 and2004vanables (t:1.14 and t:-I.39),

interaction effects were observed for all predictors. The difference in fear in 1994 was in

the predicted direction but not reliable, indicating that there was a substantial rise (but

statistically significant) for both males and females from 1984 to 1994. While both fear

levels declined from 1994 to 2004, the difference seen between men and women's fear

level was not significant. On the other hand, non-white females, less educated females,

younger females and females responding in the year 2004 were all more fearfirl than their

male counterparts (ethnicity t:\.72, education t:-18.32, ageF -2.05). These results only

partially support the vulnerability model and the notion of "multiple jeopardy". The

2 cbt-b2lsqrtof {(se1)2 + (se2)2}
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deprivation associated with minority status and lower income has a much more negative

effect on females than males.
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CHAPTER 5 DISCUSSION AND CONCLUSION

This study addressed several research questions regarding fear of crime trends in

Wiruripeg over the last two decades and the connection between official crime rate

changes and individual perception of victimizationrisk. In this chapter, key findings

from the previous chapter will be summarized and discussed. The results of this study

will be used to evaluate the hlpotheses derived from four previous theoretical models

including risk interpretation model, the indirectvictimization model, hazards explanation,

and the vulnerability model. The chapter will conclude with a discussion of measurement

issues, policy implications and future research initiatives derived from the findings of the

study.

5.1 Summary of Fíndings

The first section of the analysis looked specifically at the relationship between the

changes in the official crime rates and people's fear of crime. Despite fluctuations in the

official crime rate, fear for all offence specific categories increased from 1984 to 1994

and then decreased from 1994 to 2004. All of the offence specific fear levels, with the

exception of worry about fraud, were lower in2004 than in 1984. Although there were

connections between the violent crime rate and fear of crime between 1984 and 1994

(both were seen to increase) the direction of relationship changed between 1994 and

2004. As a result, there are no continuous tends which continued over the 20 yeara

One plausible explanation for this may be what is known as a statistical regression

to the mean. This effect is a natural phenomena of extreme scores reverting back to mean
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averages. In other words, left to themselves, things tend to return to normal, whatever

that is. In this case, noÍnal levels of fear. This phenomenon was first described by Sir

Francis Galton in the 1880's , who noted that very tall parents tended to have children

who were shorter than they, albeit still above average height, and conversely, that the

children of very short parents were still shorter than average, but taller than their parents.

He called this effect "filial regression toward mediocrity" and attributed it to some

biological force (Agresti and Finlay 1997).

Winnipeg residents fear levels in 1994 may have peaked due to practices of media

reporting, or simply in response to the large increase in reported violent crime. For

example assault did increaseby 73.4 percent. Although it cannot be known how long the

increased fear levels lasted past 1994 due to datalímitations, we do know that residents'

fear levels eventually retumed to low levels. Data shows that fear eventually returns to

lower levels and does not permanently reside in the community. From the results it can

be argued that Winnipeg residents are generally not that fearful, are awaÍe that their risk

of victimization is low, and that this trend is more evident over the past l0 years.

The second section of the analysis involves multivariate procedures directed

towards testing for differences in fear net of the effects of changing demographics over

time. Results indicate that despite changes in the demographic composition of the

population, fear levels in 1994 are still higher than in 1984. In addition to this, fear levels

in2004 not only declined from 1994, but are slightly lower than 1984. The multiple

regression model indicates gender explains the largest amount of variance in fear of

crime which is consistent with previous findings in the literature. Women, visible

minorities, the less educated, and married individuals expressed higher levels of fear,
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while the elderly expressed lower levels of fear. It is awkward to compare the age results

with some of the literature due to the way in which fear was measured in this study.

Other studies which involve age and use the general or global measure of fear (which

asks respondents how afraid they are of walking alone at night), report findings different

from our offence specific measures. Measurement issues surrounding age will be

explored further when discussing the vulnerability model.

The final section of the analvsis dealt with the differences between male and

female fear of crime. This section more directly tested the hypotheses associated with the

vulnerability model and "multiple jeopardy''hypothesis. The vulnerability model states

that individuals who are more physically vulnerable to crime such as women and the

elderly will express heightened levels of fear. Because women report greater fear than

males, analyses were used to discover contributing factors (age, ethnicity, socioeconomic

status) and test for gender-fear interactions. As expected, the female model was more

effective for predicting fear of crime. Overall, females were definitely more fearful than

males, and other indicators of vulnerability increased fear for them more than for males,

supporting a multiple jeopardy hypothesis.

5. 2. I Theoretical Explanations

5.2.2 Risk Interpretatíon Model

The first hypothesis, "there is a positive association between offence specific fears

and increases in the crime rate" was derived from the Risk Interpretation Model. Briefly,
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this model states that individuals are accurate at estimating their risk of becoming a

victim of crime. Ferraro (1995) added to this model by arguing that individuals are aware

of their higher risk of property and lower risk of murder. He stated that individuals are

less accurate in judging property crime risk, changes in crime, and crime prevalence in

their immediate area. In contrast, Warr (2000) argued that the public exaggerates the risk

of serious victimization and underestimates the frequency of more coÍrmon crimes.

Results indicate that there is little support for the first hypothesis. There was no

observable association between offence specific fears and changes in the crime rate over

time. There is little support for either Ferraro's or Warr's argument. Ferraro believed

that an individual accurately estimates the risk of becoming a victim of personal crime in

their local area, and that they are quite awaÍe of their higher risk of property crime

victímization and lower risk of violent crime. The data, however, did not support this

argument over time. Specifically, while property crime was lower and violent crime was

higher from 1984 to 1994, overall fear levels were increasing. In addition, while violent

crimes grew from 1994 to 2004, fear levels declined. In other words, the only

consistency found was between the violent crime rate and fear of crime between 1984

and 1994.

Warr, on the other hand, argued that the public exaggerates the frequency of

violent crime and underestimates the probability of property crime. Contrary to'Warr,

increases in Winnipeg resident's fear levels were consistent with increases in violent

crime from 1984 to 1994. However, while violent crime was continuing to increase from

7994 to 2004, resident's fear actually decreased. Overall there was alack of support for

both Fearrao and'Warr's theories on the relationship between fear and official crime.
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Understanding of the lack of support for the Risk Interpretation Model is aided by

examining the literature on the association between personal victimization and fear.

Despite the inconsistencies in this literature, some of the same results are found when

looking at the relationship between individual rates of victimization and fear of crime.

Many researchers have not found that the experience of crime heightens victims fear; in

fact victimization sometimes lowers fear (Agnew 1985; Box, Hale & Andrews 1988;

Sharp & Dodder 1985; Van Der'Wurff & Shinger 1989; 
'Weinrath & Gartrell 1996).

Agnew (1985) argues that individuals develop neutralization techniques in order to

maintain and limit the damage to their psychological well-being. Using a social learning

perspective, Skogan (1987) introduces a learning effect hypothesis, indicating that

individuals reduce their fear of crime by engaging in more rational and prudent

precautionary behaviour as a result of becoming victimized. These explanations partially

support this study's findings. If individuals who have been directly victimized do not

experience higher levels of fear, then why would individuals experience elevated levels

of fear when crime rates change?

Another explanation may be that people are confused when they talk about the

problem of fear of crime. People may actually not be fearful at all, but rather, they may

be angry about the possibility of becoming a victim of crime. A study conducted by

Ditton (1999) confirmed that being aîgry about the threat of criminal victimization is

more frequently reported than being afraid of it. He argues that this is a common-sense

explanation and that is why many researchers have chosen to avoid it. An obvious

explanation or not, it may be one of the missing links in the association (or lack thereof)

between fear of crime and official crime statistics.

83



A final explanation that can be used to understand the lack of association between

the official crime statistics and fear of crime is the Hazards Explanation. This theory

focuses on the process of adaptation. It is argued that people get used to crime just like

they getused to living on flood plains, drought-stricken areas, or on earthquake faults

(Taylor and Shumaker 1990). Individuals may resort to a perceptual adaptation for some

crimes due to the inoculating effects of prior exposure. Particularly in the case of

'Winnipeg, which is known as a violent city and the "Murder Capital of Canada",

residents may have just become accustomed to the increase of crime in the city. Despite

the increase in violent crime ftom 1994 to 2004, Winnipeg residents' fear has declined to

its former low level.

It is important to note that the hazards explanation for the decline in fear levels is

different from the previous explanation of statistical regression to the mean. The hazards

explanation is a social learning perspective whereas statistical regression to the mean is a

naturally occurrin g phenomenon.

Whatever the explanation is for the lack of corelation between fear and official

crime, future research needs to be directed towards tracing fear levels on a yearly basis.

The second research hypothesis, "lncreases in fear will be highest when violent

crime increases" was derived from the indirectvictimization model. The indirect

victimization model arzues that individual's fear is influenced bv "shock waves".

Individuals become indirect victims of fear because their fear increases when thev hear
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about crime through local contacts or more specifically the media. In particular, this

model focuses on violent crime because the media has a tendency to sensationalize and

over-report violent crime occuffences such as murder and assaults. Results of this study

do not support the above hypothesis over the twenty year time span. Initially there is a

reported association between the increased fear levels from 1984 to 1994 and the rise in

violent crime. However, this association then dissipates from 1994 to 2004. Despite

continued increases in violent crimes such as robbery, assault and sexual assault, the

mean levels of fear decreases during this time period.

This lack of support for the indirect victimization model may be due to the

increased media reporting of violent crimes around 1994, or the result of a moral panic

which V/arr (2000) suggests is the most common form of fear. Although there were

increases in violent crime over both periods of time (1984 to 1994 and 1994 to 2004)

media reporting practices may have changed or issues such as gangs may have been more

prevalent in 1994. In the 1990s there was a substantial emergence of street gangs in the

City of Winnipeg and more generally, the province. According to Aboriginal and

Northern Affairs, there were 37 street gangs which actively recruited during the 1990s.

Street gangs were a definite threat to public safety in the 1990's and they have been

blamed for the steadily increasing crime rate throughout the 1990's (Province of

Manitoba, Aboriginal and Northern Affairs website 2000). Only by using methods such

as content analysis of media reports would one be able to explain the lack of consistency

and support for the indirect victimization model.
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5. 2. 3 Vulnerability Model

The third hypothesis, "females will experience greater increases than males in fear

as crime rates escalate" was derived from the vulnerability model. According to Skogan

(1981) the vulnerability model has two dimensions: physical and social. Individuals who

feel vulnerable are more likely to experience increased levels of fear. If individuals are

physically vulnerable they are often open to attack, powerless to resist attack and exposed

to traumatic physical and emotional consequences if attacked. 
'Women 

and the elderly

are more likely to fall into the physically vulnerable category. Analyses supported the

third hypothesis. Females reported not only higher mean levels of fear but also more

significant increases in fear levels in 1994 than males. Females also experienced a

greater decrease in fear from 1994 to 2004 than males. This indicates that females are

driving the overall fear of crime rate.

When looking at age on the other hand, there is no support for the vulnerability

model. As previously mentioned, there was a reverse effect for age, the older an

individual was the less fear they expressed. This is counterintuitive: the elderly should be

more fearful due to the reduction in physical prowess, if this theory was correct.

This conundrum may be a result of measurement issues. [n other worlds, the

elderly may not be afraid of specific crimes such as assault and robbery, but rather things

such as youth conglomerating in large groups around their home. A study conducted by

Christian (2001) on elderly women and fear of crime helps put measurement limitations

into perspective. Her study indicated that fear for elderly women was typically

associated with domestic violence, harassment on the street and bus stops, being followed
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and confrontations by panhandlers. Overall, elderly women reported a broader concem

of personal safety rather than concern of specific crimes (Christian 2001). Christian's

findings may help explain why the elderly did not express higher levels of fear. Validity

issues may arise when attempting to assess fear of the elderly by offence specific fear

measures.

The second dimension, social vulnerability, states that, "people are socially

vulnerable to crime when they are frequently exposed to the threat of victimization

because of who they are, and when the social and economic consequences of

victimization weigh more heavily upon them" (Skogan 1981). Individuals who are

generally included in the socially vulnerable category are visible minorities, and

individuals with lower levels of socioeconomic status. Results of the multivariate

analysis did show support for the vulnerability model. Both visible minorities and

individuals with lower levels of education (surrogate measure for socioeconomic status)

expressed higher levels of fear than their counterparts. Although education is a good

measure of socioeconomic status, the resident's city location was not. As indicated

previously residents of the inner city area did not show significantly higher levels of fear.

The lack of relationship at the area level may be due to two reasons. First, there was a

large number of missing cases that could not be identifiable to a certain area of the city.

Without the city location, it is impossible to determine whether the cases missing were

from the inner city area. This was more of a problem in 1984. Secondly, it is also

plausible that the poorest areas of the city were not captured. In other words, there may

be areas outside the city core that experience financial hardship that were not included in
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the inner city area. In order to deal with this inherent possibility a linkage would have to

be formed between incomes and certain areas within the city from census data.

There was also support for the fourth hypothesis, "Indicators of vulnerability will

produce greater increases in female fear than males". Upon testing for gender-fear

interactions indicators such as ethnicity, and education were found to have stronger

effects of female fear as opposed to male. This lends credence to the "multiple jeopardy''

hypothesis which postulates a multiplicative effect in fear when individuals have more

than one vulnerable characteristic.

Overall, out of the three models explored, the results of the study only showed

some support for the vulnerability model and "multiple jeopardy'' hypothesis. The lack

of support for the other models may be due to issues of measurement or just to a lack of

relationship between the official rates of crime and fear. Future research using annual

surveys could provide more thorough analyses.

5.3 Measurement Issues

A repeated cross-sectional analysis \ryas undertaken for this longitudinal study.

Repeated cross-sectional data contains independent random samples drawn from each

point in time. Unfortunately, repeated cross-sectional data is not the best kind of

longitudinal data since the same respondents þanel data) or respondents with the same

characteristics (cohort data) were not interviewed over time. Menard indicates that, "the

principal limitations to the repeated cross-sectional design are its inappropriateness for

studying developmental pattems within cohorts and its inability to resolve issues of
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causal order" (1991:2I). ln other words, changes seen in fear levels over the three points

in time may not be necessarily due to changes in fear but rather differences of

respondents.

Another issue which is directly related to interpreting changes over time is the use

of regression with repeated cross-sectional data. Although regression is not the most

robust technique and is sensitive to extremities, it has been used by a number of

researchers in their longitudinal studies (Glenn 1998; Uggen & McMorris 2000; Tanner,

Davies and O'Grady 1999; Brown, Dorius & Krannich 2005). In particular, the study by

Brown et al. (2005) uses dummy variables to represent years for independent variables

within their regression model, similar to this study. Menard (1991) provides a review of

types of analysis appropriate for longitudinal data. He states that Anova and regression

with dummy variables, and mixed continuous categorical independent variables are

appropriate, but not the best, methods for longitudinal data.

It is important to note, however, that regression analysis is the least robust

technique for this type of data and by using structural equation models such as LISREL

or Path Analysis changes in the population over time would have been taken into

account. This being said, results in changes of fear over time discussed in this thesis

must be interpreted with caution. Changes seen may be due to other factors such as

differences in the sample studied at each point in time. In order to deal with some of the

insecurities surrounding different samples the data was weighted according to gender to

ensure the samples were representative of the Winnipeg population.

ln addition to limitations of describing change, the use of repeated cross-sectional

data does not allow one to determine how long specific fear trends lasted. For example,
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although there was a peak in the fear of crime levels shown in 1994, it cannot be

determined what year fear peaked, or when it started to decline. In a perfect research

world, panel or cohort longitudinal data would be easily accessible. These types of data

would allow one to assess changes over shorter periods of time and allow for the

comparison of year to year crime rate changes. Although these data are more

appropriate, they also come with limitations such as participant attrition and expense.

Even when trend data is available. there is a lack of correlation between official crime

rates and fear of crime even when annual surveys have been used. For instance, Forde

(1993) was able to use annual surveys from 1981 to 1992 in his study on fear of crime in

Winnipeg. He found that there was a lack of correspondence between citizen's

perceptions of crime and the official crime statistics. Ideally, one would desire datathat

was recorded on ayearly basis. However, if fear of crime in V/innipeg is a phenomenon

which hovers around equilibrium, yearly data would not provide any superior advantages

that outweigh the costs of panel or cohort studies.

Another measurement issue that must be taken into consideration is the use of

offence specific measures. Based on previous research conducted by Warr (2001), one

would have expected to find a correlation between the trends of individual offences such

as burglary and fear of someone breaking into their house. Although'Wam (2001) argues

that the offence specific data provides context for the respondent, the use of these

measures did not appear to make a difference in the correlations found between official

crime and fear of crime. Although there are a number of other issues to consider, such as

fear versus anger,it must be questioned whether people reallyfocus in on specific

offences when thinkine about their reactions to crime.
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5.4 Policy Implicatíons

Crime prevention initiatives such as street patrol and neighbourhood watch tends

to measure success by the reduction in fear of crime levels. With the possibility that fear

of crime levels regress to the mean and remain at equilibrium, is it appropriate to use fear

as a measure to assess crime prevention policy effectiveness? More specifically, how

does one claim a crime prevention initiative was successful if fear always regresses back

to an acceptable mean level despite intervention? It may be more appropriate to measure

policy and program effectiveness by looking at public satisfaction of these independent

programs. If one chooses to use fear as a measure of policy effectiveness it should be

used in addition to other evaluation methods and measures.

This study showed that generally, Winnipeg residents are not that fearful and that

crime may not be as an important issue as many think. With this in mind one must

question the allocation of monies to crime prevention initiatives directed atfear

reduction. Rather monies should be redirected into other areas of the criminal justice

system or even other areas with limited funding such as health care.

More generally, the public needs to be educated on the likelihood of becoming a

victim of crime. They need to become aware of the actual amount of crime occurring not

only in their local neighbourhoods but the city of V/innipeg in general. Being aware of

crime risk helps individuals to protect themselves and their properties from potential

victimization. When crime is reported to the public in a concise and accurate fashion,

they become awaÍe of their actual risk of becoming victims to certain crimes such as theft

þossible) or murder (unlikely). Educating the public about the actual amount of crime in
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their neighbourhoods reduces the likelihood of moral panic which is often a result of the

media over-reporting violent crimes. In order to reduce the inaccuracy of media

reporting the media and criminal justice experts need to become unified and work

together on getting acçurate information out to the public.

Another finding from the study with potential policy implications is the increased

fear levels for vulnerable groups such as minorities, lower socioeconomic groups, and

especially \Momen. If researchers such as Scott (2003), Ferraro (1995) and Stanko (1990)

are acstrate in arguing that women's fear is a result of fear of men's violence, more

resources need to be directed towards making women feel safe. Additional resources

need to be offered for women who have become victims and are potential victims of

men's violence. Anonymous shelters and educational resources need to be present and

promoted within the communities. Society has to become even less tolerant to violence,

especially violence against women. This includes stalking, which Scott (2003) has found

to play a very strong role in the production of fear in women's lives.

Although reported differences between minorities and Caucasians, and lower and

higher socioeconomic groups were minimal, there still needs to be a greater proportion of

resources directed towards vulnerable individuals. They need to be offered greater

protection and victim service programs to ensure that they have resources available if

they do become victimized. This could include anything from safe shelters, and medical

attention to legal support counsel.

Overall, fear of crime does not appear to be a large issue for residents in the city

of V/innipeg. In general, fear levels are reasonably low, even lower than they were 20

years ago despite rising crime rates. However, it is important to note that despite low fear
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levels, vulnerable groups such as women and minorities are experiencing higher fear

levels than males and Caucasians. Policies should reflect these findings by directing

public monies towards crime reduction, victim resources and educational awareness.

5.5 Global Contributíons to the Literature

Due to the lack of longitudinal research in the area of fear of crime, this study

makes a contribution to the literature in this arca,particularly with respect to Canada.

There are two longitudinal Canadian studies (Roberts 2001 and Forde 1993) on fear of

crime and its relation to other criminal justice issues and perceived crime. The results of

this study are similar to Roberts (2001), however, his sample was drawn from the general

Canadianpopulation, and used descriptive statistics only. His conclusions, much like the

ones presented here, are that overall fear of crime is relatively consistent and the

percentage of Canadians expressingfear in recent years (2000) is slightly lower than it

has been for many years. He does not, however, compare fear of crime levels to ofÍicial

crime rates.

Forde (1993), on the other hand, looks specifically at respondents in the City of

Winnipeg. His study was published almost one decade ago and used only a 4 point

ordinal measure of fear and bivariate correlations. He also found no chanses in fear over

anTl year period of time. Forde (1993) also concludes that there is an overall lack of

correspondence between citizen perceptions of crime and official crime rates, in addition

to a weak relationship between perceived crime and fear.
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The relative consistency of fear of Winnipeg residents, despite a fluctuation in

1994, is similar to that of the situation of Canada and more internationally the United

States. Warr's (1995) study of US Gallop poll results show relatively consistent levels of

fear over a28 year period despite a moderate increase. Warr (1995) even used the same

offence specific measures as used in this study.

The study findings are generally consistent with the larger literature on the

demographics associated with fear. The study, however, goes beyond the first order

relationships between fear and demographics and tests for multiplicative effects of

vulnerable demographic characteristics using the multiple jeopardy hypothesis. Weinrath

and Gartrell (1996) were the first to introduce the multiple jeopardy hypothesis into the

fear literature however they only tested for age and gender interactions. This study also

included ethnicity and education (an indicator for socioeconomic status).

Finally, this study incorporated some theories or partial theories surrounding fear

of crime. Much of the literature presented previously failed to test the partial theories and

models. Despite the lack of support for the risk interpretation model and indirect

victimization model, results showed promise for the vulnerability model. This model in

particular is important for social policy makers attempting to implement services for

individuals in need. Itmay, however, be the case that the data was limited in its ability to

test the risk interpretation model and indirectvictimization model. Further research

should incorporate the testing of these models as they are important to the understanding

of fear of crime.

Overall, the V/innipeg situation is similar to Canada's and the United States in

that fear is relatively consistent and typically regresses to an average mean level. This
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study goes beyond what has been completed in the past and terms of testing of various

models and looking at interaction effects. It does however, like all studies, have its

limitations so future research, particularly in the global sense is encouraged.

5.6 Future Research

Considering the problematic nature of longitudinal research and lack of findings

supporting the linkage between fear of crime and official crime, a number of

recoÍrmendations can be made regarding the direction of future research. Of particular

importance is the way in which fear of crime has been measured. In order to gain an

accurate picture of fear of crime, researchers need to approach the phenomena with a

triangulation of methods. Fear of crime surveys can be enriched by alternative

approaches and the subtle insights they offer. These could include ethnographic studies,

life histories, and individual and group interviews. When dealing with a complex issue

such as fear of crime a conglomeration of methods can offer information that fixed

survey questions often overlook. Take for example the issue of whether individuals

experience anger as a response to crime as opposed to fear. Only through narrative

explanation could one determine that anger \ryas a potential response to crime.

Future research on fear of crime should be focused towards developing additional

survey measures. Although the offence specific measures used in this study have been

used widely within the literature (Warr 7995,2001; Forde 1993), the usefulness of some

measures must be questioned. For instance, the measure used for theft, "How much do

you worry about the possibility that someone will steal your coat, when you have left it
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unattended?" does not appear to portray a realistic estimate of fear of theft. It may be

more reasonable to refer to a purse or wallet. Additionally, based on the amount of auto

theft in the City of Winnipeg, fear of crime surveys should be revised to include a fear of

auto theft measure.

The use of repeated cross-sectional data presented a number of limitations within

this study. By studying different individuals at three periods in time our ability to

describe changes in fear levels over time was limited. These limitations could be

significantly reduced by using panel study data which incorporates more sophisticated

models. Panel studies, although costly and time consuming) are a very rich source of data

which have a number of beneficial research implications. Studying social phenomena

over time is very important for policy makers as it allows them to assess program and

policy effectiveness. 
'Whether it is panel data on fear of crime or any other social

phenomena more financial resources need to be directed towards longitudinal panel

research.

The conundrum between fear and anger must be examined in depth in future

studies. Ditton, Banister Gilchrist, and Farrall (1999) touch on rrn important, yet

neglected, dimension of fear. Future studies need to closely examine the emotional

experiences one feels when thinking about the possibility of being victimized. In

addition to a triangulation of methods, researchers need to design measurements for

capturing the majority of emotions associated with the possibility ofbeing a victim of

crime. Once explorative studies have taken place, and general emotions towards crime

have been uncovered, survey questions can be designed to capture larger samples from
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the population. These two methods combined should expose other emotions besides fear

as a reaction to crime.

Due to the lack of correlation between fear of crime and official crime rates one

final future research recommendation is offered. Researchers need to examine the

process of how people accommodate to increases in crime. The decline of fear after the

peak in 1994 suggests that individuals became accustomed to crime in their local

neighbourhoods as well as the surrounding city areas. One must question what behaviors

or mental cognitions individuals engage in, in order to relieve reactive emotions

surrounding the possibility of becoming victimized. Individual interviews would provide

a better analysis of individual's coping behaviors and patterns. Although there has been a

number of studies on the precautionary behaviors individuals engage in to avoid

becoming a victim of crime, there has been very little research conducted surrounding the

I strategies people use to reduce their fear of crime. This is a potentially rich area of

research for policy makers who are responsible for devising programs aimed at reducing

I fear of crime.

Finally, future research needs to be conducted in the area surrounding media

influence on crime, particularly in relation to this longitudinal study. In order to gain a

comprehensive understanding of the fear trends that have taken place in Winnipeg over

the last 20 years one would have to conduct a contextual analysis of the media reporting

in Winnipeg prior to and during the years in question (1984,1994 and2004). V/ithout

data from methods such as content analysis it is difficult for one to understand why fear

levels peaked in 1994. Content analysis of media reports, although highly time

consuming, provide researchers with a moderately accurate way of going back in history
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to gain an understanding of the events that take place during the time. Gaining an

understanding of the social situations that were take place prior to fear surveys data

would allow for the researcher to potentially explain changes in residents fear.

5.7 Conclusion

This longitudinal fear of crime study of V/innipeg residents addressed the

question of whether people are becoming more or less fearful over time. It has also made

a contribution to the debate surrounding the relationship between fear of crime and

official crime. It identified implications for crime prevention initiatives which measure

program success upon reduction of fear of crime. Due to the specific direction of the

vulnerable individual's fear, it is recommended that monies be directed towards public

education on crime and victim support strategies, particularly for women and minorities.

Future research that uses a triangulation of methods is recoÍtmended. A combination of

content analysis and other qualitative methods that allow for in depth exploration of the

fear of crime phenomena should serve to guide future theory and policy development.

Most importantly, it will help researchers to understand the exhaustive range of emotions

associated with the threat of becomins a victim of crime.
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Appendix G: Worry About Someone Breaking In



Appendix H: Worry about Assault
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Appendix J: Worry About Being Sexually Assaulted
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Appendix K: Worry About Being Gheated or Conned
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Appendix L: Sample Weights

*Weighted only for inconsistencies in gender between Winnipeg Area Study
sample and Winnipeg Census Population

1984 1994 2004

Female .94 .88 1.05

Male 1.08 1.18 .95
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Fear of Crime lndex
Visble Minority
MaritalStatus
Gender
lncome
Education
Age
Innercity
v 1984
v1994
v2004

Appendix M: Correlation Matrix of Dependent and Independent Variables

Fear of Crime index Visible Minority Marital Status Gender lncome Education Age Innercity V1984

1.OO ".099 o.OO4 
-'0.21',.-0.155

1.00 *-.048 *"-.055 **-.122

1.00 **-.059 **.169

1.00 .*-.290

1.00

**-0.144 **-.169 -0.019 *-.049

-0.008 **-.149 -0.029 *-.043

0.026 **.102 "*.060 *.053
*-.043 *.051 0.011 0.001
**.295 **.'1 98 **-.071 **-.222

1 .00 **-.191 **-.067 -0.035
1.00 **-.067 -0.035

1.00 **.438

1.00

v1994 V2004

**0.257 **-0.228

-0.013 *.053

0.005 **-.055

-0.001 0.001
-0.007 **.221

-0.032 **.067

-0.032 *".067
**-.237 **-.157
**-.507 **-.394

1.00 **-.593

1.00
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MaritalStatus
lncome
Education
Age
Innercity
v 1984
v1994
v2004

Appendix N: Correlation Matrix of Dependent and Independent Variables For Males

Fear of Crime index Visible Minority Marital Status Income Education Age Innercity V1984 V1gg4

1.00 **0.084 -0.04 **-.096

L00 .-.061 **-.179

1.00 **.390

1.00

\ì

**-.129 **-.136 -0.03 *-.061 **.223

-0.003 **-.148 -0.036 -0.046 -0.015
0.024 **.334 *.079 0.056 *-.062
**.258 "*.286 -0.065 **-.225 0.02

1 .00 **-.134 0.016 ** .173 0.015
1.00 -0.028 -0.03 -0.023

1.00 **.397 **-.243

1.00 *-.509

1.00

v2004

**-.1 81

0.059
0.014
**.1 93
**.145

0.052
**-.111
**-.393
**-.593
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Fear of Crime index Visible Minority Marital Status Income Education

Fear of Crime lndex 1.00 **.143 0.057 *"-.111 *"-.091

Visble Minority 1.00 -0.042 *"-.095 -0.019
Marital Status '1.00 **-.OgB 0.023
lncome 1.00 **.365

Education 1.00
Age
Innercity
v 1984
v1994
v2004

Appendix O: Gorrelation Matrix of Dependent and Independent Variables For Females

oo

Age Innercity V'l984 V1994

**-.220 -0.013 -0.044 **.296
**-.148 -0.022 -0.039 -0.01**-.091 0.046 0.051 *.065
**.141 *-.075 **-.237 -0.037**-.242 -0.017 **.176 0.006
1.00 **-.102 -0.041 -0.04

1.00 **.475 **-.231

1.00 **-.507

1.00

v2004

**-.275

0.047
"-.1 18
*.270

**.1 5g
**.082

*"-.1 98
**-.394
**.592
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